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Abstract

This thesis disembarks from the traditional approach of tailoring a system to the
water splitting reaction. As detailed in Chapter 2, this thesis predicts that two
silicon photoelectrons connected in parallel are ideally suited to electricity storage
in an integrated light collector and chemical storage device driving the splitting
of hydrobromic acid (2HBr —— H, + Bry). The predicted dual photoelectrode
system could potentially obtain high solar-to-hydrogen conversion efficiencies of
up to an nsty, HBr Of 12 %, whereas an equivalent water splitting system is not
possible due to the small band gap of silicon. Unfortunately, silicon possesses
low catalytic activity for both the hydrogen evolution half-reaction and the bromide
oxidation half-reaction. In the past, the electrocatalysis of silicon has been aided
by using Pt/Ir alloys to act as both a protective and electrocatalytic layer. Herein,
efforts are detailed to replace these precious metals, where possible, by using only
earth-abundant materials to decrease the cost of a module. Our hope is that efforts

along this path will aid the field of artificial photosynthesis as a whole.

We begin by further testing a chemical insight previously noted within our group
and discover a surprisingly high activity electrocatalyst for the hydrogen evolution
reaction by cobalt phosphide (CoP) nanoparticles, detailed in Chapter 3. Falling on
a traditional technique of increasing the surface area of particular facets, we nanos-
tructured our crystalline CoP to increase its surface area of exposed (111) facets
and hoped it would increase our catalytic activity; however, we found that simple
structuring resulted in poor adhesion of nanostructures and poorer activity than our
multi-faceted CoP nanocrystals (see the appendix to find out more). Our original
catalysis efforts spurred a flurry of activity in the literature, and consequently, alter-
native devices that are more scalable arose. We detail the developments occurring

since our work in the last appendix.

Now, with a potential catalyst in hand, comes the difficulty of balancing the delicate
interplay between light absorption and catalysis, as detailed in Chapter 4. While
CoP is active for HER, our particles possess a relatively low turnover frequency
compared to hydrogenase or platinum, and thus require high mass loadings of ma-
terial (2mg/cm?) to obtain competitive extrinsic performance. Planar electrodes
are incompatible with our particles because of substantial light absorption by the
thick catalyst overlayer. By structuring our photoelectrode, we abnegate our catalyst

limitations by exploiting the properties of microwires. High-aspect ratio microwires
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have shown promise as potentially low-cost materials for future photovoltaic appli-
cations as well as photocathodes functioning as part of an energy storage device.
We discuss how to integrate our materials with silicon microwires (the wires were
grown by an unscalable process to serve in place of functional CVD wires with
radial emitters) to prototype a candidate photocathode. While a parasitic resistance
limited the overall efficiency of the photocathode candidate, it still had promising
stability. The parasitic resistance was addressed by electrodepositing the cobalt
phosphide, thereby giving us a promising efficiency limited by the quality of the p-n

junction.

While high-catalytic activity for the HER in acidic solutions using earth-abundant
materials represents a significant advance, the photocathode is just one component
of what is necessary for a complex system of splitting hydrobromic acid. Silicon,
by its virtue of being a small band gap material, is easily passivated in aqueous
solutions by the formation of a silicon oxide. In the past, our colleagues had
shown that a monolayer of graphene could occasionally provide protection in a
test solution, but batch-to-batch variability provided a considerable challenge. The
putative hypothesis offered for the degradation argued defects in the crystalline
graphene at grain-boundaries were the culprit. In Chapter 5 we present a method
to passivate defects in the graphene crystal by light fluorination and observe a
considerable enhancement in stability relative to typical graphene-protected silicon
photoanodes. We had hoped that catalysis for bromide oxidation would be aided by
the near-perfect graphene liquid junction, but electrodeposited Pt was required to
effect photoxidation. A cursory stability test shows promising stability for one-half
of an hour, but we would like to avoid using Pt. Finally, we also turned our attention
to protecting silicon surfaces from oxidation by exploiting covalent silicon surface
chemistry, accessible via a two-step chlorination/alkylation procedure, and explored

the deposition of potentially protective thin-film metal oxides (see the appendix).
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Chapter 1

Introduction

1.1 Motivation

The world population increased from 3 billion in 1959 to 6 billion in 1999.! Pro-
jections indicate that we can expect 9 billion souls by 2044.! Prominent among
the challenges we will face is elevating their standard of living — one key way
to do this is by energy equality. Today the average American demands energy at
a rate of 9.5kW per capita, whereas for other rapidly growing countries, such as
an India national, 0.74 kW per capita is more typical.” The world rate of primary
energy consumption is about 17.5 TW, totaling 5.52 x 10*> EJ per year, with the
United States accounting for about 17 % of the demand despite having 4.4 % of
the world population.? If every living person today consumed at comparable levels,
then worldwide energy consumption would soar to 2.2 x 10% EJ per year today and
2.8 x 10° EJ per year by 2044. If we aim to elevate our fellow (wo)man with energy

equality, then there are massive resource challenges along the path ahead.

Today, the world’s primary energy production portfolio consists of oil (32.9 %),
natural gas (23.8 %), coal (29.2 %), nuclear (4.44 %), hydro (6.79 %), and renewables
(2.78 %).>2 We convert approximately two-thirds of this supply to usable energy,
while the other third is lost to entropy.? This supply includes all transportation (27.6
%), industrial (29.1 %), residential and commercial (34.6 %), and raw material (8.83
%) consumption of primary energy.* Fossil fuels, constituting more than 85 % of
the supply,” fundamentally originate from plants and animals that lived hundreds of

millions of years ago.

Photosynthetic organisms captured energy from sunlight and stored it in chemical
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bonds that were, occasionally, prevented from oxidizing back to CO; after becoming
trapped in anaerobic conditions, thereby leaving a finite supply through geological
processes. While the same formation processes exist today, their slow rates are
unhurried compared with our rapid rate of extraction.” This fossil fuel supply is
used in two ways: chiefly as an energy carrier and secondly as a chemical feedstock.
After the discovery and extraction of crude materials, refining occurs on a massive
scale (Figure 1.1). As stewards of this planet, it is our responsibility to carefully
consider the benefits and costs to extraction at elevated rates. This first chapter is
dedicated to the larger picture of the energy landscape, and motivated the rest of this
thesis work. First, an estimate of reduced carbon is taken from Wurfel.> Hubbert’s
model is used to show an estimate of the time left until resource exhaustion.® Third,
a toy model reflecting the physical mechanism by which fossil fuel emissions can
change the temperature of a planet as inspired by others is presented and then energy
sources are compared as discussed by others.” Finally, a technical solution is argued
so as to mitigate climate change as adopted by our cohort (including Lewis® and

Gray”).

Figure 1.1: Featuring (left-to-right) K. Wong, C. Roske, J. Velazuez, J. John, N.
Plymale, J. Wiensch, N. Lewis visiting the BP Whiting Oil Refinery converting
energy at a rate of 0.028 TW.

TConsider that if the total stored reduced carbon energy is 1.60 x 10> J and this has formed
since the great oxygenation event 2.3 billion years ago, then the rate of formation is an estimated:

1.60x10%7 _ 6
T iy = 220X 10°W = 220 MW.



1.2 Limits of Fossil Fuels

It is instructive to estimate the total stored solar energy in terms of reduced carbon
and then frame the present trajectory of resource depletion. We begin by determining
the mass of carbon created by life,* then we calculate the total energy stored and
consider our extraction progress in the best possible recovery case. Finally, we
incorporate estimates from the energy industry to make a projection using proven

reserves.

Mass of Carbon Reserves

Free oxygen, making up 21 % of today’s atmosphere, is considered biogenic in origin
as a product of photosynthesis. Otherwise, photolysis of water to O, and H, with
gaseous escape is the expected abiotic process slowly leading to, for example, the
oxidized surface of Mars.'® However, this inorganic process contributes negligibly
compared to photosynthesis because of UV protection afforded by our atmosphere.
We are estimating carbon reserves as dictated by the photosynthetic reaction, which

produces reduced carbon from carbon dioxide and water:

Light
6CO; + 6H,O —— CgH 204 + 6 O; -

Therefore, the mass of carbon, mc, can be estimated from the mass of oxygen, mo,,

in the air:

12
32

mc = mo,.

Using a simplified atmospheric makeup (79 % N and 21 % O;) we infer mo, from

*We assume that materials not properly stored revert back to CO, or are returning at a slow rate.



the mass of air, m,;;:
21

mo, = Majr

100

We determine my;; as the product of air pressure (Pym = 101325kg - m/ m?), the
2
reciprocal of the gravitational acceleration constant (! = 5.gm)» and the surface

area of earth (47R2 . , where Rearn = 6371 X 10°m):

2

-1
Mair = Pam X & X 47TRZ, -

Thus, mc is computed:

12 21 » 5
mc = 3—2xﬁpatm><g X47TRearth
12 21 s2
=~ x —(101325kg - 2 47(6371 x 10°m)?
32 " 700" grm/m?) X g X 4m (6371 x 10°m)

= 4.2 x 107 kg of carbon.

Total Chemical Energy of Stored Carbon

Determining the total stored energy requires finding the estimated mass of fossil
fuels, then using an approximate specific energy* to obtain an energy reserve total.
The specific chemical makeup will vary substantially from one resource to another
(even site to site), and hence the H/C molar ratio will vary between 1 (for coal) to 4
(for natural gas). Assuming the average H/C ratio is 3 (giving CH3 with 15 gmol~!)

the mass of fossil fuels, mg, can be calculated as

15
mg = —mc.

12

*Specific energy is Tkg~!.
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Obtaining the specific energy requires calculating the enthalpy of combustion for:

ACH; + 70, —— 4CO, + 6 H,0.

As defined, there is a half C—C bond with a bond dissociation energy (BDE) of ap-
proximately 3377 % and three C—H bonds with a BDE of 430%. The enthalpy of the
reaction is calculated by X(energy of bonds broken) — Z(energy of bonds formed),

which in this case results in:

1 337 1
AH = 4_1(4(7+3X430)+7XSOO)_Z(4X2X749+6X2X428) = —448.5kJmol!.

Our desired expression of specific energy, pg, is best represented as:

J 1molX1000m01 1037 1MJ

X X X =30MJ kg
1 T5g < " 1kg 1 106 8

k
mo

Now we can calculate an upper-bound of the available energy, Qmax, from reduced

carbon with:

15 108J 15 - ;
Qmax = PEXmg = pEXEmC = 30k—gXEX42X1O kg =1.6x10"EJ=16Y].

Progress in Logistic Consumption of Fossil Fuels

We are in a position to make a comparison of our historical fossil fuel extraction
with the total reserves as well as track our progress along a relevant model. In light
of exponential growth of consumption in the face of finite resources, the logistic

growth function is aptly invoked:



o) — —Cmox

1 +ae™?

b

where Q(¢) denotes the cumulative production at some time, a controls the peak
production time, b controls the rates of depletion, and Qnax is the the maximum
supply reserve. While this nonlinear function is useful for producing a familiar
result used in ecology models, the derivative (il—?) is exploited for our purposes in

tracking peak production:

o _ abQmaxe?”

dt  (a+ bet)?’
A toy model incorporating historical consumption and projecting total supply ex-
haustion is depicted in Figure 1.2. At a glance these fuels are seemingly inex-
haustible, but a large proportion of this total stored energy is in the form of kerogen,
which may require expending more energy retrieving the fuel than it produces in
combustion. Therefore, this model does not reflect total recoverable fossil fuel

energy because that depends on economical and technological considerations.

There is a large abundance of reduced carbon on Earth, but it is impractical to
burn the entire reserve because many of these reservoirs are difficult to discover,
extract, and refine. As such, predictions of imminent resource exhaustion refer not
to the total possible reduced carbon energy supply, but to conventionally proven
sources that are more readily recovered and converted into usable energy. Table 1.1
illustrates the proven potential reserve energies. The results from a model reflecting
proven reserves and their consumption are shown in Figure 1.3. This estimate
only accounts for known geological repositories that can be mined and processed
using standard industrial techniques, but history shows (beyond the discovery of

new reserves) innovation and demand will turn some unconventional sources to
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Figure 1.2: Historical data on total world fossil fuel energy supply obtained from
BP!! are fitted using Qmax = 1.6 X 107 EJ to give a = 2.167 X 10" and b =
1.886 x 1072, The shaded area under the curve is our progress in extraction to date,

Oused = [0 @Quse™ 41— 54002.1 EJ.

0 (a+eb?)?

economical ones. It is unclear when the cost of production will exceed demand. As
Figure 1.3 reflects by 2044 (when the world population reaches 9 billion) we will
either have: (1) delayed the inevitable exhaustion or (2) significantly modified our
energy portfolio. In any case, known reserves are unable to solely provide energy
equality either today (2.2 x 103 EJ per year) or by 2044 (2.8 x 10> EJ per year)

without substantially decreasing our energy consumption per capita.

Resource Type Potential Energy (EJ)

Oil 1.0 x 10*
Natural Gas 3.9 x 102
Coal 2.2x10%
Total 3.2 x 10*

Table 1.1: Potential energy of fossil fuel resources from proven reserves.’
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Figure 1.3: Using a more realistic projection based on the data in Table 1.1, we
assume that all energy from fossil used to date is 2.4 x 10* EJ and that total proven
reserves reach 3.2 x 10*EJ. Thus, Omax = 5.7 X 10* EJ. Nonlinear fitting resulted
ina = 1.37 x 1032 and b = 3.64 x 1072 for the logistic growth model. The red
area under the curve reflects our progress of exhaustion to date. This model predicts
that by 2034 we will have peaked in production per year and that by 2044 declining
performance can be expected.

1.3 Greenhouse Gas Effects

Fossil fuels are poised to meet our current prosaic energy demands for the next 18
years using known geological repositories and standard techniques, although they
are insufficient as the sole provider for a world with energy equality. While further
geological discoveries or high demands may open additional avenues for extraction,
an important penalty to fossil fuel combustion is worth mentioning: we appear
to be changing the atmospheric composition as a result of our emission products.
We weakly justify the mechanism of the greenhouse effect with simple models to
demonstrate the magnitude of the effect at the scale of a planet as presented by

others.” More exhaustive efforts are found elsewhere.!2

Black Body Surface Temperature

The surface temperature of a planet, 7, is determined by an equilibrium between
the power entering and exiting a planet, Py, = Poy. Of course, the power entering a
planet from a sun is determined by a simple modification to the Stefan-Boltzmann

law that incorporates the surface area of the sun (47R2,), the distribution of power
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over a sphere with a radius from the sun to a given planet (47 R3), the cross-sectional
area of the planet (ﬂRIZ,), and the imperfect absorption of radiation by the planet as

represented by the albedo (1 — @),

2
0Tqun X 4R, « 7RI - ).
4n Ry P

Py =

where o is the Stefan-Boltzmann constant, Ty, is the temperature of the sun, Ry
is the radius of the sun, Ry is the average distance between a planet and sun, R, is

the radius of a planet, and « is the surface albedo of a planet.

Likewise, black body emissions from a planet are predicted by,

Pout = O'T; X 47 Ry.

Finally, setting Py, = Poy and rearranging the equality furnishes the desired result:

0 Tgun X 4711’332un
4 Rd

2 _ 4
X 7er(1 —a) = O'Tp X 41 R,

R
TP = Tsun(1 - 0’)1/4 _2;;:

Table 1.2 shows the tabulated parameters, results, and a comparison between ob-
served surface temperatures and atmospheric pressures for Mercury, Venus, Earth,
and Mars. A cursory glance reveals that this simple relationship reliably estimates
the temperatures of Mercury and Mars (both have low atmospheric pressures), but
the model grossly fails to predict the average temperatures of Venus and Earth (both
planets have considerably higher atmospheric pressures). We ascribe the difference
in errors to the greenhouse effect, because we hypothesize atmospheric species in-

troduce additional corrections to our simple model. Below, we incorporate infrared
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gas absorptions into an improved model.

Planet @ R4 (m) T, (K) Tobs (K) £- (%) P (atm)
Mercury 0.119 5.91x10'° 430 440 2.3 1071
Venus 0.750 1.08 x 10'! 232 735 68 92
Earth 0.306 1.50x 10'" 254 288 12 1
Mars 0.250 2.29x 10" 210 215 2.5 0.007

Table 1.2: Data obtained from NASA.!® The planet bond albedo, «, and distance
from sun to planet, R4, are used in conjunction with sun temperature (Tg,, =
5870K) and radius (Rgyn = 6.96 x 108 m) to predict equilibrium temperatures,

T, = T (1 - @) 174 /I;S—I;;. The observed surface temperature, 75, is compared with

the predicted temperature, T}, and the atmospheric pressure for each planet is noted,
P.

Hot-House Effect on Surface Temperature
At the surface, incoming power from the sun, Pi, ¢un, Will heat the surface and

the energy will be re-emitted by the surface, Poy sun = O'T:lrf

47TR§, back into
the atmosphere. Now we consider an atmospheric layer that imperfectly (e)
absorbs power, P, ,m, isotropically emitting power back to the planet surface

(EO'T;tm47rRS) and into space, (1 — e)oT?

A7R? + ecT?
surf p

atm

47rR§. Balancing this
flux requires distinguishing between the atmospheric and black body emissions. Let
Pin sun = UTS%;:RSZ'“‘ X ﬂRg(l — a) represent the absolute incoming power reaching
a planet’s surface from a sun. A planet surface will have a temperature, 7Tg,f, and
the atmosphere will have another temperature, Ty, with an imperfect emissivity of

€ (note that € = 1 for a perfect black body, while € = 0 for a perfect white body).

Thus for the planet’s surface,

P in, surf — P out, surf

Pin,sun + €0 T (4nRD) = (1 = €)0 Ty, (47 Ry).

atm

Correspondingly for the atmosphere,
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Pin, atm — Pout, atm

Pin qun — €0 Ty (4nRY) = (1€) 0Ty (47 Ry).

By the addition method, the relations for the surface and atmosphere are combined

and solved for Tg,f:

2Pin,sun = (1 - €)0 Ty (4nR)

surf

0 Tyun X 47 R2 5 4 2
iR, "= X AR, (1 - @) = (2 - )0 T, (4nRy)

2(

0T ><47rR2n
o 2(F e X R (1~ @)

2-¢e)o

Rsun 4 1 -
Tsurt = Tsunn / .
surf sun Rd ) (2 — 6)

Using values for Earth and € = 0, 1.00, 0.780, we get Tt = 254, 302, 288 K, which

Tourt = (4n Rg)

accounts well for the surface temperatures on Earth with or without an atmosphere

full of heat-absorbing gases.*

Estimates on the Effect of Atmospheric Gases on Surface Temperature of Earth
Early on (1896) the potential effects of heat-absorbing gases in the atmosphere on
the surface temperature of the planet were recognized.!* We use Planck’s law to
estimate the black body emissions of Earth, and then demonstrate the effect of gas

absorptions by either water or CO;, on the emissivity of a planetary atmosphere.

* An astute reader might test this model against Venus, obtaining Tg,,+ = 232 and 276 K for e = 0
and 1.0, which fails to account for Tops = 735 K. Our previous model relies on a simple atmosphere
surrounding a planet with sunlight arriving at the surface, but the Venusian atmosphere is more
complex owing to the higher pressure at its surface and as a result little sunlight directly reaches the
surface, hence model failure. A refined approach would consider several layers of atmosphere, each
with coupled radiative energy balances and absorptions. We will also not succeed at predicting the
temperature of gaseous giant planets, such as Saturn and Jupiter, because of internal heating from
gravitational compression or being unable to define the “surface” of a gas giant.
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Planck’s law readily calculates spectral irradiance of a black body:

2rhc?

10°.05 (exp(rhi) —

B(A(m), T(K))(Wm 2nm™!) =

where £ is the Planck constant, ¢ is the speed of light, A is the wavelength, kg is the
Boltzmann constant, and B (A, T) is the spectral irradiance. A plot of the wavelength
(nm) versus the spectral irradiance for Earth is depicted in Figure 1.4 with colored
areas under the emission curve representing infrared transitions of water and carbon
dioxide. (The profile for the sun as seen outside the atmosphere is obtained by

appropriate scaling and temperature, B(A,7T) X (%)2.)

m

= 0.02

0.01+

0.005

Spectral Irradiance (

0 2 4 6 8
Wavelength (nm) x 10%

Figure 1.4: Black body emissions of Earth with 77 = 288 K is the curve in blue.
Yellow area under the curve reflects water infrared transitions and the red area is
from CO, transitions. fooo B(A,T)dA = 388 Wm™2. The area corresponding to
water vapor totals 265 Wm™2 and the area for CO, equals 37.1 Wm™2.

In Figure 1.4, a perfectly behaving black body atmosphere would be represented,
€ = 1, with an area completely filling an entire emission curve area; in this way,
our € is a ratio of the power adsorbed relative to the total emission of a planet,

therefore to crudely estimate® the planetary emissivity we sum contributions for

$Indeed, this approximation is rough since we do not capture the full shape of each vibrational
transition at each pressure and temperature in the atmosphere; account for the variation in the
concentration of these gases at different altitudes; avoid double-counting shared areas between H,O
and CO; transitions (we argue it is fair because of underestimates elsewhere); regard different
oscillator strengths; include considering other species such as ozone and methane; or use a litany of
other factors considered in a full treatment.
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each component relative to the total area and obtain

B f (area H,O transitions) + f (area CO, transitions) ~ 265% + 37.1%

= = = 0.779.
[, B(A.T)dA 3882

€

Our estimated value of € = (.78 matches our earlier estimate, but most importantly
this toy model captures the core behavior of the natural system. Accounting for
vibrational features of gases in the atmosphere roughly explains the atmospheric
emissivity. Granted that water is the most potent greenhouse gas, but CO, should

not be undervalued (e = 0.68 without CO; or T, = 282 K).

Estimates on Radiative Forcing of CO,

One of the last considerations is the effect of CO, concentration on the emissivity.
We do not fully detail a derivation of the simplified expression used, but the general
sense of the relationship between [CO;] and the area under the curve (called the
radiative forcing) is developed in Figure 1.5. Briefly, at low concentrations, the
concentration and radiative forcing are linearly related; at intermediate concentra-
tions, they are related by the square root; and at high concentrations the relationship

becomes logarithmic.

Wavelength low Concentration high

Figure 1.5: (Left) Depicts different concentrations of a gaseous species, at high
enough concentrations saturation occurs when transmittance is 0 %. Further gains
in the integrated area of a peak occur in the “wings” of a peak. (Right) Shows how
the relation between the area and concentration changes dependence on the regime.
Low concentrations are fit well to a linear equation; intermediate concentrations have
a square-root dependence; and at high concentrations the relationship is logarithmic.

The IPCC estimates that the CO, forcing is best represented as,'?
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[CO2]

F =535In
([C02]0

)s

where [CO;] represents the current concentration of CO; (402 ppmv) and [CO»]o,
represents an initial concentration, typically taken as the pre-industrial era value of

280 ppmv.'?

We should then roughly expect the influence of human combustion of reduced

carbon to give an emissivity of:

f (area H,O transitions) + f (area CO, transitions) + 5.35 In(15221)

[CO2]o
[, B(A,T)dA

€

N W 402ppmv \ W
= 265.7 + 37135 + 535 In(aggppmy ) o2 =0.784.

388%%

Accordingly, the difference in temperature from pre-industrial levels to today’s
concentrations should be on the order of 0.30 K, which is only a factor of three from
IPCC’s prediction of 0.85 K. Nonetheless, IPCC’s value incorporates the effects of
CO,, methane, N,O, among feedback systems, whereas ours only roughly accounts
for CO,.!? This means our rather simple discussion here demonstrates some of the
essential principles of the formidable work undertaken by IPCC. In particular, it
highlights how human-made emissions are occurring at a scale large enough to shift
the surface temperature of the planet. As a final note on this particular discussion,
the amount of shift our civilization can tolerate is uncertain because we depend
on past climate behavior as part of our risk management strategy. So, seemingly
small changes move us into uncharted territory. As such, there is considerable
interest in developing energy systems that do not contribute to climate change and

can simultaneously help make a world with energy equality possible.
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Emissions of CO; from Anthropogenic Sources
Now we estimate the magnitude in change of CO; concentration in the atmosphere,
A[CO,], from emissions relative to the total air to see if anthropogenic sources can
account for the magnitude of change observed from the pre-industrial era level (280
ppmv) to now (402 ppmv). First we calculate the total volume of CO, produced by

humans and then ratio to the total volume of air in the atmosphere.

Figure 1.2 used 2.4 x 10* EJ as the total fossil fuel energy spent; if we further
assumed the entire resource was burnt then this means that the total volume of CO,
is obtained as:

kg 44  1m?

1
Veo, = 2.4 x 10*1018)(——=—) x — X =1.2%x10"m>.
€0z (Sox 1060 ™ 15 * T.08kg m
Similarly, the total volume of the atmosphere is determined:
Vo= 10132558 M 18y (6471 x 10°m)? x M3 103

.= T m = 4. m-.

- m2 ~ 9.8m 1.225kg
Thus,

Vi 1.2x10m?
AICO,] = 292106 = 222 7 T H80ppmy.

Vair 4.3 %1018m3

Our estimated A[CO,] is approximately double than what is measured because
CO; becomes trapped in the carbon cycle, with about half the CO, ending up in
photosynthetic organisms or the ocean. In the ocean, one of the largest reservoirs in
the carbon cycle, the formation of carbonic acid from equilibration with CO, vapor

has led to ocean acidification and detrimental effects seen on the growth of corals.
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1.4 Low CO; Emission Energy Systems
Any future where humanity expels less CO, as part of the operation of modern
life will require a mixed portfolio of energy sources, each with positive and neg-
ative attributes, tailored to the region of generation and consumption. This future
economy will also leverage fossil fuels strictly as a chemical feedstock instead of
wasting precious materials on thermal energy. Among the many choices that will
be available, a select few are highlighted below due to their immense promise and
potential. We will also mention some of their undesirable properties. While it may
be obvious fusion and fission rely on the energetic balance of nuclear forces, it is
less intuitive that many other sources of energy (including wind and solar) indirectly
rely on the sun, a natural nuclear reactor; for this reason, we distinguish between

direct and indirect nuclear sources.

Direct Nuclear

Both nuclear options make clear the large difference in specific energy available
from nuclear reactions compared to less energetic chemical transformations. Fusion
remains a technical challenge ever out of reach, while fission reactors have been
available for decades but struggle to gain relevance to electrical companies who
would build more power stations. Unlike other renewable options, nuclear systems
appear well suited to supplying baseload power, but the economics of fission seem
to demonstrate that these power stations are not amenable to a distributed power
generation scenario. Instead, these options appear to work best in a centralized

power scheme.

Fusion

The oft dreamed future energy source is fusion. A challenging criteria for this

brand of energy conversion is the so-called ignition point, which is when the nuclear
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reactions become self-sustaining. Humans have transiently achieved ignition in the

D-T reaction used by thermonuclear weapons:
H+’H — “He + 'n-

We can estimate the energy released by Einstein’s mass-energy equivalence rela-

tionship, E = me?:

E = (Am)c?
= (mapy + may — Mag, — m1n)c2

= (3.34 + 5.01 — 6.65 — 1.67)107*"kg(3.00 x 10%m/s)?

g 270 107125
~ 2atoms

A more useful metric of comparison requires converting to the specific energy of an

equimolar mixture of deuterium and tritium gas, the fuel, to:

lkg 1 4mol .02 x 103 2.70 x 10712
o = g, OOOg>< mo ><60 x 10 atoms>< 0x10 J:3.23><1014i
lkg 1kg (4.03 +6.03)g Imol 2 atoms kg
M
- 323x 1002,
kg

Recall that the specific energy of all reduced carbon on Earth works out to be
about .’50%%J which pales in comparison to 32 X 1071]\(/[—;, reflecting the enormous
potential of fusion. Unfortunately, we have never harnessed this reaction aside
from displays of destruction or laboratory experiments. Overcoming electrostatic
repulsion, material compatibility with high neutron fluxes, and generating sufficient

tritium are some of the major challenges facing development of the D-T reactor. We

*To frame the challenge, consider that the “spark” required to “ignite” is a fission explosion in a
thermonuclear weapon.
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are unlikely to achieve fusion by the same pathway as the Sun, the p-p pathway,
because of a considerably lower (10724) nuclear cross section,” but there are other

fusion reactions available with different properties.

Fission

Fission accounts for 4.44 % of all energy converted today. Natural uranium ore
is 99.3 % 238U and 0.7 % 2*3U. Of the naturally occurring isotopes, only 233U
is fissile, meaning a nuclear reaction with a thermal neutron can lead to fission
chain reactions. Typically, isotopic enrichment is performed to increase the ratio
of 235U/ 238(J for use as a fuel in a light water nuclear reactor, while heavy water
reactors can use natural abundance uranium. Among the many different fission
reaction pathways that occur, here is an example of a reaction representing the

average fission fragment masses and energy:

235U + 1n 236U 14O><e + 94Sr +2 1n i

The specific energy for pure natural abundance uranium is calculated similarly to

our fusion example above,

23 11
_lkg 0.7 1000g 1mol 6.02x 10~ atoms 3.12x 107""J :56x106w.

= X X X X X
PE= kg 100" 1kg  235g Tmol Tatom ke

The specific energy of this fission reaction is poorer than our fusion example by a
factor of ten but greater than that obtained from fossil fuels by about two million.
The energy conversion of a nuclear power plant is limited by Carnot efficiency. As
an aside, there is an example of a natural nuclear reactor that occurred in the Oklo
region of central Africa millions of years ago when 23U natural abundance was

considerably higher, thereby allowing natural water to serve as a neutron moderator

"The nuclear cross section is the probability of nuclear fusion reaction rather than scattering.
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for a system that released about 0.4 EJ over thousands of years!!

Fission power plants have a capacity factor of around 0.90. The availability of
uranium is of no immediate concern and a plethora of positive attributes of fission
energy plants can be found detailed elsewhere,!® but there are significant hurdles
that prevent increased adoption in the US, such as high capital cost, construction
delays, uncompetitive electricity pricing, engineering failures that erode the public’s
trust, no long-term storage of waste, and concerns about the proliferation of nuclear
weapons. Itis our opinion that additional reactors will be built in a free market when
investors believe there is a profit to be made, which seldom appears to have been the
case in recent memory, even with substantial government subsidies in place, such

as the Price-Anderson Nuclear Industries Indemnity Act.

Indirect Nuclear

Power from wind has been practiced for more than a century, recently undergoing a
renaissance and quickly gaining relevance as major player in electricity generation.
Whereas, solar energy transformation with the use of photovoltaics has steadily ac-
cumulated momentum, and as a result, it is moving toward becoming a competitor
with traditional electricity sources. One major problem with both options is their in-
herent intermittency, but they are not capitally intensive to construct at a small scale;
this naturally lends to possible inclusion in distributed power generation scenarios.
The advantage of a decentralized grid is that small pieces can be brought together
over a wide area (lowering transmission losses and hour-by-hour intermittency), but
distributed power will encounter power conversion losses on the order of < 10 %.
Centralized power, on the other hand, will suffer from transmission losses likely on
the order of < 10 %. Without storage, there are concerns the stability of the grid will

be negatively impacted by large scale integration of intermittent power stations. !’
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Wind

As sunlight unevenly heats the surface of Earth, mass transfer through convective
processes creates wind. Wind electricity generation depends on wind with a density,
p, a velocity, v, passing through a turbine with a radius, r, and cross-sectional area,

nr?. The product of the kinetic energy and wind velocity gives the power:

1
Pyind = Eﬂrzpv3.

The power conversion is fundamentally limited by Betz’s law to n = 16/27 but
more practically reaches n = 0.30. Wind power complements raw solar energy
because it peaks at night while solar peaks during the day. The altitude, blade size,
and location all change the characteristics of the wind power that can be collected.
Generally speaking, the capacity factor (Ct = Payerage/Pmaximum) i8 around 0.30.
Another constraint is that wind turbines need to be spaced approximately 3 x (2r)
from one windmill to another. Among renewable energy sources, wind is one of the
fastest growing in number of installations because it has already reached cost parity
with natural gas in a variety of locations. Currently wind contributes to 4.7 % of

total electricity generation within the United States.!®

We can calculate the energy intensity of wind per day by,

Edaily, wind _ Pyina Xn X Cext _ pvnCext
area day (3% (2r))? 72

For instance, in north-eastern Montana an average wind velocity, v, of 7.00 m/s at

a height of 30 m can be assumed,'® giving:

Eaaity, wina _ (1.23kg/m*)(7.00m/5)? x 0.30 x 0.30 X (60> x 24)s _ , . 4
area day - 72 o m?day
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Solar Photovoltaics

Figure 1.6 compares the black body emission of the sun (attenuated by distance)
and an AMO spectrum. As we might expect, the irradiance reaching the Earth fairly
matches a black body emission. Integration of AMO tells us that 1.37x 10° % travels

to the planet; therefore, for our surface-area illuminated we must receive:

earth

w
Parriving = ( f AMO)X27R2 = (1.37><103E)27r(6.37><106m)2 =5.56x10' W
=3.49 x 10° TW.

As such, in about half an hour we receive all the energy the world demands in a year
at current rates (552 EJ) and in about two hours we would have enough for a world
with energy equality (2.2 x 10 EJ). There are additional constraints on a real-world
system. More specifically, the power available per unit area is limited by the abledo;
therefore, ((1 — 0.306)(1.37 x 103%)) = 951% is roughly what we expect at the

surface.

o
o

- - Black body 5870 K
—AMO

Spectral Irradiance (W m ™ nm™)
o
U

o

0 500 1000 1500 2000
Wavelength (nm)

Figure 1.6: The black body emission is calculated as mentioned earlier, B(A,T) X
(%)2. The AMO spectrum is provided by NREL.20 foloooo AMO(2) dA = 1.37 x

103 .

Naturally, we do not expect to cover the entire surface of our planet with solar cells,
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but some fraction could prove to be an important addition to our future energy
portfolio. We will more closely examine the thermodynamic limits of photovoltaics
(PV) in the next chapter, although commercial panels can reach n = 0.20 today
and advanced multijunction cells are approaching n = 0.50.2! One of the largest
drawbacks hampering deployment of photovoltaics is the capacity factor for these
power systems, which is about 0.30 for excellent installations using a single-axis
tracking system. Considering these factors, the real energy intensity that can be

converted on a daily basis is easily calculated from,

Edaily
area day

= SUHXTIPVXCle’

where Eq,ily is the daily energy converted per unit area, Pgy, is the power of sunlight
at the Earth’s surface, npy is the efficiency of a solar cell, G, is the capacity factor,

and ¢ is the number of seconds in a day. Now we can use values available today to

Emodem, PV, daily
area day

Etuture, PV, daily

, and future, area day

estimate modern, , energy intensities for PV:

Emodern, PV, daily

W
> = 951— % 0.20 X 0.30 x (60% x 24)s = 4.93 x 10° —,
m-day m m-day

Efuture, PV, daily

W
> :951—2><O.50><O.3()><(602><24)s: 1.23 x 107 T
m-day m m-day

As a point of comparison, the Palo Verde Nuclear Generating Station, the largest
operating complex in these United States, harnesses 3.94 GW with Cr = 0.98 over

1.53 x 10’ m? or

E ~ ’ ”
nuclear, daily _ 3.94 x 107 x 0.98 x (60~ x 24) — 918 % 107 )
m2day 1.53 X 107m? m?day

Thus, the energy intensity of nuclear is a factor of four better than modern high-
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density PV and only a factor of two better than future PV, which suggests that in
certain regions with proper solar insolation PV may be viable under a number of
different scenarios, such as when land is low cost or the area is on a rooftop. Not
surprisingly, PV must cover this area cheaply in order to compete economically.
As a consequence, the components must also be affordable to make the economics
favorable. Within a short period of time, solar’s total share has crept up to 0.6 % of

the total US electricity generation total.'8

An essential hypothesis is that no single source will necessarily dominate the im-
mediate future energy landscape (aside from fossil fuels), but cooperation among
different systems could enable a shift in energy holdings before our untimely ex-
haustion of these valuable supplies. In light of the massive potential of solar energy,
in terms of what is available from the sun and its relatively high energy intensity,

we focus the rest of this thesis on advancing PV.

1.5 Theme of Thesis: Intermittent Energy Storage

The architecture of traditional electrical grids relies on large dispatchable centralized
power stations with high capacity factors. These grids have virtually no storage,
and their supply is synchronized in tune with demand. Intermittent supplies, such
as solar and wind, are a key challenge facing large-scale integration of renewable
energy sources.!”-*?> Consquently, there is considerable interest in storing this energy.
There are some promising methods of electrical storage, such as pumped hydro or
compressed air, but they rely on relatively specific geological features. Thermal and
chemical energy storage are largely location insensitive, but chemical storage takes

the center stage of our focus.

Among the chemical storage options are traditional batteries, such as lead-acid or
lithium-ion; unconventional batteries, such as redox-flow; and chemical fuels, by

means of water splitting or carbon dioxide reduction.
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Chemical storage largely falls within the field of electrochemistry. The specific
properties of a battery depend on the chemistry involved, and some chemistries are
better suited for specific applications than others. Lead-acid batteries offer cheap
storage with a specific energy around 9 x 10% J/kg. This makes them great for small
applications (as in a car starter), but as weight becomes important, larger densities
as in electric cars are required. For that reason, expensive lithium-ion batteries,

offering 4.5 x 10° J/kg, become more attractive.

The key properties for grid-level electricity storage are high-cycle lifetimes (both
Pb-acid and Li-ion suffer in this regard), the speed of charging or discharging,
scalability (instead of depending on modules, tanks can be easily fitted to change the
volumes in a reservoir), and low cost. Redox-flow batteries are promising systems

to use in this application.

More broadly, energy storage has more stringent requirements than the chemistry
used in electrical storage. This is where the field of artificial photosynthesis sits. In
the best case, we could reduce CO; to liquid fuels, such as methanol, with renewable
power plants, and then, use existing infrastructure to transport stored energy for use
in a traditional combustion engine. Unfortunately, the chemistries are fiendishly
difficult. From a chemical point of view, water splitting is more tractable, and as a

chemical fuel, Hj, has attractive qualities.

The principal focus of this thesis sits at the boundary between redox-flow batteries
and artificial photosynthesis. We argue that electrical storage is a goal we are
closer to realizing, but we hope that advancements made toward our goal will also

simultaneously benefit the field of artificial photosynthesis as a whole.

Our goal of supplanting fossil fuels with alternative energy sources is challenging.
Solar PVs are capable as supplemental sources during peak hours of sunlight, and

large installations are already being deployed across the globe, but we must move
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faster and a way to do this may be by enabling the storage of intermittent electricity.

Specifically, we (in Chapter 1) explore the limits of fossil fuels as a sole provider of
energy in a world with energy equality; show how human emissions of CO, occur
at a large enough scale to shift the temperature of the planet; explore the landscape
of renewable energy sources while focusing our attention on solar photovoltaics
due to its immense potential; and explain why we are focused on using redox-flow
chemistry to store solar energy for electricity consumption. After understanding
our broad goal, we outline our specific device goals (in Chapter 2) for our system
with a photocathode and photoanode and we model device efficiencies for different
configurations of our system. By Chapter 3 we introduce a cathode catalyst, which
displays promising activity. We integrated this newly developed material with silicon
microwire arrays in Chapter 4. Chapter 5 details efforts towards a photoanode.
Inside Chapter 6, we provide an overview of where we have come, where we have
fell short, and what still needs to be done. Additionaly there is also an exploration
of our catalyst (in Appendix B), another strategy to protect silicon (Appendix C),
the synthesis of complex nanominerals by PLAL (Appendix D), and the academic

impact our work has had (Appendix E).
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Chapter 2

System Concept

A prominent role for solar energy in the future requires technical solutions to
its intermittent nature and cost. An integrated light collector and storage system
could rise to the challenge if it takes advantage of the distributed nature of solar
energy. Widespread adoption requires covering a large area with cheap components,
which must have reversible chemical reactions, affordable light absorbing materials
with high quantum yields, and utilization of abundant electrocatalysts with high
activities. What differs from many strategies herein is that we propose using redox-
flow chemistry to store the electricity. Instead of splitting water, as would be
needed for energy storage, we will split hydrobromic acid for distributed electricity
storage by using only light provided by the sun as an input into an integrated device.
We begin by reviewing historical efforts on this path, and then, estimate device
thermodynamic limits. Finally, we outline our idealized device construction, and

describe specific challenges facing our path towards efficient HBr splitting.

2.1 Project Illinois

Among factors that precipitated the 1970s energy crisis, declining oil production
within the United States in 1970 made her particularly susceptible to the effects
of the OPEC oil embargo of 1973. As a result of the change in trade, prices of
oil rapidly increased throughout the country with significant effects. The fact that
oil was limitless had been taken for granted, and so this shock initiated a surge of
interest in developing alternatives to fossil fuels, culminating in the installation of

rooftop thermal solar panels on the White House in 1979 by President Jimmy Carter.
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During this time period, rationing of retail gasoline was commonplace,* in addition
to federal measures, such as a mandated maximum speed limit of 55 mph that was

meant to curb consumption. !

Simultaneously, Jack Kilby — co-inventor of the integrated circuit — took a leave
of absence from Texas Instruments (TT) in 1970 to pursue independent inventing.?
Perhaps sensing an opportunity in the growing energy crisis, Kilby initiated con-
ceptual work on a solar electricity storage system using hydrogen iodide in 1973.
By 1975 he had refined his idea with Jay Lathrop (former researcher at TI and then
professor of electrical engineering) and Arthur Porter (former researcher at TI and
then professor at nearby Texas A&M), resulting in a series of patents they filed
on the concept.’ They extended earlier efforts within TI and made high-quality

spherical solar cells from cheap polysilicon.

Initial experimental work occurred at Texas A&M, but then T1 brought this work into
their Central Research Laboratory under the code name “Project Illinois” (for Kilby’s
undergraduate alma mater) in 1976. Scientists within the company characterized the
project as risky, but technically sound. By 1978, TI had further refined the concept to
include a roof-top residential installation with spherical, hydrogen-bromide-splitting
solar cells, which were internally equipped with a fuel cell to generate electricity.
To make this idea a reality, TI sought outside funding from the Department of
Energy (DOE) because of significant investments elsewhere in the company, such
as in personal computing. John Deutch, then Director of Energy Research at the
DOE, immediately recognized the significance of the program and supported the

formation of a cooperative agreement between TI and the DOE in 1978.

The terms of the agreement were unusual for the time but necessary in light of the

significant energy crisis. Over four years, TI would supply $4 million (14.8 million

*An even/odd number of a leading digit on license plate indicated on what days (even/odd) the
consumer could purchase automobile fuel.
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inflation adjusted 2016 dollars), and the DOE would provide $14 million (51.8
million) for the development of an economical system. In the event a commercial
product was brought to market, the $14 million would have been repaid as a portion
of the proceeds. With this agreement in hand, the TI Solar Energy System (TISES)
development was underway. By 1980, the first TISES development module was

completed; in 1981 the first prototype system module was demonstrated.

TISES used four components: the solar chemical converter (SCC), a metal-based
hydrogen storage unit, a fuel cell to produce electricity from the stored chemical
potential, and a heat exchanger. After exposing the system with solar energy, both
electrical and thermal energy would be available for output to a residence. We
focus only on the component relevant to this thesis, the SCC. The solar-to-hydrogen
efficiency (7sta.npr) achieved by their highest functional cell was nstaapr = 9.5

%.% We begin ascertaining the limits of this value in the next section.

The SCC array consisted of spherical silicon micro-sized crystals embedded in a
glass matrix and immersed in the aqueous electrolyte. These microcrystals were
chosen to bring down the costs of the light absorber. The spheres were either
n*-on-p or p*-on-n type for the cathode and anode, respectively. The sphere tops,
when exposed to the solution, were coated by a Pt/Ir alloy acting as a protective and
electrocatalytic film, while ohmic back-contact was provided by a thin metal film
(see Figure 2.1 for a cross-sectional diagram of the component). Another important
piece was the membrane, Nafion, that separated the anode and cathode half-reactions
and prevented self-discharge. The fuel cell subsystem releases electricity by running
the reverse reaction of the SCC. The chemistry of the SCC is straightforward and

facile.
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As light hits the photoanode, oxidation of bromide to bromine takes place:

2HBr + Light — Bry + 2H* +2e™ -

And at the photocathode, reduction of protons occurs with light:

2H" +2e” + Light — H> -

These two half-reactions contribute to an overall reaction of

2HBr + Light — Br, + H» -

GLASS PANEL
SEPARATOR COVER

7 A

|
|
I

o
‘ HYDROGEN BROMINE ‘
° .

REFLECTOR
CATHODE CONDUCTIVE PLANE ANODE

Figure 2.1: Cross section of TISES Solar Chemical Converter. (Used with permis-
sion from W. McKee, IEEE Transactions on Components, Hybrids, and Manufac-
turing, 1982, 5(4), pp 336-341. Copyright 1982 IEEE.

By 1981, an oil glut appeared under the first term of President Ronald Reagan.’
This signaled the end of the 1970s energy crisis.” The Reagan Administration
substantially reduced energy research outlays by 50 %.” As a result, the DOE had
to revisit the TI cooperative agreement for the 1981 and 1982 fiscal years; instead,
the DOE provided $5.3 million, and TI provided $12.5 million for Project Illinois,
totaling $17.8 million (65.3 million, factoring in inflation). By the end of the project

(1983), the team had succeeded in all technical aspects, and the system was ready for
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further development at the pilot-plant level. Due to declining interest in alternative
energy, from the uncertainties in the economics and marketability, TI divested from
this project by 1985, although spherical solar cells were pursued for some time
thereafter. Symbolically marking the end of a chapter in our history, the Reagan

administration removed solar panels from the White House in 1986.

Among commercial endeavors, TISES was one of the largest industrial research
projects using semiconducting components for electrical storage. Another smaller
effort was made between 2009 and 2014 by a start-up called Sun Catalytix, which
raised a total of $14.5 million. As a part of a pivot from unsuccessful water
splitting, Sun Catalytix briefly investigated electricity storage using haloacids, such
as HBr, before the company was acquired by Lockheed Martin for their patented
technology on redox-flow batteries using metal-ligand coordination compounds.?
Reportedly, they are trying to scale up this technology for grid-level electricity

storage applications.

2.2 Limits of Solar Energy Power Generation

This section of the chapter focuses on building a thermodynamic foundation from
which to determine the limits of solar-to-chemical power generation. The upper-
limit of efficiency observed by TI was nstc, upr = 0.095, but we would like to
ascertain the theoretical upper-limits to this conversion for different devices to make
an informed choice of configuration and materials. In this chapter we perform
calculations using theoretical estimates on optimized systems not yet constructed,
but that are perhaps within reach in the coming decade. For a single light absorber,
the oxidation and reduction reactions happen on the same material, but as we have
predicted here efficiencies will be lower than a more complex system using two
semiconductors. When using two light absorbers, we can either configure them in

series or in parallel. For the parallel system, the efficiency is slightly better than a
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single-absorber, although the in series system far exceeds both counterparts.

We borrow a simple theoretical approach, refined by Ross, to our specific case.”!°

Practically, we would like to understand the factors that control the magnitude of
Npower» Where mpower = %. The incoming power, of course, is determined
by photons of the correct energy from the sun and passing from space through the
atmosphere, ultimately reaching the semiconductor surface — see Figure 2.2 for
the photon flux density versus wavelength at the surface, according to a standard
used in the testing of solar devices. To determine the maximum power attainable
a considerable discussion will follow. We start from values that are out of reach
and then subsume different parasitic losses until we have the minimum number of

necessary parameters needed to describe efficiencies for a wide range of materials

and configurations.
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Figure 2.2: Photon flux density of AM1.5D spectrum,!! which refers to the number
of photons arriving at each wavelength that have passed through the atmosphere of
Earth when the sun’s zenith is 48.2° and the surface is tilted at 37°, representing
average conditions, directly illuminating the light absorber.
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Apparent Power Yield
The statistical distribution of quasi-particles in a semiconductor is perturbed by
incoming photons with an energy greater than the band gap (Ey), that is the difference
in energy between the ground state (valence band) and excited state (conduction
band) of the semiconductor. Moreover, there is an absorption of light with an
energy greater than E; = hc/Ag. It is important to point out that both the valence
and conduction bands represent a continuum of states and that we care about both the
valence band maximum energy, called the valence band edge, and the conduction
band minimum energy, called the conduction band edge. One real key to the
operation of a PV solar cell is spatially separating the excited-state electrons from
the holes left behind in the valence band before they can recombine; another key is
exploiting carefully tuned interfacial energetics so that electrons and holes can be

shuttled through an external circuit where power can be extracted.

The rate of excitation, Je, is calculated by,

]e:falsd/l, 2.1

where [ is the photon flux density of sunlight reaching the installation, and o is the
absorption cross section of the material. Roughly speaking, we say that o = 1 for
hc/A > Eg, and o = 0 for hc/A < E,. In a real material a distribution — reflected
in the natural line width of absorption spectra — exists at the boundary, but we

neglect this to simplify analysis.

The absorption of a photon with sufficient energy results in the excitation of an
electron from the valence band to the conduction band. For photons with energies
greater than the band gap, energy is lost in the form of phonons (eventually heat)
— this process occurs on the timescale of picoseconds (107'%s) until the electron

reaches the conduction band edge where it can rest for milliseconds (10735).!2 Thus,
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any excited-state electrons will have an energy determined by the band gap, hc/A.
Naively one might calculate the apparent power yield, Pyielq, in the vain of obtaining
a reasonable estimate on the extractable power. This power yield is calculated as

the product of the excitation rate and the associated energy of the band gap:

hc
Pyield = Je/l_g'

As will soon become clear, this quantity does not represent useful power. The
maximum power extractable from the system is governed by thermodynamics and
commensurately depends on a detailed balance. Our balance must account for gains
and losses; therefore, in our next case, energy is lost through the form of light

emission from the semiconductor.!3

Semiconductor Light Emission

We follow the energy balance by determining the entropy for photons exiting and
entering a semiconductor. More importantly, we keep in mind the fact that the
entropy change, AS, is related to the change in energy, AE, at a constant temperature,
T, by way of a simple relationship, AS = %. In addition, the energy of a photon is
related to the wavelength, A, simply as, E = % Recall that the black body photon

flux density is calculated from Planck’s law by,'?

2hce? 1 P
15 eXP(thTiA) —1hc

Igpsc =

Solving for the reciprocal temperature of the semiconductor (T;') gives:

2c
Igp, scA*

-1 Aks
TS = e ln(

+1).

To find the entropy for every photon departing the electromagnetic field, the entropy
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per photon (—0S/dN = (hc/A)/T) is set equal to the black body intensity of the

semiconductor,

_95 _held
ON T

Now we utilize the fact that the chemical potential difference between the band
edges, u, controls the resulting entropy change per absorbed photon within the

semiconductor at temperature, Ty, in order to formulate:

ﬁ_hc//l—u
ON T

Equating the entropy changes for the electromagnetic field and the semiconductor,

and then solving for Igp sc,, results in:

_ hC//l - M
_kB(1n(mscmu e D) = e,

Now, we use the insight that the term “—1,” above, corresponds to stimulated

emissions and therefore, is neglected to give:

IBB,SC,y = %[ex (}wgl—k;ﬂ)]—l
2 u—hc/a
- F =P ( TsckB )
2 —hc/A
= /l—jexp (T kB) exp ( TschB )

Recognizing that the rate of radiative emission, J;, from the semiconductor is the
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integrated product of the intensity and surface area results in:

Jr = f O'IBB’ SC,u d/l

2 —hc/A
= exp (T:kB) f o-/l—j exp ( TschB ) dA

~ eXp ( ) f O'IBB, SC da . (2.2)

Tsc kB

Maximum Potential Power

We use the expression from 2.2 for the rate of emission from the semiconductor to
balance incoming and outgoing fluxes of photons.* The maximum potential, gmax,
is less than the apparent band gap due to entropic losses, and it is calculated by

letting the flux of photons entering and exiting a semiconductor equal one another

(Je = Jp):

OAO Is da
fmax = kpTie In (20—

). (2.3)
o Igp d2

This has given us the tools required to express a power smaller than the apparent

yield, based on the maximum potential:

P, potential = Je Mmax-

This relationship does not capture losses due to the quantum yield of the elec-
tronic processes occurring within the material, so it should be unsurprising the that

maximum power will be lower still.

*The maximum chemical potential, or Gibbs free energy, is by definition a reversible process:
thus an equal rate of excitation and radiative recombination (emission) must occur.
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Maximum Power
The maximum extractable power, Ppower, depends on the product of the chemical
potential, rate of excitation, and internal losses (i.e., not contributing to the extracted

work in a resistive circuit or a chemical transformation):

Ppower = ,upower-]e(1 - ¢1OSS)’

where ¢1o5s accounts for both radiative (J;/J.) and nonradiative losses (@) in the

form of
Jr

Dloss = a/‘]_' 2.4)
e

Plugging in equation 2.2, expression 2.1, and equality 2.3 into the formula 2.4 results

in:
f o IBB dA
Ploss = @ €Xp (ﬂpower/kBTSC)W
f ag IBB dAa
In (¢loss) =1In (a') + (,Upower/kBTsc) + 11’1(—
f ol S dAa
[olsda
Mpower = kgTy In (Pross) — kpTsc In () + kpTsec In(———
f g IBB dA
O Is da
recognize that ymax = kT In (/l—)
;" g da
Mpower = Hmax t kBTsc In (¢10ss) - kBTsc In (a')
A plot comparing the energy conversion efficiency for the yield (m7yielq = ma)nﬁ%)’

P, potential

i P
potential (Tpotential = Frzoming power)> aNd extractable power (7power = pover_)

incoming power

for different band gap materials is shown in Figure 2.3. Silicon, with E; = 1.12
eV, has an estimated efficiency of around 17power = 0.319, which is equivalent to the

Shockley-Queisser limit.!> As silicon is perched near the maximum, it is should be
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unsurprising to find that silicon solar cells are ubiquitous. The theory just described

is used as a foundation for what we call the *“upowe;” approximation in Appendix A.
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Figure 2.3: Different estimates of the efficiencies depend on the band gap of the
semiconductor for the nyjelq (blue), Mpotential (red), and npower (@ = 1, yellow)
assuming illumination by AM1.5D.

2.3 Basis Set of Parameters to Model Solar Cells
In this section we discuss the basis set of metrics used for the characterization of a
solar cell. An important expression to describe solar cell behavior is the ideal diode

equation:

qV
nkBTsc

J = Jo[exp( ) — 11— JL,

where J represents net current density flow, Jy is the dark saturation current density
(reflecting recombination occurring within the material), ¢ is the electron charge,
n is the ideality factor, V is the applied voltage across the cell, and Ji is the
photocurrent. Simple demonstrations of this equation reveal important metrics used

in performance assessments of solar devices.

Setting J = 0 and solving for V reveals:

kT U
Vie = =% n(2L 4 1),
q
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where we call V,,; the open-circuit potential, which represents the maximum potential
the system can produce. We use the theory described in the previous section to
estimate this value, letting Voc = fpower/g. A plot of the band gap versus the V;, for
a =1ora =2ora = 320,* shown in Figure 2.4, gives a Vo of 0.751 V, 0.733 V,

and 0.601 V for silicon solar cells.

e W)

0.5 1 1.5 2 2.5 3 3.5 4
Band gap (eV)

Figure 2.4: Predicted V, vs band gap for two cases, @ = 1 (green) and o = 2 (blue)
to represent idealistic and future values, respectively. Purple reflects obtainable
values where @ = 320.

If we let V = 0 in the ideal diode law, then J = Ji. = Ji.. We call J;. the short-circuit
current density. The photocurrent, or short-circuit current density, can be calculated

from the excitation rate by way of:

Ao
JL:Jsc::Bf qJed/l’
0

where S represents (as we define for semi-empircal analysis) the probability of
absorbing photons and includes realistic losses such as reflection. In Figure 2.5 we
plot the band gap versus Jy.. This tells us that for silicon we should be able to reach

43.8,41.6, and 35.1 mA/cm2 for 5 =1.0, 8 =0.95, and 5 = 0.80.

The Jy parameter reflects the rate of recombination processes occurring in a solar

cell. A full treatment would require a more realistic theory that reflects the micro-

*Recall that we use « as a semi-emprical parameter that reflects losses in a semiconductor.
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Figure 2.5: Predicted Jy. vs band gap for AM1.5D solar illumination with g = 1.0
(blue), g = 0.95 (green), and S = 0.80 (blue).

scopic structure of a photodiode, but in our simpler treatment here we rely on our

other parameters to estimate Jy by:

N;
Jo = L

exp(dme) -1

Now we are in a position to simulate a J-V curve for a solar cell (drawn in Figure
2.6 is a silicon solar cell example). This is a natural point to illustrate how to
determine another metric. In the Figure 2.6 there is a green box that represents the
maximum power obtainable from the system. Graphically, this factor is found by
using the maximum power point (j—{j = 0), which has a corresponding voltage (Vap)
and power (Pyp). The rectangle starts at the origin with its width determined by
Ve and its height determined by finding the corresponding current for Vtp, which
we call the maximum power point current (Jyp). This metric is aptly called the fill

factor (when ratioed to the total incoming power):

Ve J,
f = MP MP.
VoeJse

Our final value of interest is the solar-to-electricity efficiency (n7pv), a value calcu-
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lated by way of:

VOC JSCﬂ:

npv =
Pin

We demonstrate our simulated metric values for silicon compared to a series of
research cells in Table 2.1. Our idealistic simulated silicon solar cell (& = 2, 8 =
0.95) is slightly better than demonstrated champion research cells but should be in
reach within the decade. The realistic simulated silicon solar cell (¢ = 320 and

B = 0.80) is within reach today.

Current Density (mA cm %)
IS 8
< Iae)
»/E /%
—

o

0.1 0.2 0.3 0.4 0.5 0.6
Voltage (V)

o

Figure 2.6: Predicted silicon solar cell J-V curve. Blue line represents the solar
cell characteristic according to the diode equation. The orange line represents the
power (V x J) and at its maximum is the maximum power point, the green rectangle
represents the maximum power the solar cell can supply to a resistive load.

Silicon Solar Cell Voe (V) Joc (mA/cm?)  fF (%) npv (%)

Simulated (Ideal) 0.733 41.6 87.5 26.7
Simulated (Realistic) 0.601 35.1 82.8 17.5
SunPower 0.737 41.3 82.7 25.2
Kaneka 0.738  40.8 83.5 25.1
Fraunhofer 0.718 42.1 83.2 25.1
UNSW 0.706  42.7 82.8 25.0

Table 2.1: Basis set of solar cell parameters used for the description of performance
and comparison of silicon simulated value with high-performing silicon samples.'#
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2.4 Butler—Volmer Kinetic Model Effects on Ideal Diode
Our interest in using the solar cell to directly drive an electrochemical engine means
that we must consider parasitic voltage losses from electrocatalysis. A central

equation used for electrochemical kinetics is the Butler—Volmer model, !> *

L actafn —actcFn
J = jo(exp(——2) — exp(— 2

RT RT ),

where j is the current density, jo is the exchange current density (representing the
equilibrium rate of reactions), acr is the charge-transfer coefficient (which depends
on the Tafel slope) for either the anodic or cathodic reaction, F' is Faraday’s constant,

R is the ideal gas constant, T is the temperature, and 7, is the overpotential.

A solar cell in isolation will always have better characteristics than a device driving
an electrochemical reaction. Since we are not extracting work the easy way, the

voltages for our device are coupled in the following way:

Vievice (Ja) = Vsolar cent (Ja) + T catalysis (Ja),

where Vjevice (Jq) is the voltage of the device and depends on the current of the device
(Ja), Vsolar cenn(Ja) is the voltage of the solar cell, and 1catarysis(Ja) is overpotential
voltage required in the Bulter—Volmer model. J-V curves for a device are calculated
by numerically finding, both, their matching currents and their respective voltages,
and then, using the voltage relationship above to eventually find a solution where
both boundary conditions are satisfied. The effect of the losses encountered during
catalysis is illustrated in Figure 2.7. Simply put, real catalysts impose additional

voltage requirements on the overall process, in addition to the internal losses we

*You may notice some vague similarities in form of the ideal diode law to this model, and this
is no coincidence because it results from the similar underlying physical models used to describe the
two phenomena.



44

account for in the last section.

Ideal diode

\

N
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Ideal diode and catalysis
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0 |
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Potential (V vs. solution)

Figure 2.7: Predicted silicon solar cell J-V curve with catalysis. Orange line
represents the ideal diode response while the blue line incorporates losses due to
the voltage losses from the kinetics of catalysis. In this case we are assuming a
single absorber is poorly carrying out both catalysis for the oxidation and reduction
half-reactions for HI splitting.

Our model, outlined in the previous sections, captures the core behavior of a semi-
conductor driving an electrochemical reaction and allows estimations of the magni-
tude of the effect different parameters have on an overall device efficiency. However,
there are several limitations of the simulations used in our discussion below. Among

the many factors our model does not include are:

 Light absorption by the solution (this becomes significant as Br, concentra-

tions increase);

* Membrane resistance (membranes, such as Nafion, introduce a transport re-

sistance);
* Solution resistance (real liquid electrolytes have a non-zero resistance);

 Internal solar cell resistance (often, real devices have shunt and series resis-

tance COIl’lpOIleIltS) 5

* Recombination is being explicitly modeled (explicit modeling of the kinetics

for recombination will yield more accurate results);
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» Exact device cell geometry is considered for mass transport purposes (the spe-

cific construction of a device has a real impact on the resulting performance);

* Mass transport limitations in the Bulter—Volmer model.

2.5 Comparison of Estimated Device Efficiencies for HBr and H,O Splitting
Now that we are equipped to estimate solar-to-hydrogen efficiency (nstg) for a

device, we define this efficiency as:

Jmp, BV X Ef

NSTH = 2 s

where Jvp, v is the current density maximum power point for a diode limited
by Bulter—Volmer overpotentials, and E; is the difference in the formal potentials
between the two-half reactions for either HBr splitting (1.09 V) or H,O splitting
(1.23 V), resulting in either nsTH HBr OF 7STH,H,0, respectively. We consider three
different device configurations and their attributes. The first system uses a single
semiconductor while the second system exploits two semiconductors sitting side-by-
side, and the third system has two semiconductors in a stacked structure, where the
top material absorbs and transmits light to the bottom semiconductor, as determined
by the band gap. In Table 2.2 we list the parameters used for devices developed
in the future (“idealistic”’) and for devices that could be made today (“realistic™).
Former results are in the next section while the latter results are given in Appendix

A.
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Reaction @CTa  Joa acre joo @ B

(Idealistic) H,O Splitting  0.4402 0.02378 1.66 2.736 2 0.98
(Idealistic) HBr Splitting 1.66 2.736 1.66 2736 2 0.98
(Realistic) H,O Splitting  0.4402 0.02378 1.66 2.736 320 0.80
(Realistic) HBr Splitting  1.66 2.736 1.66 2.736 320 0.80

Table 2.2: Parameters used in simulations of efficiency for solar devices driving
either water or hydrobromic acid splitting. The “idealistic” values for the PV are
obtained from Table 2.1 while the Butler—Volmer parameters come from a fit of
experimental data'® (this same source also documents an excellent analysis of water
splitting) for the hydrogen evolution reaction and oxygen evolution reaction (the
HBr anode will have similar characteristics to the HER). The “realistic” values for
the PV are obtained from a semiemprical fit of @ and S to the best values observed
in our laboratory.

Single Absorber

25

20 -

) )
NarH (%)
—

5]

10+

5 ‘ ‘ ‘ ‘ o
14 1.6 1.8 2 2.2 2.4 2.6 2.8
Band gap (eV)

Figure 2.8: The red “+” represents the efficiency for HBr splitting and the blue
circles represent H,O splitting using a single light absorber. Used with permission
from C. Roske.

In Figure 2.8, sty is determined for a range of band gaps driving either HBr or
H,O splitting. Significant voltage losses are encountered for the oxygen-evolving
half-reaction due to sluggish kinetics; therefore, a material with a 2.20 eV band gap
is required to provide a sufficient driving force for water splitting at st n,0 = 12.3
%. The anodic half-reaction for HBr splitting is considerably more facile and hence
higher efficiencies are possible for a 1.80 eV band gap material of sty usr = 22.3
%. Cuy0 with a band gap of 2.17 eV might be desirable for water splitting in this

scheme. One candidate material for HBr splitting would be CdSe, with a band
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gap of 1.74 eV. The results from simulations with realistic parameters are shown in
Figure A.1. The beauty of this configuration is that it only requires a single absorber
although the sensitivity of the ultimate efficiency highly depends on the quality and

band gap of the specific material.

Dual Light Absorbers: Side-by-Side
A) HBr B) H,O

g
&} )

photocathode (eV)
tn

1 1.5 2 25 3
photoanode (V)

Figure 2.9: This calculation shows the solar-to-hydrogen efficiency (1sty) for two
equivalent devices consisting of side-by-side semiconductors connected in parallel
using A) HBr splitting and B) H,O splitting.

In Figure 2.9, we consider two semiconductors sitting side-by-side and connected
in parallel at their back-contact. Here, considerably higher efficiencies are possible
compared with a single-absorber, especially for water splitting using a wider range
of materials. The optimum system for H,O splitting has two 1.30 eV band gap
semiconductors working at nstun,0 = 19.5 % while, for HBr splitting the ideal
system is two 1.10 eV materials sitting side-by-side producing nstu,n,0 = 22.8 %.
For the water splitting system, this might be InP (1.35 eV) or GaAs (1.43 eV) while
for hydrobromic acid splitting silicon (1.12 €V) or MoS; (1.23 €V) may be optimal.

Realistic results are shown in Figure A.2. One of the benefits to the side-by-side

nstH (%)

25

20

15

10
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configuration is its wide accommodation of different materials, including those with

the same band gap.

Dual Light Absorbers: Tandem

In Figure 2.10, our two systems are configured with a light absorber on top and
bottom of a stack. These efficiencies are considerably higher than other competing
configurations. For H;O splitting, a 1.70 eV top and 1.00 eV bottom configuration
could give nstaH,0 = 26.2 %, and for HBr splitting, a 1.50 eV top and 0.700 eV
bottom could give nsta.aer = 30.0 %. An example of a system for water electrolysis
would be a CdSe top and a Cu,SnS3 bottom. While for our haloacid, a Zn3P, top
and a Ge bottom could be optimal. Realistic results are shown in Figure A.3.
While the tandem, stacked, configuration has the best absolute performance for a

well-optimized system, it also has considerable specific challenges, listed below.

1. The band gaps of the two layers must be different for any non-zero efficiency,
so in other words, two high-quality semiconductors are needed in a single

device.

2. Growing two dissimilar semiconducting materials epitaxially remains a very

difficult endeavor, although there are common ways around this.

3. Minimizing mass transport limitations requires careful engineering for tandem

structures.

4. Manufacturing complexity increases considerably.
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Figure 2.10: This calculation shows the nsty for two equivalent devices consisting
of stacked (photoanode on top) semiconductors using A) HBr splitting and B) H,O
splitting.

2.6 Proposed Device Layout

While the tandem structure is the ultimate envisioned device, it has been very
hard in practice to build in our laboratories. The single absorber is promising,
but we do not have expertise with the materials most suitable for either water or
hydrobromic acid splitting. This leaves us with the side-by-side configuration. For
HBr splitting, silicon (a material we have a strong understanding of and expertise in
handling) would work as both a photocathode and photoanode; therefore, this is the
configuration and material we pick. An ultimate efficiency of nsth, upr = 22.8 % is
the theoretical upper-limit, but in our hands nsty, uBr = 11.0 % is more likely to be

obtained as reflected by our “realistic”” simulation.

In Figure 2.11 the proposed device layout is depicted. It consists of a photoanode and
photocathode made of silicon microwires embedded in a glass matrix (to protect the
underlying metal back-contact and provide mechanical stability to the wires). Ideally,
above the glass matrix is where the electrocatalysts would sit, hopefully avoiding

parasitic light absorption by using a reflective layer coating of TiO; particles. Above
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((Ili()i:;lll:ttlls Configuration 7nstH, HBR (%) 7nstH,H,0 E; HBr(eV) E; HO
I S 223 12.3 1.80 2.20

I SBS? 22.8 19.5 1.10/1.10 1.30/1.30
I T¢ 30.0 26.2 1.50/0.70 1.70/1.00
R S 16.2 8.6 1.80 2.30

R SBS? 17.2 14.2 1.20/1.20 1.70/1.70
R T¢ 222 19.3 1.60/0.900  1.80/1.20
R SBS? 11.0 - 1.10/1.10 -

Table 2.3: This table uses either (I)dealistic or (R)ealistic parameters (defined in
Table 2.2). The first six rows represent the maximum efficiencies for those scenarios
and the respective band gaps. The realistic value for H,O splitting compare well
with the literature.'6

4 S is for (S)ingle light absorber.

b SBS is for (S)ide-(B)y-(S)ide configuration.

¢ T is for (T)andem or stacked configuration.

all, the light absorbers are cheap and high-quality silicon microwires. Between the
anode and cathode sits a membrane separator, likely Nafion. At the photoanode
oxidation occurs, producing bromine, free protons, and electrons (shuttled to the
photocathode). At the photocathode, free protons and electrons are consumed to
yield Hy(g). In essence, this would be a modern rendition of the TISES, but we
would like to lower the costs of the materials even further with earth-abundant

materials and microwires more readily manufactured at scale .
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Nafion membrane

Hs
Ht

<—— microwires

2HBr Bry + 2H' 2H* H,
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(embedded microwires)

<—— metal contact

Figure 2.11: In the presence of aqueous hydrobromic acid, hydrogen and bromine
will be generated upon irradiation of the integrated photosystem:
2HBr + Light — Hj + Bry .

2.7 Challenges Facing HBr Splitting

The outline of what we must accomplish is as follows:

1. We need high quality microwires of silicon as a light absorber for both a

cathode and anode;
2. We must stabilize the photoanode;
3. We must stabilize the photocathode at its resting state;

4. We need an earth-abundant cathode catalyst that has a low overpotential for

the hydrogen evolution reaction in acidic media;

5. We need an earth-abundant anode catalyst that has a low overpotential for

halide oxidation;
6. We will assess the stabilities of the resulting components;

7. We would need to integrate both components in a complete system.
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2.8 Conclusions
One promising strategy to break the world from its dependence on fossil fuels is
by massive solar energy conversion. Successful implementation of large-scale solar
energy capture may require driving chemical reactions. Semiconductors are suitable
materials to capture and convert sunlight into usable power with high efficiency. We
suggest that an integrated device capable of collecting solar energy and storing it in
chemical potential is a worthwhile goal. In this scheme, a careful choice is required
when selecting a compatible combination of materials (for light absorption) and
chemical reactions (for storing energy as chemical potential). Silicon has an ideal
band gap (1.12eV) for solar absorption, but silicon cannot drive water splitting
(2H,0 — 2H; + Oy) because its electronic structure prevents generation of a
sufficient photovoltage. Instead, two silicon electrodes connected in parallel can
carry out hydrobromic acid splitting (HBr —— Hj + Br,). Modeling with realistic
parameters suggests that the ultimate solar to hydrogen conversion nsty is optimized
for a device with a band gap of 1.1eV to 1.2eV would be ideal for HBr splitting
in a side-by-side configuration, with a potential to make between 11 % to 17 %.
Silicon, with a band gap of 1.12€eV has the potential to make ~ 12 % in this
scenario. Unfortunately, earlier efforts by TI used precious metals to catalyze the
two half-reactions and protect the silicon. Our device needs to use earth-abundant
materials to both catalyze the relevant half-reactions and protect the underlying
silicon electrodes at low cost. In Chapter 3 we introduce a candidate cathode
catalyst compatible with strongly acidic solutions. Then, in Chapter 4, we integrate
this catalyst with a silicon photocathode. Finally, in Chapter 5 we introduce a method
to protect a silicon photoanode from oxidation, but ultimately fail to catalyze the

anodic half-reaction without a Pt catalyst.
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Chapter 3

Highly Active Electrocatalysis of the Hydrogen-Evolution Reaction
by Cobalt Phosphide Nanoparticles

Reproduced with permission from E.J. Popczun; C.G. Read*; C.W. Roske*; N.S.
Lewis; R.E. Schaak. Angew. Chem., 2014, 126, 5531-5534. Copyright 2014 Wiley.

3.1 Abstract

Nanoparticles of cobalt phosphide, CoP, have been prepared and evaluated as electro-
catalysts for the hydrogen evolution reaction (HER) under strongly acidic conditions
(0.50M H3SOy4, pH 0.3). Uniform, multi-faceted CoP nanoparticles were synthe-
sized by reacting Co nanoparticles with trioctylphosphine. Electrodes comprised of
CoP nanoparticles on a Ti support (2 mg/cm? mass loading) produced a cathodic
current density of 20 mA /cm? at an overpotential of —85 mV. The CoP/Ti electrodes
were stable over 24 h of sustained hydrogen production in 0.50 M H,SOy4. The ac-
tivity was essentially unchanged after 400 cyclic voltammetric sweeps, suggesting
long-term viability under operating conditions. CoP is therefore amongst the most

active, acid-stable, earthabundant HER electrocatalysts reported to date.

3.2 Introduction

The hydrogen-evolution reaction (HER), which generates molecular hydrogen through
the electrochemical reduction of water, underpins many clean-energy technologies.
Platinum, the most widely used HER catalyst, requires very low overpotentials
to generate large cathodic current densities in the highly acidic solutions that are
used for water electrolysis in proton-exchange membrane systems.'~> However, Pt

is expensive and relatively scarce in the Earth’s crust, limiting the utility of Pt in
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energy systems deployed at global scale. Active, acid-stable alternative HER elec-
trocatalysts include the molybdenum-based MoS,,>* MoB,> Mo,C,>° NiMoN,,’
and Cog Mo 4N» systems,8 as well as several first-row transition metal dichalco-
genides.9 Alloys of Ni—Mo,!° Ni-Mo-Zn,"! Ni—Fe,!'? and Ni-P,!3 along with
Ni/NiO/CoSe> nanocomposites,'# are active HER electrocatalysts, but are not sta-

ble in acidic solutions.

Recently, nanoparticulate films of Ni, P, comprised of inexpensive and earth-abundant
elements, have been reported to show high HER activity, requiring an overpoten-
tial of —130 mV to produce cathodic current densities of —20 mA/cm? in 0.50 M
H,S0,.1 Like M0S,,%1% Ni,P is also a hydrodesulfurization (HDS) catalyst,”’18
which suggests that other known HDS catalysts may also be active HER catalysts.
We report herein that CoP, a known metal phosphide HDS catalyst that is struc-
turally and compositionally distinct from Ni,P,'8 is a highly active and acid-stable
HER catalyst, exhibiting an overpotential (1) of —85 mV at a current density ()
of —20 mA/cm? (at a mass loading of 2 mg/cm?), as well as stability over 24 h of

operation in 0.50 M H;SO4.

3.3 Materials and Methods

To synthesize the CoP nanoparticles, 9 + 1 nm diameter spherical nanoparticles of
€-Co (Figure B.1) were prepared by the decomposition of Co,(CO)g in 1-octadecene
(ODE), oleylamine (OLAM), and nonanoic acid (NA) at 230 °C, followed by addition
of oleic acid (OLAC).!® To form CoP, the e-Co nanoparticles were then reacted for
1 h at 320 °C with trioctylphosphine (TOP) in ODE and OLAM. (See Supporting

Information for full experimental details.)

3.4 Results and Discussion
Figures 3.1a and 3.1b show representative transmission electron microscope (TEM)

images of the CoP nanoparticles, which were quasi-spherical, multi-faceted, uni-
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form, and hollow, with an average diameter of 13 + 2 nm. The hollow morphology
is the result of a nanoscale Kirkendall effect, which often occurs for metal phos-
phide nanoparticles that have been synthesized by reaction of the metal nanoparticle

templates with TOP.29-24

Selected-area electron-diffraction (SAED) (Figure 3.1¢) showed that the nanoparti-
cles adopted the MnP structure type expected for CoP,> whereas energy dispersive
X-ray spectroscopy (EDS) (Figure B.2) indicated a 45:55 Co:P ratio, which is con-
sistent within experimental error with the expected 1:1 stoichiometry of CoP. The
powder X-ray diffraction (XRD) pattern (Figure 3.2a) confirmed that the bulk sam-
ple consisted of high-purity MnP-type CoP. Scherrer analysis of the peak widths of
the XRD pattern for the CoP nanoparticles indicated an average grain size of 12 nm,
which is consistent with the particle diameters observed by TEM, and suggests that
the particles were largely single crystalline. HRTEM (Figure 3.1d) confirmed that
the CoP particles were single crystalline, with observed lattice spacings of 2.4 A that
intersected in a manner consistent with expectations for the closely spaced (102)

and (111) planes of MnP-type CoP (Figure 3.1e).

The HER electrocatalytic activity of the CoP nanoparticles was evaluated in 0.50 M
H,>SO4. Working electrodes were prepared by applying CoP nanoparticle samples
to 0.2 cm? titanium supports with CoP loading densities of 0.9 and 2 mg/cm?,
respectively. Ti electrodes were chosen because Ti is not an active HER catalyst and
because Ti promoted adhesion of the CoP nanoparticle catalysts, while remaining
chemically inert. The Ti/CoP electrodes were heated at 450 °C in Hy/Ar to remove
the organic ligands, and the powder XRD pattern (Figure 3.2b) confirmed that
the nanocrystalline CoP phase persisted after this treatment. Figure 3.3a shows
polarization data for representative Ti/CoP electrodes at two distinct mass loadings,
along with polarization data obtained under identical conditions for uncoated Ti

foil electrodes as well as for Pt, which is a benchmark HER electrocatalyst. Ten
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Figure 3.1: (a,b) TEM images, (c) SAED pattern, and (d) HRTEM image of CoP
nanoparticles. (e) Two views of the MnP-type crystal structure of CoP.

Ti/CoP electrodes, from several different CoP nanoparticle samples, were tested
and showed highly consistent HER activities. The CoP nanoparticles produced a
cathodic current density of —20 mA/cm? at an overpotential of =95 mV for a mass
loading of 0.9 mg/cm? (i-e.17_20ma/em? = —95 mV) and exhibited 7_4 /em2 = —85
mV for a mass loading of 2 mg/cm?. In contrast, the Ti foil electrode was not an

active HER catalyst, as expected, under these conditions.

These overpotentials compare favorably to the values reported at similar cur-
rent densities and mass loadings for other acid-stable, Earth-abundant HER elec-
trocatalysts, including NizP (7_poma/em? = —130 mV),!> Mo,C on carbon nan-
otubes (7_jpma/em? = —152 mV),® and MoS, (M _20ma/em? = —175 mV),* and
also compare favorably to, but are somewhat larger than, the behavior exhibited
by the Pt control electrode (17_sgma/em? = —25 mV). The overpotentials exhib-
ited by the CoP nanoparticles are also comparable to that of Ni—Mo nanopowder

(M _20ma/em? = —80 mV),' which is not stable under acidic conditions when Ni**



58

a) b .
« *
* *
*
=] = * 1«
m' © \
:> CoP (exp.) S CoP/Ti 450 °C (exp.)
@ @ 1
C c
% % l 1 1 i
£ l = CoP (sim.)
I | l“ el 111 L
CoP (sim.) Ti (sim.)

T T T T T T T T T T
30 40 50 60 70 80 30 40 50 60 70 80
26 / degrees 26/ degrees

Figure 3.2: Powder XRD patterns for (a) as-synthesized CoP nanoparticles (top,
experimental; bottom, simulated) and (b) a CoP/Ti electrode annealed at 450 °C
(top, experimental; bottom, simulated for CoP and Ti). In (b), peaks marked with
an asterisk (*) correspond to the Ti substrate.

is formed, and the 7_yy o2 for CoP is significantly smaller than n_yo; 4 /o2 for
comparable catalytic systems that are unstable in acid, including Ni/NiO/CoSe;
nanocomposites (7_,oma/em? ~ —120 mV).!* Porous nanosheets of isostructural
FeP have been reported to catalyze the HER, but at significantly higher overpoten-
tials (7_poma/em? = —300 mV for 0.28 mg/cm?) than that of CoP, with unknown
acid stability.?® NisPy, as bulk pellets of nanocrystalline powders, also has been re-
cently reported to be a highly active HER electrocatalyst in both acidic and alkaline

solutions.?’

The slope of the Tafel plot [overpotential vs. log(cathodic current density)] for
the Pt control (Figure 3.3b) was ~ 30 mV/decade, which is consistent with that
expected for the known HER mechanism on Pt. In contrast, the Tafel slope for
representative CoP/Ti electrodes (Figure 3.3b) was ~ 50 mV/decade, independent
of mass loading. This value does not correspond to one of the standard HER Tafel
slopes (29, 38,and 116 mV/decade),® indicating that the mechanism of the HER on
CoP/Ti is different from that on Pt. However, similar Tafel slopes have been reported
for other non noble-metal catalysts, such as MoS, (50 mV/decade),?’ Mo,C (55

mV/decade),?® and Ni,P (46 mV/decade).'> The HER exchange current density of
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the CoP nanoparticle catalysts was ~ 1.4x 10™* A/cm?, which is comparable to that

exhibited by Ni,P nanoparticles as HER electrocatalysts under acidic conditions.
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Figure 3.3: (a) Polarization data in 0.50 M H,SO4 for CoP nanoparticle electrodes
at mass loadings of 0.9 and 2 mg/cm?, along with a Ti foil and Pt for comparison.
(b) Corresponding Tafel plots for the CoP and Pt electrodes

To determine the faradaic yield for hydrogen evolution, a CoP/Ti working electrode
was held at —20 mA/cm? for 6.94 h. The amount of H, collected over 6.94 h was
consistent with the amount of charge passed through the system (100 C), indicating
essentially 100 % faradaic efficiency for the HER. The amount of hydrogen produced
also compared favorably with that produced by a Pt control cathode over the same
time period. Complete decomposition of the catalyst would have produced gaseous
byproducts that would account for less than 1 % of the gas volume that was observed
experimentally. This stable chemical behavior, coupled with the observed long-
term acid stability of the material (confirming that significant degradation did not
occur), therefore indicates that the CoP nanoparticle catalyst is capable of sustained

electrocatalytic Hy production in acidic media.

The CoP nanoparticles had a measured Brunauer-Emmett-Teller (BET) surface area
of 59.1 m?/g. Using this surface area, the turnover frequency (TOF) was calculated
to be 0.046 s™! at 7 = 100 mV. As a benchmark, the upper limit of the surface area
was estimated based on average particle geometry and size (e.g. 13 nm spheres)
to be 71.9 m?/g, and this procedure yielded a TOF of 0.038 s~!. (See Supporting

Information for detailed calculations.) These TOF values are estimates because the
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specific active sites are not known and because the calculations do not account for
porosity or for surfaces that are inaccessible because of contacts between particles.
However, the TOF values estimated based on both the experimental and theoretical
surface areas are mutually comparable and compare favorably to the TOF values

at 7 = —100 mV for Ni,P nanoparticles (0.015 s~!) and Ni-Mo nanopowder (0.05

S—l).IO,IS

To evaluate the stability of the CoP nanoparticles during repeated cycling in acidic
solutions, accelerated degradation studies were performed on representative CoP/Ti
electrodes having mass loadings of 0.9 mg/cm?. As shown in Figure 3.4a, the CoP
nanoparticles exhibited no measurable loss of activity after 400 cyclic voltammetry
(CV) sweeps between +5 mV and —140 mV (vs. the reversible hydrogen electrode
potential, RHE). The production of a current density of —20 mA/cm? initially
required an overpotential of —95 mV, whereas the overpotential changed to ~ —90
mV after 400 cycles, demonstrating high stability under strongly acidic conditions.
In addition to the accelerated degradation studies, galvanostatic measurements at
a current density of —20 mA/cm? in a pre-electrolyzed solution indicated that the
overpotential increased in magnitude only slightly (25 mV) over 24 h (Figure B.3)
of continuous operation. Some particle desorption from the substrate (and therefore
a slight decrease in mass loading) is the likely cause of this small increase in

overpotential.

X-ray photoelectron spectroscopy (XPS) survey data (Figure B.3) indicated that
the surface of the as-prepared CoP/Ti electrode consisted primarily of carbon and
oxygen, as expected from the organic surface-stabilizing agents. Co, P, and Ti were
also present. After annealing the CoP/Ti electrode at 450 °C, the carbon signal nearly
disappeared, consistent with the expected removal of the capping ligands. High-
resolution XPS data for the annealed CoP/Ti electrode showed two characteristic Co

2p peaks, with binding energies consistent with those expected for Co(Il). Following
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Figure 3.4: (a) Polarization data in 0.50 M H,SO,4 for a CoP/Ti electrode (0.2
mg/cm? mass loading) initially and after 400 CV sweeps between +5 mV and —140
mV vs RHE. (b) Plot of overpotential vs. time for a CoP/Ti electrode (0.2 mg/cm?
mass loading) at a constant cathodic current density of —20 mA/cm?.

electrolysis, additional sulfur, carbon, and nitrogen were present, with these signals
attributable to the sulfuric acid electrolyte, the graphite rod counter electrode, and
epoxy, respectively. Oxygen was present throughout, which was expected due to the
handling of samples in air. Importantly, XPS confirmed that the electrode was free
of trace Pt, indicating that the observed HER activity was primarily due to the CoP

nanoparticles and not to adventitious noble metal impurities.

3.5 Conclusion

In conclusion, nanoparticles of CoP are highly active HER electrocatalysts, with
< 100 mV overpotentials at low mass loadings and operationally relevant current
densities of —20 mA/cm?. In addition, CoP nanoparticles are exceptionally stable
in acidic solutions, showing no evidence of significant degradation over 24 h of H;
production in 0.50 M H;SO4. These results further establish that HDS electrocat-
alysts comprised of inexpensive and Earth-abundant elements provide interesting
and important candidate materials for obtaining high activity and stability for the

HER in acidic media.
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Chapter 4

Comparison of the Performance of CoP-Coated and Pt-Coated
Radial Junction n*p-Silicon Microwire-Array Photocathodes for the
Sunlight-Driven Reduction of Water to Hy(g)

Adapted with permission from C.W. Roske; E.J. Popczun; B. Seger; C.G. Read; T.
Pedersen; O. Hansen; P.C.K. Vesborg; B.S. Brunschwig; R.E. Schaak; I. Chork-
endorff; H.B. Gray; N.S. Lewis. J. Phys. Chem. Lett., 2015, 6, 1679-1683.

Copyright 2014 American Chemical Society.

4.1 Abstract

The electrocatalytic performance for hydrogen evolution has been evaluated for
radial-junction n*p-Si microwire (MW) arrays with Pt or cobalt phosphide, CoP,
nanoparticulate catalysts in contact with 0.50M H;SO4(aq). The CoP-coated
(2.0 mg/cm?) n*p-Si MW photocathodes were stable for over 12 h of continuous op-
eration, and produced an open-circuit photovoltage (Vo) of 0.48 V, a light-limited
photocurrent density (Jpn) of 17 mA/cm?, a fill factor (ff) of 0.24, and an ideal
regenerative-cell efficiency (grc) of 1.9 % under simulated 1-Sun illumination.
Pt-coated (0.5 mg/cm?) n*p-Si MW array photocathodes produced V,. = 0.44V,
Joh = 14mA/ cm?, ff = 0.46, and n = 2.9 % under identical conditions. Thus the
MW geometry allows the fabrication of photocathodes entirely composed of earth-
abundant materials that exhibit performance comparable to that of devices that
contain Pt. Increased performance, n = 2.71 Y%, is obtained upon electrodeposition

of CoP onto Si MWs with TiO; scattering particles.
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4.2 Introduction
One of the challenges to the development of a sustainable and globally scalable solar-
driven water-splitting system is the discovery and development of materials and
architectures that allow for the replacement or minimal use of scarce elements.'™
The most active catalysts for water splitting in an acidic environment are Pt and
IrO,. Pt operates at a very low (< 30 mV) overpotential to catalyze the reduction
of H,O to Ha(g) in acidic or alkaline media at cathodic current densities of > 10
mA/cm?. Recently, significant progress has been made in the development of earth-
abundant catalysts for the hydrogen-evolution reaction (HER) in both acidic and
alkaline media. Overpotentials for the HER comparable to those for Pt (albeit at
higher mass loadings) have been observed in alkaline media by use of Ni-Mo and
related Ni-based alloys,”~’ whereas transition-metal sulfides and phosphides have
emerged as robust, active electrocatalysts for the HER in acidic media,"!” with
FeP yielding overpotentials as low as 60 mV to produce cathodic current densities
of 10 mA/cm?.!" Moreover, a sensitivity analysis has shown that further reduction
in the HER overpotential from 60 mV to < 50 mV at a cathodic current density
of 10 mA/cm? would yield little further gain in overall efficiency for an optimally

designed solar-driven water-splitting system.>!8

The HER activity is, however, only one important factor in assessing whether an
electrocatalyst is well-suited for incorporation into a fully integrated solar-driven
water-splitting device.! At the mass loadings needed to provide low overpotentials
under 1 Sun illumination, the catalyst must not significantly absorb incident light,
and optimally, any light reflected by the catalyst should be directed toward the photo-
electrode to produce additional photocurrent. The electrocatalyst must also remain
active when integrated with an appropriate semiconducting photoelectrode, while
preserving the photovoltage and photoactivity of the light absorber. In general for a

tandem structure in a full solar-driven water-splitting configuration, for at least one
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of the photoelectrode/electrocatalyst assemblies the light must be incident through
the catalyst. Hence the approach described herein is advantageous when light is
incident on such a catalyst-coated wire-array photoelectrode. Herein we examine
whether the mass loadings required for HER electrocatalysis at low overpotentials
using CoP nanoparticles can be accommodated without adversely affecting the over-
all performance of a microwire-array photocathode. Specifically, the performance of
radial-junction n*p-Si microwire (MW)-array photocathodes loaded with nanopar-
ticulate CoP is compared to that of otherwise identical photocathodes loaded with

smaller amounts of Pt.

4.3 Results and Discussion

Detailed experimental procedures are provided in the Supplementary Information.
Briefly, Si microwires (unoptimized in dimensions for light absorption) were fabri-
cated by reactive-ion etching of a (100)-oriented p-Si wafer. The microwires were
4 um in diameter, 50 um in length, spaced in a hexagonal grid with an 11 um pitch,
and were nearly completely vertically oriented with respect to the underlying 14.6
ohm-cm resistivity Si(100) substrate. Vapor diffusion of phosphorous at 900 °C
for 10 min produced a radial emitter over the surface of the MW array that was
estimated to be 100 nm thick at the base of the structure. Similar planar electrodes
were also fabricated. The Pt nanoparticles were synthesized by ascorbic acid re-
duction and were determined to have an average diameter of ~ 3 nm, based on
analysis of transmission-electron microscope (TEM) images (See Figure C.1). The
CoP nanoparticles were synthesized by the thermal decomposition of octacarbonyl
dicobalt(0) to first produce Co nanoparticles, and were then transformed to CoP by
reaction with trioctylphosphine.” X-ray powder diffraction and TEM data (Figure
C.2) confirmed the formation of crystalline CoP nanoparticles having diameters of

~ 13 nm. The Pt and CoP nanoparticles were loaded onto the Si MW arrays using
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centrifugation. Figure 4.1 shows SEM images of a bare n*p-Si MW array and of
n*p-Si MW arrays loaded with either 2.0 mg/cm? of CoP nanoparticles or with
0.50 mg/cm? of Pt nanoparticles. The CoP particles deposited primarily at the base
of the Si MW array and consisted of aggregates of the ~ 13 nm particles. The
clusters of CoP completely covered the base of the array, with some of the CoP
nanoparticles on the top of the Si microwires and a small amount along the length
of each wire. The Pt nanoparticles deposited predominantly at the base of the wire
arrays, also aggregated and with some adsorbed particles near the tops of the wires
and others sparingly present along the length of the wire, similar to the deposited

CoP nanoparticles.

7}"vvvvvvvvv-“
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Figure 4.1: Scanning-electron microscopy images of radial-junction n*p-Si mi-
crowire arrays. The microwires were 50 um in length, 4 ym in diameter, and were
spaced on an 11 um pitch. (Left) A bare microwire array. (Center) A microwire array
coated by centrifugation of CoP nanoparticles. The CoP loading was 2.0 mg/cm?.
(Right) A microwire array coated with Pt nanoparticles at a loading of 0.50 mg/cm?.
The scale bars indicated in the images above are each 70 um.

The photoelectrochemical performance of the n*p-Si planar and MW-array photo-
cathodes was evaluated in contact with H,(g)-saturated 0.50 M H,SOq4(aq). Figure
4.2 shows the current density versus potential (J—E) behavior of n*p-Si planar, as
well as Si MW-array photocathodes with adsorbed Pt or CoP catalysts, and Table

C.1 summarizes the relevant J—E parameters for the n*p-Si electrodes.

Under 1 Sun (100 mW/cm?) of simulated Air Mass (AM) 1.5G illumination, planar

electrodes in the absence of deliberately added catalysts showed a light-limited
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Figure 4.2: Effect of catalyst loading on the current-density versus potential behavior
of n*p-Si planar photocathodes in contact with Hy(g)-saturated 0.50 M H,SO4(aq)
and under 100 mW /cm? of AM1.5G simulated solar illumination. The black curve
shows a representative scan in the dark. The red curve shows the behavior of
a bare, planar n*p Si sample. The orange and purple curves show the behavior
of microwire arrays loaded with 0.10 mg/cm? and 0.20 mg/cm? of adsorbed Pt,
respectively. The blue and magenta curves show the behavior of microwire arrays
loaded with 0.050 mg/cm? and 0.10 mg/cm? of CoP, respectively. These data were
collected using a scan rate of 5.0mV s~

current density, Jpn, of 30 mA/ cm?. Pt loadings of 0.10 mg/ cm? on a planar
electrode reduced Jpn by 24 % (23 mA/ cm?) and gave fill factors (ff) of 0.40.
Comparable (0.050 mg/cm?) mass loadings of CoP on planar electrodes yielded Jph
values 20 % higher than for the Pt-coated photocathodes (28 mA/cm?) but yielded
significantly lower fill factors (ff = 0.15), as expected based on the lower HER
activity of CoP relative to Pt. Increasing the mass loadings (2.0 mg/cm?) of CoP on
planar Si electrodes increased the fill factor to ff = 0.54, which is comparable to and
slightly larger than that observed for Pt at a mass loading of 0.20 mg/cm? (ff = 0.49).
However, the light-limited photocurrent density produced by the highly loaded CoP-
Si planar photocathodes (Jpn = 0.19 mA /cm?) was significantly lower than Jpn for
0.20 mg/cm2 of Pt (Jpn = 12 mA/cm?) or for the bare planar Si photocathode (Jp,
=30 mA/cm?). As such, Jon decreased from that of the bare planar photoelectrode
by a factor of = 150 due to the increased loadings of CoP, consistent with significant
losses associated with the reflection and/or absorption of incident photons by the

electrocatalyst.
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Figure 4.3 and Table C.1 show the effects of different levels of the light intensity
on the J-E behavior of n*p-Si MW-array photocathodes coated either with Pt or
CoP electrocatalysts. For light intensities < 100 mW/cm? of simulated AM1.5
illumination, the Jp, and V. values observed for deposition of 2.0 mg/cm2 (of
projected electrode area) of CoP were comparable to those obtained for deposition
of 0.50 mg/cm? of Pt. At 100 mW/cm? of simulated sunlight, n*p-Si MW/Pt
photocathodes yielded Jp, = 14 mA/cm?, Voc = 0.44 V, and ff = 0.46, whereas
n*p-Si MW/CoP photocathodes produced Jyn = 17 mA/cm?, Voc = 0.48 V, and
ff = 0.24. At higher light intensities, the CoP-loaded Si MW electrodes showed

significantly lower ff values than the Pt-loaded Si MW electrodes, reflective of the

lower intrinsic HER activity of CoP relative to Pt.
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Figure 4.3: Effect of illumination intensity on the current-density versus potential
behavior for n*p-Si microwire-array photocathodes in contact with H,(g)-saturated
0.50 M H,SO4(aq) and loaded with (left) 0.50 mg/cm? Pt or (right) 2.0 mg/cm?
CoP. Data are shown for illumination intensities of 330 (bottom), 100 (middle), and
30 (top) mW/cm?, respectively of simulated AM1.5G sunlight. Within the potential
and current range indicated in the figure, bare n*p-Si MW cathodes did not show
any significant photocurrent.

The open-circuit voltages of all of the photocathodes were similar, as expected for a
buried n*p junction that could be used for construction of a photovoltaic (PV)-biased
electrosynthetic water-splitting cell.!® A significant apparent series resistance was
present in the CoP-loaded MW array system (Figure 4.3), which may be indicative of
poor electrical contact either between nanoparticles or between the solution and the

particles or most likely between the silicon and the nanoparticles. All issues could
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presumably be improved by embedding the nanoparticles in a conductive matrix
such as Ketjenblack. The CoP mainly was present at the base of the wire arrays, in
contrast to the Pt-coated array, which had a significant number of particles along the
length of the wires (as seen in the SEMs of Figure 4.1). The resistance of electrons in
the radial emitter, calculated assuming the measured doping density of the emitter
and the measured emitter thickness is 0.005 Q (see Supporting Information for
details), as compared to the observed resistance of 285 Q. The longer distance that
charge carriers must travel along the wires in the CoP case thus does not contribute
significantly to the observed series resistance. Due to the difference in the placement
of the catalyst materials, the restricted mass transport of protons from the bulk
solution may occur within the internal volume of the microwire structure.?’ The Si
microwire array morphology has an 8:1 ratio of its internal surface area relative to
its geometric area, and thus a given incident photon flux (per projected electrode
area) yields a photogenerated charge-carrier density at the internal surfaces of the
Si MW array electrode that is on the order of 8-10-fold lower than that of a planar
Si electrode producing the same Jp, value. This reduced charge-carrier flux results
in a lower overpotential requirement for the electrocatalyst, and thus narrows the
difference in the kinetic overpotentials and consequently in the fill factors between

the Si MW array photoelectrodes loaded with Pt vs those loaded with CoP.

Figure C.3 shows the external quantum yield, @y, as a function of the wavelength of
incident light for the bare and catalyst-coated MW-array photocathodes, respectively,
for the same loadings as shown in Figure 4.3. For the Pt-covered Si MW array, the
maximum @y value was 0.40, which is comparable to values of ®¢y observed
previously on similar chemical-vapor deposition (CVD)-grown Si microwire-array
devices of 0.30.%2! For the Pt-coated device under 100 mW/cm? of simulated
AM1.5G illumination, the photocurrent density per wavelength integrated to Jp, =

12 mA/cm?, while the data for the CoP-coated Si MW device integrated to a value
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of Jonh =9.2mA/ cm?. The mutually similar Jon values expected for the CoP-loaded
and Pt-loaded Si MW arrays are in accord with observations (Figure 4.3, Table C.1),
and the differences in absolute values of Jy, between expectation and observation
are likely due to spectral mismatch between the ELH-type W-halogen lamp and the

solar spectrum.

Figure 4.4 presents the angular dependence of J,p, for planar and microwire-array Si
photocathodes, respectively, to establish minimal contribution of light absorption by
the photoactive substrate in the microwires. The CoP-loaded planar Si and Si MW
electrodes exhibited a different dependence of Jp, on angle of illumination. For the
planar electrodes J,, reached a maximum of 27 mA/ cm? at an angle of 0° relative
to the surface normal, and Jp, decreased monotonically with increasing angles of
incidence. In contrast, the Si MW array photocathode exhibited a dependence of Jyp,
that peaked at 21.8 mA/cm? at an angle of ~ 35° relative to normal incidence. Mi-
crowire arrays show a minimum in photocurrent under standard test conditions with
the illumination at normal incidence. Furthermore, Table S1 shows the behavior of
a planar Si electrode coated with 2.0 mg/cm? CoP, indicating that little photocurrent
was observed. Thus Jp, for the Si MW array is dominated by light absorption in the

Si microwires as opposed to absorption in the underlying p-Si substrate.??

Figure 4.4 displays the stability of an n*p-Si MW/CoP electrode during H;(g)
evolution. Over 12 h of continuous operation under potentiostatic control at —0.40 V
vs a reversible hydrogen electrode (RHE), the light-limited current density of a n*p-
Si MW/CoP (2.0 mg/cm?) photocathode in 0.50 M H,SOy4(aq) at 100 mW/cm?
illumination intensity was stable at 16.3 + 0.45 mA/cm?. J-E data collected at the
beginning and end of the experiment showed negligible degradation in the fill factor
or Jy, over the 12 h period of operation. CoP electrocatalysts deposited on Ti metal
supports have been reported to exhibit < 25 mV increase in overpotential during 24

h of continuous operation at cathodic current densities of 20 mA/cm?,” suggesting
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that the performance and stability limits of the Si/CoP system were not reached in

the experiment shown in Figure 4.4.

Figure 4.5 shows n*p-Si MWs coated with electrodeposited CoP. At 30, 100, 330
mW /cm? the apparent series resistance has disappeared, reflecting improved contact
between the catalyst and the light absorber. Correspondingly, markedly improved
performance is observed at 100 mW/cm? obtaining nrc of 2.71 %, Voo = 0.472.
Joh =12.6 mA/ cm?. This underscores the importance in obtaining intimate contact

between the light absorber and electrocatalyst.
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Figure 4.4: Voltammetric sweeps under 100 mW/cm? illumination intensity before
(black) and after (red) the photocathode was maintained under potentiostatic con-
ditions (left) at —0.40 V vs RHE for 12 h at the same light intensity. The potential
for the chronoamperometric experiment was chosen to maintain the light-limited
current throughout the experiment in the event of significant degradation within
the power-producing region of the sweep. In a tandem structure, the photocathode
would presumably be operating at less negative potentials, and thus would produce
lower current densities than the light-limited current density at which the stabil-
ity evaluation was performed. The corresponding chronoamperometric data are
displayed on the right under the conditions described for the left panel.

The globally optimized morphology and catalyst placement that simultaneously
optimizes optical absorption, carrier collection, reactant access, and product egress
while operating during formation of bubbles of H,(g) requires further investigation.
For instance, although the optimum diameter for carrier collection purposes of Si
wire arrays is when the wire diameter is approximately equal to the minority-carrier

collection length, the exact structure of the material, and whether uniform geometry
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Figure 4.5: 100 mC of CoP were deposited from a known procedure®®. Several

illumination (0, 30, 100, 330 mW/cm2 intensities illuminate the resulting n*p-
Si/MWs coated with a TiO, scattering particle underlayer’* and electrodeposited
CoP.

microwires are preferred relative to more branched nanoscale structures or relative
to asymmetric structures that will funnel light into the microwires or nucleate bubble

formation and growth at the wire tips requires further investigation.

4.4 Conclusion

Due to the lower turnover frequency of CoP relative to Pt,” higher mass loadings of
CoP are required to produce similar geometric area-based HER activities as those
obtained from Pt. Microwire arrays, compared with planar surfaces, therefore can
beneficially accommodate the higher CoP mass loadings and provide comparable
performance to Pt at 30 mW/ cm? to 100 mW/cm? illumination intensities. Even at
< 2 Suns of simulated Air Mass (AM) 1.5 illumination, the J—FE behavior of an n*p-
Si MW/CoP photocathode was comparable to that observed for an n*p-Si MW/Pt
photocathode. Since a photocathode in a tandem water-splitting device would
operate at ~ 8 mA/cm? for a device having a solar-to-hydrogen energy-conversion
efficiency of 10 %,>3 earth-abundant CoP is therefore an attractive candidate for use
as a catalyst for the HER in a functional, intrinsically safe, integrated solar-driven

water-splitting system.>>
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Chapter 5

Lightly Fluorinated Graphene as a Protective Layer for n-Type
Si(111) Photoanodes in Aqueous Electrolytes

Reprinted with permission from Nielander, A.C.; Thompson, A.C.; Roske, C.W.;
Maslyn, J.A.; Hao, Y.; Plymale, N.T.; Hone, J.; Lewis, N.S. Nano Lett., 2016, 16

(7), pp 4082-4086. Copyright 2016 American Chemical Society.

5.1 Abstract

The behavior of n-Si(111) photoanodes covered by monolayer sheets of fluorinated
graphene (F-Gr) was investigated under a range of chemical and electrochemical
conditions. The electrochemical behavior of n-Si/F-Gr and np*-Si/F-Gr photoan-
odes was compared to hydride-terminated n-Si (n-Si—H) and np*-Si—H electrodes

in contact with aqueous Fe(CN)63 —f4-

and Br,/HBr electrolytes as well as in con-
tact with a series of outer-sphere, one-electron redox couples in nonaqueous elec-
trolytes. Illuminated n-Si/F-Gr and np*-Si/F-Gr electrodes in contact with an
aqueous K3(Fe(CN)g/K4(Fe(CN)g solutions exhibited stable short-circuit photocur-
rent densities of —10mA/cm? for 100000s (> 24h), in comparison to bare Si
electrodes, which yielded nearly a complete photocurrent decay over = 100s. X-ray
photoelectron spectra collected before and after exposure to aqueous anodic condi-
tions showed that oxide formation at the Si surface was significantly inhibited for
Si electrodes coated with F-Gr relative to bare Si electrodes exposed to the same
conditions. The variation of the open-circuit potential for n-Si/F—Gr in contact
with a series of nonaqueous electrolytes of varying reduction potential indicated
that the n-Si/F—Gr did not form a buried junction with respect to the solution con-

tact. Further, illuminated n-Si/F-Gr electrodes in contact with Brp/HBr(aq) were

significantly more electrochemically stable than n-Si—H electrodes, and n-Si/F—Gr
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electrodes coupled to a Pt catalyst exhibited ideal regenerative cell efficiencies of up

to 5 % for the oxidation of Br~ to Br.

5.2 Introduction

Several protective coating strategies have been developed to suppress deleterious
surface reactions associated with corrosion or passivation of semiconductor pho-
toanodes in aqueous electrolytes.'? Nickel oxide (NiO,) films prepared by reactive
sputtering or amorphous TiO; films in conjunction with a NiO, based electrocatalyst
have produced extended stability for Si photoanodes and allow the electrochemical
evolution of O,(g) from water under alkaline conditions.>* Thin metallic overlay-
ers or transparent conductive metal oxide protective layers often result in relatively
low photovoltages due to thermionic emission of majority carriers at Si/overlayer
Schottky contacts.>~!0 Insulating metal oxide barriers must be thin enough (a few
nm) to permit conduction by tunneling, and such thin layers are difficult to prepare
in a pinhole-free manner over macroscopic areas.>!' !> Chemical functionalization
has led to improved stability of n-Si surfaces, but such methods have not yet yielded
stability over extended time periods in aqueous electrolytes.!3>~!5 An ideal protec-
tive coating would be transparent, provide low resistance to charge transfer, allow
for maximum energy-conversion efficiency for a range of semiconductor/electrolyte
contacts, be applied easily to semiconductor surfaces, be capable of uniformly
protecting macroscopic electrode areas, and be chemically and electrochemically
stable under the relevant conditions. Monolayer graphene can be prepared in large
(> 100cm?), pinhole-free layers and transferred to any arbitrary planar surface,
and it has been shown to inhibit oxidation of metals both in air and in aqueous
solution.'®2! Graphene is chemically inert, optically transparent, can be deposited
onto surfaces at room temperature. Illuminated Si photoanodes coated by polycrys-

talline, CVD-grown graphene and in contact with neutral pH aqueous electrolytes
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have demonstrated stability for over 1000 s while providing desirable photoelectro-
chemical performance.?>~>> However, the graphene does not completely protect the
Si photoanodes from oxidation, and the devices exhibit partial Fermi-level pinning,
which limits their energy-conversion efficiency. The incomplete protection and
Fermi-level pinning are consistently ascribed to reactive sites near grain boundaries
in the polycrystalline graphene produced by chemical-vapor deposition (CVD), and
to the presence of mid-gap electronic states introduced at the n-Si/Gr interface as
a result of the graphene electronic structure, respectively. Relative to unfluorinated
graphene, fluorination of graphene should reduce the density of states near the
Fermi level, thus reducing Fermi level pinning effects, and should passivate reac-
tive graphene defect sites via fluorine capping.?6-2® Accordingly, we report herein
an investigation of the stability and photoelectrochemical behavior of fluorinated-

graphene-coated Si photoanodes in contact with aqueous electrolytes.

5.3 Materials and Methods

Detailed experimental procedures are provided in the Supporting Information.
Briefly, monolayer sheets of lightly fluorinated graphene (<10 atom % F) were
fabricated by treating CVD-grown graphene on a Cu foil with XeF,(g).?® X-ray
photoelectron spectroscopy (XPS) of the resulting F—Gr confirmed the fluorination
profile, which was consistent with previous reports indicating that low fluorination
levels are observed after XeF, exposure of CVD grown graphene on copper foil.27-?
The F—Gr was further characterized by UV/Vis and Raman spectroscopy (see SI).
The fluorinated graphene sheets were transferred to n-type Si and np*-Si (np*-Si =
Si homojunction with moderately doped n region and degenerately doped p region,

see SI) electrodes using standard CVD graphene growth and transfer methods.?%-3°



79
5.4 Results and Discussion
Figure 5.1 shows the current-density vs. time (J—f) and current density vs. poten-
tial (J—E) behavior for illuminated (~ 33 mW/cm?> ENH-type W-halogen lamp)
n-Si/F—-Gr photoanodes in contact with aqueous 50 mM Fe(CN)63_ - 350 mM
Fe(CN)64‘(aq). The n-Si/F-Gr electrodes exhibited stable current over 100 s while
the current density of n-Si—H electrodes decayed to nearly baseline values over the
same time period (Figure 5.1a). Furthermore, the current density of the n-Si/F-Gr
electrode decayed by less than 1 mA/cm? over 100000 of continuous operation
(Figure 5.1b). After correcting for fluctuations in the light intensity impinging on
the electrode, greater than 97 % of the expected current density of an ideally stable
electrode was observed. Similar results were observed for np*-Si/F-Gr electrodes
(see SI). Figure 5.1c depicts the J—E behavior before and after exposure to the
conditions in Figure 5.1b. The stable open-circuit potential (-0.27 V vs. E(A/A7))
and fill factor (ff, 0.33 before exposure, 0.32 after exposure) attest to the stability of

the n-Si/F—Gr interface.

Prior to the stability test, the open-circuit potential (Ey.) of the n-Si/F-Gr elec-
trode was —0.27V vs. E(A/A™), approximately 70mV lower than the reported
Eoc of —0.34V vs. E(A/A™) for n-Si coated with a single layer of graphene.?
Further, exposure of n-Si/F-Gr to a series of non-aqueous electrolytes of varying
electrochemical potential showed a dependence of E,. on E(A/A™), indicating par-
tial Fermi level pinning of the n-Si surface with respect to the solution potential.
The mutually similar fill factors of the n-Si/F-Gr to the np*-Si/F-Gr electrodes in
aqueous electrolyte, 0.33 and 0.30 respectively, with the non-ideal fill factor for
the np*-Si/F-Gr interface attributable to a series resistance imposed by the Si/F—
Gr/Fe(CN)63_/4_ interface (see SI), suggests that the Si/F—Gr/Fe(CN)63_/4_ may

also be the source of the non-ideal fill factor for the n-Si/F—Gr electrode as well.

Figure 5.2 shows a comparison of the XP spectra of methyl-terminated n-Si elec-
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trodes (n-Si-Me) with and without a F-Gr protective layer before and after pho-
toelectrochemical testing in an aqueous 50 mM Fe(CN)g>~ - 350 mM Fe(CN)g*~
electrolyte. After passing 1600 mC/cm? of anodic charge on an n-Si-Me elec-
trode, the growth of an oxide peak was observed in the Si 2p XPS region and was
consistent with formation of multiple layers of oxide. In contrast, no additional
growth of the oxide peak was observed after passing twice the number of Coulombs
(3200 mC/cm?) across an n-Si—-Me/F-Gr electrode (see SI). As such, F-Gr acts as
a physical barrier to oxide formation, preserving the photoelectrochemical behav-
ior of the n-Si—Me/solution interface. Methylated surfaces were used because, in
contrast with n-Si—H surfaces, the n-Si—-Me surface does not easily oxidize in air
nor forms significant oxide upon fabrication of n-Si/F—Gr interfaces, allowing more
facile observation of oxide growth in the presence various protective layers, such as
F-Gr. F-Gr covered Si surfaces did not form platinum silicide upon evaporation of
Pt onto the F-Gr/Si surface, and F—Gr is stable in both aqueous and acidic (pH 0)
solutions, suggesting F—Gr also provides as an effective physical barrier to inhibit
Pt/Si reactivity and is stable under harsh fabrication and electrolyte conditions (see

SI).

Figure 5.3 displays the J—E behavior of n-Si—H and n-Si/F-Gr electrodes under
~ 33 mW/cm? illumination intensity in contact with 0.4 M Br; - 7.0 M HBr (pH=0),
with and without electrochemical deposition of 100 mC/cm? of a Pt catalyst, respec-
tively. With the Pt catalyst, the properties of the n-Si/F—Gr/Pt electrode improved
to Eoc (n-Si/F-Gr/Pt)= 0.26 V, ff = 0.52, and Ji. = 8.3 mA/cm? from E,. (n-Si/F—
Gr)= 0.22V, ff = 0.16, J = 5.14mA/cm?. The improved ff' can be ascribed
to improved catalysis for the Br™ to Br; reaction effected by the Pt. The current
density of the n-Si—H/Pt electrode under illumination decayed precipitously over
two potential sweeps, while the n-Si/F—Gr/Pt electrode showed a stable ff and pho-

tocurrent density under the same conditions. The n-Si/F-Gr/Pt electrode had an
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ideal regenerative cell efficiency (171rc) of 3.5 % in contact with the Br,/HBr (aq)
electrolyte.! The current density at n-Si/F—Gr/Pt electrodes was stable over 45 min
at E = 0V vs. the Nernstian potential of the solution, E(A/A™) and nrc increased
to 5 Y% over this time (see SI). The improvement in nrc indicates a change in the
energetics of the n-Si/F—-Gr/Pt interface after electrochemical deposition of Pt. Al-
though lightly fluorinated (C, F, x > 10) graphene was used herein, these fluorinated
polycrystalline graphene sheets provided superior and more consistent protection
against corrosion to the underlying Si relative to the protection routinely imparted
by polycrystalline monolayer graphene on n-Si(111) photoanodes (see SI).?> These
results are consistent with the hypothesis that light fluorination of graphene induces
reaction with high-energy defect sites, such as dangling bonds or missing atoms,
effectively passivating defects that otherwise would allow oxide formation at the
n-Si surface and further degrade the Gr protective layer (see SI).?8*> The bonding
of a very electronegative atom to the surface may also increase the hydrophobicity
of the graphene sheet, which would further reduce deleterious corrosion reactions

near pinholes.
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Figure 5.1: Current density-time (J—¢) and current density-potential (J—FE) behav-
ior of n-Si/F—Gr electrodes in contact with aqueous 50 mM Fe(CN)s>~ - 350 mM
Fe(CN)64_ under ~ 33 mW/cm? of ENH-type W-halogen lamp illumination. (A)
Comparison of the J—t behavior of bare n-Si—H and n-Si/F-Gr electrodes over 100 s.
(B) The J—t behavior of F-Gr covered n-Si at E = 0V vs. the Nernstian potential
of the solution (E(A/A™)) over 100000 s (> 24 h). The normalized current density
is reported to correct for any variation in the intensity of the light source with time.
(C) J—E behavior of n-Si/F-Gr (3 scans at 50 mV s~!) before and after exposure to
the conditions depicted in (B).
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Figure 5.2: XP spectra of n-Si—Me and n-Si—-Me/F—-Gr electrodes. (A) and (B) show
the XP spectra of an n-Si—-Me electrode before and after passing 1600 mC/cm?
(inset) while passing anodic current in contact with an aqueous 50 mM Fe(CN)g>~
- 350 mM Fe(CN)g*~ electrolyte. (C) and (D) show an n-Si—-Me/F-Gr electrode
before and after passing 3200 mC/cm? under similar electrochemical conditions to

(A) and (B).
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Figure 5.3: Electrochemical behavior of n-Si/F-Gr and n-Si—H electrodes with and
without Pt deposition in aqueous 0.4 M Br, - 7.0 M HBr (pH = 0) electrolyte under
33mW/cm? from an ELH-type W-halogen lamp). (A) J-E behavior of n-Si/F-Gr
and n-Si—H electrodes with and without Pt deposition. Each cyclic voltammogram
was started at 0.4V vs. E(A/A™) and swept twice to more negative potentials at
50mVs~!. (B) J—t behavior of an n-Si/F-Gr/Pt electrode over 45 min at E = 0V
vs. E(A/A7) (C) J—E behavior of an n-Si/F-Gr/Pt electrode after exposure to
conditions described in (B).
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5.5 Conclusion
In conclusion, fluorinated graphene forms an effective physical barrier between
silicon surfaces and a number of contacting phases, including acidic and neutral
pH aqueous electrolyte as well as metallic interfaces. Additionally, Si covered
by fluorinated graphene exhibits partial Fermi level pinning in contact with non-
aqueous electrolytes. Additional work at higher fluorination levels on both p-type
and n-type silicon will elucidate whether a reduction in the density of states near the
Fermi level can lead to a fully unpinned interface, and will allow elucidation of the
effect of the graphene-based surface dipole on the electrochemical behavior of the

resultant photoelectrode.
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Chapter 6

Summary

Considerable interest in diversifying the world energy supply from finite fossil fuels
to renewable sources arose in the 1970s as the result of an energy crisis. After the
embargo of trade subsided, attention to energy waned until simultaneous concerns
of fossil fuel resource exhaustion and anthropogenic climate change reignited a

resurgence of interest.

Among renewable energy sources, collecting light from the sun is promising due to
its immense potential. Unfortunately, photovoltaic solar cells produce intermittent
electricity thatis at odds with baseload generation necessary for large-scale adoption.
This thesis peers back into the 1970s and examines a failed commercial endeavor
by Texas Instruments (TI) to store electricity by splitting hydrobromic acid using
silicon photoelectrodes. We try to advance a modern rendition of the TI system by
replacing expensive precious metals with earth-abundant materials to further lower
the cost of modules. We encounter a wide range of problems spanning from catalysis

to semiconductor interfaces.

While water splitting is attractive for fuel storage, hydrobromic acid storage is
promising for electricity storage. In this thesis we see, in agreement with predictions
by others, that modern oxidation catalysts for water splitting fall short and will always
result in lower solar-to-hydrogen (nsty) efficiencies than comparable hydrobromic
acid systems. In this thesis, we model different device configurations for the storage
of chemical work to tailor the chemical reaction to the material of interest. For a
single light absorber, the optimum device converts with an nsty, ugr of 16.2 % for a
1.80 eV band gap material and nsty, 1,0 of 8.60 % for a 2.30 eV band gap material.

Two light absorbers sitting side-by-side allow an sy, gpr of 17.8 % for two 1.20eV
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materials and nstH, H,0 of 14.2 % for two 1.70€V absorbers. A tandem system
(with the larger band gap material on top of a smaller band gap semiconductor)
could produce nstH, upr Of 22.2 % for 1.60eV:0.900eV and nstH, H,0 19.3 % for
1.80eV:1.20eV. Inlight of the strength of our expertise, we elect to use HBr splitting
in a side-by-side configuration where two silicon photoelectrodes (E; = 1.12 €V)

could give an nstH, gBr * 12.0 %.

In this thesis we develop an acid-compatible proton reduction catalyst for our system.
We recognize that due to the similar mechanism between hydrodesulfurization
(HDS) and the hydrogen evolution reaction (HER) that a good HDS catalyst may
also be an active HER catalyst. We present another such example, cobalt phosphide
(CoP) that reduces protons to H,(g) with an overpotential (17) of —85 mV at a current

density of =20 mA/cm? with promising stability over 24 h.

As part of this thesis, we integrate CoP with silicon microwire photocathodes with
radial emitters (to simulate cheaper wires produced by CVD) to demonstrate a
prototype photocathode, where we obtain an ideal-regenerative efficiency (rc) of
1.9 % with promising stability over 12h. We obtain a higher nrc of 2.71 % by

electrodepositing amorphous CoP thereby improving electrical contact.

Next, a protection strategy for a silicon photoanode is introduced using lightly-
fluorinated graphene as an improvement over graphene. With an appropriate catalyst
(Pt), we obtain an nrc of 5 % for Br~ with promising stability over 30 min (we
did not continue extended testing because the goal was to use graphene directly, but

fluorination appears to have hampered oxidation catalysis).

Then we present an attempt to improve our CoP by increasing the surface area
with highly branched crystalline nanoparticles, but find the 1 to be 117 mV for
—~20mA/cm?. Unfortunately these nanoparticles did not appear to adhere well to

the Ti substrate and stability was therefore lacking.
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We present a strategy to protect silicon by using covalent molecular monolayers as a
first step to control the interface by seeding the growth of metal oxides during atomic
layer deposition. Upon deposition of thin metal oxide layers, we find that the surface
recombination velocity (§) remains low while providing enhanced deposition rates

for our aldehyde-terminated surfaces.

Then we present an alternative strategy for controlling the composition of nanopar-
ticles by pulsed laser ablation in liquids by adding select metal salts. This adds
an additional knob to enable the synthesis of complex materials by kinetic control,

allowing for the selection of future desirable materials.

And finally, we present a review of the general academic impact the metal phosphides
have had on the community since their introduction and chart their progress in several

aspects.
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Appendix A

Efficiency Calculation Matlab Program

A.1 Realistic Calculation Results

Single Absorber

20

15

- (%)

10

1.6 1.8 2 2.2 2.4 2.6
Band gap (eV)

Figure A.1: The “+” (red) represents the efficiency for HBr splitting and the blue
circles represents H,O splitting using a single light absorber.

Dual Light Absorbers: Side-by-Side
A) HBr B) H,O nstH (%)

photocathode (eV)

1 1.5 2 2.5 3
photoanode (eV)

Figure A.2: This calculation shows the solar-to-hydrogen efficiency (17sty) for two
equivalent devices consisting of side-by-side semiconductors connected in parallel
using A) HBr splitting and B) H,O splitting.
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A) HBr B) H,O
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Figure A.3: This calculation shows the sty for two equivalent devices consisting
of stacked (photoanode on top) semiconductors, using A) HBr splitting and B) H,O
splitting.

Dual Light Absorbers: Tandem

A.2 Script Dependencies

The script detailed performs simple calculations on potential device efficiencies for
an integrated solar collector and chemical energy converter. It uses the theoretical
outline developed in Chapter 2 to calculate efficiency. It works in the MATLAB
(R2015b) environment. Dependencies include the intersections.mscript written
by Schwarz on Math Works File Exchange as well as a data file saved as data.m
which includes a cell called data which is merely obtained as ASTMG173. x1s from
NREL stripped of headers.

A.3 Source Code

Listing A.1: Analysis Program for Efficiency Calculation

function A
%the purpose of this script is to estimate the efficiencies of certain PEC
%sschemes in different solutions.

%sdbstop if error %this flag tells the debugger to kick in if there is an error so I may
investigate.

%sdbstop if warning

%sAuthor:

%Christopher W. Roske (CWR)

%Reviewed by:

%Shane Ardo

%James McKone

o°

v = ver;

if ~any(strcmp('Parallel Computing Toolbox', {v.Name}));
warning('you will have a bad time without parallel computing toolbox, but if you so decide
to proceed without it then change all parfor to for, good luck!")

end

o°

o°

o°

nstH (%)
25

20

15

10
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%close all

bg=[1:0.025:3]; % band gap(s) of interest in eV%
%bg=[0.5:0.1:3];
%bg=[1.4,1.5,1.6];

a_SEP_V=1.09; % Volts: standard electrode potential for anodic reaction
per 2 photons

C_SEP_V=0; % Volts: for cathodic reaction per 2 photons

no_photons=1; % no of photons %no_photons=2 is S4, no_photons=1 is S2

betal = 0.95; %light losses from reflection and etc.

%BV parms for anodic reaction

a_ecd_c_mA_cm2=10"(-3)*10"3; % anodic mA/cm”2 this is the exchange current density for
a catalyst to be used in Butler—Volmer calculations
a_ctc_a=0.5; % anodic charge tranfer coefficient for anodic reaction for
BV
a_ctc_c=0.5; % anodic charge transfer coefficient for cathodic reaction
for BV

%BV parms for cathodic reaction
c_ecd_c_mA_cm2=10"(-3)*10"3;
c_ctc_a=0.5;

c_ctc_c=0.5;

num_photoabsorbers=2; % Dual=2 or single=1 photoabsorber?

sidebyside = 1; % 1 means they are side-by-side, 0 means stacked
no_e=1; % no. of electrons transfered in

%desired reaction for BV (we just assume this is =1 for simplicity b/c
%BV is actually written for the 1 e— case.)

%the instructions below with the different cases of a) single light
%absorber doing two half reactions b) two light absorbers side-by-side
%doing two half reactions and c) two stacked light absorbers...

TOP{1,1} = 't"';
TOP{1,2} = num2str( bg(l) );
TOP{2,1} = 'b";

TOP{2,2} = num2str( bg(l) );

top_or_bottom = TOP; %snot important for you the user to set, only important for
stacked calculations

if num_photoabsorbers ==
%if one photoabsorber is carrying out two half-reactions

majority_doping_type='n'; % this may be 'p' for photocathode or 'n' for
photoanode.

EFF_A = zeros(1l, length(bg));

EFF_B = zeros(1, length(bg));

count = 1;

for i=bg

display(['i ' num2str(count) ' of ' num2str( length(bg) ) 1)

[EFF_A(count), EFF_B(count)]=B(i, num_photoabsorbers, sidebyside, majority_doping_type,
a_SEP_V, c_SEP_V, a_ecd_c_mA_cm2, a_ctc_a, a_ctc_c, c_ecd_c_mA_cm2, c_ctc_a, c_ctc_c
, no_e, no_photons, top_or_bottom, betal);

count=count+1;
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end

figure

plot(bg, EFF_A)

hold on;

plot(bg, EFF_B, 'r')

elseif num_photoabsorbers ==

o o°

o o° o°

o°

o°

o°

o°

o°

%if two photoabsorbers are carrying out two half-reactions

%they can be either 1) side by side
2) stacked

o°

if sidebyside ==
%if they are side by side

%first we compute the photoanode efficiency

%then we compute the photocathode efficiency

%the max efficiency is obtained via 1/2 * ( eta_A + eta_C )

%sotherwise we can take the intersection of the J-V curves for the
%photoanode + BV_a and the photocathode + BV_c and take that
%intersection to be the operating point for the device.

%let's do the latter...

%the best use of resources would save the J-V curve for each
%sphotoanode/photocathode + OP and then to the
%intersection/efficiency calculations after that
if any(strcmp('Parallel Computing Toolbox', {v.Name}));
s = matlabpool('size');
if s ~= 0 %is the matlabpool open?
matlabpool close; %then close it, we are done with it!
end

end
if ~( exist('TheData_temp.mat', 'file') == 2 ) %we save files for long computations, in
the future we will generate these for each particular simulation

a_EFF_A = zeros(1l, length(bg)); %preallocating memory
a_EFF_B = zeros(1l, length(bg));
c_EFF_A = zeros(1, length(bg));
c_EFF_B = zeros(1, length(bg));

TheData={}; %this is a cell
defaultProfile = parallel.defaultClusterProfile; %here we take advantage of multi—
cores, if the computer has them
myCluster = parcluster(defaultProfile);
matlabpool(myCluster, 'open');
for i = 1 : length(bg) %again, this loop is special in that is it for parallel
processing so its limitations/uses are a bit weird compared with a standard for
loop

%photoanode

disp([ num2str(bg(i)) ' and ' num2str(i) 1); %this is really just helpful for
diagnostic purposes in case something gets stuck or is abnormal

majority_doping_type = 'n'; %first we compute for the photoanode
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[a_EFF_A_temp(i), a_EFF_B_temp(i), Gibbsoutput_a, Overpotential_a, J_a, SEP_V_a,
SEP_V_c, S_temp(i)]=B(bg(i), num_photoabsorbers, sidebyside,
majority doping_type, a_SEP_V, c_SEP_V, a_ecd_c_mA_cm2, a_ctc_a, a_ctc_c,
c_ecd_c_mA _cm2, c_.ctc_a, c_ctc_c, no_e, no_photons, top_or_bottom, betal);

TheData_temp(i).bandgap_n = bg(i); %now we save the outputs to our cells, you'll
notice I am using TheData_temp. We can't save directly to TheData (defined
above) for two reasons 1) it is a cell 2) it was not created within the
parfor loop

TheData_temp(i).doping_n ='n';

TheData_temp(i).GibbsIncorp_n = Gibbsoutput_a;

TheData_temp(i).Overpotential_n = Overpotential_a;

TheData_temp(i).J_n = J_a;

%sphotocathode

majority_doping_type = 'p'; %nhow we run the photocathode

%you will notice that the output of B is variable, i.e.,

%smore vars are saved from the photoanode case than for this

%photocathode case: this is programmed behavior

[c_EFF_A _temp(i), c_EFF_B_temp(i), Gibbsoutput_c, Overpotential_c, J_c]=B(bg(i),
num_photoabsorbers, sidebyside, majority_doping_type, a_SEP_V, c_SEP_V,
a_ecd_c_mA_cm2, a_ctc_a, a_ctc_c, c_ecd_c_mA_cm2, c_ctc_a, c_ctc_c, no_e,
no_photons, top_or_bottom, betal);

TheData_temp(i).bandgap_p = bg(i); %again, we save the output for the
photocathode in a temp variable

TheData_temp(i).doping_p = 'p';

TheData_temp(i).GibbsIncorp_p = Gibbsoutput_c;

TheData_temp(i).Overpotential_p = Overpotential_c;

TheData_temp(i).J_p = J_c;

end
S=S_temp(1l); %we need to save the solar irradiance

save('TheData_temp', 'TheData_temp', 'a_EFF_A_temp', 'a_EFF_B_temp', 'c_EFF_A_temp',
'c_EFF_B_temp', 'S') %here we are temporarily saving simulation results,
%sthese contain the raw J-V curves, but next we need do
%load-line analysis to obtain efficiencies
end

if (exist('TheData_temp.mat', 'file') == 2) & (~(exist('Temp.mat', 'file') == 2) )
%This is actually the computationally intensive process because we must

%first generate all the combinations of bandgap materials, draw their J-V
%scurves and find their intersection to find the operating point of the

%sdevice

load('TheData_temp') %here we load the temporarily saved file from the parfor loop
above

a_EFF_A = a_EFF_A_temp; %this contains the individual efficiencies... in this case

they are not STH but power
a_EFF_B = a_EFF_B_temp;
C_EFF_A = c_EFF_A_temp;
c_EFF_B = c_EFF_B_temp;
TheData = TheData_temp; %this contain the J-V curves
S=S(1); %solar irradiance
%snow when we calculate these values for a side—by—side, their
%J—-V curves are saved and we can now load them and calculate
%the different combinations to find interesections

%sload J-V curves

%all possible combinations

%sfor i = 1 : length(bg)

TheEff_temp = cell(length(bg), length(bg) ); %preallocating memory

TheEff_eff_wBV=zeros(length(bg), length(bg), 1 );
TheEff_eff_woBV=zeros(length(bg), length(bg), 1);
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clear i
for i =1 : length(bg) %here again we use parallel processing to split up these jobs
and enable faster computation on multi—core systems

TheEff_temp_eff_wBV = zeros(length(bg),1 ); S%unfortunately these variables must
be redeclared each time
TheEff_temp_eff_woBV = zeros(length(bg),1l );

for v = 1 : length(bg) %this insures we are computing all possible combinations

%display([ num2str(i) ' ' num2str(v) ]) %this is used for diagnostic purposes
during a run

%here we do the load-line analysis for the photoanode plotted on the RHE

%scale and the photocathode plotted on the RHE scale all happening in the

%same current magnitude and determine at what voltage and current they

%intersect at

[a,c_wBV] = intersections(TheData(i).GibbsIncorp_n+TheData(i).Overpotential_n
, TheData(i).J_n , TheData(v).GibbsIncorp_p-TheData(v).Overpotential_p,
TheData(v).J_p);

%the outputs in this case are:

%a is the Voltage where they intersect at vs RHE
%C_wBV is the current in mA/cm”™2 they intersect at
%for the BV case

%for b) w/o BV case

[a,c_woBV] = intersections(TheData(i).GibbsIncorp_n, TheData(i).J_n , TheData
(v).GibbsIncorp_p, TheData(v).J_p);

%find efficiencies

% display(['SBS Efficiency for bandgaps (eV): ' num2str(bg(i)) ' and '
num2str(bg(v)) 1)

%there are several possible cases to deal with for the
soutput of c_wBV & c_woBV... those are dealt with here.

if any(c_woBV) %if the without BV case has any non—-zero elements then
continue
%find max idx of woBV
IndexWOBV = [];
IndexWOBV = find(c_woBV); %find the index of the non-zero elements
%snow see if multiple indicies

if length(IndexWOBV) > 1 %if there is more than one non-zero element then
we want the one which has the largest current
MJ = c_woBV(IndexWOBV(1l) ); %first value
win=IndexWOBV(1l); %at presesnt, the first value is the winner
for JK = IndexWOBV
if abs(c_woBV(JK) ) > abs(MJ) %if any of the other values have a
higher current than the first one then they are elected to
be the winner
MJ = c_woBV(IndexWOBV(JK) );
win=JK;
end
end
IndexWOBV = win; %This is the index for the value of the highest
current
end

if any(c_wBV) %now that we know c_woBV is non—zero it is time to find out
if w/BV is non-zero as well

IndexWBV = find(c_wBV);
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if length(IndexwWBV) > 1
MJ = c_wBV(IndexWBV(1l) );
win=IndexWOBV(1);
for JK = IndexWBV
if abs(c_wBV(JK)) > abs(MJ)
MJ= c_wBV(IndexWBV(JK));
win=JK;
end
end
IndexWBV = win;
end

else %if sadly c_wBV is zero then we must empty that variable

c_wBV = [];
end

else
%if no nonzero's in the w/o BV case then
%isempty or is nan

c_woBV =[];
c_wBV =[1];

end
%The folowing actually computes the STH (%):

if ~isempty(c_wBV) S%there are two cases, w/BV is empty or it is not empty...
if it is not empty then the efficiency can be calculated with that
current

TheEff_temp_eff_wBV(v) = abs((a_SEP_V — c_SEP_V)/no_e * c_wBV(IndexWBV)
/ (2xS) %10 * 100);
else %if it is empty then the efficiency is zero
TheEff_temp_eff_wBV(v) = 0;
end

if ~isempty(c_woBV)

TheEff_temp_eff_woBV(v) = abs(( (a_SEP_V — c_SEP_V)/no_e * c_woBV(
IndexWOBV) / (2% S) %10 = 100));

else
TheEff_temp_eff_woBV(v) = 0;
end

plot(TheData(i).GibbsIncorp_n+TheData(i).Overpotential_n, TheData(i).J_n, '
displayname', num2str(i) )
hold on;
plot(TheData(v).GibbsIncorp_p-TheData(v).Overpotential_p, TheData(v).J_p, 'r'
, 'displayname', num2str(v) )
hold off;
filename = 'Slice.gif’;
title(['BG PA: ' num2str(TheData(i).bandgap_n) ' and BG PC: ' num2str(TheData
(v).bandgap_p) ' STH%: ' num2str( TheEff_temp_eff_wBV(v) ) ] )
ylim([-60 0]);
drawnow
frame = getframe(1l);
im = frame2im(frame);
[imind,cm] = rgb2ind(im,256);
if i==18& v ==1;
imwrite(imind, cm, filename, 'gif', 'Loopcount',inf);
else




imwrite(imind, cm, filename, 'gif', 'WriteMode', 'append');
end

end
display( [ num2str(i) ' of ' num2str(length(bg)) ] ) %this allows the user to
keep up with the progress

TheEff_eff_wBV(i,:)=TheEff_temp_eff_wBV;
TheEff_eff_woBV(i,:)=TheEff_temp_eff_woBV;

end

% plot( TheData(i).GibbsIncorp_n+TheData(i).Overpotential_n, TheData(i).J_n )
hold on;

% plot( TheData(j).GibbsIncorp_p-TheData(j).0Overpotential_p, TheData(j).J_p, 'p')

o°

TheEff.eff_wBV=zeros(length(bg), length(bg));
TheEff.eff_woBV=zeros(length(bg), length(bg));

for R =1 : length(bg)
for a = 1 : length(bg)

TheEff.eff_wBV(R,a)=TheEff_eff_wBV(R,a); %we store the variables like this
because it is convinent to debug with
TheEff.eff_woBV(R,a)=TheEff_eff_woBV(R,a );

end

end
save('Temp")

end

if (exist('Temp.mat', 'file') == 2 )
load('Temp.mat"')
%sput in a nice 3D plot! (well, bg by bg by color)
for i = 1 : length(bg)
for d = 1 : length(bg)

X(i,d) bg(i);

Y(i,d) = bg(d);

if isempty(TheEff.eff_wBV(i,d) )

TheEff.eff_wBV(i,d) = 0;

end
PlotHeatEff_wBV(i,d) = TheEff.eff_wBV(d,i);
end
end
imagesc( bg, bg, PlotHeatEff_wBV, [0 25]);
axis xy; %this sets the origin
colorbar;
set(gcf, 'color', 'white');
xlabel('band gap (photoanode) eV')
ylabel('band gap (photocathode) eV')
title('Side by Side')
end

elseif sidebyside == 0
%1if they are stacked

%first we compute the photoanode efficiency
%then we compute the photocathode efficiency

%the max efficiency is obtained via eta_A + eta_C
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therwise we can take the J-V curves for the photoanode + BV_a and
hotocathode + BV_c and take the intersection to be the operating
oint for the device.

et's do the latter

nlike in the side-by-side case, it does little for us to save
ach J-V curve and then calculate efficiencies because the light
bsorption by the top semiconductor changes the J-V curves, so we
o not have that luxury here

if any(strcmp('Parallel Computing Toolbox', {v.Name}));
s = matlabpool('size');
if s ~= 0 %is the matlabpool open?
matlabpool close; %then close it, we are done with it!
end

end

~( exist('TheData_temp.mat', 'file') == 2 ) %we save files for long computations, in
the future we will generate these for each particular simulation

a_EFF_A = zeros(1l, length(bg)); %preallocating memory
a_EFF_B = zeros(1l, length(bg));
Cc_EFF_A zeros(1l, length(bg));
c_EFF_B = zeros(1, length(bg));

TheData={}; %this is a cell

defaultProfile = parallel.defaultClusterProfile; %here we take advantage of multi-

cores, if the computer has them

myCluster = parcluster(defaultProfile);
matlabpool(myCluster, 'open');

for i = 1 : length(bg) %again, this loop is special in that is it for parallel
processing so its limitations/uses are a bit weird compared with a standard for
loop

%photoanode

disp([ num2str(bg(i)) ' and ' num2str(i) 1); %this is really just helpful for
diagnostic purposes in case something gets stuck or is abnormal

majority_doping_type = 'n

TOP=cell(2,2);

; %first we compute for the photoanode

TOP{1,1} = 't';
TOP{1,2} = num2str( bg(i) );
TOP{2,1} = 'b"';
TOP{2,2} = num2str( bg(i) );

top_or_bottom = TOP;

[a_EFF_A_temp(i), a_EFF_B_temp(i), Gibbsoutput_a, Overpotential_a, J_a, SEP_V_a,
SEP_V_c, S_temp(i)]=B(bg(i), num_photoabsorbers, sidebyside,
majority_doping_type, a_SEP_V, c_SEP_V, a_ecd_c_mA_cm2, a_ctc_a, a_ctc_c,
c_ecd_c_mA _cm2, c_ctc_a, c_ctc_c, no_e, no_photons, top_or_bottom, betal);

TheData_temp(i).bandgap_n = bg(i); %now we save the outputs to our cells, you'll
notice I am using TheData temp. We can't save directly to TheData (defined
above) for two reasons 1) it is a cell 2) it was not created within the
parfor loop

TheData_temp(i).doping_n ='n";

TheData_temp(i).GibbsIncorp_n = Gibbsoutput_a;

TheData_temp(i).Overpotential_n = Overpotential_a;

TheData_temp(i).J_n = J_a;

c_EFF_A_temp_bottom = zeros(1l, length(bg));




end
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c_EFF_B_temp_bottom = zeros(1l, length(bg));
a_EFF_A_temp_bottom = zeros(1l, length(bg));
a_EFF_B_temp_bottom = zeros(1, length(bg));
TheData_temp_bottom={};

%sphotocathode

for v =1 : length(bg)

TOP{1,1} = 'b';
TOP{1,2} = num2str( bg(v) );
TOP{2,1} = 't';

TOP{2,2} = num2str( bg(i) );

top_or_bottom = TOP;
majority_doping_type = 'p'; %nhow we run the photocathode

%you will notice that the output of B is variable, i.e.,

%more vars are saved from the photoanode case than for this

%photocathode case: this is programmed behavior

[c_EFF_A_temp_bottom(v), c_EFF_B_temp_bottom(v), Gibbsoutput_c,
Overpotential_c, J_cl=B(bg(v), num_photoabsorbers, sidebyside,
majority_doping_type, a_SEP_V, c_SEP_V, a_ecd_c_mA_cm2, a_ctc_a, a_ctc_c
, c_ecd_c_mA_cm2, c_ctc_a, c_ctc_c, no_e, no_photons, top_or_bottom,
betal);

TheData_temp_bottom(v).bandgap_p = bg(i); %again, we save the output for the
photocathode in a temp variable

TheData_temp_bottom(v).doping_p = 'p';

TheData_temp_bottom(v).GibbsIncorp_p = Gibbsoutput_c;

TheData_temp_bottom(v).Overpotential_p = Overpotential_c;

TheData_temp_bottom(v).J_p = J_c;

end

c_EFF_B_temp_Bottom(i,:)=c_EFF_B_temp_bottom;
c_EFF_A_temp_Bottom(i,:)=c_EFF_A_temp_bottom;
TheData_temp_Bottom(i,:)=TheData_temp_bottom;

end
S=S_temp(1l); %we need to save the solar irradiance

save('TheData_temp', 'TheData_temp', 'a_EFF_A_temp', 'a_EFF_B_temp', 'S', '
c_EFF_B_temp_Bottom', 'c_EFF_A_temp_Bottom', 'TheData_temp_Bottom') %here we are
temporarily saving simulation results,

%these contain the raw J-V curves, but next we need do

%load-line analysis to obtain efficiencies

if (exist('TheData_temp.mat', 'file') == 2) && (~(exist('Temp.mat', 'file') == 2) )

%This is actually the computationally intensive process because we must

%first generate all the combinations of bandgap materials, draw their J-V

%scurves and find their intersection to find the operating point of the

%sdevice

load('TheData_temp') %here we load the temporarily saved file from the parfor loop
above

a_EFF_A = a_EFF_A_temp; %this contains the individual efficiencies... in this case
they are not STH but in fact power

a_EFF_B = a_EFF_B_temp;

Cc_EFF_A = c_EFF_A_temp;

% C_EFF_B = c_EFF_B_temp;

TheData = TheData_temp; %this contain the J-V curves for the top case

c_EFF_B_B = c_EFF_B_temp_Bottom;

c_EFF_A_B c_EFF_A_temp_Bottom;

TheData_B = TheData_temp_Bottom;

o°

S=S(1); %solar irradiance
%snow when we calculate these values for a side—by—side, their
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%J-V curves are saved and we can now load them and calculate
%the different combinations to find interesections

%load J-V curves
%all possible combinations
%sfor i = 1 : length(bg)

TheEff_temp = cell(length(bg), length(bg) ); %preallocating memory
TheEff_eff_wBV=zeros(length(bg), length(bg), 1
TheEff_eff_woBV=zeros(length(bg), length(bg), 1

clear i
for i = 1 : length(bg) %here again we use parallel processing to split up these jobs

and enable faster computation on multi-core systems

v

)
);

’

TheEff_temp_eff_wBV = zeros(length(bg),1 ); %unfortunately these variables must
be redeclared each time
TheEff_temp_eff_woBV = zeros(length(bg),1 );

for v = 1 : length(bg) %this insures we are computing all possible combinations
display([ num2str(i) ' ' num2str(v) ]) %this is used for diagnostic purposes
during a run

%here we do the load-line analysis for the photoanode plotted on the RHE
%scale and the photocathode plotted on the RHE scale all happening in the
%same current magnitude and determine at what voltage and current they
%intersect at

if any( TheData_B(i,v).J_p(:) )

[a,c_wBV] = intersections(TheData(i).GibbsIncorp_n+TheData(i).
Overpotential_n, TheData(i).J_n , TheData_B(i,v).GibbsIncorp_p—
TheData_B(i,v).0Overpotential_p, TheData_B(i,v).J_p(:) );

else
c_wBV =[1];
end
%the outputs in this case are:

a is the Voltage where they intersect at vs RHE
Cc_wBV is the current in mA/cm”2 they intersect at
%for the BV case

o°

o°

%for b) w/o BV case
if any(TheData_B(i,v).J_p(:) )
[a,c_woBV] = intersections(TheData(i).GibbsIncorp_n, TheData(i).J_n ,
TheData_B(i, v).GibbsIncorp_p, TheData B(i,v).J_p(:) );
else
c_woBV = [];
end
%find efficiencies
% display(['SBS Efficiency for bandgaps (eV): ' num2str(bg(i)) ' and '
num2str(bg(v)) 1)

%there are several possible cases to deal with for the
soutput of c_wBV & c_woBV... those are dealt with here.

if any(c_woBV) %if the without BV case has any non—zero elements then

continue
%find max idx of woBV

IndexWOBV = find(c_woBV); %find the index of the non-zero elements
%now see if multiple indicies

if length(IndexWOBV) > 1 %if there is more than one non-zero element then
we want the one which has the largest current
MJ = c_woBV(IndexWOBV(1l) ); %first value
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win=IndexWOBV(1); %at presesnt, the first value is the winner
for JK = IndexWOBV
if abs(c_woBV(JK) ) > abs(MJ) %if any of the other values have a
higher current than the first one then they are elected to
be the winner
MJ = c_woBV(IndexWOBV(JK) );
win=JK;
end
end
IndexWOBV = win; %This is the index for the value of the highest
current
end

if any(c_wBV) %now that we know c_woBV is non—zero it is time to find out
if w/BV is non-zero as well

IndexWBV = find(c_wBV);

if length(IndexwWBV) > 1
MJ = c_wBV(IndexwWBV(1l) );
win=IndexWOBV(1);
for JK = IndexWBV
if abs(c_wBV(JK)) > abs(MJ)
MJ= c_wBV(IndexWBV(JK));
win=JK;
end
end
IndexWBV = win;
end

else %if sadly c_wBV is zero then we must empty that variable

c_wBV = [];
end

else
%if no nonzero's in the w/o BV case then
%isempty or is nan

c_woBV =[];
c_wBV =[];

end
%The folowing actually computes the STH (%):

if ~isempty(c_wBV) S%there are two cases, w/BV is empty or it is not empty...
if it is not empty then the efficiency can be calculated with that
current

TheEff_temp_eff_wBV(v) = abs((a_SEP_V — c_SEP_V)/no_e * c_wBV(IndexWBV)
/ (S) %10 * 100);
else %if it is empty then the efficiency is zero
TheEff_temp_eff_wBV(v) = 0;
end

if ~isempty(c_woBV)

TheEff_temp_eff _woBV(v) = abs(( (a_SEP_V — c_SEP_V)/no_e * c_woBV(
IndexWOBV) / (S) *10 * 100));

else
TheEff_temp_eff_woBV(v) = 0;
end
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end
display( [ num2str(i) ' of ' num2str(length(bg)) ] ) %this allows the user to
keep up with the progress

TheEff_eff_wBV(i,:)=TheEff_temp_eff_wBV;
TheEff_eff_woBV(i,:)=TheEff_temp_eff_woBV;

end

o°

plot( TheData(i).GibbsIncorp_n+TheData(i).Overpotential_n, TheData(i).J_n )
hold on;
plot( TheData(j).GibbsIncorp_p—-TheData(j).Overpotential_p, TheData(j).J_p, 'p')

o°

o°

TheEff.eff_wBV=zeros(length(bg), length(bg));
TheEff.eff_woBV=zeros(length(bg), length(bg));

for R =1 : length(bg)
for a = 1 : length(bg)

TheEff.eff_wBV(R,a)=TheEff_eff_wBV(R,a); %we store the variables 