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ABSTRACT

The Kellogg Radiation Laboratory 3.2-Mev electrostatic generator, 90° electrostatic analyzer, and 180° double-focusing magnetic spectrometer have been used to measure the Q-values of the reactions $^1C(^3He, p)^{14N}$ (2.311-Mev state), $Q_p = 2468.4 \pm 1.0$ kev, and $^1C(^3He, n)^{14O}$, $Q_n = -1148.8 \pm 0.6$ kev, relative to the $^7Li(p, n)^7Be$ threshold energy at 1880.7 ± 0.4 kev (24). These measurements imply an end-point energy for the beta transition $^{14O}(\beta^+)^{14N}$ (2.311-Mev state) of $E_{\text{max}}(\beta^+) = 1812.6 \pm 1.4$ kev. The half-life of $^{14O}$ has also been measured as $t = 71.00 \pm 0.13$ sec, which implies a partial half-life for the excited state transition of $t^* = 71.43 \pm 0.15$ sec. Averaged with the recent half-life measurement of Hendrie and Gerhart (37), the above data lead to an ft-value for the beta transition of $ft = 3075 \pm 10$ sec, corrected for nuclear form factors, electron screening, and competition from K-electron capture (6). With the radiative corrections of Kinoshita and Sirlin (5), the value of the Fermi coupling constant for nuclear beta decay is then calculated from these data as $G_\nu = (1.4050 \pm 0.0022) \times 10^{-49}$ erg-cm$^3$, where the error is experimental only. The corresponding value calculated for muon decay is $G_\mu = (1.4312 \pm 0.0011) \times 10^{-49}$ erg-cm$^3$, differing by $(1.8 \pm 0.2)$%. While some reservations are still necessary concerning the interpretation of the experimental results, it is felt that the origin of the discrepancy is probably theoretical in nature.

Descriptions are given of the equipment modifications required to achieve the accuracy demanded by the experiment, and an appendix
gives a detailed discussion of the theory of nuclear reaction yields from thick targets as observed by particle spectrometers with finite resolution in energy and angle.
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I. INTRODUCTION

The experimentally observed near equality of the coupling constants in the nuclear beta decay and in muon decay has suggested the attractive idea that all of the so-called "weak interactions" proceed by a universal Fermi interaction (1). However, as the virtual states of the nucleon wherein it has emitted a charged pion would not be expected to undergo beta decay in the simple fashion of the usual theory, the fact that the existence of these virtual states does not produce a considerable reduction in the coupling constant for nuclear beta decay requires an explanation. This explanation is elegantly furnished by the conserved vector current hypothesis of Feynman and Gell-Mann (1, 2).

The proposal of this interesting hypothesis has stimulated further study of the electromagnetic and other small corrections to these decay processes (3-6), and raised considerable interest in establishing the exact degree of equality of the coupling constants $G_v$ for the vector nuclear beta decay and $G_\mu$ for the muon decay when these corrections are taken into consideration. Recent measurements of the muon mean life ($2.211 \pm 0.003 \mu sec$ (7), $2.208 \pm 0.004 \mu sec$ (8)) and muon mass ($206.77 \pm 0.01 \text{ m}_e$ (9)) have considerably improved the precision of our knowledge of $G_\mu$, making desirable a similar improvement in the value of $G_v$. Of the various experiments yielding a determination of this quantity, a determination of the $^7l^4 (\beta^+ \nu)N^{14*}$ (2.311-Mev state) seemed the most satisfactory, both from the point of view of the state of the theoretical calculations (6) and because of its accessibility to the equipment.
of this laboratory.

Due to the high order dependence of $f$ on the end-point energy of the positron spectrum, and the experimental difficulty of a sufficiently accurate direct determination of this end-point (10, 11), it is desirable to make a somewhat more indirect measurement of the mass difference of $O^{14}$ and $N^{14*}$, the parent and daughter states of the beta decay. Previous workers have determined this mass difference by measuring the neutron threshold for the reaction $C^{12}(He^3, n)O^{14}$, which gives the mass difference $O^{14} - C^{12}$ in terms of the relatively well known masses of the neutron and $He^3$ atom, and combining this result with a determination of the mass difference $N^{14*} - C^{12}$ from various tabulated reaction cycles and mass doublets.

Bromley, et al. (12), have measured the neutron threshold as $E_{th} = 1449.6 \pm 2.8$ kev relative to the $Li^7(p, n)Be^7$ threshold assumed as $1881.6 \pm 0.45$ kev, which yields a $Q$-value for the $C^{12}(He^3, n)O^{14}$ reaction of $-1158.5 \pm 3$ kev. Using adjusted $Q$-values and mass defects tabulated by Mattauch, et al. (13), for the $N^{14} - C^{12}$ mass difference, and the value of Bockelman, et al. (14), for the $N^{14*}$ excitation $(2313 \pm 5$ kev), they calculated $E_{max}(\beta^4) = 1809.7 \pm 7.8$ kev.

The group at the Naval Research Laboratory have obtained threshold values $E_{th} = 1435 \pm 5$ kev (15) and $E_{th} = 1436.2 \pm 0.9$ kev (16, 17). The first of these measurements was taken with a $90^\circ$ magnetic analyzer calibrated with the $Li^7(p, n)Be^7$ threshold at $1881.1$ kev, while the second is an absolute measurement with the NRL 2-meter electrostatic analyzer. Bondelid, et al. (16), combined their $Q$-value for the $^3$He mass below.
$^{12}\text{C}(\text{He}^3, \text{n})^{14}\text{O}$ reaction with values from the tables of Mattauch, et al. (13), and the value $2312 \pm 1.2$ kev for the excitation of $^{14}\text{N}^{\ast}$ taken from Ajzenberg-Selove and Lauritsen (18) to get $E_{\text{max}}^{\beta^+} = 1800.0 \pm 1.2$ kev. Since the publication of the preliminary report (19) on the work described in this thesis, Butler and Bondelid (17) have re-analyzed their data using masses from the tables of Everling, et al. (20), which are in much better agreement with the measured $Q$-values from the present experiment. Their new value of the positron end-point energy is $E_{\text{max}}^{\beta^+} = 1809.7 \pm 1.5$ kev.
II. CHOICE OF EXPERIMENT

A comparison of the 1960 atomic mass tables (20) with the 1956 tables (13) shows disturbingly large changes in masses important for this experiment. The mass excess of He$^3$ changed from $15.8144 \pm 0.0042$ Mev (13) to $15.8190 \pm 0.0002$ Mev (20) ($O^{16} = 0$), an increase of 4.6 kev. The calculated Q-value for the reaction $C^{12}(He^3, p)N^{14}$ changed by 10.8 kev from 4.7678 Mev (13) to 4.7786 Mev (20). Considering in addition the poor agreement of the various measurements of the $C^{12}(He^3, n)O^{14}$ threshold energy (12, 15-17), we decided to reduce as much as possible the dependence of the positron end-point energy on subsidiary measurements by measuring the mass difference of $O^{14}$ and $N^{14*}$ directly in the reactions,

$$C^{12} + He^3 \rightarrow O^{14} + n + Q_n$$  \hspace{1cm} (1)

$$C^{12} + He^3 \rightarrow N^{14*} + H^1 + Q_p$$  \hspace{1cm} (2)

so that the only masses that need be known to better than kilovolt accuracies are those of the hydrogen atom, the neutron, and the electron:

$$E_{\text{max}}(\beta^+) = (O^{14} - N^{14*})c^2 - 2m_e c^2$$

$$= Q_p - Q_n + (H^1 - n)c^2 - 2m_e c^2$$  \hspace{1cm} (3)

$$= Q_p - Q_n - 1804.6 \pm 0.5 \text{ kev}$$

Here we have used only the hydrogen atom-neutron mass difference from the tables (20) and the electron mass (21). (The errors quoted are standard deviations, here and in all results from this laboratory quoted below.) It should be noted that the value used, $(n - H^1)c^2 = 782.61 \pm 0.40$ kev, has recently been confirmed by the NRL group,
who get 782.9 ± 0.4 kev on the basis of an absolute measurement of
the $T^3(p,n)He^3$ threshold energy (22).

To complete the ft-value measurement, it was desired to check
the value given by Gerhart (10) for the half-life of $O^{14}$ ($t = 72.1 ± 0.4$
sec) with smaller error if possible. The value given by Sherr, et al.
(23), for the ground state branch of decay (0.60 ± 0.10%) would have
required a considerable additional experimental effort to attain any
reduction in error; in any case, its contribution to the ft-value is rather
small.

The primary energy calibration for the experiment was chosen
as the $Li^7(p,n)Be^7$ threshold, assumed at 1880.7 ± 0.4 kev, in accord
with the recent recommendation of Marion (24).
III. EXPERIMENTAL ARRANGEMENT

The experiment was carried out using the Kellogg Radiation Laboratory 3.2-Mv electrostatic accelerator, 90° electrostatic analyzer, and 16-inch-radius double-focusing magnetic spectrometer, with modifications to accessory equipment to provide extra accuracy and flexibility. The electrostatic analyzer is that described by Fowler, Lauritsen, and Lauritsen (25), with modifications of power supply and control circuits to extend its range for operation with the 3.2-Mv accelerator; the magnetic spectrometer is described in the thesis of C. W. Li (26).

As will become evident, this experiment was greatly facilitated by the availability of a gas supply system capable of rapid changes of ion source gas. This system, making possible a selection of H, D, He³, or He⁴ beams, was installed in the terminal of the 3.2-Mv generator in 1957, when the availability of He³ first stimulated consideration of a series of experiments using it as the bombarding particle. The system is constructed around a four-way selector valve with minimal internal volume and a differential-screw-actuated needle valve, both developed by Mr. V. F. Ehrgott from preliminary designs by Prof. C. C. Lauritsen. The system is outlined in figs. 1, 2 and 3.

A vacuum line from the top of the accelerating tube removes any small amount of gas leaking past the O-rings of the selector valve, thus eliminating a possible source of contamination of the gas supplies, and at the same time serves as a convenient means of disposal for the gas which necessarily remains in the small-bore tubing leading to the needle
valve when one wishes to change gases. The bell jar over the $^3$He bottle was added after the failure of a -30 in. to 15 psig Bourdon gauge on this bottle due to the external pressure of the generator insulating gas. A recovery system for the $^3$He was not considered necessary at the $1.50/cc price then prevailing, and is even less important at the present rate of $0.15/cc; gas consumption makes a negligible contribution to running costs.

The electrostatic analyzer used in this experiment is an old one, originally constructed for use with the 2-Mv electrostatic generator (25), and required a number of changes to bring it up to the accuracy and reproducibility required by this experiment. It was found that over the years the analyzer suspension system had accumulated additional constraining adjustments until the analyzer was both overconstrained and coupled to the position of the magnetic analyzer which is mounted immediately below it. This arrangement is designed to allow a second experimental station to make use of the beam passing undeflected through a gate in the lower deflection plate. The undesired restraints were removed by rebuilding the electrostatic analyzer suspension, and a somewhat improved system of beam-defining slits was installed. The mass-separating magnet at the exit of the accelerating tube of the generator was replaced because of its tendency to overheat badly when used to deflect high-energy $^4$He beams, and a transistorized power supply and regulator were built for it.

As the beam in this accelerator shows a tendency to wander with time and ion source conditions, it has been necessary in the past to move the electrostatic analyzer to follow the beam when operating with the
analyzer entrance slits stopped down. This frequently resulted in up-
setting the analyzer energy calibration in a most inconvenient fashion.
An attempt to stabilize the beam position was therefore made by install-
ing an electrostatic deflection system immediately below the base of the
accelerating tube of the generator. The electron loading produced by
the presence of this system so close to the main accelerating field in
the tube, however, reduced the maximum voltage attainable by the
generator by an intolerable amount. It was therefore removed for re-
design, and during the period of its absence, sufficient experience was
gained in the use of the adjustments to the electrostatic analyzer sus-
pension to enable us to successfully translate the analyzer as a whole
to follow a fluctuation in beam position while maintaining the energy
calibration quite closely. This was materially aided by the installation
of a dial indicator to assist in maintaining a constant entrance angle
of the beam.

The measuring voltage divider for the analyzer deflecting voltage
is composed of two 37-megohm stacks made up of 1-megohm 1/2% her-
metically sealed non-inductively wirewound resistors made by the
Westinghouse Electric Corporation about 1941. While searching for the
sources of the instabilities in calibration of the electrostatic analyzer
which remained at this time, we were led to check these two stacks in
a bridge circuit against a stack of spare resistors of the same type. A
considerable portion of the earlier erratic behavior of the electrostatic
analyzer was traced to resistors with shorted or partially open turns.
Replacement of these resistors gave much more reproducible results.
The 1-kilohm tap resistors at the bottoms of the two stacks (see fig. 4)
were also changed from 1% deposited carbon resistors to 1% low temperature-coefficient wirewound resistors for reasons of temperature stability.

In investigating a small apparent bistability in the analyzer power supply, we discovered that the regulator amplifier was oscillating at about 20 kc over a large part of its output range. This was eliminated by the installation of plate decoupling filters, grid damping resistors, and shielded cable for the long grid lines in the amplifier. It was also found that the amplifier was being held in saturation most of the time by 60-cycle hum pickup coming through the input filters. This was traced to capacitive pickup of the waveform put out by the high voltage transformer, which has the characteristic square shape of the output of the Sola regulating transformer from which the whole system is run. This waveform appeared in differentiated form on the lower end of the regulator feedback voltage-divider resistors and the leads to the amplifier input (see fig. 4). The installation of shielded input leads and electrostatic shields around the divider stacks removed the difficulty and resulted in a much higher effective amplifier gain and much tighter control over the analyzer plate voltage. There are indications, however, that the control system, although quite serviceable, now has an undesirable amount of overshoot and ringing, and it is recommended that an investigation be made of suitable networks to correct this.

A sizeable and rather erratic interaction of the electrostatic analyzer with the three large magnets near it, which produce highly nonuniform stray fields of the order of 5 gauss, led us to install two
layers of sheet steel over the brass analyzer tube as magnetic shielding. This not only eliminated the interaction, but gave an unexpected dividend in the shape of a spectacular improvement in the stability and beam-handling capabilities of the analyzer, apparently by making the beam orbits much more nearly circular between the deflection plates. This results in greatly reduced electron loading of the plates due to secondary emission from stray beam.

Further modifications to the electrostatic analyzer and incident beam-handling equipment were the transfer of the main beam-control shutter from between the two pairs of regulator pickoff slits on the exit of the analyzer to beyond the second pair, thus eliminating a starting transient due to the shift of control of the accelerator voltage to the final slits at the start of a run, and the installation of a heat-exchanger system to stabilize the temperature in the box which contains both the main analyzer power supply and the measuring voltage dividers in rather undesirable proximity. With the completion of these modifications, the Li\textsuperscript{7}(p,n)Be\textsuperscript{7} threshold was found to be reproducible to better than 1 part in 8000.

The changes required in the magnetic spectrometer were confined entirely to its fluxmeter. This fluxmeter, because of the requirement of measuring some reasonably suitable average of a nonuniform field, is a horizontal-axis current-balance type with its coil approximately centered on the midpoint of the central ray of the spectrometer (see fig. 5). It was found to be subject to sudden shifts of as much as 1% in calibration constant. These shifts were attributed to changes in the position of the point of rotation in the inverted cone bearings used, due
to the effects of any slight jar, such as bouncing the fluxmeter balance rod against its stops or accidentally brushing against the housing of the fluxmeter. It was therefore rebuilt as described in Appendix A, using modified point-on-plane bearings which are not subject to change in effective moment arm with position of the point of rotation (see fig. 6). Not only are these bearings not subject to the previous sensitivity to shock, but an occasional tendency to stick on their restraints is customarily cured by a sharp rap with a screwdriver handle on the side of the fluxmeter housing, without apparent effect on the calibration.

It was also found that the thin aluminum coil form originally used was slightly magnetic, producing a variation in the sensitivity of the instrument with the magnetic field and an unknown effect on the calibration. This was therefore replaced with a lucite coil form with copper damping rings.

Also described in Appendix A are a photoelectric indicator circuit of improved sensitivity and stability, an improved fluxmeter coil current supply, and a modified Kelvin bridge resistance thermometer to measure the coil temperature. This last circuit was used in an attempt to measure the temperature coefficient of the calibration constant, but the thermal behavior of the system was too complex to yield any clearcut result.

A. $^{12}_{\text{C}}(\text{He}^3,\text{p})^1_{\text{N}}^{14,*}$ (2.311-Mev state)

The experimental arrangement for this part of the experiment was chosen on the basis of considerations of reaction yield and of the questionable linearity of double-focusing magnetic spectrometers in
comparison with electrostatic analyzers. The low yield of the proton reaction at the threshold for neutron production was felt to rule out the attractive idea of measuring both reactions at the same energy of bombardment. It therefore seemed advisable to look for a scheme which would permit the calibration of the magnetic spectrometer at the field setting and observation angle actually to be used in the reaction energy measurement, thus eliminating the effects of the known spectrometer nonlinearity (26), but with the restriction that the reaction yield at the selected bombarding energy and observation angle should be both reasonable in size and have reasonably small derivatives in energy and angle. This last restriction is necessary to avoid a complicated and rather difficult analysis of the profile shape of the reaction proton yield vs. bombarding energy (see Appendix B). As the angular resolution $\Delta \theta$ of the spectrometer contributes to the width of the rise of the profile in proportion to $(\partial E_2/\partial \theta) \Delta \theta$, where $E_2$ is the emerging proton energy, the precision with which one can locate the rise is also improved by doing the measurement at an angle as far from $90^\circ$ in the laboratory as possible, as $\partial E_2/\partial \theta$ has its maximum at that angle (27).

A plot was therefore constructed of the effective energy of the emerging particle as referred to protons in the magnetic spectrometer,

$$E_{\text{eff}} = M_p E_2/Z_p^2 M_p,$$

vs. bombarding energy and observation angle, $E_1$ and $\theta$, for various elastic scattering processes on the same axes as a similar plot for the $^{12}\text{C}(\text{He}^3, p)^{14*}$ reaction (fig. 7). An inspection of this plot produced the scheme finally used.

After the equipment had warmed for several hours to allow an approach to thermal equilibrium, especially in the magnetic spectro-
meter, the first operation was to calibrate the electrostatic analyzer at the 1880, 7-kev Li$_7$(p,n)Be$_7$ threshold with the proton beam. With the ion source gas switched to D$_2$, the magnetic spectrometer, which had been allowed to stabilize at the approximate equivalent proton energy of 3.63 Mev and an angle of 150° in the laboratory, was then calibrated precisely by doing Au$^{197}$(d,d)Au$^{197}$ elastic scattering from thick gold targets evaporated onto glass or polished quartz. During this calibration the magnetic spectrometer field was held fixed and the electrostatic analyzer setting was varied to find the thick target step, which occurred within a very few kilovolts of the primary calibration point at 1880.7 kev, making the spectrometer calibration essentially independent of analyzer linearity.

Then, with the magnetic spectrometer entirely undisturbed in both magnetic field and angle, we ran the C$_{12}$(He$_3$,p)N$_{14}^{14*}$ reaction, taking a profile with the electrostatic analyzer near a bombarding energy of 2.69 Mev. To minimize the effects of long-period drifts on the result, the Au$^{197}$(d,d)Au$^{197}$ and the Li$_7$(p,n)Be$_7$ calibrations were then repeated in opposite order.

The detector used for the protons at the focus of the magnetic spectrometer was a 0.003-in-thick CsI scintillator mounted on a Dumont 6291 photomultiplier tube. Conventional amplifier and scaler arrangements with an integral discriminator permitted the rejection of the relatively small pulses produced by elastically scattered He$_3$.

In the Li$_7$(p,n)Be$_7$ calibration, the detector used was a 2-inch-diameter 92%-enriched B$_{10}$-plastic ZnS(Ag) scintillator, Nuclear Enterprises, Ltd., Type NE402, mounted by means of a 1/4-inch-thick
conical Lucite light pipe to a 1-1/2-inch Dumont 6291 photomultiplier tube and surrounded by polyethylene moderator. The geometry of the scintillator assembly is shown in fig. 8, and its characteristics are discussed in Part III.D below.

The C targets used for this part of the experiment were polished pieces of graphite spectroscopic electrodes during the earlier runs, and thick films of carbon cracked from a methyl iodide atmosphere for the later runs. The cracked films were substituted for the graphite to eliminate small irregularities in the thick target reaction profile believed to be due to the irregularities in the surface of the graphite. They proved to be quite satisfactory targets, aside from a slight tendency to peel, provided they were thoroughly out-gassed by heating in a vacuum after the cracking process; failure to do so resulted in targets that would emit large quantities of positive ions under the action of the beam for the first few minutes of bombardment on a given spot, giving a strong negative indication on the target current integrator.

The targets used for the Li$^7(p,n)$Be$^7$ calibration were relatively thick layers of LiF evaporated onto tantalum strips. The excellent gamma-ray rejection of the B$^{10}$ plastic scintillator permitted the use of these targets with essentially zero background below threshold despite the strong flux of gamma rays from F$^{19}(p,\gamma)$O$^{16}$ reactions. The largest source of background was believed to be (d, n) reactions from residual deuterium in the accelerator.

Figure 9 shows the overall arrangement of target chamber and detectors for this part of the experiment. The auxiliary, off-axis target rod shown was installed to hold the LiF targets for calibration of the electrostatic analyzer.
B. $^{12}\text{C}(\text{He}^3, n)^{14}\text{O}(\beta^+\gamma)^{14}\text{N}\gamma^{14}\text{N}^{14}$

The experimental arrangement for this section of the experiment was chosen almost entirely for reasons of background reduction. As there are almost always two or more experiments going on in rotation during the same period on different experimental stations on the accelerator, neutron background from residual deuterium in the ion source is nearly always a problem. We therefore chose to observe the delayed 2.311-Mev $^{14}\text{N}$ gamma radiation following the beta decay of the $^{14}\text{O}$ produced in the reaction (see fig. 10). This procedure allows all counting to be done with the generator voltage off, thereby eliminating all generator-associated background, and permits strong discrimination against the longer-half-life positron emitters, $^{11}\text{C}$ and $^{13}\text{N}$, which emit no nuclear gamma rays. These two nuclides are produced quite liberally in the reactions $^{12}\text{C}(\text{He}^3, \text{He}^4)^{11}\text{C}$, and $^{12}\text{C}(d, n)^{13}\text{N}$ respectively, the deuterons coming from the small HD$^+$ contamination in the $\text{He}^{3+}$ beam. Discrimination against these undesired activities is of course not possible if one observes either the positrons directly or the resulting annihilation radiation. Another feature of observing the $^{14}\text{N}$ gamma ray is that one obtains an excellent determination of the residual background by merely following the 71-sec $^{14}\text{O}$ decay for a sufficiently long time.

The arrangement of the apparatus is shown in fig. 11. The target, either deposited carbon film or polished graphite, was placed in a tee-shaped glass target chamber at the end of the extension tube as shown. A 4-inch NaI(Tl) scintillator mounted on a 5-inch Dumont 6364 photo-
multiplier tube was surrounded by a 2-inch lead shield and a thick boric-acid-loaded plastic neutron shield. This assembly was placed with the face of the crystal about 3/4 inch from the center-line of the target, usually at about 80° in the laboratory, and the whole front, including the target chamber, shielded with about two inches of lead.

For the \( \text{Li}^7(p, n)\text{Be}^7 \) calibration, the 4-inch scintillator and its shielding assembly, which is mounted on a wheeled cart, were rolled behind a heavy concrete wall to minimize neutron activation of the crystal, and the \( \text{B}^{10} \) neutron scintillator and moderator assembly described above was placed with the face of the moderator essentially in contact with the target chamber and centered along the beam axis (see fig. 12). Calibration runs were made, as usual, both before and after each threshold run.

A block diagram of the circuitry used for the \( \alpha^{14} \) threshold is shown in fig. 13. Amplified pulses from the photomultiplier were fed to a single-channel differential discriminator which was set to bracket the photo-peak of the 2.31-Mev radiation. The settings of the amplifier gains and the discriminator levels were chosen by observing the relative positions of the 2.31-Mev photo-peak and the output of a pulse generator set at the discriminator window edges on the 100-channel pulse-height analyzer. Checks for drift were made at intervals. The counts from the discriminator output were switched between two alternate scalers by a mechanical timer at 20-sec intervals beginning 4 sec after the end of an activation, which permitted the recording of the counts in one scaler while the other was counting. Timing was
checked throughout by counting 120 cps derived from the power lines in secondary channels in the two scalers which were gated in synchronism with the counting periods. Uniform activation of the target approximately independent of beam current or bombardment time was obtained by connecting a resistor across the integration capacitor in the target current integrator to give a 72-sec half-period, which was the best figure then available for the $^{14}O$ half-life. An effort was also made to keep the bombarding current reasonably uniform.

A measurement of the dead time of the scalers used in this experiment was made in the usual fashion, comparing the counting rates, $C_1$ and $C_2$, for two ThC$^+$ sources separately with $C_T$, the counting rate for the two simultaneously. The dead time is then $t \approx (C_1 + C_2 - C_T)/2C_1C_2$, for small percent dead time. The result of the measurement was very close to 10 $\mu$sec for both scalers, which was entirely negligible for the counting rates used, about 20 counts/sec maximum, but resulted in a significant correction when these scalers were used for preliminary measurements of the $^{14}O$ half-life.

C. $^{14}O$ Half-life

In the determination of the $^{14}O$ half-life, the considerations discussed above in connection with the $^{12}C(He^3, n)^{14}O$ threshold apply with even greater force, as here it becomes essential that one be able to follow the 71-sec decay for several half-lives with minimum interference from longer-lived background and other sources of distortion of the counting rate curve. For this reason a similar type of experi-
mental arrangement was used. The energy of bombardment was chosen at about 1800 kev to give adequate yield and a reasonable ratio of the $^{12}\text{C}(\text{He}^3, n)^{14}\text{O}$ cross section to the much larger and more rapidly rising cross section† for $^{12}\text{C}(\text{He}^3, \text{He}^4)^{11}\text{C}$. To achieve maximum $^{14}\text{O}$ yield relative to competing reactions, the bombarding time was chosen as 100 sec, approximately equal to the mean life. The beam current was the highest value consistent with holding to reasonable levels the loss of $^{14}\text{O}$ from the target by overheating or sputtering of the graphite; this value was about 5 $\mu$A, which also seemed to represent a practical maximum for beam current through the electrostatic analyzer, at least at the slit apertures used.

To prevent activation of the NaI crystal by the rather considerable neutron flux produced during a bombardment, the scintillation counter was set up in an adjoining room on the other side of a heavy concrete wall. Polished graphite button targets were activated by He$^3$ bombardment on the central target rod of the main target chamber (see fig. 9), and then removed and placed in a sealed brass capsule for counting to prevent loss of $^{14}\text{O}$ during the counting period. The length of time required to let the target chamber down to atmospheric pressure and transfer the source to its position in front of the counter averaged about one minute. A number of targets were used in rotation to allow time for the background of 10-min N$^{13}$ and 20-min C$^{11}$ to decay between runs with the same target.

†An exploratory run at about 3.0 Mev produced sufficient positron activity to completely swamp any trace of 2.3-Mev gamma radiation; on the basis of crude estimates of the yield and half-life involved, C$^{11}$ was the most probable source of the activity.
A 3 x 3-inch NaI(Tl) scintillation crystal and photomultiplier assembly made by the Harshaw Chemical Co. was used for this experiment, with shielding very similar to that used in the $^14$O threshold measurements; the only essential difference was that various thicknesses of lead were inserted as an absorber between source and crystal to attenuate the strong 511-kev annihilation-radiation peak. Without this precaution, it was found that the high counting rate for this radiation produced a shift in the gain of the photomultiplier as it decayed over the 20-min length of a run, and also raised the problem of superposed "build-up" pulses in the amplifier and discriminator. Absorber thicknesses of 1 cm and 2 cm were both used, and both were found to be effective; the resulting half-life curves were indistinguishable.

Because of the high initial counting rates involved in this experiment, precautions were necessary to minimize the dead time of the counting system (shown schematically in fig. 14). For this reason, a Fairstein double-delay-line-clipped non-overloading amplifier was used, fed from 93-ohm RG-62/U cable driven by a White cathode follower at the photomultiplier. The output from the internal differential discriminator of the amplifier was used to drive both channels of a fast dual scale of eight. The outputs of the scales of eight were fed to separate scalers of the ordinary variety.

The linear output of the amplifier was also fed to an oscilloscope and, by way of 42 feet of RG-65/U delay cable, to the signal input of the 100-channel analyzer, which could be gated either internally or by the output of the discriminator. This arrangement permitted
examination of the pulse height spectrum of the amplifier output either
in toto or in coincidence with those pulses which were actually counted.
It was used to set the amplifier gain and discriminator levels, and to
monitor the relationship between the photo-peak of the 2.31-Mev radia-
tion and the discriminator levels during the entire course of a run.

The timing for the experiment was provided by gating the two
channels of the fast scaler alternately every 20 sec with the mechanical
timer described above. Two additional scalers, also gated alternately
by the timer, were used as the time monitor by feeding them with the
10-kc output of a multivibrator frequency divider synchronized with a
100-kc quartz crystal oscillator. This oscillator had been checked by
comparison with the average of the power line frequency over a number
of days.

The dead time of this arrangement was checked with a double
pulse generator and by observation of the waveforms put out by the
discriminator and amplifier when fed by an intense source; by either
method, it was found to be very close to the 2-μsec length of the delay-
line-clipped output of the amplifier. The dead time of the fast scalers
was less than 1 μsec and did not contribute to the overall dead time of
the system. The resultant corrections to the initial counting rate from
this source were always less than 1%, and usually of the order of 0.3%.

D. Equipment Check and Calibration Experiments

As the magnetic spectrometer was known to have calibration non-
linearities of the order of 1% over its 10-Mev proton range (26), the ex-
perimental arrangements were chosen so that it was used only as a null
instrument, with fixed field. However, both the proton reaction and the neutron threshold Q-values depend on the linearity of the electrostatic analyzer in its extrapolation from the 1880.7-kev calibration point to the bombarding energy actually used. An experiment to check the linearity of the analyzer was therefore necessary, particularly as the resistors of the voltage measuring dividers were known to have a positive temperature coefficient, crudely measured as $+40 \text{ ppm/}^\circ\text{C}$, and the local temperature rise of the resistive elements was not known.

The resistors used in these dividers were designed about 1941, and fall short of the ideal in a number of respects. As mentioned above, they are prone to develop shorted and open turns as a result of the voltage surges to which they are occasionally subjected when the analyzer sparks. In addition to this, they combine a temperature coefficient which is not particularly good by more recent standards with excellent thermal isolation of the resistive element from the ambient air due to their heavy hermetically sealed construction; even the addition of copper fins proved unsuccessful in improving the cooling of the divider stacks. The relatively high internal temperatures resulting from this construction presumably also make their contribution to mechanical deterioration of the insulation and conductors after many temperature cycles. It is therefore recommended that, when these resistors are replaced (hopefully in the near future), the specification be written to include a five-times voltage overload surge test, such as a 1/2-sec capacitor discharge, in addition to the usual specifications of good modern precision resistor design, such as "relaxed winding" techniques and a wire alloy having low temperature and voltage coefficients and
small thermal e.m.f. to copper. When coupled with the use of a capacitive surge-voltage divider network in parallel with the resistor stack, the additional overload specification should eliminate surge failure.

The experiment to check the linearity of the analyzer was based on the comparison of the analyzer voltage settings for bombardment with $H^+$ and $HH^+$ beams at three resonances in the $\text{Al}^{27}(p, \gamma)\text{Si}^{28}$ reaction. Gamma rays from aluminum leaf targets of thickness about 0.2 mg/cm$^2$ were observed with a $4 \times 4$-inch NaI scintillator and photomultiplier feeding an amplifier and integral discriminator. The Al leaf was thick enough to provide a thick-target yield curve without unnecessarily increasing the background due to the integrated yield of lower resonances. After correction for the energy of the extra electron in the $HH^+$ ion, the theoretical ratio of the energies of the $H^+$ and $HH^+$ beams was compared with the ratio of the settings of the electrostatic-analyzer measuring potentiometer for the midpoints of the thick-target steps for the two beams.

The use of this comparison to arrive at an estimate of analyzer nonlinearity is, however, open to question on at least two points. The first and least serious of these is the considerable width of the yield step produced by the $HH^+$ beam, which results in an undesirable reduction in accuracy. This width is evident in the typical experimental profiles shown in fig. 15. The smearing out of the profile is apparently associated with the nature of the $HH^+$ ion, and has generally been attributed to the effects of the internal motion of the ion (28).
A more serious objection is that recent workers (29-31) investigating various Al$^{27}(p, \gamma)$Si$^{28}$ resonances with H$^+$, HH$^+$, and HHH$^+$ beams have found nonlinearities which may be characteristic of the molecular ions themselves. Bondelid, et al. (29), ascribe the effect tentatively to the possible existence of the HH$^+$ ion as a unit for a short distance inside the target, corresponding to an energy loss of some 0.5 kev or so, resulting in increased yield at the base of the rise in the profile as a result of the decreased stopping power per proton of the ion before dissociation. They also find that the discrepancy in the apparent position of the resonance disappears when a thin target is used, which strongly supports the assumption that the difficulty is due to some poorly understood interaction of the molecular ion with a thick target.

Anderson, et al. (30), working at lower energies and with thick targets only, find that the discrepancy increases rapidly with energy. However, they prefer to ascribe the effect to some unknown nonlinearity in their electrostatic analyzer, perhaps the charging of a thin insulating layer on the surface of the deflecting plates.

In a very recent experiment, Dahl, et al. (31), have obtained profiles which they have succeeded in fitting in considerable detail by using a model in which the electron in the ion is stripped away by the initial impact on the target, whereupon the Coulomb forces between the two protons remaining produce an increasing velocity spread of the beam as it penetrates the target more deeply.

The available data on the discrepancy in HH$^+$ resonance position
has been collected in fig. 16, which shows the difference $\Delta E$ between the theoretically predicted position of the $\text{HH}^+$ step and the experimentally observed position, plotted versus the proton resonance energy $E$. The points shown as triangles are those taken during the course of the present experiment. The slope of the line drawn on the log-log plot corresponds to proportionality to $E^2$. The fit of the line to the points is probably fortuitously good. The $E^2$ dependence of the effect is not understood, as a simple estimation of the energy differences produced in the Coulomb "explosion" of the ion would predict a proportionality to $(E_c E)^{1/2}$, where $E_c$ is the available Coulomb energy of separation and $E$ is the beam energy.

To return to the question of what, if any, correction is necessary to the electrostatic-analyzer linearity in the present experiment, one must conclude that if the fit in fig. 16 is in fact meaningful, the observed nonlinearity is entirely due to the molecular-ion effect to the accuracy of the measurements, and therefore no correction is required. One may, on the other hand, conclude with Anderson, et al. (30), that the effect is in the electrostatic analyzer rather than the molecular ion. This presumption was in fact applied to the values quoted in the preliminary report (19) on this experiment, resulting in corrections to the final $Q$-values of $-1.3$ kev and $+0.4$ kev for $Q_p$ and $Q_n$, respectively.

On the basis of the consistency of the trend in energy of the measurements taken with this analyzer combined with measurements from several different laboratories, the assumption that the molecular-ion effect is real and produces a nonlinearity as shown in fig. 16 will be
used in the calculations following. Therefore no correction was applied to measurements taken after the completion of the improvements to the electrostatic analyzer described above. Data taken on the \( \text{HH}^+ \) resonances of the \( \text{Al}^{27}(p, \gamma)\text{Si}^{28} \) reaction before the installation of the heat exchanger in the power-supply box, however, do indicate the presence of an additional effect. When the molecular-ion effect is subtracted out, the remaining behavior is strongly suggestive of a thermal effect with a time constant of the order of hours. An estimate of the magnitude of this remaining nonlinearity was made based on the assumption that it was a thermal drift due to resistive \( V^2/R \) heating of the voltage-divider stacks, which leads to the form used for this correction in Appendix C. This resulted in a correction applied to the part of the data for \( Q_p \) which was taken before the heat-exchanger installation, amounting to \( -0.7 \pm 0.8 \) kev in terms of \( Q_p \), where the standard deviation is derived from the dispersion of the measurements of this residual correction. The standard deviation of the measurements of the \( \text{HH}^+ \) \( \text{Al}^{27}(p, \gamma)\text{Si}^{28} \) resonances after the installation of the heat exchanger contributed \( \pm 0.16 \) kev to the uncertainty of the remaining data for \( Q_p \) and \( \pm 0.07 \) kev to the data for \( Q_n \). In addition to the errors above due to the uncertainties in the measurements of the resonance positions, a standard deviation of \( \pm 0.2 \) kev/Mev\(^2\) was arbitrarily assigned to the coefficient of \( E^2 \) in the molecular-ion effect, i.e., to the position of the line shown in fig. 16. This contributed \( \pm 0.28 \) kev and \( \pm 0.09 \) kev to the standard deviations of \( Q_p \) and \( Q_n \), respectively.

The presence of these experimental and theoretical uncertainties make an alternative method of checking electrostatic-analyzer linearity
desirable. One possible alternative would be the comparison of \( \text{He}^+ \) and \( \text{He}^{++} \) beams in the analyzer. There are a number of ways to do this. One of the simplest would be to insert a gas or carbon-foil stripper in the \( \text{He}^+ \) beam above the mass-separating magnet, and use the magnetic spectrometer as a null instrument to examine elastically scattered particles of fixed momentum from a heavy scattering target. The only parameters varied in the comparison would be the electrostatic-analyzer voltage and the mass-separating magnet current. As molecular ions are not involved, the resulting profiles should be sharp and free of both difficulties discussed above. The high yields should permit readings rapid enough to minimize the effects of spectrometer drift, as well as eliminating background problems.

As described above, the neutron detector used for the \( \text{Li}^7(p, n)\text{Be}^7 \) calibration was a 92\%-enriched \( \text{B}^{10} \)-plastic ZnS(Ag) scintillator. This detector is somewhat similar to those described by Sun, et al. (32), but the use of enriched \( \text{B}^{10} \) permits a somewhat thinner scintillator with higher efficiency and better gamma-ray rejection. As was remarked, thick LiF targets were used for the \( \text{Li}^7(p, n)\text{Be}^7 \) threshold measurements, commonly yielding 20,000 counts at 10 kev above threshold and less than 1 count average background below threshold, despite the very considerable gamma flux from \( \text{F}^{19}(p, \alpha \gamma)\text{O}^{16} \) processes.

The recommended procedure for neutron threshold experiments (24) requires the extrapolation to zero of the \( 2/3 \) power of the total neutron yield above background. This is intended to linearize the expected \( 3/2 \) power dependence on energy above threshold of the thick-target yield for an \( s \)-wave neutron threshold. As center-of-mass motion
projects the neutrons into a narrow cone in the forward direction immediately above threshold, one can perform the experiment using a single counter in the forward direction, provided the solid angle of reasonably constant sensitivity subtended at the target by the counter is large enough to accept all neutrons for a sufficient range of energies above threshold before the neutron cone expands beyond the sensitive angle, destroying the 3/2 power relationship. A large value for this sensitive angle is therefore highly desirable in a counter to be used for precision work.

To take full advantage of the capabilities of the neutron scintillator, the moderator and photomultiplier assembly were designed as shown in fig. 8 to fit inside the 6-inch continuously-variable-angle target chamber, thus giving the maximum possible solid angle of sensitivity. As the body of the target chamber is attached to the rotating frame of the magnetic spectrometer, it was possible to measure the angular sensitivity of the array by moving the spectrometer away from the 90° position in which it normally remains while using this arrangement. A LiF target on the central target rod was bombarded with a proton beam of energy approximately 0.7 kev above the threshold, at which energy the half-width of the emergent cone of neutrons is calculated to be about 8°. Moving the detector through this relatively narrow beam, we found that the counting rate held approximately constant until the axis of the detector was 50° from the beam axis, falling to about half its central value at 60°. As this experiment was carried out before the improvements to the electrostatic analyzer were com-
pleted, instabilities in the beam energy prevented anything more than a rough estimate of the constancy of the yield, but, since a neutron cone angle of 50° for the $Li^7(p, n)Be^7$ threshold corresponds to an energy of 22 kev above threshold, the available solid angle is evidently quite adequate in size.

The excellent linearity of $2/3$ power plots of the yield for the first 4 or 5 kev (see fig. 17) is apparently fortuitous, however, as a calculation based on the results of detailed investigations of the threshold (33, 34) predicts that this plot should fall 30% below linear at 5 kev above the threshold. It is possible that a compensating increase in detector sensitivity with increasing energy above threshold could be produced by the following mechanism in this region. As is well known, the fraction of the neutrons which is emitted in the backward direction in the center-of-mass system decreases in energy with increasing bombarding energy in the laboratory system for a short interval immediately above threshold. In view of the rather thin (5/8-inch) polyethylene moderator in front of the scintillator and the $1/\nu$ cross section of the $B^{10}$, this reduction in energy could easily result in a higher detection efficiency for this component of the neutron yield. It is also possible that the sensitivity of the detector with angle could contribute to the effect, but as the half-angle of the neutron cone is only a little over 20° at 5 kev above the threshold, this effect, while not excluded by the measurements above, is believed to be small. In any case, as is evident from fig. 17, the effect of such variations in shape on the extrapolation of the yield curve to the threshold is very small.
Figure 17 also shows a comparison of the profiles resulting from the Li$^7(p, n)$Be$^7$ threshold measurement in each of the three different geometries (see figs. 8, 9, and 12) in which this detector was used. The close similarity of shape is taken as an indication of the reliability of the assumption that linearly extrapolated intercepts yield the same absolute calibration in each configuration; the relation of the absolute calibration to the readings on the electrostatic-analyzer measuring potentiometer is of course a function of the particular conditions of analyzer alignment prevailing.

As is shown in Appendix C, the Q-value for the $^{12}\text{C}(\text{He}^3, p)^{14}\text{N}$ reaction is quite sensitive to the value of the angle of observation; calculation shows that $\delta Q_p/\delta \theta = 6.0 \text{ kev/degree}$. It is therefore important that the angular position of the magnetic spectrometer relative to the beam axis be accurately known. To determine this angle, at the end of each series of runs of the proton reaction, before any disturbance whatever of analyzer or spectrometer settings was permitted, the experimental arrangement shown in fig. 18 was used to measure directly the angle between the entering beam and the centroid of the solid angle of acceptance of the magnetic spectrometer. Using a thick target of evaporated gold, we obtained the yield of elastically scattered protons as a function of the position of a 0.040-inch vertical slit mask on the end of a 2.00-inch radius arm as the mask was swept across both the beam and the spectrometer aperture, the target position being held fixed. The position of the mask was read on the vernier protractor shown, which could be set to considerably better than 0.1°. A
plot of the resulting yield vs. mask angle is given in fig. 19 for both 
$^{197}\text{Au}(p, p)^{197}\text{Au}$ scattering and also for $^{197}\text{Au}(\text{He}^{4+}, \text{He}^{4++})^{197}\text{Au}$ 
scattering with a bombarding energy of 1.90 Mev and the same laboratory angle of approximately $150^\circ$.

The angles of the centroids of the yield distributions across the beam and across the spectrometer aperture were then calculated, and their difference taken as the actual angle of observation in the laboratory. The $\text{He}^4$ scattering, as it involves incoming and outgoing particles of widely differing magnetic rigidity, was used here to help estimate the effects of stray magnetic fields from the spectrometer on the entrance and exit angles. By subtracting the proton results and the $\text{He}^4$ results, the entrance angles were found to differ by $0.06^\circ$, the exit angles by $0.04^\circ$, and their difference, $\theta_{\text{lab}}$, by $0.03^\circ$. These results were also felt to give an indication of the reproducibility of the technique of measuring the angle.

Three additional effects on this measurement must also be considered. The first of these is the variation of the Rutherford scattering yield across the $3-1/2^\circ$-wide aperture of the spectrometer, which produces a small systematic shift in the location of the centroid of the yield distribution. This variation is calculated to be of the order of $0.007$ per degree, producing a shift in centroid of the order of $0.007^\circ$, and is therefore negligible. The second possible error in the measurement is due to failure of the beam to intersect the axis of rotation of the mask. However, as shown in fig. 20(a), this error vanishes in first order since the target normal was set to bisect the angle being
being measured. The third effect is the failure of the target plane to pass through the mask axis during the exit angle measurement. As illustrated in fig. 20(b), this produces a displacement of the target spot along the beam axis and a corresponding error in the exit angle found. A considerable effort was therefore made to reduce the eccentricities in the target rod assembly as much as possible. As measured with a traveling microscope, the target plane of the rod finally used passed very closely through the axis of the inner rod, but rotation of the mask and outer tube of the assembly displaced the inner axis around a circle of approximately 0.004-inch radius, resulting in an error in the exit angle of slightly over 0.05° in the worst position. The contribution of this effect to the standard deviation of the measurement was therefore taken as ±0.05°. This was combined with an additional error, chosen rather arbitrarily as ± 0.1°, which was assigned to the measurement on the presumption that the errors of calibration of the 0.1° vernier protractor used are of this order. The total of protractor calibration and target eccentricity errors is then ± 0.11°.

Figure 21 shows a two-dimensional map of the acceptance aperture of the magnetic spectrometer taken by a similar technique to the above, with a 0.040-inch circular hole substituted for the 0.040-inch slit, and vertical as well as angular motion introduced into the sweep across the spectrometer aperture. The pronounced dip in yield in the center of the aperture is the shadow of the fluxmeter coil (see fig. 5), which is inserted directly into the center of the spectrometer vacuum box.
In analogy to the corrections to the angle measurement above due to the variations of the Rutherford scattering yield with energy and angle, a complete treatment of the theory of yields from thick targets as measured by spectrometers with finite resolution in energy and angle shows that there are small corrections to the usual practice of taking the half-way point on the rise of the thick-target step as corresponding to the energy of the entering particle as it would be measured with an ideal spectrometer of infinite resolution (27, 35). These corrections make themselves evident in a curvature of the rising face of the profile due to the variation in energy and angle of both the reaction cross section and the effective stopping power. The theory of the thick-target profile is treated in detail in Appendix B, and a calculation made of the magnitude of the correction involved in the energy of the entering particle in the case of the \( ^{12}\text{C}(\text{He}^3, p)^{14}\text{N}^{*} \) reaction as performed in this experiment.

The parameters required for this calculation are the spectrometer resolution in energy and angle, which were taken from the calculations of Li (26) and the solid-angle measurements above, respectively, and the variations of the thick target yield some known energy back of the step with variations of emergent energy and angle, which it was necessary to measure. These measurements were carried out at the bombarding energy used in the Q-value experiment by varying the setting of the magnetic spectrometer in energy and angle.

It must be pointed out that, due to an oversight, the orientation
of the target was held fixed relative to the spectrometer rather than relative to the incident beam, and the additional calculations necessary to estimate the effects of this procedure seriously reduce the accuracy of the final result. The calculated correction to $Q_p$ resulting from this effect is 0.004% with an estimated standard deviation of the same order as the correction, or perhaps somewhat larger. Considering this relatively large error, the small size of the correction, and the fact that the energy of the entering particle was obtained from the mid-points of straight lines drawn through the faces of the profiles rather than from the curves to which the correction is strictly applicable, we felt that the curvature correction could be neglected.
IV. EXPERIMENTAL RESULTS AND ANALYSIS OF DATA

A. C\textsuperscript{12}(He\textsuperscript{3},p)N\textsuperscript{14*} (2.311-Mev state)

Typical profiles resulting from the C\textsuperscript{12}(He\textsuperscript{3},p)N\textsuperscript{14*} experiment are shown in figs. 22, 23, and 17(b). Figure 22 shows the yield of protons of energy 3.633 Mev at approximately 150\textdegree laboratory angle from the C\textsuperscript{12}(He\textsuperscript{3},p)N\textsuperscript{14*} reaction near a bombarding He\textsuperscript{3} energy of 2.69 Mev, and fig. 23 shows the deuteron yield from Au\textsuperscript{197}(d,d)Au\textsuperscript{197} elastic scattering with the same spectrometer field and angle, near a bombarding energy of 1.88 Mev. Figure 17(b) shows the Li\textsuperscript{7}(p,n)Be\textsuperscript{7} neutron threshold, the primary calibration point, as taken with the experimental arrangement for this reaction (see fig. 9).

Values were taken from the two spectrometer profiles by drawing a straight line through the points on the face of each profile and reading the electrostatic analyzer setting corresponding to the point on this line midway between background and maximum yield levels (see figs. 22 and 23). The neutron threshold was obtained from the usual linear extrapolation of the 2/3 power of the yield above background. It should be noted that, due to the 2/3 power plot, the position of the intercept with the axis is quite insensitive to the amount of background actually subtracted before taking the 2/3 power. In fact, for the small background generally prevailing in these measurements, generally less than two counts, but occasionally reaching 6 to 8 counts, the correction was quite negligible. This is because the subtraction of a small constant affects the position of only low-lying points to any appreciable degree, and these points are mostly in the fillet resulting from beam
resolution and are therefore ignored in the extrapolation.

The three values resulting from the above graphical analysis were then inserted in a combined $Q$-value equation derived from the usual kinematics of the various reactions involved. This equation is shown with its derivation in Appendix C, and includes all the small corrections to the $Q$-value, such as the relativistic corrections to the analyzer and spectrometer, etc., in the form of expansions about the energy and angle of the actual experimental case.

Sixteen runs of the proton reaction were made, and the resultant values of $Q_p$ were divided into two groups of eight according to whether the corresponding run was made before or after the installation of the heat exchanger on the electrostatic-analyzer power supply as described above. This installation was the last improvement made in the equipment, and made a noticeable change in the reproducibility of the results. Because of this change and the fact that the two sets of data were taken with separate and independent measurements of the spectrometer angle, a separate analysis of the errors in each of the two sets was made. These analyses are summarized for the two sets, labelled I and II, respectively, in Table I.

The values shown in Table I are standard deviations given in terms of the effect of the uncertainty in question on the value of $Q_p$ in kev. The errors which affect each set of data independently are the angle-measurement reproducibility, estimated from the experiment described above where the same angle was measured twice using protons and $\text{He}^4$ respectively, the estimated experimental error in the $\text{Al}^{27}(p,\gamma)\text{Si}^{28}$ linearity-check experiment, and the experimental error in performing
the actual $^{12}\text{C}(\text{He}^3,p)^{14}\text{N}^*$ reaction experiment. The $^{27}\text{Al}(p,\gamma)^{28}\text{Si}$ experimental error quoted for Set I is the result of three runs of this reaction, and shows the effects of the thermal drifts still present in the electrostatic analyzer at that time. The value for Set II, from one run, illustrates the improvement in stability of calibration resulting from the stabilization of the analyzer power-supply box temperature.

One value of $Q_p$ in each set was found to be far outside the limits of the others, and was accordingly discarded. The dispersion of the remaining seven points in each set was then used to calculate the statistical standard deviation of the mean of the set; again the improved stability of Set II is evident. Combining the experimental errors above with the standard deviations of the means, we arrive at standard deviations for each set, the weighting for a weighted mean of the two sets, and the standard deviation of that mean. With a weighting in the ratio of 1:5.4 favoring Set II, this internal standard deviation is $\pm 0.34$ kev. Calculating the external standard deviation from the dispersion of the means of the two sets, we get $\pm 0.44$ kev, in reasonable agreement.

To arrive at the final standard deviation for $Q_p$, we must combine this last value with the errors which affect the two sets of data coherently. These include the uncertainties in observation angle due to protractor calibration errors and target eccentricities, estimated at $\pm 0.11^\circ$, the uncertainty mentioned above in the coefficient of $E^2$ in the molecular-ion effect, taken as $\pm 0.2$ kev/Mev$^2$, and the uncertainty in the primary energy scale as set by the $\text{Li}^7(p,n)\text{Be}^7$ threshold at 1880.7 $\pm 0.4$ kev. The final result is
\[ Q_p = 2468.4 \pm 1.0 \text{ kev}. \]

A point of caution is noteworthy in connection with this rather small standard deviation. The procedure used above for calculating the standard deviation of the mean of a set of data from the dispersion of the points in that set assumes that the observations in the set are independent and normally distributed. Both of these assumptions are to some degree questionable in the present case, particularly as the data in the two sets above were in many cases taken in as rapid succession as possible, introducing strong possibilities of correlations with time or such uncontrolled variables as ambient temperature. Such correlations, of course, have the effect of raising the true standard deviation of the mean towards the standard deviation of the points in the set, which in this case is a factor of \( \sqrt{7} \) larger. However, as the seven points in each set are obviously much too few to give any hope of analyzing and eliminating such correlations, there is little one can do other than to note that the weighted mean of the two sets of data above, while quoted with a standard deviation of \( \pm 0.34 \text{ kev} \), was derived from data the better set of which had a dispersion of \( \pm 0.74 \text{ kev} \).

\[ B. \quad C^{12}(\text{He}^3, n)O^{14}(\beta^+\nu)N^{14*}(\gamma)N^{14} \]

As many experimenters have discovered in the past, the exponential character of a radioactive decay furnishes a very convenient means of checking the performance of a measurement in which such a decay is involved. To take advantage of this possibility in the \( O^{14} \) threshold measurement, the \( O^{14} \) activity of the target was allowed to
die away to well below the background level at intervals during the course of the experiment. Plots were then constructed of the logarithm of the delayed 2.31-Mev gamma-ray yield as a function of time following the activation. Figure 26, which is a similar curve obtained during the O^{14} half-life measurement, will serve to illustrate the essential features of these curves. The linearity of the initial portions of these decays shows that the dead time correction to the counting rate was indeed negligible for the O^{14} threshold experiment, as indicated by the direct measurements of this quantity, and that there was no evidence for other effects which might be expected to produce distortion of the decay curve, such as the loss of O^{14} from the target due to the heating action of the beam. The tail of the curve permits an evaluation of the background in both magnitude and time dependence; this evaluation may be improved by using the information on the initial activity present obtained from the beginning of the curve to subtract out the expected residual O^{14} activity from the tail. At no time during either of the two runs made of this experiment was there any evidence of 10-min or 20-min half-life contamination from C^{11} or N^{13} annihilation radiation. The background was therefore treated as a constant for each run, slightly over 50 counts/min.

Figure 24 shows the 2/3 power of the delayed gamma-ray yield in excess of background plotted versus energy of bombardment near threshold. The value plotted is the sum of the counts for the first 120 sec of each decay curve, corrected for 102 counts average background, and corrected for the remaining activity from the previous bombardment. In order to minimize this last correction, the readings were taken in
order of increasing bombarding energy. This curve is a striking example of the classic s-wave neutron threshold behavior. Note that the points where the yield was negative after background subtraction are plotted below zero on the 2/3 power plot in the interests of better display.

Least-squares fitted intercepts were calculated for both runs using uniform weighting of the points. As can be seen from the error bars in the figure, this weighting is a fairly good approximation in this case. This is because the usual counting statistics when transformed to the 2/3 power plot give errors which vary only as the fourth root of the ordinate, which is modified in the usual fashion by the background subtraction to give the distribution shown.

Each of the least-squares fittings gave a standard deviation of \( \pm 0.2\) kev in the value of \( Q_n \); however, the external error calculated from the spread of the two values was \( \pm 0.5\) kev in \( Q_n \). Combining this value with an almost negligible contribution of \( \pm 0.1\) kev from the linearity measurements on the electrostatic analyzer, and with the uncertainty in the \( ^7\text{Li}^7(p,n)^7\text{Be}^7 \) energy scale, we arrive at the final values

\[ Q_n = -1148.8 \pm 0.6\ \text{kev} \]

\[ E_{th} = 1437.5 \pm 0.7\ \text{kev}. \]

The \( Q \)-value formula and the details of the corrections to these values are shown in Appendix C.

C. \( ^{14}\text{O} \) Half-life

The results of the \( ^{14}\text{O} \) half-life experiment are illustrated by figs. 25 and 26. Figure 25 is a semilogarithmic plot of typical delayed
gamma-ray pulse-height spectra taken during this experiment, showing (a) the full spectrum of the target without the lead absorber which was used during the actual measurement, and (b) the spectrum as run, with a 2-cm Pb absorber between target and scintillator to attenuate the annihilation radiation. In both cases the spectrum of the pulses coincident with the output of the differential discriminator is shown superimposed on the full spectrum. Note the annihilation-radiation pileup at points A, B, and C without the lead in contrast to the greatly reduced pileup at D and the increased resolution for the $N^{14}$ gamma ray with the lead. The 2-cm absorber was used for four of the five runs made of this experiment; the fifth, using a 1-cm absorber, gave very similar spectra and an indistinguishably similar decay curve in comparison with the other runs. Figure 26 shows a semilogarithmic plot of the yield from the discriminator versus time as corrected for dead time. The result of subtracting background, taken as a constant, is also shown.

The five runs were analyzed by least-squares fittings of straight lines to the natural logarithms of the counts corrected for dead time and background, taken as a function of time in 20-sec counting intervals. The value for each time channel was weighted according to the square of the corrected counts divided by the raw counts. This weighting was used to take into account the effect on the standard deviations of the logarithmic counts of the addition of the relatively well-known dead time and background corrections to the raw counts.

The decay curves for the various runs were investigated for time-dependent background, faults in the dead-time correction, and other possible distortion mechanisms by comparing half-lives fitted to various
portions of each curve, and also by inspection of the time dependence of the background remaining after subtracting the least-squares fitted decay from the raw counts plus dead-time correction. No evidence of such distortion of the decay curve was found.

Inspection of the record of pulse-height distribution in coincidence with the discriminator output during the first two runs of the experiment showed a small gain shift during the run. Corrections to the half-life of $+0.05$ sec and $+0.2$ sec were estimated from the pulse-height spectrum and applied to the results of the least-squares analysis, with a corresponding increase in standard deviation. For the last three runs, the amplifier was shifted to a regulated power line, and no significant shifts appeared.

The final weighted average of the five runs of the $O^{14}$ half-life experiment is

$$t = 71.00 \pm 0.13 \text{ sec}.$$ 

The standard deviation quoted is the external standard deviation derived from the scatter of the values from the five runs. The internal standard deviation was $0.09$ sec, indicating the possibility that errors other than those associated with counting statistics and with the corrections above were present.

The above value differs from the value $71.1 \pm 0.2$ sec quoted in the preliminary report (19) on this experiment by the inclusion of two additional runs for which the analysis was not completed in time for publication.
D. Summary of Results: The ft-Value of the Transition

Table II summarizes the various results of the experiment. The value of $E_{\text{max}}(\beta^+) = 1812.6 \pm 1.4$ kev was calculated from equation 3; the standard deviation quoted is slightly increased by the fact that the uncertainties in the $^{7}\text{Li}(p,n)^{7}\text{Be}$ threshold and in the coefficient of the molecular-ion effect apply to the whole energy scale of the experiment, and hence their contributions to the standard deviations of $Q_n$ and $Q_p$ must be combined coherently. The value of $f$ was found by numerical integration from the National Bureau of Standards Tables for the Analysis of Beta Spectra (36). A small correction (-0.065%) was applied to the result to take into account the more recent value (21) of the electron mass $(m_e c^2 = 0.510976 \text{ Mev})$.

Our value for the half-life of $^{14}O$, $t = 71.00 \pm 0.13$ sec, when corrected for the ground state branch of the decay, $0.6 \pm 0.1\%$ (23), gives $t^* = 71.43 \pm 0.15$ sec for the half-life of the transition to the $N^{14*}$ excited state. This gives an uncorrected $ft$-value of $3069 \pm 12$ sec. This half-life has also been carefully measured recently by Hendrie and Gerhart (37), who give the weighted mean of 40 runs as $t = 70.91 \pm 0.04$ sec, in quite satisfactory agreement. This leads to values of the partial half-life and $ft$-value $t^* = 71.34 \pm 0.08$ sec and $ft = 3065 \pm 10$ sec, respectively, using the $f$-value from Table II. If the two total half-life measurements are averaged with weights inversely as the quoted standard deviations, we find $t^* = 71.36 \pm 0.09$ sec and $ft = 3066 \pm 10$ sec.

The corrections which must be made to the $^{14}O$ $ft$-value before calculating the vector coupling constant $G_v$ fall into two classes. The
first group, which will be applied immediately, are relatively free of theoretical uncertainties. Totalling + 0.289% correction to $f$ as listed by Durand, et al. (6), they include the effects on the electronic wave functions in the beta decay of nuclear electromagnetic form factors and electron screening, and the effects of competition from K-electron capture. As they are all related to the electronic wave functions involved, they will be termed the electronic corrections to the $ft$-value. The remaining group of corrections are nuclear and radiative in character, and will be discussed below.

Applying the electronic corrections, we arrive at the value $ft = 3075 \pm 10$ sec for the transition $^{14}_{\text{O}}(\beta^+ \nu)^{14}_{\text{N}}$ (2.31-Mev state), excluding only the nuclear and radiative corrections.
V. DISCUSSION AND CONCLUSIONS

It will be noted that the experimental $Q$-value for the $^{12}\text{C}^{3}\text{He},p)^{14}\text{N}^{*}$ reaction given in Table II differs somewhat from that quoted in the preliminary report on this experiment (19). The sources of this difference are a more sophisticated treatment of the experimental error calculations, resulting in a slightly different weighting of the data, and a completely new analysis of the electrostatic-analyzer linearity-check experiment. The inclusion of the effects of the $\text{HH}^{+}$ molecular-ion beam as discussed above resulted in removing a $-1.3$ kev correction to the $^{12}\text{C}^{3}\text{He},p)^{14}\text{N}^{*}$ $Q$-value which had previously been applied.

In order to compare the $Q$-value resulting from the $^{12}\text{C}^{3}\text{He},p)^{14}\text{N}^{*}$ experiment with the values calculated from the mass tables, we will use the result of Sanders (38) for the excitation of $^{14}\text{N}^{*}$. Corrected for the new value of the $^{7}\text{Li}(p,n)^{7}\text{Be}$ threshold (24), this is $2311.4 \pm 1.2$ kev, which yields a $Q$-value for the $^{12}\text{C}^{3}\text{He},p)^{14}\text{N}$ ground-state reaction of $4779.8 \pm 1.5$ kev when combined with our result. This is in good agreement with the value $4778.6$ kev calculated from the mass tables of Everling, et al. (20), but definitely disagrees with the value $4767.8 \pm 3.9$ kev from the older tables of Mattauch, et al. (13).

The agreement of our $^{12}\text{C}^{3}\text{He},p)^{14}\text{N}^{*}$ $Q$-value with the later mass tables is satisfactory, but the present lack of direct experimental confirmation is undesirable in a measurement which bears so directly on the question of the universality of the Fermi interaction. It is to be hoped that this lack will be remedied in the near future.
The predictions of the mass tables for the \( Q \)-value of the \( \text{C}^{12}(\text{He}^{3}, n)\text{O}^{14} \) reaction are not nearly as precise; the tables of Mattauch, et al. (13), give \( Q_n = -1166 \pm 39 \) kev, while those of Everling, et al. (20), predict \( Q_n = -1152 \pm 5 \) kev. From Table II, our experimental value is \( Q_n = -1148.8 \pm 0.6 \) kev, consistent with either set of tables. This value again differs from that in our preliminary report (19) by the inclusion of the \( \text{HH}^+ \) molecular-ion effect, producing a difference of 0.4 kev in this case.

The experimental situation for the \( \text{C}^{12}(\text{He}^{3}, n)\text{O}^{14} \) threshold is considerably better. Our value for \( Q_n = -1148.8 \pm 0.6 \) kev differs but slightly from the latest of the series of measurements made by the NRL group (15-17), which gives \( Q_n = -1147.7 \pm 0.7 \) kev. Both of these measurements are in clear disagreement with that of Bromley, et al. (12), \( Q_n = 1158.5 \pm 3 \) kev, for reasons which are not at all evident. It is felt that further experimental work on this threshold would be desirable, both because of this disagreement and in view of the unnecessary complications (such as the molecular-ion effect) in some of the present procedures.

The predictions of the mass tables for the end-point energy of the beta transition are also rather imprecise. Using the \( \text{N}^{14\ast} \) excitation measurement of Sanders (38), the masses tabulated by Mattauch, et al. (13), give \( E_{\text{max}}(\beta^+) = 1818 \pm 40 \) kev, while those of Everling, et al. (20), predict \( E_{\text{max}}(\beta^+) = 1815 \pm 5 \) kev. The value calculated from the present experiment is \( E_{\text{max}}(\beta^+) = 1812.6 \pm 1.4 \) kev, and is consistent with both tables.

Aside from the direct measurements of Penning and Schmidt (11),
and of Gerhart (10), who gives $E_{\text{max}}(\beta^+) = 1835 \pm 8$ kev, in rather poor agreement with the present values, previous experimental determinations of the end-point energy have necessarily depended on the mass tables for a value of $Q_p$. The large change in this value between the 1956 tables (13) and the 1960 tables (20) points up the desirability of further measurements of the end-point energy which do not require the use of the tables.

The half-life of the transition, like the $^{12}\text{C}^3(\text{He},n)^{14}O$ threshold, has a considerable experimental history (10, 23, 37, 39). The earlier experiments, however, seem to have suffered from the ease with which longer-lived positron emitters are produced along with the $^{14}O$. The result of the present experiment, $t = 71.00 \pm 0.13$ sec, disagrees with Gerhart's earlier result, $t = 72.1 \pm 0.4$ sec (10), but is nicely supported by the more recent measurement of Hendrie and Gerhart, $t = 70.91 \pm 0.04$ sec (37).

The $t_1$-value resulting from the weighted mean of our half-life measurement and that of Hendrie and Gerhart (37) was corrected by $+0.289\%$ for electronic effects using the corrections listed by Durand, et al. (6). The remaining corrections which must be applied before calculating values of the coupling constant from the $t_1$-value and the experimental muon life-time are the radiative or electromagnetic corrections to both the muon decay and the $^{14}O$ decay, and a series of corrections to the nuclear matrix element of the $^{14}O$ decay (6, 40). These remaining corrections are all subject to varying amounts of theoretical uncertainty. The Coulomb corrections to the nuclear matrix element, in particular, which were taken by Durand, et al. (6), from the work of
MacDonald (40), are model dependent, and vary strongly with the choice of energy denominators. As the radiative corrections are also subject to some theoretical controversy, the effects of these various corrections will be shown in detail in Table III.

The first column of results in Table III includes only the +0.289\% electronic correction to the \( O^{14} \) ft-value. The Fermi coupling constant \( G_V \) is then calculated from the relation

\[
G_V^2 \frac{ft}{\text{erg-cm}^3} = \frac{\pi^3 \hbar^7 \ln 2}{m_e^5 c^4}
\]

\( G_V \) is also given in theoretical units \( (\hbar = c = 1) \) by multiplying by \( \frac{M_p^2 c}{\hbar^3} = 0.7153 \times 10^{44} \text{/erg-cm}^3 \). The relation

\[
G^2_{\mu} \frac{\tau}{\mu} = \frac{192 \pi^3 \hbar^7}{m_{e}^5 c^4}
\]

together with the means of the recent experimental measurements of the muon mean life, \( \tau_{\mu} = 2.210 \pm 0.003 \text{ \mu sec} \) (7, 8), and muon mass, \( m_{\mu} = 206.77 \pm 0.01 \text{ m}_e \) (9), gives us the value of \( G_{\mu} \). The percentage discrepancy between \( G_{\mu} \) and \( G_V \) is then calculated both directly and in terms of the corresponding discrepancy in lifetimes, yielding 1.0 \( \pm 0.2\% \) and 2.0 \( \pm 0.3\% \), respectively.

The second column of Table III shows the effects of adding the nuclear corrections as listed by Durand, \textit{et al.} (6). These corrections include -0.35\% for the Coulomb corrections and -0.024\% for second forbidden matrix elements.

*For a discussion of this relation and the one following, see, for example, the review article of Konopinski (41).*
The third and fourth columns of the table include in addition the radiative corrections to both the $O^{14}$ $f_\pi$-value and the muon mean life, as calculated by Kinoshita and Sirlin (5) (K and S) and Durand, et al. (6), (DLM), respectively. It should be pointed out that the calculations of Durand, et al., are based on a quite different theoretical approach from that of Kinoshita and Sirlin, resulting in a different definition of the coupling constant. Hence neither the values of $G_Y$ nor the values of the corrections are expected to be comparable in the two cases. Note also that the $O^{14}$ radiative correction of Kinoshita and Sirlin includes a contribution from the anomalous magnetic moments of the neutron and proton which they have estimated at $0.2\%$ from the work of Berman (4).

The above calculations have been made on the assumption that the Fermi interaction is a contact interaction between the four fermions involved in the decay. It is interesting to note the effects of the suggestion which has recently attracted some attention (l, 42, 43) that the interaction in fact involves two vertices connected by the exchange of an intermediary heavy charged vector meson. Oneda and Pati (43) have calculated this nonlocal effect on the decay rate of the muon finding that $W = W_0 (1 + 0.6(m_\mu/m_B)^2)$, where $W_0$ is the decay rate for the contact interaction, and $m_\mu$ and $m_B$ are the masses of the muon and the intermediate meson, respectively. Due to the much lower momenta involved, the effect on nuclear beta decay is completely negligible. As the mass $m_B$ must be at least that of the K meson to forbid the decay of the K meson into the intermediate meson, the maximum possible correction to the muon lifetime from this source must be very close to
+ 0.6\( \frac{m_\mu}{m_K} \)^2 \approx 2.8\%.

This corresponds to a correction to \( G_\mu \) of -1.4\%. If the corresponding nonlocal effects on the radiative corrections can be neglected, it is seen from Table III that this effect could give considerable assistance in removing the present discrepancy between theory and experiment.

In conclusion, while it seems likely that the experimental \( f^\mu \) value could be further improved by additional work, the values quoted in the first column of Table III are regarded as reasonably reliable, subject to some reservations on the validity of the interpretation of the molecular-ion effect discussed above. On the other hand, it is felt that on closer examination the nuclear corrections in the second column could quite possibly change enough to account fully for the present discrepancy between theory and experiment; the radiative corrections, too, present their difficulties. One would conclude, then, that the question of the universality of the Fermi interaction at present depends primarily on further theoretical clarification of these problems.
Table I: Errors Contributing to $Q_p$. The various sources of error contributing to the standard deviation of $Q_p$ are itemized in terms of their effects on $Q_p$ in kev. Sets I and II each contain seven runs, and are analyzed separately because of the installation of temperature stabilization in the analyzer power supply between the two sets. See text pp. 35 ff.
Table I: Errors Contributing to $Q_p$

<table>
<thead>
<tr>
<th>Source</th>
<th>Set I</th>
<th>Set II</th>
<th>kev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyzer Linearity Measurement</td>
<td>± 0.76</td>
<td>± 0.16</td>
<td>kev</td>
</tr>
<tr>
<td>Angle Measurement: ± 0.03°</td>
<td>± 0.18</td>
<td>± 0.18</td>
<td>kev</td>
</tr>
<tr>
<td>Dispersion of Measured Values</td>
<td>± 0.36</td>
<td>± 0.28</td>
<td>kev</td>
</tr>
<tr>
<td>Resultant Standard Deviations</td>
<td>± 0.86</td>
<td>± 0.37</td>
<td>kev</td>
</tr>
<tr>
<td>Resultant Weights</td>
<td>1.0</td>
<td>5.4</td>
<td></td>
</tr>
<tr>
<td>Standard Deviation of Weighted Mean</td>
<td>± 0.34</td>
<td></td>
<td>kev</td>
</tr>
<tr>
<td>External Error</td>
<td>± 0.44</td>
<td></td>
<td>kev</td>
</tr>
<tr>
<td>Protractor Calibration, etc.: ± 0.11°</td>
<td>± 0.66</td>
<td></td>
<td>kev</td>
</tr>
<tr>
<td>Energy Scale Uncertainty</td>
<td>± 0.53</td>
<td></td>
<td>kev</td>
</tr>
<tr>
<td>Molecular Ion Correction: ± 0.2 kev/Mev²</td>
<td>± 0.28</td>
<td></td>
<td>kev</td>
</tr>
<tr>
<td>Final Standard Deviation of $Q_p$</td>
<td>± 0.99</td>
<td></td>
<td>kev</td>
</tr>
</tbody>
</table>
Table II: Summary of Experimental Results. The various experimental results of the present work are tabulated, and the effect of including the half-life measurement of Hendrie and Gerhart (37) in a weighted mean is shown. See text pp. 42 ff. and 46 ff.

a Half-life measurements weighted inversely as the quoted error.

b Including electronic but excluding radiative and nuclear corrections; see text.
Table II: Summary of Experimental Results

| Reaction          | \( Q_p \)      | \( Q_n \)      | \( E_{th} \)    | \( E_{\text{max}}(\beta^+) \) | \( W_{\text{max}}(\beta^+) \) | \( f \)   | \( t = \)      | \( t^* = \)     | \( ft^* = \)     | \( ft = \)     |
|-------------------|----------------|----------------|----------------|-------------------------------|-------------------------------|--------|------------|----------------|----------------|---------------|-------------|
| \(^{12}\text{C} \,(\text{He}^3, p)\text{N}^{14}\ast\) | \( 2468.4 \pm 1.0 \) kev | \( -1148.8 \pm 0.6 \) kev | \( 1437.5 \pm 0.7 \) kev | \( 1812.6 \pm 1.4 \) kev | \( 2323.6 \pm 1.4 \) kev | \( 42.97 \pm 0.13 \) | \( 71.00 \pm 0.13 \) sec | \( 71.43 \pm 0.15 \) sec | \( 3069 \pm 12 \) sec |        |
| \(^{12}\text{C} \,(\text{He}^3, n)\text{O}^{14}\) | \( f\text{-Value} \) | \( t \) | \( t^* \) | \( \text{ft-Value} \) | \( \text{ft-Value} \) | \( \text{ft-Value} \) |

**Weighted Mean Values**

<table>
<thead>
<tr>
<th></th>
<th>( t^* = )</th>
<th>( ft^* = )</th>
<th>( ft = )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrected Half-life</td>
<td>( 71.36 \pm 0.09 ) sec</td>
<td>( 3066 \pm 10 ) sec</td>
<td>( 3075 \pm 10 ) sec</td>
</tr>
<tr>
<td>Uncorrected ft-Value</td>
<td>( ft^* = )</td>
<td>( ft = )</td>
<td></td>
</tr>
<tr>
<td>Corrected ft-Value</td>
<td>( ft^* = )</td>
<td>( ft = )</td>
<td></td>
</tr>
</tbody>
</table>
Table III: A tabulation of the results of applying the various theoretical corrections to the experimental result is shown, and comparisons are made between the values of the vector coupling constant and the muon lifetime as predicted from the present experiment and from the data on muon decay. The corrections included in each column are indicated by the headings: Column E: Electronic corrections only. Column E and N: Electronic and nuclear corrections only. Column K and S: The radiative corrections to both muon and $\Omega^{14}$ decay are included as calculated by Kinoshita and Sirlin (5). Column DLM: The radiative corrections as calculated by Durand, Landowitz, and Marr (6) are applied. The electronic and nuclear corrections are taken from the summary of Durand, et al. (6), in all cases. See text pp. 42 f and 46 ff.
Table III

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Corrections Included</th>
<th>E</th>
<th>E and N</th>
<th>K and S</th>
<th>DLM</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>ft</td>
<td></td>
<td>3075 ± 10</td>
<td>3063</td>
<td>3116</td>
<td>3032</td>
<td>sec</td>
</tr>
<tr>
<td>Electronic:</td>
<td>+0.289</td>
<td>+0.289</td>
<td>+0.289</td>
<td>+0.289</td>
<td></td>
<td>%</td>
</tr>
<tr>
<td>Nuclear:</td>
<td>----</td>
<td>-0.374</td>
<td>-0.374</td>
<td>-0.374</td>
<td></td>
<td>%</td>
</tr>
<tr>
<td>Radiative:</td>
<td>-----</td>
<td>+1.7</td>
<td></td>
<td>-1.03</td>
<td></td>
<td>%</td>
</tr>
<tr>
<td>$G_v$</td>
<td></td>
<td>1.4143 ± 0.0022</td>
<td>1.4170</td>
<td>1.4050</td>
<td>1.4243</td>
<td>$x 10^{-49} \text{ erg-cm}^3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0116 ± 0.0016</td>
<td>1.0135</td>
<td>1.0049</td>
<td>1.0187</td>
<td>$x 10^{-5}/M_p^2$ $(\lambda = c = 1)$</td>
</tr>
<tr>
<td>$\tau_\mu$</td>
<td></td>
<td>2.210 ± 0.003</td>
<td>2.210</td>
<td>2.201</td>
<td>2.181</td>
<td>$\mu$sec</td>
</tr>
<tr>
<td>Radiative:</td>
<td>----</td>
<td>-0.42</td>
<td>-1.32</td>
<td></td>
<td></td>
<td>%</td>
</tr>
<tr>
<td>$G_\mu$</td>
<td></td>
<td>1.4282 ± 0.0011</td>
<td>1.4282</td>
<td>1.4312</td>
<td>1.4377</td>
<td>$x 10^{-49} \text{ erg-cm}^3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0215 ± 0.0008</td>
<td>1.0215</td>
<td>1.0237</td>
<td>1.0284</td>
<td>$x 10^{-5}/M_p^2$ $(\lambda = c = 1)$</td>
</tr>
<tr>
<td>$(G_\mu - G_v)/G_\mu$</td>
<td></td>
<td>1.0 ± 0.2</td>
<td>0.8</td>
<td>1.8</td>
<td>0.95</td>
<td>%</td>
</tr>
<tr>
<td>$(\tau_\mu - \tau_v)/\tau_\mu$</td>
<td></td>
<td>-2.0 ± 0.3</td>
<td>-1.6</td>
<td>-3.8</td>
<td>-1.9</td>
<td>%</td>
</tr>
</tbody>
</table>
APPENDIX A

1. Fluxmeter Modifications

Figure 27 is an overall diagram of the fluxmeter current-balance assembly after modification; the original assembly was identical in principle except for the bearings, but was constructed almost entirely of brass, with a thin aluminum coil form, and a much lighter main supporting bar (26). The improved assembly was made of aluminum assembled with Eastman 910 pressure-setting cement. The 7/8-inch-diameter lucite coil form was wound with 40 turns of No. 32 magnet wire to which was soldered a twisted pair of heavier gauge wire secured along the balance rod with spots of shellac. Light copper damping rings were cemented to the interior of the coil. Four short lengths of copper galvanometer suspension serve as current leads to the balance rod. As these leads are brought out of the vacuum chamber separately through a small glass-to-metal seal, it is possible to use a Kelvin bridge circuit to measure the resistance of the fluxmeter coil itself, independent of the quite comparable resistance of the flexible leads. This permits monitoring the temperature of the coil.

The entire balance-rod assembly, which weighs slightly over 10 gm, is designed so that its center of gravity exclusive of the counterweight lies as closely as possible along the axis of rotation. The counterweight is a brass cylinder weighing about 600 mg mounted on a thin quartz rod. Its horizontal offset of about 1.5 inch and its vertical offset in the balanced position of about 0.2 inch below the bearing axis then produce the principal moments contributing to the calibration and sensitivity of
the fluxmeter. The total center of gravity of the balance rod is consequently about 2 mm from the bearing axis and slightly below it.

By far the most important change made in the system was the change in bearings. Figure 6 shows both types of bearing in section as viewed along the axis of rotation. The old form (fig. 6(a), (b)) consisted of a glass cup bearing riding on a ground tungsten needle. As is evident from the figure, the effective radius from the axis of rotation to the center of mass of the balance rod depended on the position the needle happened to assume inside the cup. It was judged that the range of positions available inside the cup was of the order of 1% of the 2-mm effective radius arm of the balance, and hence would account for the observed 1% changes in calibration. The situation was further complicated by the difficulty of adjusting the two needles to exactly the correct distance between the two bearings.

The new bearings (fig. 6(c)-(e)) were constructed from sapphire phonograph styli riding on flat glass plates. The geometry of sphere rolling on plane removes the dependence of the moment arm on the position of the stylus on the plate. This liberty must not be allowed to become license, however, as the requirement of an accuracy of 1 in \(10^4\) in spectrometer calibration sets a limit of movement on the coil of 0.003 inch in the direction of the field gradient in the spectrometer, which is the axial direction for the fluxmeter. As it was felt that a caging mechanism would be unnecessarily elaborate, this limitation was accomplished by putting up fences, with the idea that a stylus resting against one of its fences could be recentered in its proper position by merely rocking the fluxmeter rod back and forth with the coil current
or field controls (see fig. 6(e)).

The detailed construction of the bearings is shown in fig. 28. The styli were taken from standard 0.003-inch-radius sapphire replacement phonograph styli of a type which looked reasonably easy to take apart (such as Walco type W-104S). After the sapphire was removed from its mounting and washed free of cement, it was shellacked point first onto the end of a 1/16-inch wooden rod. Working under a microscope, we then dipped the butt end of the sapphire into a drop of Eastman 910 cement and mounted it in the end of an 0-80 brass machine screw which had previously been drilled out to receive it. Either undue hesitation in the performance of this step or too close a fit between the sapphire and its mounting hole will result in setting of the cement before the stylus is properly seated. Polymerization of the cement was essentially complete within ten seconds, and the shellac joint then broke away easily from the mounted sapphire. After being cleaned of all excess cement and the remaining shellac, the assembly was screwed into place with a lock-nut on the balance rod.

The mating bearings were made from small round pieces cut from glass microscope slides. The mounting studs and retaining caps were machined from brass. The dimensions for machining the slot and hole that served as fences for the two bearings were taken from comparison-microscope measurements of the dimensions of the sapphires. The bearings were assembled by applying a drop of Eastman 910 cement to the end of the stud, and then inserting it with decision into the cap containing the bearing plate.
The complete fluxmeter assembly also includes a mirror made from an aluminized 1-inch-square microscope cover glass cemented to the balance rod, and a set of adjustable stops that restrain the opposite end of the quartz rod carrying the counterweight. The stops were made from heavy busbar stock covered with Teflon sleeving to minimize the possibility of sticking of the balance on the stops.

The final design has been found to eliminate most of the difficulties encountered in the previous system. The energy calibration of the spectrometer is much more stable, and the installation and adjustment of the system is much easier, as the screw mounting of the sapphires provides an easy adjustment of the sensitivity of the balance, and the use of a slot fence for the second bearing makes accurate adjustment of the bearing separation unnecessary. When the bearings were inspected after nearly a year of service, no significant indications of wear were visible. The primary source of annoyance occasioned by the system is the tendency of the balance rod to "walk" up against its fences, resulting in a sharp drop in sensitivity and a shift in calibration. This tendency is believed to be a result of the slight inclination of the fluxmeter axis to the horizontal. Due to the fringing field of the spectrometer, its total deflection angle is slightly over $180^\circ$ (26), and it is therefore slightly tilted backward in its carriage to put the effective entrance aperture in the horizontal plane, producing a corresponding tilt in the axis of the fluxmeter. This "walking" tendency is easily counteracted, however, by an occasional sharp rap with a screwdriver handle on the side of the fluxmeter housing.

These modifications to the fluxmeter were carried out in collab-
oration with Mr. Jack C. Overley.

2. Accessory Modifications

The photoelectric indicator system for the fluxmeter presents many possibilities for improvement; the optical system in particular may with some justice be termed astonishing in a precision instrument. The stability of the associated amplifier, however, bears more directly on the reproducibility of the spectrometer calibration. At the usual sensitivity setting of the fluxmeter current balance, a change in the spectrometer field of about 0.2% is required to swing the light beam from one plate of the pickoff phototube to the other, producing the maximum output swing of the indicator circuit. Instabilities in the amplifier therefore produce corresponding changes in the spectrometer field within this range. To limit this possible source of calibration drift, the amplifier was rebuilt using an AC-coupled circuit with inherently good zero stability. Figure 29 shows the resulting design.

Several points are worthy of note in this circuit. There are two main sources of error currents in an AC-operated phototube: the usual dark current, which is a strong function of applied voltage for the tube used, and a fairly sizeable capacitive feedthrough current. The dark current is stabilized by using the stabilized B+ supply to limit the anode voltage swing on the phototube. As this voltage is clamped to ground during the negative swing of the power transformer, the resulting waveform is nearly a positive-going square wave with a stabilized peak value. The effectiveness of the arrangement is enhanced because the dark current depends primarily on this stabilized peak voltage.
The capacitive feedthrough current, which has proven rather difficult to handle in many previous AC-operated phototube circuits, is in phase in the two halves of the present circuit, and is therefore strongly rejected by the difference amplifier. The remaining fraction, mainly due to uncompensated asymmetries in the phototube, is 90° out of phase with the desired signal current, and is removed by the excellent quadrature rejection of the ring demodulator. To maintain this quadrature rejection, stray phase shifts in the system must be minimized. Immunity to phase shifts in the power transformer due to varying line and load conditions is guaranteed by using the same winding to drive all synchronous elements in the system, and the amplifier is designed for small phase shift.

In operation, the balance control in the demodulator circuit is set for minimum AC current in the meter circuit, and the zero control is set with the fluxmeter light turned off. The resulting settings are quite stable with line voltage, and after a brief warmup period, seem to drift principally with the aging of the components.

A considerable increase in the convenience of operating the fluxmeter was produced by rebuilding the coil current-control and measurement system as shown in fig. 30. This rebuilt system incorporates facilities for using a Hewlett-Packard Model 425A Microvoltammeter in a feedback loop to lock the coil current to the value corresponding to the setting of the Rubicon Type B potentiometer. The system is thereby made very nearly free of drift save for that of the battery supplying the potentiometer slidewire. As this battery draws a constant and relatively small current, the system equilibrium is rapidly reached and
easily maintained.

The fluxmeter coil current passing through the 20-ohm standard resistor produces a voltage which is measured by the Type B potentiometer. The error signal from the potentiometer is amplified by the microvoltammeter, passed through a transistor phase inverter and buffer amplifier, and the resulting signal added to the output of the manual current controls. The inverter and buffer contain gain and balance controls, and the necessary frequency-response limitation to prevent oscillation of the feedback loop.

The manual current controls were constructed from Helipot Type A 10-turn potentiometers to reduce the number of knobs required to attain the necessary current resolution. Connecting the fine control in the current-divider configuration permitted the use of a reasonably large value of resistance in the winding, and considerably eased the problem of slider contact resistance, as the contact is in series with 20 kΩ. However, contact noise is still troublesome with these potentiometers, particularly the coarse control; better quality controls would probably be advisable.

The system is completed by the two six-volt storage batteries and a charger system.

After the installation of the improvements above, an attempt was made to determine a temperature coefficient for the spectrometer calibration constant. Figure 31 shows the circuit of a modified Kelvin bridge which was used as a resistance thermometer to measure variations in the temperature of the fluxmeter coil. A Kelvin bridge was necessary because of the relatively large and temperature-dependent
resistance of the flexible leads to the coil. In this particular bridge, the two sets of ratio arms labeled AXD and BYC are used to compare the coil resistance with the 20-ohm standard resistor. Power is supplied by the regular coil-current supply, and the usual functions of the fluxmeter circuitry are not interfered with as long as the bridge is reasonably near balance. The balance point is strictly independent of the resistances of the leads carrying the main coil current only when the ratios of the two sets of ratio arms are equal, and a true Kelvin bridge would have a second variable tap at point Y moving in synchronism with that at point X. However, the values are chosen so that the ratios are never sufficiently far from equal to cause significant difficulty.

Tests of the stability of the spectrometer calibration were made by following the position of the 6.05-Mev a-particle line from Bi\textsuperscript{212} produced in a Pb\textsuperscript{212} (Th B) source. After the spectrometer was turned on, it generally showed a slow drift over a range of the order of 0.05% in field distributed over several hours. This drift was very poorly correlated with the readings of the Kelvin bridge and of a thermometer inserted in a hole in the side of the magnet, and the correlation was entirely destroyed by turning the field off for an hour or so, which was necessary every few hours to avoid overheating at the required magnet current. Once thoroughly warmed, the spectrometer maintained calibration to about ± 0.015%, wandering within that range in a very complicated fashion.

It is presumed that this behavior indicates the presence of
several different temperature dependences of similar magnitudes but having different responses to the time history of the power input to the spectrometer. This is consistent with the picture of the spectrometer as a thermal system having many different normal modes of thermal fluctuation, each of which may be coupled (e.g., by thermal expansion of the magnet) to the calibration. The presence of other effects, such as slow magnetic relaxation of the iron, is also possible. One can only conclude that the temperature of the fluxmeter coil itself does not play a large role in the drift.
APPENDIX B

The Nuclear Reaction Yield from a Thick Target

Introduction. The nuclear reaction or scattering yield from a thick target is usually observed by some form of particle spectrometer with well-defined resolutions in both energy and angle. When plotted as a function of either beam energy or spectrometer energy setting, the yield from reactions leading to well-defined states of the residual nucleus traces out a profile in the general form of a step, consisting of a steeply rising face followed by a plateau having relatively slow variation with energy. This distinction in profile shape may of course be obscured by the presence of structure in either target or cross section; the two regions of the profile are therefore formally characterized by the relationship between the spectrometer resolution window and the highest energy particles emerging from interactions in the surface layers of the target. If the beam energy is raised from a value low in relation to the spectrometer energy setting, these particles are the first to appear in the spectrometer window, giving rise to the face of the profile as an increasing fraction of the window is filled. The plateau of the profile is reached when the window is completely filled.

It has been evident for some time that the treatment of thick-target yields by Brown, Snyder, Fowler, and Lauritsen (27), while capable of predicting the yield as extrapolated to the surface of the target, is inadequate in two respects in its prediction of the actual shape of the profile. In the first place, no attempt was made in this earlier treatment to calculate the effects on the shape of the initial rise of the
profile of either the angular resolution of the spectrometer or the presence of appreciable variation of the yield with energy or angle. Secondly, the usual prescription for applying this treatment to the calculation of the slope of the plateau following the initial rise does not agree particularly well with experimental profile shapes. To take a well-known example, the yield from Rutherford scattering with a uniform thick target shows a characteristic decrease of the yield as the spectrometer field is lowered to values corresponding to scattering from laminae deeper inside the target, the bombarding energy being held fixed. If we use the atomic stopping cross sections corresponding to the average energies of the entering and emerging particles over their ranges of energy loss in the target, which has been the usual practice, the treatment of Brown, et al. (27), accounts for only about half the decrease in yield.

A better understanding of these phenomena is also desirable because of the possible existence of corrections to \( Q \)-values derived from thick-target measurements due to the details of the shape of the profile. One such correction is in fact given by the earlier treatment (27).

**Fundamental Relations.** The differential yield per incident particle from a thin lamina in the interior of a thick target may be written

\[
\frac{dY}{d\Omega} = \sigma(E_1, \theta) W(E_{20}, \theta, \phi) n_t^0 ds d\Omega / \cos \theta_1, \tag{1}
\]

where \( \sigma(E_1, \theta) \) is the differential cross section for the reaction in question in the laboratory system with coordinates \( E_1 \) and \( \theta \), \( E_1 \) being the
energy of the entering particle at the lamina in question, and \( W(E_{20}, \theta, \phi) \) is the resolution function or the fractional transmission of the spectrometer at the energy \( E_{20} \) of the emergent particle as it leaves the surface of the target, and at angular position \( \theta, \phi \); i.e., \( W(E_{20}, \theta, \phi) \) is the probability that a particle of energy \( E_{20} \) incident on the spectrometer at angular position \( \theta, \phi \) will pass through the spectrometer and be counted. \( W \) is, of course, a function of spectrometer setting in both energy and angle. In addition, \( n' \) is the number density of reacting nuclei in the lamina; \( ds \) is the normal thickness of the lamina at normal depth \( s \) in the target; \( \theta_1 \) is the angle between the incident beam and the target normal; and \( d\Omega \) is the element of solid angle. Other quantities of interest (see fig. 32(a)) are \( E_{1B} \), the incident beam energy, \( E_2 \), the emergent particle energy immediately after the reaction, and \( \theta_2 \), the angle between the emergent particle momentum and the target normal. Obviously,

\[
\theta_1 + \theta_2 = \pi - \theta,
\]

and we may make use of the usual reaction kinematics to write

\[
E_2 = E_2(E_1, \theta) \tag{3}
\]

The usual definition of the atomic stopping cross section is

\[
\sigma(E) = - \frac{1}{n} \frac{dE}{dx}, \tag{4}
\]

where \( n \) is the total density of stopping atoms in the lamina, and \( x \) is the distance traveled by the particle. If we assume that \( n \) and \( \sigma(E) \) are independent of \( x \) (i.e., the target is of uniform composition with
depth), the variables in this equation are separable, and the solutions for the entering and emerging particles are given by

\[
\begin{align*}
\int_{E_{1B}}^{E_1} \frac{dE}{n\epsilon_1(E)} &= -\frac{s}{\cos \theta_1} \\
\int_{E_2}^{E_20} \frac{dE}{n\epsilon_2(E)} &= -\frac{s}{\cos \theta_2}
\end{align*}
\]

where \( \epsilon_1 \) and \( \epsilon_2 \) refer to the entering and emerging particles, respectively.

We now choose as independent variables \( E_{20}, \theta, \) and \( \phi, \) and integrate equation 1 over the region of acceptance of the spectrometer:

\[
Y = \int_{s \geq 0} dE_{20} d\Omega \sigma(E_1, \theta) W(E_{20}, \theta, \phi) n'(\partial s/\partial E_{20})_{\theta, \phi}/\cos \theta_1
\]

The requirement \( s \geq 0 \) in the integral generates the rising face of the profile, illustrating the relation between the face of the profile and the limit \( s = 0 \) defining the target surface. An obvious generalization at this point is the inclusion of targets of finite thickness \( t \) by requiring \( t \geq s \geq 0 \) in the integral.

We must now use equations 2 through 5 to eliminate the dependent variables from equation 1a. The values of \( E_1 \) and \( E_2 \) are functions of the detailed behavior of the stopping powers and of the reaction kinematics, but as they may usually be calculated for a particular case by quite straightforward approximation techniques applied to the integrals in equations 5, their calculation will be carried no further in the present general treatment. The value of \( (\partial s/\partial E_{20})_{\theta, \phi} \), however,
may be more profitably pursued.

Since the integrals on the left in equations 5 are independent of $s$ as a result of the separation of variables in the solution of equation 4, we may differentiate equations 5 with respect to $E_{20}$ at constant $\theta$ and $\phi$ to give

\[
\left( \frac{\partial s}{\partial E_{20}} \right)_\theta = -\cos \theta \left( \frac{\partial E_1}{\partial E_{20}} \right)_\theta
\]

(7)

\[
\left( \frac{\partial s}{\partial E_{20}} \right)_\theta = -\cos \theta \left( \frac{1}{n\epsilon_1(E_1)} - \frac{1}{\epsilon_2(E_2)} \left( \frac{\partial E_2}{\partial E_{20}} \right)_\theta \right)
\]

(8)

Since from equation 3 we have

\[
\left( \frac{\partial E_2}{\partial E_{20}} \right)_\theta = \left( \frac{\partial E_2}{\partial E_1} \right)_\theta \left( \frac{\partial E_1}{\partial E_{20}} \right)_\theta
\]

(9)

we may combine the last three equations to find

\[
\left( \frac{\partial E_1}{\partial E_{20}} \right)_\theta = \left[ \frac{\epsilon_2(E_{20})}{\epsilon_2(E_2)} \left( \frac{\partial E_2}{\partial E_1} \right)_\theta + \frac{\epsilon_2(E_{20})}{\epsilon_1(E_1)} \frac{\cos \theta_1}{\cos \theta_2} \right]^{-1}
\]

(10)

\[
\left( \frac{\partial s}{\partial E_{20}} \right)_\theta = -\frac{\cos \theta_1}{n\epsilon_2(E_{20})} \left[ \frac{\cos \theta_1}{\cos \theta_2} + \frac{\epsilon_1(E_1)}{\epsilon_2(E_2)} \left( \frac{\partial E_2}{\partial E_1} \right)_\theta \right]^{-1}
\]

(11)

Inserting equation 11 in equation 1a, we obtain the result

\[
Y = \int_{s \geq 0} \frac{dE_{20} d\Omega n' \sigma(E_1, \theta) W(E_{20}, \theta, \phi)}{n\epsilon_2(E_{20}) \left[ \frac{\cos \theta_1}{\cos \theta_2} + \frac{\epsilon_1(E_1)}{\epsilon_2(E_2)} \left( \frac{\partial E_2}{\partial E_1} \right)_\theta \right]}.
\]

(12)

The sign of the result is not significant and has been dropped. Note that
equations 9 and 10 give convenient first-order solutions for \( E_1 \) and \( E_2 \).

It would, of course, be possible to integrate the above result over a distribution of incoming particle energies and angles, thus including the effects of beam resolution. The effects of straggling, however, are not included so easily in this exact treatment.*

**Extension to Non-uniform Targets.** In the case of a non-uniform target, equations 5 are no longer solutions of equation 4, as both \( \epsilon \) and \( n \) are in general functions of \( x \), and the variables are no longer separable. The problem then is to eliminate \( s \) between two different solutions of equation 4 with boundary conditions and stopping powers for incident and emergent particles, respectively. The special case of a target made up of a number of finite, uniform layers, however, may be treated simply by breaking up equations 5 into the same number of separate integrals, and then differentiating as before. Algebraic manipulation will then lead to results analogous to equations 10, 11, and 12, but involving in addition the stopping powers for the emergent particle on either side of each discontinuity in composition. If the discontinuities through which the emerging particle must pass after the reaction are numbered from 1 to \( m \) from the target surface inward, the resulting equations are in fact identical to equations 10, 11, and 12, provided one makes the substitution

\[
\epsilon_2(E_{20}) \rightarrow \epsilon_2(E_{20}) \prod_{i=1}^{i=m} \frac{\epsilon_{i+}}{\epsilon_{i-}}
\]

*(12a)*

---

A general approach to the straggling problem has been given by K. R. Symon, quoted by Bruno Rossi [44].
wherever $\epsilon_2(E_{20})$ appears. The quantities $\epsilon_{1+}$ and $\epsilon_{1-}$ are the atomic stopping cross sections for the emergent particle evaluated at the energy of the particle at the $i$th discontinuity and for the homogeneous target material between the $i$th discontinuity and the $(i+1)$th or $(i-1)$th discontinuity, respectively.

The variation with energy of the quotient of $\epsilon_{1+}$ and $\epsilon_{1-}$ is very slow; for many cases it can be treated as a constant. At energies high enough that the usual theoretical treatment of stopping powers is applicable (see, e.g., the review by Bethe and Ashkin (45), this variation comes only from the ratio of two logarithmic terms. As an example, using data summarized by Whaling (46), the stopping power ratio for protons at 1 Mev incident on a transition from aluminum to copper is about 1.59 and increases by 1.4 per cent of this value when the energy is raised to 1.1 Mev.

Where the terms of the product in the substitution 12a can be treated as independent of energy, they can all be evaluated at $E_{20}$, the emergent particle energy at the surface of the target. The substitution 12a then reduces to

$$\epsilon_2(E_{20}) \rightarrow \epsilon_{m+}(E_{20})$$

(12b)

In other words, to this approximation, the result above for a uniform target is also valid for a step-wise uniform target, provided that $\epsilon_2(E_{20})$ is interpreted as the stopping power function evaluated for the material of the target lamina in which the reaction actually takes place, but at the energy with which the emergent particle leaves the surface of the target.
As this result is independent of the number of laminae involved, one would expect it to be also valid in the limit of a target of continuously varying composition. This is in fact the case; the approximation leading to the substitution 12b is equivalent to the assumption that the stopping powers in equation 4 may be written in the form \( \varepsilon(E, x) = e(E)f(x) \). If this approximation is used, equation 4 again becomes separable, and the calculation may be carried through essentially as before. The result confirms the conclusion above; in place of \( \varepsilon_2'(E_{20}) \) in equation 12 there appears \( e(E_{20})f(s) = \varepsilon_2(E_{20}, s) \). (The ratio \( \varepsilon_1(E_1)/\varepsilon_2(E_2) \) must of course be interpreted as \( \varepsilon_1(E_1, s)/\varepsilon_2(E_2, s) \).) As the atomic number densities involved appear in the form \( n'(s)/n(s) \) even in an exact treatment, we see that the approximate yield depends on the composition of the target only at the lamina where the reaction takes place, the surface layers of the target serving only to modify the energies which must be inserted into the stopping power functions and the relation between the entering and emerging particle energies.

The Calculation of Profile Shapes. The yield calculated in equation 12 contains as free variables both the beam energy and the spectrometer setting in energy and angle. In the following calculations of profile shapes for various simple cases, we have a choice of either beam energy or spectrometer energy as the independent variable; which alternative is chosen generally depends on experimental conditions. Both cases will be illustrated and the general relations connecting the two modes of taking data will be derived.

To illustrate the effects of including finite spectrometer resolution
in angle as well as energy, we will now calculate the profile shape for
the simple case where the variations of the cross section and the
stopping-power terms in equation 12 are negligible, and the spectrom-
eter has a simple rectangular resolution window in energy and angle.
If we work sufficiently far from the poles, the \( \sin \theta \) term in \( d\Omega \) may
be treated as a constant and equation 12 may be reduced to the form

\[
Y = y_0 \int_R dE_{20} \, d\theta
\]

(13)

where the region of integration \( R \) is given by

\[
R: \{ |\theta - \theta_0| \leq \delta \theta/2; |E_{20} - E_f| \leq \delta E/2; \ s \geq 0 \}
\]

(14)
The spectrometer window is centered at \( E_{20} = E_f \) and \( \theta = \theta_0 \) with
widths \( \delta E \) and \( \delta \theta \), respectively. Figures 32(b) and (c) illustrate the
region \( R \) in the spectrometer window, and the resultant yield as a
function of \( \Delta E_{1B} = E_{1B} - E_1(E_f, \theta_0) \), the difference between the actual
bombarding energy and the spectrometer setting referred to the corre-
sponding incoming particle energy by use of the inverse of equation 3.
Other quantities of use are defined by \( E_{2B} = E_2(E_{1B}, \theta_0) \), \( \Delta \theta = \theta - \theta_0 \),
and \( \Delta E_{20} = E_{20} - E_f \). The yield is just proportional to the area of the
region \( R \), giving a trapezoidally rising step with parabolically rounded
corners. To calculate the dimensions \( a \) and \( b \) characterizing the
shape as shown in fig. 32(c), we write the equation of the line \( s = 0 \)
defining the target surface in the \( \Delta E_{20} - \Delta \theta \) plane to first order:

\[
\Delta E_{20} = \left( \frac{\partial E_2}{\partial E_1} \right)_\theta \Delta E_{1B} + \left( \frac{\partial E_2}{\partial \theta} \right)_{E_1} \Delta \theta
\]

(15)

A simple calculation then shows that \( a \) and \( b \) are the larger and smaller,
respectively, of the two quantities

\[
\begin{align*}
\left[ \frac{\delta E}{\delta E_2} \right]_\theta & \quad \text{and} \quad \left[ \frac{\delta E_2}{\delta \theta} \frac{\delta \theta}{E_1} \right]_\theta \\
\left( \frac{\delta E}{\delta E_1} \right)_\theta & \quad \left( \frac{\delta E_2}{\delta \theta} \right)_\theta
\end{align*}
\]

(16)

For the data from the \( ^{12}\text{C}(\text{He}^3, p)^{14}\text{N} \) experiment shown in fig. 22, \( \delta E \) is given by the spectrometer characteristics as \( \delta E = E_f / 231 \) for the 1/8-inch collector slit used. From figs. 19 and 21, \( \delta \theta \) is estimated at \( (3.65 \pm 0.10)^\circ \). Using these data in equations 16 to calculate percentage resolutions in \( E_{1B} \), we find 0.78 per cent and 1.39 per cent for the energy and angular contributions, respectively. The tangent line to the face of the profile drawn in fig. 22 rises in 1.35 per cent of the average incident energy. This agreement must be regarded as fortuitously good in view of the fact that the spectrometer window is not more than approximately square in either energy or angle, and the drawing of the tangent is subject to difficulties of both statistics and the vagaries of curve-drawing. Indeed, three similar profiles chosen at random yielded resolutions of 1.48 per cent, 1.44 per cent, and 1.48 per cent, indicating that the calculation is correct to about 5 per cent of the rise percentage.

We now wish to calculate the effects of the inclusion of variations of yield with energy and angle on this simple picture. If we retain the definition of the spectrometer resolution function given by equation 14, the functional dependences of the total yield \( Y \) and its differential \( dY = y \, dE_20 \, d\theta \) are given by the expressions
\[ Y = Y(E_{1B}, E_f, \theta_o) \]

and

\[ y = y(E_{1B}, E_{20}, \theta) \]

For the present purposes we treat \( \theta_1 \) as a fixed parameter and the integral over \( \phi \) as a multiplicative constant. In analogy to equation 13, we then have

\[ Y = \int_R y \, dE_{20} \, d\theta \]  

with equation 14 defining the region of integration as before.

The behavior of the plateau of the profile may be studied by formally removing the restriction \( s \geq 0 \) on region \( R \), a procedure which permits calculation of the yield as extrapolated to the position of the step. If we now write \( y \) as a linear expansion about some given point, then a linear expansion also suffices for \( Y \) due to the symmetries of the limits of integration in equation 17:

\[ y = y_o + y_1 \Delta E_{1B} + y_2 \Delta E_{20} + y_\theta \Delta \theta \]  

\[ Y = Y_o + Y_1 \Delta E_{1B} + Y_2 \Delta E_f + Y_\theta \Delta \theta_o \]  

With the relations

\[ y_1 = (\partial y / \partial E_{1B}) E_{20}, \theta \]  
\[ Y_1 = (\partial Y / \partial E_{1B}) E_f, \theta_o \]  

\[ y_2 = (\partial y / \partial E_{20}) E_{1B}, \theta \]  
\[ Y_2 = (\partial Y / \partial E_f) E_{1B}, \theta_o \]  

\[ y_\theta = (\partial y / \partial \theta) E_{1B}, E_{20} \]  
\[ Y_\theta = (\partial Y / \partial \theta_o) E_{1B}, E_f \]

equation 17 and its derivatives may be used to connect the coefficients
of the two expansions in equation 18:

\[ y_0 = \frac{Y_o}{\delta E \delta \theta} \]
\[ y_1 = \frac{Y_1}{\delta E \delta \theta} \]
\[ y_2 = \frac{(Y_2 - Y_o/E_1)}{\delta E \delta \theta} \]
\[ y_\theta = \frac{Y_\theta}{\delta E \delta \theta} \]  \hspace{1cm} (19)

The term \( Y_o/E_1 \) in \( y_2 \) arises from the fact that the \( \delta E \) in the limits of the \( E_{20} \) integral is assumed proportional to \( E_1 \), as is the case for most spectrometers. It is important to note here that \( Y \) and all its derivatives are simply proportional to \( \delta E \delta \theta \) even in the presence of first-order variations of \( y \), and hence that there is no correction to the yield at a point away from the step due to first-order variations of cross section or stopping powers across the spectrometer window.

An additional important and useful relation between the coefficients of these expansions results from the following considerations. As the cross section of the reaction \( \sigma(E_1, \theta) \) is a function of only one energy, it is evident from an inspection of equation 12 that the second energy dependence of the integrand \( y = y(E_{1B}, E_{20}, \theta) \) arises from the spectrometer transmission function \( W(E_{20}, \theta) \) and the stopping cross section \( \epsilon_2(E_{20}) \). In the usual case where the energy dependences of these functions are either known or can be estimated, the additional information provided serves to eliminate one of the free coefficients in the expansion equation 18a.

The desired relation may be written in the general form
\[
\left( \frac{\partial y}{\partial E_{20}} \right)_{E_1} = \left( \frac{\partial y}{\partial E_{1B}} \right)_{E_{20}} + \left( \frac{\partial y}{\partial E_{20}} \right)_{E_{1B}}
\]

or

\[
\left( \frac{\partial y}{\partial E_{20}} \right)_{E_1} = y_1 \left( \frac{\partial E_{1B}}{\partial E_{20}} \right)_{E_1} + y_2
\]  \hspace{1cm} (20)

The quantity \( \left( \frac{\partial E_{1B}}{\partial E_{20}} \right)_{E_1} \) may be evaluated by differentiating equations 5a and 5b with respect to \( E_{20} \) with constant \( E_1 \) (and therefore constant \( E_2 \)):

\[
\left( \frac{\partial s}{\partial E_{20}} \right)_{E_1} = \frac{\cos \theta_1}{n\epsilon_1(E_{1B})} \left( \frac{\partial E_{1B}}{\partial E_{20}} \right)_{E_1}
\]

\[
\left( \frac{\partial s}{\partial E_{20}} \right)_{E_1} = -\frac{\cos \theta_2}{n\epsilon_2(E_{20})}
\]

with the result

\[
\left( \frac{\partial E_{1B}}{\partial E_{20}} \right)_{E_1} = -\frac{\epsilon_1(E_{1B})}{\epsilon_2(E_{20})} \frac{\cos \theta_2}{\cos \theta_1} \hspace{1cm} (21)
\]

Under the assumption above that \( W \) is a constant out to the limits described by equation 14, the quantity \( \left( \frac{\partial y}{\partial E_{20}} \right)_{E_1} \) takes on a particularly simple form, which may be evaluated from equation 12:

\[
\left( \frac{\partial y}{\partial E_{20}} \right)_{E_1} = -\frac{y}{\epsilon_2(E_{20})} \frac{d\epsilon_2(E_{20})}{dE_{20}} \hspace{1cm} (22)
\]

Combining equations 20, 21, and 22, we may write the final result

\[
y_2 = \frac{\epsilon_1(E_{1B})}{\epsilon_2(E_{20})} \frac{\cos \theta_2}{\cos \theta_1} y_1 - \frac{y_0}{\epsilon_2(E_{20})} \frac{d\epsilon_2(E_{20})}{dE_{20}} \hspace{1cm} (23)
\]
or, by application of equations 19:

\[
Y_2 = \frac{\epsilon_1(E_{1B})}{\epsilon_2(E_f)} \cos \theta_2 Y_1 + \left[ \frac{1}{E_f} \frac{\text{d} \epsilon_2(E_f)}{\text{d} E_f} \right] Y_0
\]

These equations justify the assumption used above that either the spectrometer setting \( E_f \) or the beam energy \( E_{1B} \) is an acceptable independent variable for a yield profile, and provide the explicit connection between the two modes of taking such profiles.

We are led to an additional convenient relation by our inspection of equation 12, which also shows that the calculation of \( Y_1 = (\partial Y / \partial E_{1B}) E_f \) may be facilitated by treating the yield \( Y \) as a function of \( E_1 \) and \( E_f \), giving

\[
Y_1 = \left( \frac{\partial Y}{\partial E_1} \right)_{E_f} \left( \frac{\partial E_1}{\partial E_{1B}} \right)_{E_20}
\]

It is expected that \( (\partial Y / \partial E_1)_{E_f} \) may be calculated with convenient directness from equation 12, while the value of the factor \( (\partial E_1 / \partial E_{1B})_{E_20} \) may be obtained from the relation

\[
\left( \frac{\partial E_1}{\partial E_{20}} \right)_{E_{1B}} = - \left( \frac{\partial E_{1B}}{\partial E_{20}} \right)_{E_1} \left( \frac{\partial E_1}{\partial E_{1B}} \right)_{E_20}
\]

This last relation is a consequence of the functional dependence of \( E_1 \) on \( E_{1B} \) and \( E_{20} \). Combining equations 10 and 21 with this expression, we have

\[
\left( \frac{\partial E_1}{\partial E_{1B}} \right)_{E_{20}} = \frac{\epsilon_2(E_2)}{\epsilon_1(E_{1B})} \left[ \frac{\epsilon_2(E_2)}{\epsilon_1(E_{1B})} \frac{\cos \theta_2}{\cos \theta_1} \left( \frac{\partial E_2}{\partial E_{1B}} \right)_{\theta} \right]^{-1}
\]

(26)
Additional similar relations may be obtained as desired from the remaining partial derivatives of equations 5. It should be noted, however, that the $\theta$ derivatives of equations 5 will involve terms linear in the target depth parameter $s$.

An interesting case in which the $\theta$ derivatives arise is that of the yield from a narrow resonance in the cross section. If the cross section is approximated by a delta function, and all other variations with energy and angle in the integrand are considered negligible, equation 12 may be reduced to

$$Y = y_o \int_R dE_{20} d\theta \delta(E_1 - E_R)$$

where $E_R$ is the resonance energy, and the region of integration $R$ is defined by equation 14 as before. The effect of the delta function is to restrict contributions to the yield to the intersection of region $R$ with the line in the $\Delta E_{20} - \Delta \theta$ plane which is defined for any given value of $E_{1B}$ and $E_f$ by the requirement $E_1 = E_R$. In analogy to equation 15 for the line $s = 0$, we may write the first order equation of the line $E_1 = E_R$ as

$$\Delta E_{20} = \left( \frac{\partial E_{20}}{\partial E_1} \right)_{E_1, \theta} \Delta E_R + \left( \frac{\partial E_{20}}{\partial E_{1B}} \right)_{E_1, \theta} \Delta E_{1B} + \left( \frac{\partial E_{20}}{\partial \theta} \right)_{E_1, E_{1B}} \Delta \theta$$

by making use of the functional relationship between $E_{20}$, $E_{1B}$, $E_1$, and $\theta$. The origin of this expansion is the point $E_{1B} = E_1(E_f, \theta_o)$, $E_{20} = E_f$, $\theta = \theta_o$, as before, and the quantity $\Delta E_R = E_R - E_1(E_f, \theta_o)$ is the resonance energy referred to the same origin. The first two partial derivatives in the expansion are the reciprocals of those given in equa-
tions 10 and 21, respectively, and the third may be obtained by differentiating equations 5 with respect to $\theta$ with constant $E_1$ and $E_{1B}$, giving

$$\left( \frac{\partial E_{20}}{\partial \theta} \right)_{E_1, E_{1B}} = n s \epsilon_2(E_{20}) \frac{\tan \theta_2}{\cos \theta_2} + \frac{\epsilon_2(E_{20})}{\epsilon_2(E_2)} \left( \frac{\partial E_2}{\partial E_1} \right)_{E_1}$$

As $s = 0$ at the origin of the present expansion, the term proportional to $s$ is of course to be neglected; it is important only at considerable depths in the target.

It is obvious that if the beam energy equals the resonance energy, $E_{1B} = E_R$, the yield from the reaction comes only from the surface of the target, and hence the line $E_1 = E_R$ must coincide with the line $s = 0$ under these conditions. A comparison of the above relations with equation 15 shows that this is indeed the case for $\Delta E_{1B} = \Delta E_R$. It is now easy to show that the yield as a function of $E_{1B}$ takes the form of a symmetrical trapezoid modified by an abrupt cutoff as the beam energy falls below the resonance energy. The width of the trapezoid at half-maximum and the width of its rising or falling sections are given by the larger and smaller, respectively, of the two quantities

$$\left| \left( \frac{\partial E_{1B}}{\partial E_{20}} \right)_{E_1, \theta} \right| \text{ and } \left| \left( \frac{\partial E_{1B}}{\partial E_{20}} \right)_{E_1, \theta} \left( \frac{\partial E_{20}}{\partial \theta} \right)_{E_1, E_{1B}} \right|$$

These resolutions should be compared with the resolutions obtained in equation 16 for the face of the yield profile when the cross section is constant.
Typical Yield Variations on the Plateau. It is of interest for orientation purposes to examine typical behaviors for the functions in equation 24. The second term on the right in this equation may be written in the form \((1 + \xi) Y_o / E_f\), where the parameter \(\xi\) is independent of the cross section for the reaction and can be shown to have very slow variation with energy for energies which are not too low. A survey of the stopping power curves given by Whaling (46) shows that the increase of \(\xi\) over the energy range from 1 Mev to 5 Mev for protons is of the order of 0.1 to 0.2 for a wide selection of targets, while the average values of \(\xi\) over the same energy range vary from about 0.8 for He targets to 0.5 for Au targets. Hence the behavior of this term of equation 24 is expected to be quite stable over a very wide variety of cases.

The first term on the right in equation 24 depends in a more complicated way on both the cross section of the reaction and the stopping powers. However, some insight is produced by a discussion of the particularly simple form which results for the case of elastic scattering. Under the assumption above that the energy is not too low, an investigation of the term in the square brackets in the denominator of equation 12 shows that its variation with \(E_1\) is very slow for elastic scattering, and hence the variation of the yield with beam energy is almost entirely due to the variation of the scattering cross section with energy. If we take the Rutherford cross section as an example, set \(\theta_1 = \theta_2\) and \((\partial E_2 / \partial E_1) = \alpha^2\), and take \(\xi = -E d\epsilon / \epsilon (E) dE\) as a constant characterizing the stopping power functions \(\epsilon_1(E) = \epsilon_2(E)\), equation 24 may be reduced to
\[
\frac{Y_2 E_f}{Y_o} = -\frac{2}{1 + a^{-2(1+\xi)}} + (1 + \xi) \quad (27)
\]

Here we have used the relations \( \partial \sigma / \partial E_1 = -2\sigma / E_1 \) and \( \epsilon(2)/\epsilon(E_f) = a^{-2\xi} \).

As is proper for use in the expansions of equations 18, we have also set \( E_2 = E_f \) and \( E_{1B} = E_1 \). The result is written so that the two terms shown in equation 27 correspond directly to the two terms of equation 24.

As the magnitude of the first of these terms cannot be greater than one, it is evident that the second term must dominate. In fact, an expansion of equation 27 for \( a \rightarrow 1 \) yields \( Y_2 E_f / Y_o \cong \xi + (1-a)(1+\xi) \), with the interesting result that the typical slope of the plateau for Rutherford scattering plotted versus spectrometer energy setting is only slightly greater than the variation of the stopping cross section with energy, and is in fact primarily determined by that variation.

It is of interest to compare this calculation with the corresponding results for the slope of the profile versus the beam energy. In a similar fashion to the above, we obtain

\[
\frac{Y_1 E_{1B}}{Y_o} = -\frac{2}{1 + a^{-2(1+\xi)}}
\]

In contrast to the slope versus spectrometer setting, this quantity is negative and somewhat greater than one in magnitude, and its dependence on the stopping power is quite weak.

Profile Face Curvatures and Corrections to Energy Measurements.

The above calculations are all concerned with the plateau of the yield
profile, and result from the removal of the restriction \( s \geq 0 \) in equation 12. If we now return to our consideration of the shape of the profile face, this restriction is once more necessary. The expansion for \( y \) assumed in equation 18a is of course unaffected, but now linear variations in \( y \) require terms up to cubic for the expansion of \( Y \) in equation 18b. A sketch illustrating features which may be expected in the resulting profile is shown in fig. 32(d). Relations similar to equations 19 applicable to the region of the step may, of course, be calculated to display the cubic terms appearing in the shape of the profile face. However, this is rather tedious and not particularly illuminating, so we will confine ourselves to calculating the value of the yield when the spectrometer energy \( E_f \) is centered on \( E_{2B} \), which is the critical setting for the measurement of nuclear reaction energies.

In order to perform this calculation, we choose the origin of the expansion of \( y \) in equation 18a in accord with the earlier definitions of the variables, so that \( \Delta E_{1B} = \Delta E_{20} = 0 \) at \( E_{20} = E_{2B} = E_f \) and \( \Delta \theta = 0 \) at \( \theta = \theta_0 \). We may obtain values for \( y \) and its derivatives at this origin either by direct calculation from the explicit form of \( y \) from equations 12 and 17, using known or assumed values for the dependences of cross section and stopping powers on energy and angle, or by extrapolation of measurements of the total yield \( Y \) and its derivatives from outside the region of the step, where equations 19 are valid. We will take the latter course for the present treatment.

Since \( \Delta E_{1B} = 0 \) when \( E_f = E_{2B} \), equation 15 for the line \( s = 0 \) becomes
\[ \Delta E_{20} = \left( \frac{\partial E_2}{\partial \theta} \right)_{E_1} \Delta \theta \]  \hspace{1cm} (15a)

If we define

\[ \nu = - \left( \frac{\partial E_2}{\partial \theta} \right)_{E_1} \frac{\delta \theta}{\delta E} = \frac{1}{\mu} \]

for the case \( 0 \leq \mu \leq 1 \) the integral in equation 17 may be written

\[ Y_{\mu} = \int_{-\delta E/2}^{\delta E/2} \int_{-\delta \theta/2}^{\mu \Delta E_{20}} \frac{\delta \theta}{\delta E} \delta \theta \delta E \]

or

\[ Y_{\mu} = \frac{\delta \theta \delta E}{2} \left[ y_o + \frac{1}{4} \left( 1 - \frac{\mu^2}{3} \right) y_\theta \delta \theta + \frac{\mu}{6} y_2 \delta E \right] \]

where the case \(-1 \leq \mu \leq 0\) has been included by means of the lower signs. Inserting the values of \( y \) and its derivatives obtained by extrapolation of observations made away from the step (equations 19), we have

\[ Y_{\mu} = \frac{1}{2} \left[ y_o - \frac{1}{4} \left( 1 - \frac{\mu^2}{3} \right) y_\theta \delta \theta + \frac{\mu}{6} \left( y_2 - \frac{Y_o}{E_f} \right) \delta E \right] \]

(29)

Note the presence of the extra terms in \( \delta E \) and \( \delta \theta \) in the last two equations. It is evident that these terms represent corrections to the usual assumption that \( \Delta E_{1B} = 0 \) where the yield reaches \( Y = Y_o/2 \), half the value extrapolated from the plateau.

Similar calculations for the case \( |\nu| \leq 1 \) give the result

\[ Y_{\nu} = \frac{1}{2} \left[ y_o - \frac{1}{4} \left( 1 - \frac{\nu^2}{3} \right) \left( y_2 - \frac{Y_o}{E_f} \right) \delta E - \frac{\nu}{6} y_\theta \delta \theta \right] \]

(29a)

If \( \nu = 0 \), this last result is seen to be similar to the correction derived
by Brown, et al. (27).

For the conditions under which the \( ^{12}\text{C}(^{3}\text{He},p)^{14}\text{N} \) Q-value was measured, \( \delta \theta = 3.65^\circ \), \( \delta E = E_1/231 \), and measurements showed that \( Y_2E_1 \approx -6.1 Y_0 \), with \( Y_\theta \) estimated at about the order of \(-0.007 Y_0 \) per degree. Combining this information with the kinematics of the reaction, we find that \( \mu = 0.745 \). Then from equation 29, \( Y_\mu = 1.0088 Y_0/2 \), indicating that the choice of the half-way point on the rise of the profile is just slightly in error. When converted to an error in \( E_{1B} \) by use of the measured rate of rise of the profile, this corresponds to an error of 0.006 per cent, or about 170 ev. In this case, the correction is trivial, but one may expect sizeable corrections whenever either \( Y_\theta \delta \theta \) or \( Y_2 \delta E \) becomes significant in comparison to \( Y_0 \). Such rapid variations in yield as may result from the presence of resonances or stripping patterns, for example, should therefore be avoided in Q-value measurements.

The accuracy of the above estimate is seriously reduced by the fact that \( Y_\theta = (\delta Y/\delta \theta)_o \delta \theta \) had to be computed from the measured value of \( (\delta Y/\delta \theta)_o \delta \theta \), which was \(-0.039 Y_0 \) per degree. From equation 12 we find

\[
\frac{1}{Y} \left( \frac{\delta Y}{\delta \theta} \right)_{\theta_0} = - \left[ \frac{\cos \theta_1}{\cos \theta_2} \right] \left[ \frac{\sin \theta_1 + \cos \theta_1 \sin \theta_2}{\cos \theta_2} \right]
\]

\[
\approx -0.032 \text{ per degree,}
\]

and hence

\[
Y_\theta = \left( \frac{\delta Y}{\delta \theta} \right)_{\theta_1} = \left( \frac{\delta Y}{\delta \theta} \right)_{\theta_2} \left( \frac{\delta Y}{\delta \theta} \right)_{\theta_0} \approx -0.007 Y_0/\text{degree}.
\]
The ratio of the stopping powers was estimated using the usual theoretical formula for higher energies (45).

**Comparison With Experiment.** The goodness of fit of the present theory to the rising face of the profile was shown above and in fig. 22. Figure 33 shows a comparison of the theoretical curves for the plateau with experiment. The experimental points are the yield of Rutherford scattering for protons on copper as taken by J. A. McCray. The two theoretical curves shown were calculated from the present treatment and from the formula of Brown, Snyder, Fowler, and Lauritsen (27). As is shown, the newer theory predicts the Rutherford yield within 5 per cent even after proton energy losses of more than a factor of two in the target. It is possible that neglected effects, such as straggling or multiple scattering, may contribute to the residual error. On the other hand, the approximations used in the calculations may have introduced errors of the order of 2 per cent, and the assignment of the whole discrepancy to the stopping power curve (46) would not be unreasonable in view of the scatter of experimental points around this curve. It would be interesting to try to pin down the error with more refined calculations and better data.

**Conclusions.** The theory of thick target yields has been developed in a form permitting precise calculations of yields over wide ranges of experimental conditions. Present limitations on the accuracy of the calculated yields appear to lie principally in the accuracy of our knowledge of stopping cross sections.
APPENDIX C

Q-Value Formulas and Corrections

The usual simple analysis of electrostatic and magnetic deflection systems indicates that the energies of particles passing through the electrostatic analyzer and magnetic spectrometer should be given by the equations

\[ E_e = k_e Z V_e (1 + E_e / 2M c^2) \]  \hspace{1cm} (1)

\[ E_m = \frac{k_m Z^2 M}{V_m M} (1 - E_m / 2M c^2) \]  \hspace{1cm} (2)

respectively, where \( Z \) and \( M \) refer to the actual charge and mass of the particle or ion passing through the field of the instrument in question, \( V_e \) and \( V_m \) are the respective readings of the measuring potentiometers, the \( E/2Mc^2 \) terms are the first order relativistic corrections, and \( k_e \) and \( k_m \) are the calibration constants.

Unfortunately, one must in general expect the equipment to be afflicted with various instrumental nonlinearities, which ideally would appear in the above equations as Taylor series expansions of the constants \( k \) in the variables \( E, Z, \) and \( M \) of the particle, the coefficients of the series being experimentally determined. Practically, one is forced to make assumptions as to the probable forms of the corrections in order to limit the number and accuracy of the required experiments. In the present case, one presumes that since the magnetic spectrometer is operated here at constant field, no corrections to equation 2 need be considered. In the case of the electrostatic analyzer,
the two obvious possibilities for nonlinearity are the presence of magnetic field in the analyzer, assumed small because of the surrounding magnetic shielding, and the presence of thermal drifts proportional to $V^2/R$ in the measuring voltage dividers on the power supply. As the behavior of the analyzer before the installation of the power supply box heat exchanger was in fact suggestive of thermal drifts, a correction of the form $(1 + CV_e^2) = (1 + \gamma E_e^2/Z^2)$ will be included in equation 1, with the coefficient $\gamma$ determined from experiment. Hence we have

$$E_e = k_e Z V_e (1 + E_e/2Mc^2 + \gamma E_e^2/Z^2)$$ (1a)

We now wish to calculate explicit formulas for the $Q$-values of the $^{12}\text{C}(\text{He}^3,p)^{14}\text{N}$ and $^{12}\text{C}(\text{He}^3,n)^{14}\text{O}$ experiments in terms of the various experimentally found values of $V_e$ and $V_m$, including all the small corrections for such effects as the target potential $V_t$ and the energy of extra electrons, etc., in ionic or molecular-ion beams.

The equations of the kinematics of nuclear reactions are given in the paper of Brown, et al. (27):

$$Q = \frac{M_3 + M_2}{M_3} E_2 - \frac{M_3 - M_1}{M_3} E_1 - \frac{2(M_1 M_2)^{1/2}}{M_3} \cos \theta (E_1 E_2)^{1/2}$$ (3)

and, for elastic scattering:

$$E_2 = a^2 E_1$$

$$a = \frac{(M_1 M_2)^{1/2}}{M_2 + M_3} \cos \theta + \left[ \frac{M_3 - M_1}{M_2 + M_3} \frac{M_1 M_2 \cos^2 \theta}{(M_2 + M_3)^2} \right]^{1/2}$$ (4)
\[
\frac{1}{E_1} \frac{\partial E_2}{\partial \theta} = 2a \frac{\partial a}{\partial \theta} = -\frac{2a(M_1 M_2)^{1/2} \sin \theta}{M_2^* M_3^- a(M_1 M_2)^{1/2} \cos \theta} \tag{5}
\]

Throughout these equations, relativistic corrections are made by using effective masses of the form \( M_{\text{eff}} = M_0 + E/2c^2 \). In accordance with the conclusions of R. F. Christy (47), nuclear masses are used in the calculations below for all particles, except in the case of \( \text{Au}^{197}(d, d) \) scattering, where the inner electrons are tightly enough bound to follow the gold nucleus as it recoils from the collision. Here the mass of the \( \text{Au}^{197}(20+) \) ion was used on the basis of a crude estimate of the proper degree of ionization.

The experimental determination of \( Q_p \) for the \( C^{12}(\text{He}^3, p)N^{14*} \) reaction involves the reactions (a) \( \text{Li}^7(p, n)\text{Be}^7 \) (threshold determination), (b) \( \text{Au}^{197}(d, d)\text{Au}^{197} \) elastic scattering, and (c) \( C^{12}(\text{He}^3, p)N^{14*} \). The electrostatic analyzer readings \( V_e \) arrived at in the three reactions will be denoted by \( T_1, T_2, \) and \( T_3 \), respectively, the common value of \( V_m \) used in reactions (b) and (c) will be called \( A \), and the common laboratory angle of observation in (b) and (c) will be denoted by \( \theta \) or \( \theta^0 \) in radians or degrees, respectively. We further define \( R_1, R_2, \) and \( R_3 \) such that the true value of the \( \text{Li}^7(p, n)\text{Be}^7 \) threshold energy is \( 1.8807 R_1 \text{ Mev}, \) \( R_2 = T_2/T_1 \), and \( R_3 = T_3/T_1 \). The experimental conditions are then such that \( \theta^0 \approx 150^0, \) \( R_2 \approx 1, \) and \( R_3 \approx 1.42. \) The present best value (24) for \( R_1 \) is \( 1.0000, \) and it will be shown that \( R_1 \) is an approximate factor in all results obtained, indicating that corrections for future revisions of the \( \text{Li}^7 \) calibration point may be made by simple multiplicative scaling of the results.
Reaction (a) is used as the primary calibration of the electrostatic analyzer. Solving equation 1 for \( k_e \), we have to first order in the correction terms:

\[
k_e = (E/V_e)(1 - E/2M_p c^2 - \gamma E^2)
\]

(6)

into which we may put the energy of the protons passing through the analyzer at the threshold \( E = 1.8807 R_1 + V_t \), \( V_e = T_1 \), and the target potential \( V_t = +300 \) ev. The result is

\[
k_e \cong 1.87912(R_1/T_1)(1 - 3.537 \gamma)
\]

(6a)

The elastic scattering (b) is now used to obtain the value of \( k_m/A^2 \) from the above calibration. The energy of the deuterons immediately after scattering is \( E_2 = a^2 E_1 \), where \( a^2 \) may be written in the form of an expansion to first order around \( \theta = 150^\circ \) with the aid of equations 4 and 5 and the appropriate effective masses:

\[
a^2 \cong 0.962545 - 0.009817(\theta - 5\pi/6)
\]

\( E_1 \) is of the form

\[
E_1 = k_e T_2 (1 + E_1/2M_d c^2 + \gamma E_1^2) - V_t
\]

\[
E_1 \cong 1.87975 R_1 R_2
\]

Hence, near \( \theta = 5\pi/6 \),

\[
E_2 \cong (1.80934 - 0.01851(\theta - 5\pi/6) )R_1 R_2
\]

Note that the correction term in \( \gamma \) vanishes in these last two relations due to the fact that \( T_1 \cong T_2 \). Equation 2 now gives
\[ k_m/A^2 = (M_d E_2^1/M_p)(1 + E_2^1/2M_d c^2) \]

with \( E_2^1 = E_2 + V_t \), or

\[ k_m/A^2 \approx (3.61923 - 0.03702(\theta - 5\pi/6))R_1 R_2 \]

The values of \( E_1 \) and \( E_2 \) for the \( {^{12}}(\text{He}^3, p){^14}\text{N}^{14^*} \) reaction are now given by

\[ E_1 = [k_e T_3 (1 + E_1^1/2M_e c^2 + \gamma E_1^2) - V_t] M_{++}/M_+ \]  \hspace{1cm} (7)

\[ E_1 \approx 1.87945 R_1 R_3(1 + 3.623 \gamma) \]

\[ E_2 = (k_m/A^2)(1 - E_2^1/2M_p c^2) - V_t \]

\[ E_2 \approx 3.61197 R_1 R_2(1 - 0.010198(\theta - 5\pi/6)) \]

where \( M_+ \) and \( M_{++} \) are the masses of \( \text{He}^{3+} \) and \( \text{He}^{3+++} \), respectively. Inserting these results in equation 3, we have the desired Q-value equation for the \( {^{12}}(\text{He}^3, p){^14}\text{N}^{14^*} \) reaction including all corrections:

\[ Q_p/R_1 \approx 3.87230 R_2 - 1.47459 R_3 + 0.56231(R_2 R_3)^{1/2} \]

\[ + 0.00603(\theta^o - 150^o) - 6.366 \gamma \]

For the \( {^{12}}(\text{He}^3, n){^14}\text{O}^{14} \) threshold and Q-value, we define in addition to the above quantities the electrostatic analyzer setting corresponding to the threshold energy \( E_{th} \) as \( V_e = T_4, \) and \( R_4 = T_4/T_1. \)

The Q-value equation now appears in somewhat different form from equation 3:
\[-89-\]

\[ Q_n = - M_0 E_{th} / (M_0 + M_1 - Q_n / 2c^2) \]

This form results from the insertion in equation 3 of the correct expression for the energy of the emerging neutrons at threshold and rearranging the resulting expression. The relativistic correction term \( Q_n / 2c^2 \) is shown explicitly in this expression by making use of the relation \( M_0 + M_1 = M_2 + M_3 + Q/c^2 \); the masses used should therefore be the true nuclear masses rather than the effective masses used above.

Inserting values gives the result

\[ Q_n \approx - 0.799128 E_{th} \]

In analogy to equation 7, we have

\[ E_{th} = \left[ k_e T_4 (1 + E_{th} / 2M_+ c^2 + \gamma E_{th}^2) - V_t \right] M_{++} / M_+ \]

Applying the calibration (equation 6a), and inserting values,

\[ E_{th} \approx 1.878829 R_1 R_4 (1 - 1.469 \gamma) \]

\[ Q_n \approx -1.501425 R_1 R_4 (1 - 1.469 \gamma) \]

which is the desired result.

The constant \( \gamma \), representing a temperature coefficient of the electrostatic-analyzer voltage-measuring dividers as described above, was evaluated from the results of the \( ^{27}\text{Al}(p, \gamma)^{28}\text{Si} \) linearity check experiment discussed in Part III.D. Within the experimental errors, and under the assumption put forth concerning the molecular-ion effect in that discussion, \( \gamma \) was found to be zero after the instal-
lution of the heat exchanger on the analyzer power-supply box; hence no correction was applied to the \( \text{C}^{12}(\text{He}^3, n)\text{O}^{14} \) data or to Set II of the \( \text{C}^{12}(\text{He}^3, p)\text{N}^{14*} \) data. Previous to the heat-exchanger installation, the value of \( \gamma \) was found to be rather erratic due to the presence of long-term thermal drifts. An estimated average value \( \gamma = (1.1 \pm 1.2) \times 10^{-4}/\text{Mev}^2 \) was therefore used in the analysis of Set I of the \( \text{C}^{12}(\text{He}^3, p)\text{N}^{14*} \) data.
Figure 1: Schematic diagram of the four-way gas-handling system in the terminal of the 3-Mev accelerator. The Pirani gauge for monitoring the ion-source pressure is indicated by the letter V, and the gas-supply Bourdon gauges are indicated by P. The details of the four-way selector valve and the needle valve are shown in figs. 2 and 3. See text p. 6.
Figure 2: The four-way gas selector valve. The scavenging line connected to the space between valve rotor and stator eliminates the possibility of leakage between the gas supplies and disposes of the gas remaining in the output line when switching gases. See fig. 1 and text p. 6.
Figure 3: The differential-screw needle valve. The keyed nut at the shaft end of the differential screw protects the needle and valve seat against excessive tightening; a fixed maximum closure pressure is provided by the spring. See text p. 6.
Figure 4: Schematic diagram of the regulator circuit for the electrostatic-analyzer voltage. The shielding indicated by the dotted lines was installed to prevent saturation of the differential DC amplifier by AC pickup from the main power transformer. See text pp. 8-9.
Figure 5: Sectional schematic of the 16-inch magnetic spectrometer showing the positions of target and detector, and also the location of the fluxmeter coil on the central ray of the spectrometer. The details of the fluxmeter are shown in figs. 27 and 28. See text p. 10.
Figure 6(a), (b): Schematic of the original type of fluxmeter viewed in section along the axis of rotation, showing the variation of the effective radius arm $R$ with position of the needle in the bearing cup. (c), (d): Sectional view of the new type fluxmeter bearing, illustrating the independence of the radius arm of the position of the stylus on the bearing plate. (e): Illustration of the method of rocking the fluxmeter arm to center the stylus in its fences. See text pp. 11 and 54 ff.
Figure 7: The magnetic spectrometer setting in terms of effective proton energy versus the incident beam energy for the $^{12}_C(\text{He}^3, p)^{14}_{N^*}$ (2.311-Mev state) reaction and various scattering processes, illustrating the use of the known kinematics of $^{197}_{\text{Au}}(d, d)^{197}_{\text{Au}}$ elastic scattering to transfer the 1.88-Mev $^{7}_{\text{Li}}$ calibration point of the electrostatic analyzer to the spectrometer at 3.62 Mev proton energy. See text p. 12.
Figure 8: The arrangement of the neutron scintillator assembly showing the geometry of the target, moderator and scintillator as mounted in the continuously-variable-angle target chamber. This arrangement was used for checking the characteristics of the scintillator, and would be the normal experimental arrangement of the scintillator for precise neutron threshold work in the absence of such special considerations as the present restriction on spectrometer angle setting. See text pp. 13 f and 27 ff.
Figure 9: The experimental arrangement for the measurement of $Q_p$. The central target rod was used to hold the cracked carbon or graphite targets and the gold scattering targets, while LiF calibration targets in the auxiliary target holder permitted placing the neutron scintillator in reasonably good geometry just outside the chamber without disturbing the $150^\circ$ spectrometer angle setting. The auxiliary target rod is arranged to allow the emergent neutrons to pass through the beam entrance slot in the target chamber wall and out through the spring steel band that provides the sliding vacuum seal for the rotation of the chamber. A side view of the chamber and main target holder is shown in fig. 18. See text p. 14.
Figure 10: The energy-level diagram of $\text{O}^{14}$, showing the beta transition to the 2.31-Mev, $0^+$, $T = 1$ first excited state of $\text{N}^{14}$. See text p. 15.
$^14O$ Decay Scheme

$^14N \rightarrow ^14O + e^+ + \nu_e$

$\beta^+ = 99.4\%$

$2m_e c^2 = 2.31$\,MeV, $T=1$

$J = 1^+$

$-5.146$ MeV

$^14O \rightarrow ^12C + ^3He - n$

$-1.149$ MeV
Figure 11: The experimental arrangement for the $^{14}$O threshold measurement, showing a top view of the glass extension target chamber and the lucite beam tube containing the auxiliary regulating slits and viewing quartz. The fitting labeled "guard" was maintained at -300 v. as an electron suppressor. A side view of the same arrangement is shown in fig. 12. See text p. 15 f.
Figure 12. The arrangement of the neutron scintillator for calibration during the $^{14}\text{O}$ threshold measurement. The fitting labeled "guard" was used as an electron suppressor ring. See fig. 11 for a top view of the target chamber and beam tube. See text p. 16.
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Figure 13. Block diagram of the counting circuits for the $^{14}\text{O}$ threshold experiment. A check on the 20-sec mechanical timer was furnished by counting 120 cps from the power lines in the secondary channels of the double scalers. See text pp. 16 f.
$^{14}O$ Threshold Experiment
Block Diagram of Counting Circuits

4 x 4 - inch NaI(Tl) Scintillator and Photomultiplier → Preamp → IOT2 Amplifier

Oscilloscope

42 Feet RG-65/U

100-Channel Pulse-Height Analyzer

Gate → Differential Discriminator

Double Scaler

120 CPS

Double Scaler

Odd Gate

20-sec Timer

Even Gate
Figure 14: Block Diagram of the counting circuits for the $^1_4O$ half-life experiment. A fast-recovery amplifier and fast pre-scalers were used in this experiment to meet the requirement of low dead time. See text pp. 19 ff.
$^{14}$O HALF-LIFE EXPERIMENT

BLOCK DIAGRAM OF COUNTING CIRCUITS
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WHITE CATHODE FOLLOWER
Figure 15: The $\text{Al}^{27}(p,\gamma)\text{Si}^{28}$ yield versus electrostatic-analyzer setting near the 990-kev resonance for proton and $\text{HH}^+$ molecular-ion beams. Note the width and asymmetry of the $\text{HH}^+$ step. See text pp. 22 ff.
Figure 16: The thick-target HH\(^+\) molecular-ion effect.

The difference between the energy of the thick-target HH\(^+\)-beam yield step as measured and as calculated from the observed position of the H\(^+\)-beam yield step is plotted versus proton resonance energy for several Al\(^{27}\)(p,\(\gamma\))Si\(^{28}\) resonances. The sources of the data are (a) Andersen, et al. (30), (b) Bondelid and Kennedy (29), (c) the present experiment, and (d) Dahl, et al. (31).

See text pp. 23 ff.
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Figure 17: The \( \frac{2}{3} \) power of the \( \text{Li}^7(p,n)\text{Be}^7 \) threshold yield versus electrostatic-analyzer setting as taken with the \( \text{B}^{10} \) neutron scintillator in the arrangements of (a) fig. 8, (b) fig. 9, and (c) fig. 12. Profile (a) was taken before the electrostatic-analyzer voltage dividers were repaired, and has been normalized to the analyzer calibration resulting from the new divider ratio. See text pp. 28 f. and 34.
Li\textsuperscript{7}(p, n) Be\textsuperscript{7}
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\begin{align*}
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\hline
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Figure 18: The experimental arrangement used to measure the angle of observation in the measurement of $Q_p$. The 0.040-inch vertical slit mask is shown in front of the spectrometer entrance aperture; together with the outer tube of the double target rod, its position may be set on the vertical scale and the 0.1° vernier protractor which measure the two independent adjustments of the main target holder assembly. The angular position of the target and inner rod is set using the auxiliary index shown. The auxiliary target-rod support bearing shown was found to be necessary to reduce target eccentricity error. Also shown are a sectional view of the sliding band vacuum seal of the chamber and a view of the quartz beam-viewer, which is mounted on a ring gear driven by a pinion and thumb wheel. See text p. 29.
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Figure 19: The yields of $^{197}\text{Au}^{197}$($p,p$)Au$^{197}$ and $^{197}\text{Au}^{197}$($\text{He}^{4+},\text{He}^{4+}$)Au$^{197}$ elastic scattering versus angular position of the 0.040-inch vertical slit mask as the mask is swept across the beam and the spectrometer aperture. See text p. 30.
Figure 20: Illustration of sources of error in the measurement of the angle of observation in the $^{12}\text{C}^{3}(\text{He}^{3},p)^{14}\times$ reaction. (a) The error due to failure of the beam to pass through the axis of rotation of the mask; this error vanishes in first order. (b) The error due to failure of the target to lie on the axis of rotation of the mask. See text pp. 30 ff.
Figure 21: Contour map of the transmission of the magnetic-spectrometer entrance aperture as measured with Au\textsuperscript{197}(p,p)Au\textsuperscript{197} elastic scattering near 1.88 Mev proton energy and 90\textdegree laboratory angle. The angular size of the mask aperture used to define the scattered beam is indicated by the circle in the upper left corner of the figure. See text p. 31.
SPECTROMETER TRANSMISSION FUNCTION
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Figure 22: The yield of the reaction $^{12}\text{C}(\text{He}^3,p)^{14}\text{N}$ (2.311-Mev state) versus incident He$^3$ energy near 2.69 Mev with the magnetic spectrometer set to accept protons of energy 3.633 Mev at laboratory angle 150°. The tangent line to the face of the profile rises in 1.35% of the average incident energy, which is to be compared with the theoretical value 1.39% calculated in Appendix B, pp. 70 f. See also text p. 34.
$C^{12}(\text{He}^3, p) N^{14}$ YIELD
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Figure 23: The yield versus incident deuteron energy of the $^{197}\text{Au} \,(d, d)^{197}\text{Au}$ elastic scattering used for spectrometer calibration in the measurement of $Q_p$. The spectrometer field and angle were left undisturbed for each complete run of the $^{12}\text{C} \,(^3\text{He}, p)^{14}\text{N}$ reaction and its associated calibrations. See text p. 34.
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Figure 24: The $2/3$ power of the $^{12}\text{C}(\text{He}^3, n)^{14}\text{O}$
threshold yield versus incident $\text{He}^3$ energy. The yield shown
is the integrated counting rate of delayed 2.31-Mev gamma rays
from the reaction $^{12}\text{C}(\text{He}^3, n)^{14}\text{O}^{14*}(\beta^+\nu)^{14}\text{N}$ over the first
two minutes following an activation, corrected for background
and for the remaining activity from previous runs. The line
shown is a least-squares fit to the threshold. See text pp. 38 ff.
Figure 25: Spectra of delayed gamma rays from $^{12}C + He^3$ taken during the $^{14}O$ half-life measurement. The spectra of pulses coincident with the output of the differential discriminator, multiplied by ten, are superimposed on the total spectrum for the case (a) with no absorber between source and scintillator, and (b) with a 2-cm Pb absorber. Note that the peak at A is the double annihilation-radiation peak due to pile-up; the single annihilation-radiation peak was cut out by the lower-level discriminator of the pulse-height analyzer to minimize analyzer dead time. For the case without absorber, single and double annihilation-radiation pileup on the 2.31-Mev $^{14}N$ gamma ray are visible at B and C, respectively. This should be compared with the single pileup visible at D when the absorber was used. See text pp. 39 f.
Figure 26: The delayed 2.31-Mev gamma-ray yield from the $^{14}\text{O}$ half-life measurement versus time in 20-sec channels. Correction for dead time has been made for all points, and the crosses show the effects of subtracting a constant background of 10 counts per channel. The line shown is a least-squares fit to the decay curve. See text pp. 38 ff.
Figure 27: Overall view of the rebuilt fluxmeter assembly. The position of the assembly as installed in the spectrometer is shown in fig. 5, and the detailed construction of the bearings is shown in fig. 28. See text pp. 53 f.
Figure 28: Detail of fluxmeter bearing construction.

See fig. 27 and text p. 55.
Figure 29: Schematic of the photoelectric fluxmeter indicator circuit. See text pp. 57 ff.
Figure 30: Schematic of the fluxmeter current-control circuit. The connections indicated as leading to the Kelvin bridge circuit are designed to permit the measurement of the coil resistance in order to determine its temperature. See fig. 31 and text pp. 58 f.
Figure 31: Schematic of the modified Kelvin bridge circuit used to measure the temperature of the fluxmeter coil by the variations in its resistance. See text pp. 59 f.
KELVIN BRIDGE CIRCUIT
Figure 32(a): Illustration of the definitions of the various energies and geometrical quantities involved in the passage of reacting particles into and out of a thick target. See text pp. 63 ff. (b): The region of integration $R$ in the spectrometer resolution window in the case where the spectrometer transmission function $W$ is a simple rectangular window in $E_{20}$ and $\theta$. The line $s = 0$ corresponds to the target surface. (c): The yield resulting from the assumption of a rectangular spectrometer resolution window and negligible variation of reaction cross section and effective stopping power with energy and angle. The yield is shown for the case where the spectrometer energy $E_f$ is held fixed and the bombarding energy $E_{1B}$ is varied. The resolutions $a$ and $b$ are determined by the spectrometer constants and the reaction kinematics. See text pp. 70 ff. (d): The yield resulting from the inclusion of first order variations of cross section and stopping powers with energy. Note that the curve passes below the $Y_0/2$ point on the $Y$ axis; this is due to the correction terms derived in the text. This profile is drawn for the case where the beam energy $E_{1B}$ is fixed and the spectrometer setting $E_f$ varied. See text p. 80.
Figure 33: The Rutherford scattering yield for protons on Cu at bombarding energy $E_{1B} = 800$ kev and laboratory angle $\theta_0 = 156^\circ 52'_{\text{f}}$, showing the theoretical fit to the plateau given by the treatment of Brown, et al. (27), (dashed curve) and by the present theory (full curve). Both curves are normalized to the point indicated by a cross. See text pp. 82 f.
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