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Abstract

Turbulent premixed hydrocarbon flames in the thin and distributed reaction zones regimes are sim-

ulated using both Direct Numerical Simulations (DNS) and Large Eddy Simulations (LES). A series

of DNS is performed to study the transition from the thin reaction zones regime to the distributed

reaction zones regime. Differential diffusion effects, distributed burning, and local extinctions are

quantified. Different fuels, chemical mechanisms, and equivalence ratios are considered. The fuel

Lewis number significantly influences the chemical source terms and turbulent flame speeds. More

precisely, simulations with differential diffusion effects exhibit lower mean fuel consumption and heat

release rates than their unity Lewis number counterparts. However, the differences are reduced as the

reaction zone Karlovitz number is increased. The turbulent reaction zone surface areas increase with

the turbulence intensity but aren’t strongly affected by fuel, equivalence ratio, chemical mechanism,

or differential diffusion. Unsurprisingly, changes in the integral length at a fixed Karlovitz number

do not affect the chemical source terms but lead to an increase in flame surface area. Assumptions

behind closure models for the filtered source term are then studied a priori using the DNS results.

Using the concept of optimal estimators, it is shown that a tabulation approach using a progress

variable and its variance can predict accurately the filtered progress variable source term. The fil-

tered source terms are compared to predictions from two common presumed sub-filter Probability

Density Functions (PDF) models. Both models show deviations from the filtered DNS source terms

but predict accurately the mean turbulent flame speed. Finally, LES of experimentally-studied

piloted premixed jet flames are performed using tabulated chemistry. Velocity and flame height

measurements from simulations and experiments are compared. The LES are in good agreement

with the experimental results for the four different hydrocarbon fuels and three different Reynolds
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numbers simulated. This corroborates that fuel and chemistry effects in turbulent flames are limited

to effects present in laminar flames.
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Chapter 1

Introduction

1.1 Background

Combustion of fossil fuels is the main source of energy for power generation and transportation and

will remain so for decades to come. Other energy sources account for less than 20% of the world’s

total energy consumption [1]. Liquid fuels composed of large hydrocarbons are usually preferred for

their high energy density. Unfortunately, combustion of hydrocarbons produces pollutants such as

NOx, soot, unburnt hydrocarbons, and carbon dioxide.

Combustion in practical devices primarily takes place in a turbulent flow. Turbulence increases

mixing, thus enhancing combustion processes and therefore power output. Combustion processes

are typically divided into premixed, non-premixed, and partially premixed combustion. In premixed

flames, the fuel and oxidizer are fully mixed prior to combustion. In non-premixed flames (also

called diffusion flames), the fuel and oxidizer are originally separated and mix and subsequently burn

through diffusion. In partially-premixed flames, the fuel and oxidizer partially mix before combustion

occurs. Non-premixed and partially premixed combustion processes are typically found in diesel

engines and furnaces. On the other hand, premixed combustion is found in homogeneous compression

charge ignition (HCCI) engines and lean-burn gas turbines [117]. Lean premixed combustion is

increasingly common in modern devices since lean conditions prevent soot production and the lower

temperature reduces NOx emissions [80]. Highly turbulent premixed flames are also used in ramjets

and scramjets.
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The design of efficient combustion devices relies more and more on numerical simulations. Direct

numerical simulations of practical devices remain beyond current computational capabilities due to

the extreme range of scales and complex chemical kinetics. Combustion and turbulence models are

thus required for accurate predictive simulations.

While premixed flames burning heavy hydrocarbons at high turbulence intensities are favored

in recent designs to reduce pollutants and increase performance, most experimental and numerical

studies are performed with simple fuels at low turbulence intensities. There is thus a need for

assessing modeling assumptions for premixed flames under intense turbulence with large hydrocarbon

fuels.

1.2 Premixed Combustion

This thesis focuses on numerical simulations of premixed turbulent flames. In this section, basic

concepts of premixed flames and turbulent combustion are reviewed.

1.2.1 Laminar Premixed Flames

In premixed flames, the reactants (fuel and oxidizer, typically air) are mixed prior to combustion.

They are characterized by the unburnt conditions: the type of fuel and oxidizer, the temperature

Tu, the pressure, and the equivalence ratio φ (ratio of fuel/air ratio to stoichiometric fuel/air ratio).

Lean mixtures have below unity equivalence ratios and rich mixtures have above unity equivalence

ratios. The two main characteristics of laminar premixed flames are the flame speed and flame

thickness. The propagation speed, or flame speed, is labelled SL and defined as the speed at which

the flame front moves with respect to the unburnt gas. The laminar flame thickness, or thermal

width, can be defined as

lF =
Tb − Tu
|∇T |max

, (1.1)

where Tb and Tu are the burnt and unburnt temperatures and |∇T |max is the maximum temperature

gradient.
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The laminar flame structure of a n-heptane/air flame is shown in Fig. 1.1. It was computed using

the FlameMaster code [85] and a 35 species reduced chemical mechanism [11]. It is representative

of most laminar flames burning heavy hydrocarbons. The equivalence ratio is φ = 0.9, unburnt

temperature Tu = 298 K, and pressure 1 atm. Mass fractions of fuel, CO2, and C2H4 are plotted

in physical space (distance normalized by the laminar flame thickness) in Fig. 1.1a. As typical with

heavy hydrocarbon fuels, fuel is consumed early, intermediate species are produced then consumed

(such as C2H4 here), and then combustion products are formed (such as CO2 here). Fuel consump-

tion rate and heat release rate are shown in Fig. 1.1b. The fuel consumption layer is thinner and its

location is shifted from that of the heat release layer. Temperature, density, and kinematic viscos-

ity of the fluid are plotted in Fig. 1.2, all normalized by their peak values. Temperature increases

through the flame while density decreases. Viscosity has a strong dependence on temperature and

thus presents an even larger increase.
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(b) Normalized chemical source terms

Figure 1.1: Laminar flame structure as a function of distance from the peak fuel consumption. Taken
from an n-heptane flame at Tu = 298 K.

It is common and often more insightful to represent the species mass fractions and chemical

source terms profiles in temperature space. This allows, for example, to easily illustrate the effects

of differential diffusion. Differential diffusion occurs when heat and species diffuse at different rates
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Figure 1.2: Normalized fluid properties as a function of distance from the peak fuel consumption.
Taken from a laminar n-heptane flame at Tu = 298 K.

and is characterized by different, non-unity, Lewis numbers for each species:

Lei =
α

Di
, (1.2)

where α is the thermal diffusivity, Di is the mass diffusivity of species i, and Lei is the Lewis number

of species i. Figure 1.3 shows the fuel mass fraction profiles in temperature space for three fuels with

different Lewis numbers. The effect of differential diffusion on species with non-unity Lewis numbers

(such as n-heptane and hydrogen) is significant. Differential diffusion also affects the laminar flame

speed. For example, the computed laminar flame speeds of the n-heptane, methane, and hydrogen

flames shown in Fig. 1.3 are 0.36, 0.29, and 0.22 m/s with non-unity Lewis numbers and, respectively,

0.29, 0.26, and 0.41 m/s with unity Lewis numbers. Furthermore, depending on the Lewis number of

the limiting reactant, premixed flames may be thermo-diffusively unstable [63]. Thermo-diffusively

unstable flames exhibit cells and cusps which affect the burning rate [28].

In laminar flames, the initial decrease in the fuel mass fraction is mostly due to diffusion, not

chemical reactions. In the preheat zone of a premixed flame, species evolution is a balance of

convection and diffusion. In the reaction zone, diffusion is balanced by chemical reactions.

Figure 1.4 compares the different terms in the transport equation of the fuel mass fraction in
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(c) hydrogen

Figure 1.3: Fuel mass fraction profile in temperature space for different fuels. n-Heptane/air at
φ = 0.9 (LeF ≈ 2.8), methane/air at φ = 0.9 (LeF ≈ 1), and hydrogen/air at φ = 0.4 (LeF ≈ 0.3).

the φ = 0.9 n-heptane/air laminar flame. At low temperatures (T < 1000 K), the chemical source

term is negligible but there is significant diffusion. This is the cause of the change in the fuel mass

fraction. The fuel reaction rate is maximum where diffusion is maximum. In other words, chemical

reactions are most important where the second derivative of YF is the largest.
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Figure 1.4: Normalized magnitude of the terms in the fuel transport equation. Taken from a laminar
n-heptane flame.

1.2.2 Turbulence

As turbulence is a vast subject, this section briefly covers some basic aspects that are most relevant

to the physical analysis and numerical simulations performed in this thesis. Turbulent scales are

reviewed in this section and their effects on premixed combustion are discussed in Section 1.2.3.
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Turbulence can be considered to be composed of eddies of different sizes or scales. The larger

eddies are the most energetic ones, containing most of the kinetic energy created by the velocity

gradients of the mean turbulent motion, and their size is of the order of the dimension of the flow

feature itself or the turbulent region studied. This size is often given by the integral length scale l and

the largest eddies are also characterized by the rms turbulence intensity u′. The energy contained in

those large eddies is then transferred to smaller scales by a cascade process where the large eddies

break down to form smaller eddies which, when small enough, succeed to dissipate the energy by

the action of molecular viscosity [94].

The Turbulent Kinetic Energy (TKE) is defined as

k =
3

2
u′2, (1.3)

the eddy turnover time is defined as

τ =
k

ε
, (1.4)

where ε is the dissipation rate, and the turbulent Reynolds number is defined as

Ret =
u′l

ν
, (1.5)

where ν is the kinematic viscosity.

The scales distribution in the turbulence cascade can be described by Kolmogorov’s theory [57],

expressed as three hypotheses.

1. Hypothesis of local isotropy: At high Reynolds number, the small-scale motions are isotropic.

This suggests that the smallest-scale motions have a universal character.

2. First similarity hypothesis: At high Reynolds number, the universal character of the small-

scale motions is determined by the kinematic viscosity, ν, and the dissipation rate, ε, uniquely.

The Kolmogorov length, velocity and time scales, associated with the smallest eddies, are thus

expressed as:
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η ≡
(
ν3

ε

)1/4

, (1.6)

uη ≡ (εν)
1/4

, (1.7)

τη ≡
(ν
ε

)1/2

. (1.8)

It is revealing to compare the ratios of the Kolmogorov scales to those of the largest scales as

a function of the Reynolds number [109]:

η

l
∼ Re−3/4, (1.9)

uη
u
∼ Re−1/4, (1.10)

τη
τ
∼ Re−1/2, (1.11)

which show the wide ranges of the length scales at high Reynolds number making Direct

Numerical Simulations of turbulent flows a formidable challenge.

3. Second similarity hypothesis: At high Reynolds number, there exists a motion within a range

of scales λ in the range lη � λ� l which has a universal form depending only on ε. This means

that in this certain range of length scales (referred to as the inertial sub-range), turbulence is

independent of the generation mechanism. This is associated with the constant slope portion

on the turbulent energy spectrum, as depicted in Fig. 1.5, and expressed by:

E(k) = Ckε
2/3k−5/3. (1.12)

1.2.3 Regimes of Turbulent Premixed Combustion

Turbulent combustion regimes are typically defined in terms of length and velocity scale ratios [17, 78]

with u′/SL the ratio of rms turbulent intensity to laminar flame speed and l/lF the ratio of integral
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Figure 1.5: The turbulence energy spectrum.

length scale to laminar flame thickness.

For scaling purposes, a unity Schmidt number is assumed (Sc = ν/D) and the flame thickness is

approximated as

lF ≈
D

SL
=

ν

SL
, (1.13)

and the flame time defined as

τF =
lF
SL

. (1.14)

The turbulent Reynolds number can then be written as

Ret =
u′l0
lFSL

, (1.15)

and the Karlovitz number as

Ka =
τF
τη

=
l2F
η2

=
u2
η

S2
L

. (1.16)

A reaction zone Karlovitz number may be defined using the reaction zone thickness, δ, instead of

the flame thickness

Kaδ =
δ2

η2
. (1.17)



9

The ratios u′/SL and l/lF are thus related through the Reynolds and Karlovitz numbers:

u′

SL
= Ret

(
l

lF

)−1

(1.18)

= Ka−2/3

(
l

lF

)1/3

.

Following Eq. 1.18, the Reynolds and Karlovitz numbers can be used to delimit the different

regimes of premixed turbulent combustion. The regime diagram proposed by Peters [80] is shown

in Fig. 1.6. The Ret = 1 line separates turbulent flames from laminar flames. The wrinkled and

corrugated flamelet regimes are separated by the u′ = SL line. The Ka = 1 line (Klimov-Williams

criterion) separates the thin reaction zone regime from the corrugated flamelet regime. In the thin

reaction zone regime, the smallest eddies (of size η) are smaller than the flame thickness and are

thus expected to thicken the preheat zone. The Kaδ = 1 line separates the thin reaction zone regime

from the distributed/broken reaction zone regime. In the latter regime (Kaδ = 1 and Ka � 1),

the smallest eddies are smaller than the reaction zone thickness and may thus thicken (distribute)

or disrupt (break) the reaction zone. It should be noted that the regime diagram intends to draw

only a qualitative picture of the effect of turbulence on the flame. Turbulence is characterized by a

spectrum of length scales and thus considering that a single length scale will affect the flame is a

simplification.

Though turbulent premixed combustion has been widely studied, few numerical and experimental

studies have assessed finite-rate chemistry or fuel effects, especially in the distributed/broken reaction

zones regime. This is illustrated in Fig. 1.6 by two comprehensive surveys of turbulent premixed

flames experiments and simulations.

Two main observations may be drawn from these surveys. First, the vast majority of the experi-

mental investigations have been carried out for either hydrogen or methane flames, with very limited

data on heavy hydrocarbons despite their omnipresence in practical combustion engines [26, 36]. Sec-

ond, there is a scarcity of data for any fuels (and especially for high carbon number fuels) in the

distributed/broken reaction zone regime.
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(a) Experiments (b) Simulations

Figure 1.6: Regime diagram showing experimentally and numerically investigated fuels. a) Survey
of turbulent premixed flames experiments, from Smolke et al. [107]. b) Survey of turbulent pre-
mixed flames simulations with detailed chemistry, adapted from Savard [99]. Red symbols indicate
conditions investigated in the present work (p.w.) through LES (left) and DNS (right).

Practical premixed combustion devices operate at elevated unburnt temperatures and pressures

under high turbulence intensities, and use heavy hydrocarbon-based fuels. These applications typi-

cally fall in the thin or broken/distributed reaction zones regimes, which are characterized by a large

Karlovitz number [86]. One of the overarching goals of the present work is to provide much needed

data for heavy hydrocarbons at high Karlovitz numbers.

More specifically, this thesis has two main objectives. First, understand and describe the physics

of high Karlovitz number flames burning heavy hydrocarbons. This is introduced in Sections 1.3,

1.4, and 1.5. Second, use these insights for efficient and accurate modeling of premixed flames. This

is introduced in Sections 1.6 and 1.7.

1.3 Broken/Distributed Reaction Zone

Only a limited number of experiments at high Karlovitz numbers are available in the literature [25,

48, 31, 32, 21]. Similarly, few Direct Numerical Simulations (DNS) of turbulent premixed flames

with detailed chemistry have been performed in the thin and broken/distributed reaction zones

regimes [4, 5, 7, 8, 114, 6, 97]. In an effort to reduce computational costs, studies have been
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performed with simplified chemistry, such as one-step chemical models [90, 91]. However, detailed

kinetic modeling remains necessary to study the impact of high-speed turbulence on the chemistry,

especially in the thin and broken/distributed reaction zones regimes.

High Karlovitz number flames are fundamentally different from low Karlovitz number flames

because the turbulence penetrates inside and disturbs the reaction zone. From a theoretical and

modeling point of view, three aspects need to be investigated: the impact of differential diffusion, the

distributed nature of the reaction zone, and possible local extinction events. The present numerical

work will focus on these three critical aspects by considering heavy hydrocarbon fuels. In contrast,

previous numerical simulations at high Karlovitz numbers using detailed chemistry considered mostly

simple fuels such as hydrogen [7, 8, 114, 22], methane [6, 97, 22], and propane [6].

Aspden et al. [7] studied the interaction of lean premixed hydrogen flames with turbulence over

a wide range of Karlovitz numbers. Distributed burning was observed at high Karlovitz numbers

(Ka≈4200) and global extinction did not occur. The distributed flame was characterized by a broad

mixing region, similar to turbulent mixing of a passive scalar. Turbulent mixing was dominant over

molecular mixing and differential diffusion effects were again significantly reduced. Aspden et al. [6]

investigated Lewis number effects in distributed hydrogen (Lefuel< 1), methane (Lefuel ∼ 1), and

propane flames (Lefuel> 1). It was shown that distributed burning led to an enhanced burning rate

in low Lewis number flames while the burning rates of methane and propane flames remained closer

to their laminar values.

DNS of premixed n-heptane-air turbulent flames close to the transition between the thin/broken

reaction zones were recently presented in Savard et al. [102, 101]. To better analyze differential diffu-

sion effects, two simulations were performed, one with unity Lewis numbers and one with non-unity

Lewis numbers. The flame structure (defined as the dependence of species mass fractions on temper-

ature) of the unity Lewis number flame was shown to be very similar to that of a one-dimensional,

flat flame, suggesting that turbulence has a very limited impact on the flame in temperature space, in

the absence of differential diffusion. On the other hand, the structure of the non-unity Lewis number

flame was affected more substantially by turbulence. It was argued that turbulence affects the flame
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structure through an effective Lewis number [80, 100]. At high turbulence levels (i.e. high Karlovitz

number) turbulence reduces differential diffusion effects consistently with the results of Aspden et

al. [7, 6]. These effects were almost suppressed in the preheat zone, but were still present at the

reaction zone while the reaction zone remained thin. The fuel consumption rate exhibited significant

fluctuations (both for the unity and non-unity Lewis number simulations) and local extinctions were

observed in the non-unity Lewis number case.

These studies provided valuable, yet still qualitative, insight in the behavior of flames in the

distributed burning regime. There is still a need for quantifying the impact of differential diffusion

effects and distributed burning on chemical source terms fluctuations and local extinctions.

In addition, it is important to underline that most of these studies have been performed at

ambient temperatures while most combustion devices operate at higher unburnt temperatures. An

increase in the unburnt temperature will lead to a reduction in the viscosity ratio across the flame.

As the Kolmogorov length scale depends on the viscosity, small-scale turbulent structures are then

expected to penetrate further in the reaction zone. Considering a fixed velocity ratio u′/SL and

length ratio l/lF , the change in viscosity ratio will lead to an increased Karlovitz number at the

reaction zone while the Karlovitz number in the unburnt gases would not change. To take these

effects into account, it is more adequate to use the reaction zone Karlovitz number [79]:

Kaδ =
δ2
F,lam

η2
δ

, (1.19)

where δF,lam is the laminar reaction zone thickness of the fuel and ηδ denotes the value of the

Kolmogorov length scale at the reaction zone (taken at Tpeak, the temperature corresponding to the

peak value of the fuel consumption rate in the flame). Equation (1.19) is preferred in the present

work to distinguish between the different unburnt temperatures.

The present study builds upon previous studies by Savard et al. [102, 101] and aims at investi-

gating the transition from the thin to broken/distributed reaction zone regimes in premixed flames

with engine-relevant, heavy hydrocarbon fuels. In contrast to [102, 101], turbulent flames are
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studied over a range of Karlovitz numbers, covering the thin reaction zone and the distributed burn-

ing regimes. More precisely, the Karlovitz number at the reaction zone is increased incrementally

using different turbulence intensities and unburnt temperatures. The focus is placed on three main

objectives.

• Understand and quantify differential diffusion effects on burning rate and heat release.

• Identify the transition to distributed burning and characterize the resulting reaction zone.

• Quantify and explain the occurence of local extinctions at increasing turbulence intensities.

1.4 Fuel and Chemistry Effects

As mentioned, previous numerical simulations at high Karlovitz numbers using detailed chemistry

considered mostly simple fuels such as hydrogen [7, 8, 114, 22], methane [6, 97, 22], and propane [6].

Since most transportation fuels are composed of alkane and aromatic species [26], there is a need to

assess the effect of turbulence on the flame for linear alkane, cyclic alkane, and aromatic fuels. Addi-

tionally, typical turbulent combustion regime diagrams [79] use only a few laminar flame properties

such as SL and lF , implicitly assuming no significant chemical effects beyond those global properties.

This raises an important question: what is the impact of fuel and chemistry on the turbulence-flame

interaction?

The present study also aims at investigating the role of fuel chemistry in premixed flames at the

transition from the thin to broken/distributed reaction zone regimes with engine-relevant, heavy

hydrocarbon fuels. In the present work, n-heptane/air, toluene/air, iso-octane/air, and methane/air

turbulent flames are studied. n-heptane, toluene, and iso-octane are characterized by large fuel

Lewis numbers (LeF ≈ 2.8, 2.5, and 2.8, respectively) while methane has a close to unity Lewis

number (LeF ≈ 1). Only fuels with Lewis numbers at and above unity are considered. Additionally,

different chemical mechanisms of various sizes, from 35 to 207 species, are compared. The focus

is placed on the effect of turbulence and differential diffusion on the turbulent flame speeds, the

geometry of the reaction zone, and the chemical source terms. The objective of the present study is
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not to compare high Karlovitz flames to low Karlovitz flames, but rather to compare the effects of

fuel and chemistry within high Karlovitz number flames.

1.5 Integral Length Scale Effects

Accurate knowledge of the burning velocity of turbulent premixed flames is of importance for many

combustion devices. In order to model the turbulent flame speed, premixed flames are often treated

as a surface separating reactants and products. Based on this concept, a commonly used model for

the turbulent burning velocity was proposed by Bray [18] and Candel and Poinsot [20]:

ST
SL

= I0
AT
A
, (1.20)

where AT is the turbulent flame surface area, A is the surface area of a flat flame, and I0 is the

burning efficiency. This equation distinguishes the local effects of turbulence on the chemistry

(represented by I0) from the global propagation of the flame into incoming turbulence (represented

by AT ). While this model was originally intended for flames interacting with large-scale turbulence

(flamelet regime) [27], it has been used successfully in multiple studies of turbulent flames in the

thin reaction zones regime [91, 89, 98]. There is, however, no concensus on a general expression for

I0 applicable to flames interacting with intense turbulence. Furthermore, the effects of turbulence

intensity and integral length scale on the flame surface area are not fully understood.

Unfortunately, DNS of turbulent flames at high Reynolds number using detailed, finite-rate

chemistry remain beyond current computational resources. That is why studies of high Karlovitz

number flames are often performed at low/moderate Reynolds numbers by reducing l/lF [7, 6, 102,

101, 59] following the scaling

Ret ∝
(
l

lF

)4/3

Ka2/3. (1.21)

For instance, in a previous study [101], the effects of small-scale turbulence on the flame chem-

istry at high Karlovitz numbers were investigated. Given that purpose and computational cost
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considerations, a small integral length scale (roughly equal to the laminar flame thickness) was used.

The validity of such an approach relies on two main assumptions. First, the small turbulent scales

are universal (even at these low Reynolds numbers). Second, turbulent scales larger than the flame

thickness do not impact the chemical processes.

Typical premixed turbulence scalings suggest that only scales smaller than the flame thickness

can affect its structure [80]. However, it is sometimes argued that large scales can produce high strain

rates which would quench the flame [87, 66]. This is investigated in this work. More precisely, the

objectives are to identify the possible effects of l/lF on the chemistry, and in doing so to investigate

the dependence of the flame surface area and chemical source terms on Ka, Ret, and l/lF . These

objectives are met by performing simulations with varying integral length scales at a fixed Karlovitz

number, and using simulations at a fixed l/lF with varying Ka.

1.6 Sub-filter Combustion Modeling

While Direct Numerical Simulations (DNS) are an extremely valuable research tool, they are cur-

rently limited to canonical configurations and low Reynolds numbers. This is due to the extreme

range of length and time scales separating the large, energy-containing eddies, and the small, energy-

dissipating eddies. At high Reynolds numbers, the resolution of all the scales of a turbulent flow

requires computing resources well beyond current capabilities.

As an alternative, Large Eddy Simulations (LES) resolve the larger eddies while the effects of

the smaller eddies are modeled. Depending on where the resolution threshold is set, the range of

resolved scales can be drastically reduced, making LES of practical geometries at relevant conditions

computationally feasible. The reduction in the range of resolved scales is often accompanied by the

use of reduced-order chemistry models [86]. This helps reduce computational cost and simplify the

sub-filter closure of non-linear terms.

Among such chemistry reduction methods, chemistry tabulation [110, 42] is an appealing ap-

proach as it requires the transport of only a few controlling variables (usually one or two). All

thermodynamic and flame properties are tabulated against these controlling variables using infor-
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mation obtained from detailed chemistry simulations of laminar flames. Commonly used tabulated

chemistry modeling approaches for LES include the G-equation [72], PCM-FPI [30], and physical-

space filtered flamelets [40, 75, 68]. While these models have been used with success in LES of low

Karlovitz number flames, only a very limited number of studies have targeted premixed flames at

high Karlovitz numbers [24, 34].

Most tabulated chemistry approaches rely on the assumption that the turbulent flame behaves

locally like a one-dimensional laminar flame (flamelet regime). At high Karlovitz numbers, small

turbulent eddies broaden the preheat zone and disturb the reaction zone [102, 98], causing significant

fluctuations in the chemical source terms and local extinctions due to differential diffusion in high

curvature regions [101]. Tabulated chemistry simulations using a single progress variable do not

capture these phenomena [52]. Therefore, it is unclear if current sub-filter closure models, often

validated using tabulated chemistry results [71, 73] at low to moderate Karlovitz numbers, are still

valid under such conditions.

In this work, the assumptions behind typical sub-filter closures for tabulated chemistry are as-

sessed using Direct Numerical Simulations of high Karlovitz number flames.

1.7 Large Eddy Simulations of High Karlovitz Flames

As mentioned previously, there is a lack of experimental studies of turbulent premixed flames at high

Karlovitz numbers (see Fig. 1.6). Furthermore, very few Large Eddy Simulations of experimentally-

studied turbulent premixed flames have been performed in the broken/distributed reaction zones

regimes [24, 34] and these studies only considered methane/air combustion.

Since DNS of practical devices remain well beyond current computational capabilities, there is a

need to assess the potential of LES to accurately predict high Karlovitz number flames with heavy

hydrocarbon fuels.

In this work, fuel and hydrodynamic effects are studied by performing Large Eddy Simulations

of a modified piloted premixed jet burner (PPJB) [31, 32] with matching experimental data. Any

possible fuel effects are isolated by conducting the experiments with fuel/air mixtures with the same
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SL and by performing LES with models purposely assuming the same structure as laminar flames.

1.8 Objectives and Outline

In summary, the overarching goal of this thesis is to further the understanding of the physics of

high Karlovitz number premixed flames, gain insight into their modeling, and perform simulations

of experimentally-studied flames.

The specific objectives are as follows:

1. investigate the effects of the transition from the thin reaction zone regime to the distributed

reaction zone regime on the flame structure and reaction zone;

2. investigate fuel and chemistry effects in those regimes;

3. investigate integral length scale or Reynolds number effects;

4. gain insight into modeling of the filtered chemical source term for LES;

5. perform simulations of experimentally-studied flames.

The governing equations and the numerical solver used are presented in Chapter 2. Objectives 1

through 4 are achieved by performing and analyzing a series of DNS with detailed chemistry using

a canonical flow configuration and are presented in Chapters 3, 4, 5 and 6. Objective 5 is achieved

through Large Eddy Simulations presented in Chapter 7. Conclusions and avenues of future work

are presented in Chapter 8.
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Chapter 2

Governing Equations and
Computational Methodology

In the present thesis, both direct numerical simulations and large eddy simulations are performed.

Both DNS and LES are performed with a low-Mach number code. Additionally, a compressible

formulation is implemented to investigate compressibility effects and assess the validity of the low-

Mach number assumption for the high Karlovitz number flames considered in this work.

The governing equations and computational methodology for DNS and LES with the low-Mach

number code are presented here. The equations and methodology used in the compressibe code are

described in Appendix B along with a few validation cases.

2.1 Direct Numerical Simulations

2.1.1 Governing equations

The governing equations for the unsteady, chemically reacting, low-Mach number Navier-Stokes

equations are solved with both detailed kinetic modeling and tabulated chemistry. In detailed

kinetic modeling, a transport equation is solved for each species and a chemical mechanism is used

to compute the chemical source terms. The governing equations are

∂ρ

∂t
+∇ · (ρu) = 0, (2.1)
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∂ρu

∂t
+∇ · (ρuu) = −∇p+∇ · τ + f , (2.2)

∂ρYi
∂t

+∇ · (ρuYi) = −∇ · ji + ρω̇i, (2.3)

∂ρT

∂t
+∇ · (ρuT ) = ∇ · (ρα∇T ) + ρω̇T −

1

cp

∑
i

cp,iji · ∇T +
ρα

cp
∇cp · ∇T. (2.4)

In those equations, u is the velocity vector, ρ is the fluid density, τ is the viscous stress tensor,

τ = µ
[
∇u + (∇u)

T
]
− 2

3
µ (∇u) I, (2.5)

f is a forcing term, Yi is the species mass fraction, ω̇i is the species production rate, ji is the species

diffusion mass flux, T is the temperature, cp,i is the species heat capacity, cp is the mixture heat

capacity, α=λ/(ρcp) is the mixture thermal diffusivity, λ is the mixture thermal conductivity, and

ω̇T = − 1
cp

∑
hiω̇i is the temperature production term (heat release). The species diffusion term is

defined as:

ji = −ρDi
Yi
Xi
∇Xi − ρYiuc, (2.6)

where uc is the correction velocity to ensure conservation of mass:

uc = −
∑
i

ρDi
Yi
Xi
∇Xi. (2.7)

The fluid is treated as a perfect gas with the equation of state

P0 = ρRT
∑
i

Yi
Wi

, (2.8)

where P0 is the thermodynamic pressure, R is the universal gas constant, and Wi is the species

molecular weight. Soret and Dufour effects, body forces, and radiative heat transfer are ignored.

Soret and Dufour effects are not expected to be significant in slightly lean hydrocarbon flames. It

should also be noted that there is no viscous heating term in the temperature equation. This is

equivalent to the addition of a cooling term to the internal energy equation and it ensures that the
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internal energy (and the temperature) can reach a stationary state [81].

In addition to detailed chemistry simulations, simulations are performed with tabulated chem-

istry. In tabulated chemistry, all thermodynamic and flame properties (ρ, ν, D, ω̇) are tabulated

against one progress variable using the solutions of one-dimensional, unstretched, laminar premixed

flames [42, 110, 53]. For all fuels considered, the progress variable is defined as the sum of H2O, H2,

CO, and CO2 mass fractions and is governed by the transport equation:

∂ρc

∂t
+∇ · (ρuc) = ∇ · (ρD∇c) + ρω̇c. (2.9)

In tabulated chemistry, this equation is used in place of Eqs. (2.3) and (2.4) and thus reduces

significantly the computational cost.

The species viscosities µi are computed from standard gas kinetic theory [46] and the mixture-

averaged viscosity is calculated using a modified form of Wilke’s formula [115] (see Appendix A.2).

The species thermal conductivities, λi, are computed using Eucken’s formula [38] and the mixture-

averaged thermal conductivity λ is obtained following Mathur et al. [64]. The species diffusivities

are computed as Di =α/Lei, with the Lewis numbers Lei assumed to be constant throughout the

flame.

2.1.2 Numerical framework

The governing equations 2.1 to 2.8 are solved using the energy conservative, finite difference code

NGA designed for the simulation of variable density, low Mach number, turbulent flows [29]. The

simulations use second-order accurate spatial and temporal discretizations. A semi-implicit Crank-

Nicolson time integration is used [82]. A preconditioning strategy based on a diagonal approximation

of the chemical Jacobian [103] is used to integrate the chemical source terms. The diagonal elements

are approximated as the inverse of the chemical consumption timescales. The preconditioning is

applied within an iterative procedure for each time step, allowing suitable reduction of the residuals

in unsteady reacting flows. The numerical integration method has been thoroughly valided in 0D,
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1D, and 3D cases (including the present turbulent flames). The third-order Bounded QUICK scheme,

BQUICK [45], is used as the transport scheme of the species and temperature to ensure that the

scalars remain within their physical bounds.

2.2 Large Eddy Simulations

The combustion modeling used in the present LES relies on chemistry tabulation with presumed

sub-filter PDF. The governing equations are described first, followed by the chemistry tabulation.

2.2.1 Governing equations and LES closure

The filtered (LES) equations are as follows:

∂ρ

∂t
+∇ · (ρũ) = 0, (2.10)

∂ρũ

∂t
+∇ · (ρũũ) = −∇p+∇ · τ +∇ · τu, (2.11)

∂ρc̃

∂t
+∇ · (ρũc̃) = ∇ ·

(
ρD̃c∇c̃

)
+∇ · τ c + ρ ˜̇ωc, (2.12)

∂ρZ̃

∂t
+∇ ·

(
ρũZ̃

)
= ∇ ·

(
ρDZ∇Z̃

)
+∇ · τZ , (2.13)

where the density, ρ, velocity vector, ũ, progress variable, c̃, and mixture fraction, Z̃, are the resolved

quantities. All sub-filter stresses (τu) and scalar fluxes (τφ) are closed using dynamic Smagorinsky

models [41, 69, 61] with Lagrangian averaging techniques [65, 93]. A bar denotes Reynolds averaging

while a tilde denotes Favre averaging.

The filtered thermochemical quantities ρ, ν̃, D̃, ˜̇ω are expressed as

φ̃ = φ̃(c̃, c̃′′2, Z̃) (2.14)

and looked up from a table using the progress variable, its variance (c̃′′2), and the mixture fraction.

The validity of a tabulated chemistry approach for LES of high Karlovitz number flames will be
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assessed in this thesis (Chapter 6).

The governing equations are solved using the energy conservative, finite difference code NGA

designed for the simulation of variable density, low Mach number, turbulent flows [29]. The sim-

ulations use second-order accurate spatial and temporal discretizations. The third-order Bounded

QUICK scheme, BQUICK [45], is used as the transport scheme for the scalars to ensure they remain

within their physical bounds.

2.2.2 Sub-filter modeling

In the filtered equations, all sub-filter stresses are closed using a dynamic Smagorinsky model [41, 69,

61]. This model introduces an artificial eddy viscosity to represent the effects of turbulence. Kinetic

energy dissipation at sub-filter scales is modeled as increased molecular diffusion. The sub-filter

stresses are modeled as

τSGS
ij − 1

3
τSGS
i,j δij = −2νtS̃ij , (2.15)

where νt is the turbulent eddy viscosity and

S̃ij =
1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
(2.16)

is the rate-of-strain tensor. In the Smagorinsky model, the turbulent eddy viscosity is computed as

νt = (Cs∆)2
∣∣∣S̃∣∣∣ , (2.17)

where S̃ =
√

2S̃ijS̃ij , ∆ is the filter width, and Cs is a constant. While Cs is fixed in the static

Smagorinsky model, a dynamic procedure is used to determine its value in the dynamic Smagorinsky

model. The constant is computed as

C2
s =

LijMij

MijMij
, (2.18)

where

Mij = 2∆2

(∣̂∣∣S̃∣∣∣ S̃ij − α2

∣∣∣∣̂̃S∣∣∣∣ ̂̃Sij) , (2.19)
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and

Lij = ̂̃uiũj − ̂̃uî̃uj , (2.20)

where ̂ is a filtering operation with filter width ∆̂ (larger than ∆) and α = ∆̂/∆.

To avoid numerical instabilities, an averaging procedure is used leading to

C2
s =

〈LijMij〉
〈MijMij〉

. (2.21)

In the current work, Lagrangian averaging [65, 93] is used. The average of a variable φ at time t

and location x(t) is computed as

〈φ〉(t, x(t)) = ξφ(t, x(t)) + (1− ξ)φ(t−∆t, x(t−∆t)), (2.22)

where ∆t is the time step size and ξ is a weighting function defined as

ξ =
2∆tψ

1
8

3∆

1 + 2∆tψ
1
8

3∆

, (2.23)

where ψ = 〈LijMij〉〈MijMij〉.

2.2.3 Sub-filter variance modeling

A scalar-gradient scaling law is used to obtain an algebraic equation for the sub-filter variance [83, 9]

c̃′′2 = Cv∆
2|∇c̃|2, (2.24)

where Cv is determined with a dynamic approach

Cv =
〈LM〉
〈MM〉

, (2.25)



24

where

L = ̂̃cc̃− ̂̃ĉ̃c, (2.26)

and

M = ∆̂2∇̂̃c · ∇̂̃c. (2.27)
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Chapter 3

Karlovitz Number Effects

In this chapter, DNS are performed to investigate the transition from the thin to broken/distributed

reaction zone regimes in premixed flames with an engine-relevant, heavy hydrocarbon fuel, namely

n-heptane. In contrast to [102, 101], turbulent flames are studied over a range of Karlovitz numbers,

covering the thin reaction zone and the distributed burning regimes. More precisely, the Karlovitz

number at the reaction zone is increased incrementally using different turbulence intensities and

unburnt temperatures. The focus is placed on three main objectives.

• Understand and quantify differential diffusion effects on burning rate and heat release.

• Identify the transition to distributed burning and characterize the resulting reaction zone.

• Quantify and explain the occurence of local extinctions at increasing turbulence intensities.

In Section 3.1, the computational methodology is reviewed. An overview of the results is pre-

sented in Section 3.2. The three objectives are addressed in Sections 3.3, 3.4, and 3.5. Section 3.3

focuses on the role of differential diffusion on the fuel consumption and heat release rates; the

transition to distributed burning is quantified in Section 3.4; and Section 3.5 describes local extinc-

tions and their connection with differential diffusion effects. Section 3.6 highlights the importance

of the Karlovitz number definition. Finally, the results are summarized and their implications for

combustion modeling are discussed in Section 3.7.
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3.1 Computational methodology

The direct numerical simulations performed in this study follow the methodology presented in

Savard et al. [102] and Savard and Blanquart [101]. For completeness, the numerical framework is

briefly reviewed here. A total of nine simulations have been performed. The parameters for each

simulation are provided in Table 3.1.

3.1.1 Flow configuration

The same flow configuration is used for all the simulations and is illustrated in Fig. 3.1. It was chosen

to achieve statistically-planar, three-dimensional, freely propagating flames without mean shear and

mean curvature effects. The simulations can be run for an unbounded time, allowing a statistically-

stationary state to be reached. Different configurations, where turbulence is sustained through mean

shear in the flow, have been used in DNS studies of premixed turbulent combustion [98, 33, 56].

However, these configurations require directing computational resources towards large domains to

contain the mean shear. Additionally, these flows develop in space or time which increases the

complexity of isolating the effects of the flame on turbulence. Therefore, the present configuration

was chosen in order to study the effect of turbulence on the chemical source terms at a reasonable

computational cost.

Inflow/outflow boundary conditions are used in the x direction and periodic boundary conditions

are used in the y and z directions. To avoid negative inlet velocities, the unburnt gases are introduced

with a low turbulent kinetic energy (TKE). The domain size is 11L×L×L in x, y, and z respectively.

The relation of the domain width, L, to the integral length scale is discussed in Section 3.1.4.

Since the flow configuration lacks generation of turbulence due to large scale flow straining,

turbulence forcing is necessary [4, 5, 7, 8, 6, 90, 91, 89]. The forcing magnitude is increased 0.5L

downstream of the inlet to reach the desired TKE value. The velocity field forcing is stopped

after a distance of 8L and the velocity fluctuations decay rapidly, such that there are no negative

axial velocities at the outlet. The forcing method used is briefly described in subsection 3.1.4.

For each simulation, the mean inlet velocity is constant throughout the simulation and selected to
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match approximately the turbulent flame speed of that simulation. This inflow velocity is obtained

by performing a first simulation with an approximate inflow velocity and computing the mean

turbulent flame speed (from Eq. (6.9)) over approximately 10 eddy turnover times. The simulation

is then restarted with this new inflow velocity. In practice, the flames drift slightly, but the drift

is negligible compared to the domain length. The simulations are performed for at least 50 eddy

turnover times, τ = k/ε, and statistics are computed using the last 30 τ to remove any initial

transient effects. While a turnover time is shorter than a flame time (τF = lF /SL) at high Ka, using

30τ was verified to be sufficient by running one of the simulations for approximately ten flame times.

The authors have found that only a few eddy turnover times were sufficient to remove the effect

of the initial conditions on quantities controlled by small turbulent scales such as chemical source

terms, curvature, and strain rate.

All simulations are performed on uniform grids with constant ∆x spacing in all three directions

and offer sufficient resolution of the small-scale turbulence (∆x ≤ 2η) [92] and sufficient resolution

of the flame (∆x ≤ lF /20) [15]. Grid resolution is discussed further in Appendix A.1 and the time

accuracy (timestep size and associated errors) was also previously investigated [99, 103] and found

to be sufficient.

forcing 
begins

forcing 
ends

0.5L 8L 11L0

flame 

inflow outflow
L

0
x

y

Figure 3.1: Schematic diagram of the flow configuration, from Savard et al. [102]. The domain is
three-dimensional and periodic boundary conditions are used in the y and z directions.

3.1.2 Simulation parameters

The unburnt gas is a lean n-C7H16/air mixture at standard pressure (P0 = 1 atm) and varying tem-

peratures. The equivalence ratio (φ = 0.9) is the same for all simulations and air is 23.2% O2 and

76.8% N2 by mass. The unburnt temperatures (Tu) and turbulent intensities (u′) are changed to

cover a range of reaction zone Karlovitz numbers clustered around the thin to broken/distributed
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reaction zones regimes. Figure 3.2 shows where the simulations stand on a typical regime diagram,

and Table 3.1 summarizes the simulation parameters. For most cases, two simulations are performed:

one with non-unity Lewis numbers and one with unity Lewis numbers (subscript 1). Simulations

with unity Lewis numbers are not expected to reproduce realistic, experimentally observed flames

and are not computationally cheaper than non-unity Lewis number simulations. They are used for

comparison purposes as they allow the systematic isolation of differential diffusion effects. Simula-

tions A and A1 are expected to be representative of the thin reaction zones regime. Simulations B

and B1 were previously reported in Savard et al. [102] and were selected to fall close to the transi-

tion from thin to broken/distributed reaction zones. They have the same unburnt temperature as

case A with an increased turbulence intensity. The turbulence intensity ratio (u′/SL) and length

scale ratio (l/lF ) of simulations C are held approximately the same as for case B, while the unburnt

temperature is increased. The unburnt Karlovitz numbers (Ka) are thus similar, but the reaction

zone Karlovitz numbers (Kaδ) are different. Finally, simulations D and D1 use the same unburnt

temperature as C with a further increase in turbulence intensity, increasing further the Karlovitz

numbers. Those simulations are expected to be representative of the distributed burning regime.

Due to intense turbulence conditions and high unburnt temperatures, the turbulent Mach num-

ber, Mat = u′/c, reaches approximately 0.25 for case D1. The maximum instantaneous Mach number

in the domain due to turbulent fluctuations is around 0.9. It is unclear a priori if the low-Mach

number assumption is still valid for such flames. This was assessed by developing a compressible

formulation of the NGA code and performing the simulation of flame D1 with both flow solvers. The

code description, validation, and results are presented in Appendix B. It is found that compressibil-

ity effects remain negligible for case D. Therefore, only results obtained with the low-Mach number

code are presented in this Chapter.

Simulation C′ uses an intermediate unburnt temperature of 500 K with a turbulence intensity

ratio resulting in the same reaction zone Karlovitz number as case C (albeit at an higher unburnt

Karlovitz number). This simulation is used to highlight the importance of using the reaction zone

Karlovitz number (with the Kolmogorov length scale at the reaction zone) to investigate the influence
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of turbulence on the chemical sources terms in simulations at different unburnt temperatures.

The objective of the present study is to investigate the effects of small-scale turbulence on the

flame chemistry at high Karlovitz numbers. Given that purpose and computational cost consider-

ations, a small integral length scale (roughly equal to the laminar flame thickness) is used. It is

important to note that the domain width imposes a length scale and the simulations may be missing

large scale effects. However, the focus of this chapter is on the reaction zone, whose thickness is

significantly smaller than the domain size (L ∼ 15δF ). This way, the effects of small-scale turbulence

on the flame can be isolated from large-scale effects (not specific to high Karlovitz number flames

and already present in low Karlovitz number flames). Effects of integral length scale will be assessed

in Chapter 5.

Case A A1 B [102] B1 [102] C C1 C′ D D1

Tu (K) 298 298 800 500 800
φ 0.9 0.9 0.9 0.9 0.9
SL (m/s) 0.36 0.29 0.36 0.29 2.3 1.71 0.86 2.3 1.71
lF (mm) 0.39 0.43 0.39 0.43 0.25 0.27 0.32 0.25 0.27
u′/SL 9.0 10 18 21 19 25 38 45 60
l/lF 1.1 1.0 1.1 1.0 1.2 1.1 1.0 1.2 1.1
Kau 78 91 220 280 204 280 648 740 1050
Kaδ 1.9 1.6 7.0 5.0 73 64 70 256 237
Ret 83 190 170 290 380
ηu (m) 1.6× 10−5 9.0× 10−6 7.0× 10−6 4.6× 10−6 3.5× 10−6

∆x (m) 1.8× 10−5 1.8× 10−5 1.2× 10−5 1.0× 10−5 7.0× 10−6

Domain 11L× L× L 11L× L× L 11L× L× L 11L× L× L 11L× L× L
Grid 11× 1283 11× 1283 11× 1283 11× 1463 11× 2203

Tpeak,lam 1240 1365 1240 1365 1345 1482 1290 1345 1482
Tad 2188 2188 2447 2298 2447

Table 3.1: Parameters of the simulations. Subscript 1 denotes simulations with unity Lewis numbers.
φ is the equivalence ratio, SL is the laminar flame speed, lF = (Tb − Tu)/|∇T |max is the laminar
flame thickness, l = u′3/ε is the integral length scale, Kau is the Karlovitz number in the unburnt
gas, Kaδ is the reaction zone Karlovitz number, Ret = u′l/ν is the turbulent Reynolds number in
the unburnt gas, ηu is the Kolmogorov length scale in the unburnt gas, ∆x is the grid spacing, L is
the domain width and corresponds to ∼ 5l, Tpeak,lam is the temperature of peak fuel consumption
rate in the corresponding laminar flame, and Tad is the adiabatic temperature in the corresponding
laminar flame.
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Figure 3.2: Regime diagram showing current simulations.

3.1.3 Chemical and transport models

All nine simulations use the same Lewis numbers as the increase in unburnt temperature does not

significantly change the Lewis numbers. The species Lewis numbers are taken from the simulation of

one-dimensional, laminar, premixed flames using full transport properties computed with FlameMas-

ter [85]. They are listed in Table 3.2. Soret and Dufour effects were neglected. It was shown by

Savard and Blanquart [101] that, in the one-dimensional laminar heptane flame considered, differ-

ences in species mass fractions and chemical source terms were negligible between mixture-averaged

formulation for transport properties (including Soret effects) and constant Lewis numbers. The

impact of these limitations in 3D turbulent flames is still unknown and is beyond the scope of the

present work.

The present study uses a reduced n-heptane chemical mechanism. The mechanism developed

in Bisetti et al. [11] was further reduced from 47 species and 290 reactions to 35 species and 217

reactions. Species produced under rich conditions (mostly aromatic species) were removed. The

mechanism used in this study does not contain low temperature chemistry (such as the formation of

peroxide species RO2). While low temperature chemistry is known to be relevant to ignition studies,

it is not expected to play a significant role in the present study on turbulent premixed flames.
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N2 0.99 1-CH2 0.94 3-CH2 0.94
O 0.69 H2 0.28 H 0.16
OH 0.70 H2O 0.79 O2 1.06
HO2 1.07 CH 0.64 CO 1.07
HCO 1.22 CH2O 1.23 CH3 0.96
CO2 1.37 CH4 0.97 C2H3 1.28
C2H4 1.28 C2H5 1.39 C2H 1.25
HCCO 0.86 C2H2 1.27 C3H3 1.60
A-C3H5 1.79 n-C3H7 1.81 C2H6 1.40
P-C3H4 1.68 A-C3H4 1.68 C3H6 1.80
1-C4H8 1.99 1-C5H10 2.27 1-C5H11 2.08
2-C7H15 2.84 n-C7H16 2.84

Table 3.2: Species Lewis numbers used in the turbulent flame simulations.

3.1.4 Turbulence forcing

The canonical flow configuration used in the present study lacks generation of turbulence due to large

scale flow straining. Consequently, the turbulence is expected to decay. In the present simulations,

the characteristic time scale for the decay of turbulent kinetic energy is smaller than the laminar

flame time scale. The ratio of these two is in fact the inverse of the Karlovitz number. Velocity

field forcing is thus necessary to maintain a constant turbulence intensity and achieve a statistically-

stationary state.

Linear velocity forcing [96, 23] was chosen for its physical nature and good stability properties.

Linearly forced turbulent fields under comparable Reynolds numbers were analyzed in Ref. [23] and

it was shown that the second- and third-order structure functions and the energy spectrum are

self-consistent and in agreement with experimentally obtained data [74] of decaying grid turbulence.

One advantage of the present linear forcing method is that an isotropic field is not imposed via the

forcing and any physically-relevant anisotropy generated by the flame will be preserved. The forcing

method is implemented through the addition of a source term to the momentum equation

f(x, y, z, t) =
ε0

2k(x, t)
(ρu(x, y, z, t)− ρu(x, t)) , (3.1)
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where ε0 is the desired dissipation rate and k is the planar Favre-averaged TKE

k =
1

2

(
ũ′′2 + ṽ′′2 + w̃′′2

)
. (3.2)

Planar Favre averages are defined as

ξ̃ =
ρξ

ρ
, (3.3)

with the standard (Reynolds) planar average

ξ(x, t) =
1

L2

∫ L

0

∫ L

0

ξ(x, y, z, t) dy dz. (3.4)

As demonstrated in previous studies, the present forcing technique imposes a fixed integral

length of approximately 1/5 of the domain width and a constant dissipation rate throughout the

flame [101, 96, 23]. Hence, the turbulent rms velocity (u′ = (ε0l)
1/3) is fixed by l and ε0. Under

these conditions, the turbulent kinetic energy was found to be almost constant [101]. Additionally,

in recent work by Bobbitt et al. [14], the present configuration with forced turbulence was found to

produce similar vorticity characteristics as the slot Bunsen flames of Sankaran et al. [98]. This sug-

gests that the turbulence characteristics of the present flames are relevant to practical configurations

where turbulence is generated through intense mean shear.

Figure 3.3 shows the energy and dissipation spectra taken at a fixed plane in the unburnt gases

and averaged over time. These correspond to two-dimensional three components velocity spectra

computed in a y-z plane. When normalized by their respective Kolmogorov scales, all spectra collapse

to a single curve. This confirms that, even in the absence of an inertial subrange in the present low

Reynolds number simulations, the dissipation scales in the incoming turbulence are universal. Since

the turbulence at the scale of the reaction zone is in the viscous dissipation range, the small scales

interacting with the flame are expected to be the same whether the Reynolds number is high or low.

Nevertheless, assessing Reynolds number effects in high Karlovitz number flames is the subject of

Chapter 5.
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Figure 3.3: Normalized energy and dissipation spectra for the different simulations. Two-dimensional
three components spectra taken in a y-z plane in the unburnt gases.

3.2 Results overview

This section presents a qualitative overview of the simulations performed. The differential diffusion

effects on the species mass fractions dependence on temperature are highlighted, and the influence of

turbulence on the main chemical reactions contributing to fuel consumption and heat release rates

is investigated.

3.2.1 Global properties

Figure 3.4 shows two-dimensional slices of vorticity magnitude and temperature for simulations A,

B, C, and D using non-unity Lewis numbers (results of simulation C′ are very similar to C and will

be discussed in Section 3.6). The slices were taken at arbitrary spatial and temporal locations (after

the initial transient) and are representative of each simulation.

Increasingly smaller scales are observed from cases A to D. This is due to the decreasing Kol-

mogorov length scale. In all cases, smaller turbulent structures are observed in the preheat zone

than in the reaction zone and in the burnt gases. As viscosity increases through the flame, the Kol-

mogorov length scale (defined as η = (ν3/ε)1/4) increases too. The vorticity contours also highlight

the fact that, as the reaction zone Karlovitz number is increased, small-scale turbulent structures

become more prominent in the burnt gases. In comparison to the respective incoming turbulence,
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Figure 3.4: Two-dimensional slices of a 5L×L region centered around the flame showing magnitude
of vorticity and temperature for the non-unity Lewis number cases, respectively. The yellow line
indicates the Tpeak−300K isocontour and the red line indicates the Tpeak +300K isocontour. The
vorticity ranges are satured at [0, 8e4] (s−1), [0, 1.6e5] (s−1), [0, 1.6e6] (s−1), and [0, 8e6] (s−1).
The temperature ranges are [298, 2200] K for A and B and [800, 2400] K for C and D.

smaller structures are observed in the burnt gases in cases C and D than cases A and B. This is again

an effect of the different viscosity ratios across the flame due to the change in unburnt temperature.

Finally, the yellow and red lines indicate isocontours of temperature at 300K below and above the

corresponding temperature of peak fuel consumption rate in the turbulent flame. They illustrate

the broadening of the reaction zone with increased Karlovitz number. The distributed nature of the

reaction zone will be further analyzed in Section 3.4.
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The temperature contours indicate that, in all cases, the flame appears thicker than the laminar

flame but to a different extent. In case A, there is only a slight broadening of the preheat zone.

The flame resembles a locally one-dimensional laminar flame. Signs of increased turbulent mixing

are noticeable in cases B and C. The flame surface appears more wrinkled and the preheat zone is

further broadened. Case D presents more small-scale turbulent structures and enhanced turbulent

mixing.

Table 3.3 summarizes the average turbulent flame speed (ST ), its standard deviation, and the

fuel effective reaction zone thickness, all normalized by their respective laminar flame values. The

turbulent flame speed is defined here as:

ST =
1

(ρYF )uL2

∫
V

ρω̇F dV. (3.5)

The effective reaction zone thickness (equivalent to the turbulent flame brush thickness of the whole

flame) is defined here as the volume where the fuel burning rate is greater than 5% of the laminar

value divided by the cross-sectional area of the y− z plane,

δT =
Vol(ω̇F > 0.05ω̇F,lam)

L2
. (3.6)

As expected, the turbulent flame speed increases with Kaδ and significant fluctuations are present.

The effective reaction zone thickness also increases with Kaδ, showcasing the broadening and increase

in surface area of the flame with increased turbulence intensity. Note that the reaction zone can still

be thin despite δT > 1. The effective reaction zone thickness is affected by the increase in surface

area and thus does not represent the local reaction zone thickness. There is also a clear difference

between non-unity Lewis number and unity Lewis number simulations. The ratio of turbulent to

laminar flame speed is always lower when differential diffusion is included, although the difference

is reduced as Kaδ is increased.
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Case
ST /SL std(ST )/SL δT /δF,lam

Le 6=1 Le = 1 Le 6=1 Le = 1 Le 6=1 Le = 1
A 1.6 3.0 0.4 0.8 2.3 3.1
B 2.2 3.4 0.6 0.6 3.0 3.3
C 3.3 4.6 0.7 0.9 4.4 5.5
C′ 3.4 0.6 4.5
D 4.7 6.7 1.2 1.7 6.4 7.0

Table 3.3: Time average and standard deviation of the turbulent flame speed as well as fuel effective
reaction zone thickness for the different cases.

3.2.2 Turbulent flame structure

Following the qualitative overview and global quantities presented in Section 3.2.1, the local flame

structure is now investigated. As mentioned earlier, cases B and B1 have already been investigated

by Savard et al. [102]. They reported that, in case B1 with unity Lewis numbers, the conditional

mean profiles of species mass fractions with respect to temperature followed very closely the profiles

of a one-dimensional, unstretched laminar flame at the same conditions. In contrast, in case B, the

turbulent flame structure lay between that of a full transport and a unity Lewis number flamelet.

This is a consequence of the increased effective species diffusivity due to turbulent mixing [80, 100].

It is thus expected that, as the turbulence intensity is increased, differential diffusion effects would

be reduced. This is verified in the present study by examining the conditional mean with respect to

temperature of two representative species.

Figures 3.5 and 3.6 present conditional means of n-C7H16 and C2H4 mass fractions from sim-

ulations A (lowest Kaδ) through D (highest Kaδ). In all unity Lewis number cases (subscript 1),

the conditional mean of the fuel mass fractions follows closely the unity Lewis laminar flame. The

fuel mass fraction exhibits small differences between cases A and A1 and B and B1. No noticeable

differences are observed between cases C and C1 and D and D1. The same trends are observed for

the mass fraction of C2H4, a key chemical intermediate in the cracking of the fuel, shown in Fig. 3.6.

For both species, the profiles from the non-unity Lewis number turbulent simulations are closer

to the unity Lewis number laminar flame than the non-unity Lewis number laminar flame. It should

be noted that case A presents the largest departure from the unity Lewis number 1D profiles and

that departure is reduced as the turbulence level is increased. This is consistent with the reduction
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of differential diffusion effects with increased turbulent mixing [100]. While differential diffusion

effects appear negligible for flames C and D, they still play an important role on chemical source

terms (as will be shown in Section 3.3).

Finally, one might expect that fuel cracking (i.e. fuel being consumed at lower temperatures than

in the laminar flame) may occur in turbulent flames due to a thicker flame and thus longer residence

time. Such early fuel cracking would result in a mean fuel mass fraction profile below that of the

corresponding laminar flame. This was not observed here despite the high unburnt temperature of

800K.
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Figure 3.5: Conditional means of fuel mass fractions.
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Figure 3.6: Conditional means of C2H4 mass fractions.
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3.2.3 Chemical pathways

Since the present study is focused on the effects of turbulence on the fuel consumption and heat

release rates, it is of interest to examine if the chemical pathways are affected by changes in the

turbulence intensity. In this subsection, the main contributing reactions to fuel consumption and

heat release rates are compared between the laminar and turbulent simulations.

In the laminar simulations, the following three reactions account for more than 95% of the overall

fuel consumption rate

n-C7H16 + H→ 2-C7H15 + H2, (3.7)

n-C7H16 + OH→ 2-C7H15 + H2O,

n-C7H16 + O→ 2-C7H15 + OH.

Table 3.4 lists the contributions (in percentage) of the three reactions to the overall fuel consumption

rate of the corresponding flame. The contribution of the different reactions is very similar between

laminar flames and turbulent flames. Cases A and D are selected as they have the lowest and highest

reaction zone Karlovitz numbers, respectively. The percentage of contribution of each reaction is

essentially unchanged from laminar to highly turbulent flames, with or without differential diffusion.

In other words, turbulence and differential diffusion effects do not change the balance between the

different fuel consumption reactions.

Considering the present mechanism, a large number of reactions present non-negligible heat re-

lease rates (above 5% of the total). Among them, the following two reactions contribute significantly

to the overall heat release rate:

CH3 + O→ CH2O + H, (3.8)

HCO + H→ CO + H2.

The contributions to the overall heat release rate from these two reactions are shown for the different
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Reaction/Case
298K 800K

1D Case A 1D Case D

n-C7H16+H
Le 6=1 59 56 65 68
Le = 1 52 55 55 56

n-C7H16+OH
Le 6=1 32 34 26 28
Le = 1 33 31 29 28

n-C7H16+O
Le 6=1 8 10 8 12
Le = 1 12 13 12 14

CH3 + O
Le 6=1 12 13 12 13
Le = 1 13 13 13 14

HCO + H
Le 6=1 7 6 9 9
Le = 1 9 9 10 10

Table 3.4: Percentage of contribution of different reactions to the overall fuel consumption rate (first
three reactions) and heat release rate (last two reactions) of the corresponding flame.

laminar flames and turbulent cases A and D in Table 3.4. The heat release rate of each reaction

is normalized by the peak overall heat release rate of the corresponding flame. For both reactions,

the contribution to the total heat release rate remains largely unchanged between the laminar and

turbulent cases. The fuel consumption reactions are not among the main contributors to heat

release. This is because n-heptane breaks down into small C2 and C3 fragments (mostly C2H4 and

C3H6) before the heat release layer.

In summary, for both fuel consumption and heat release rates, there is no significant effect of

turbulence intensity on the main contributing reactions. The important reactions in the laminar

flames remain the most important in the turbulent flames and their relative contributions are largely

unchanged. Differences in absolute magnitudes will be discussed in the following sections.

3.3 Differential diffusion effects

In this section, the effects of differential diffusion on the fuel consumption and heat release rates are

investigated.

Contour plots of the fuel consumption rate for the eight different cases are presented in Fig. 3.7.

A white line is superimposed to show the location of the peak fuel consumption rate. It is defined

as the isocontour T = Tpeak, the temperature of peak source term in the corresponding turbulent

flame. In cases A and B, the reaction zone remains thin but signs of local extinctions are observed
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for the non-unity Lewis number simulations. This was already observed by Savard et al. [102]. The

Kolmogorov length scale in the unburnt gas is smaller than the laminar reaction zone thickness in all

cases (A through D). However, it increases significantly through the flame due to the large increase

in kinematic viscosity. In fact, for cases A and B, the Kolmogorov length scale at the reaction zone

(ηδ = 1.2×10−4 m and 7×10−5 m), evaluated as ηδ = (ν3
δ/ε)

1/4, is not significantly smaller than the

laminar reaction zone thickness (δF,lam = 1.5×10−4 m). As a result, turbulence does not significantly

broaden the reaction zone.

As mentioned previously, there is a distinct change from case B to case C. The Karlovitz number

in the unburnt gases is the same in cases B and C but noticeable differences are observed since the

Karlovitz number at the reaction zone is larger in case C. As Kaδ is increased, the source terms

exhibit larger fluctuations and local broadening of the reaction zone is observed. Finally, the fuel

consumption rate contours of case D appear to be more diffused as chemical reactions occur further

away from the iso-surface. This is characteristic of distributed burning.
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Figure 3.7: Two-dimensional slices of the fuel consumption rate (normalized by the peak value of the
corresponding laminar flame). The fuel consumption rate range is satured at [0,2] in each case. The
isotherm of peak source term is also shown (white). The top figures correspond to the non-unity
Lewis number simulations while the bottom figures correspond to the unity Lewis number cases.

Figures 3.8 and 3.9 present conditional means in temperature space of the normalized fuel con-

sumption and heat release rates for the different non-unity Lewis number cases. Only the mean

source terms are shown but it should be noted that, as turbulence intensity at the reaction is in-

creased, the fluctuations of the fuel consumption rate are enhanced significantly. A characterization
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and quantification of these fluctuations will be provided later in Section 3.5. For both fuel and

heat release, simulations including differential diffusion exhibit a lower mean source term than the

corresponding laminar flame with differential diffusion, but the conditional mean approaches that

of the laminar flame without differential diffusion as Kaδ is increased. It is interesting to evaluate

quantitatively these effects with increasing Kaδ.

Figure 3.10a shows the shift in temperature of the peak fuel consumption rate for the non-unity

and unity Lewis number turbulent flames. The peak temperature corresponds to the location of

the maximum of the conditional means, shown in Fig. 3.8. Note that the peak temperature of heat

release rate is not shown as it does not change significantly between non-unity and unity laminar

and turbulent flames. For cases A and B, the peak fuel source term in the turbulent flame occurs

at the same temperature as the 1D laminar flame with differential diffusion. In case C, the peak

fuel consumption rate is observed at a slightly higher temperature than in the laminar non-unity

Lewis number flame. This effect is more pronounced in case D as the temperature of peak source

term approaches that of the laminar unity Lewis number flame. This is one of many indications

that, as turbulent mixing is enhanced, differential diffusion effects are reduced. It should be noted

that, while the dependence of species mass fractions on temperature showed relatively small Lewis

number effects even in case A (Section 3.2.2), differential diffusion effects on the chemical source

terms are more pronounced and still present at high Karlovitz numbers.

The change in peak temperature can be explained by a change in the effective Lewis numbers

due to enhanced turbulent mixing. To quantify this change, the semi-empirical model of Savard and

Blanquart [100] is considered

Lei,eff =
1 + a1Kaδ
1
Lei

+ a1Kaδ
. (3.9)

As the focus is placed on the reaction zone and not the preheat zone, the unburnt Karlovitz number

Ka was replaced by Kaδ. Similarly to [100], the proportionality coefficient is adjusted to best fit the

data (a1 = 0.01). One-dimensional laminar flames are computed with these effective Lewis numbers

and the predictions of the peak temperature of the fuel consumption rate are shown in Fig. 3.10a.

The change in peak temperature of the laminar flames at both 298K and 800K are similar and thus
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a single curve is shown for clarity. A good agreement between the model and the turbulent flames

simulations is found.

<
• ω

F
|T

>
/

• ω
F

,l
a

m

T (K)

A
B

1D Le ≠1
1D Le =1

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 600  1000  1400  1800  2200

(a) Cases A and B

<
• ω

F
|T

>
/

• ω
F

,l
a

m

T (K)

C
D

1D Le ≠1
1D Le =1

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1000  1400  1800  2200

(b) Cases C and D

Figure 3.8: Conditional means of normalized fuel consumption rate for non-unity Lewis number
simulations. The fuel consumption rates are normalized by the peak value in the corresponding
laminar flame.
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Figure 3.9: Conditional means of normalized heat release rate for non-unity Lewis number sim-
ulations. The heat release rates are normalized by the peak value in the corresponding laminar
flame.

Figure 3.10b presents the maximum values of the conditional means of ω̇F and ω̇T as a function

of the reaction zone Karlovitz numbers for the different simulations using both non-unity and unity

Lewis numbers. The conditional means were computed using at least 30 data files (to ensure

converged statistics) and the standard deviations of the means are negligible. There are, however,
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large fluctuations of the chemical source terms around the mean values, as will be discussed in

Section 3.5. The mean fuel consumption rates of the unity Lewis number cases are all close to the

laminar values. While this had been observed in previous studies [102, 101] for the fuel consumption

in case B1, it is of interest to note that there is no Karlovitz number effect on the mean fuel

consumption and heat release rates in the unity Lewis number cases. On the other hand, the mean

fuel consumption rate is smaller than that of the corresponding laminar flame in all non-unity Lewis

number cases. As Kaδ is increased, the conditional means of the non-unity flames get closer to

those of the corresponding unity Lewis number flame. It appears that, in the limit of high Karlovitz

numbers, the fuel consumption rate approaches the laminar value without differential diffusion.

Once again, this is consistent with previous observations that differential diffusion effects appear

to weaken as turbulence intensity increases. In previous studies of distributed flames [7, 6], it was

observed that the fuel consumption rate was enhanced in low Lewis number hydrogen flames and

remained close to the laminar values in methane and propane flames. This is consistent with the

present observations.

The lower mean fuel consumption and heat release rates in the present non-unity Lewis number

simulations can be attributed to curvature effects. It was shown by Savard and Blanquart [101], in

case B, that low fuel consumption rates are correlated with regions of high curvature, suggesting the

presence of focusing/defocusing effects. As differential diffusion effects are diminished, the chemical

source terms are less sensitive to curvature. This difference in fuel consumption rates can explain the

differences in the flame speeds reported in Table 3.3. As discussed in Savard and Blanquart [101], the

ratio of turbulent to laminar flame speeds (ST /SL) can be explained by the turbulent flame surface

area (AT /A, where A is the cross-sectional area) and the mean turbulent to laminar chemical source

term ratio ω̇/ω̇lam. For the unity Lewis number simulations, A1 through D1, since the source term

ratio is unity, the change in flame speeds is due to an increase in flame surface area AT /A with

increasing Kaδ. Finer turbulent structures within the flame (due to the larger Kaδ) lead to an

enhanced area. The difference between the non-unity and unity Lewis number simulations at the

same Kaδ are due to the difference in ω̇/ω̇lam since, for a given Kaδ, the flame surface area is roughly
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constant. Thus, the increase in ST /SL with Kaδ for the non-unity Lewis number cases (A through

D) is due to both an increase in ω̇/ω̇lam and an increase in AT /A. This is summarized in Table 3.5.

The link between the turbulent flame speed, the flame surface area, and the chemical source term

will be discussed in more detail in Chapter 4.

Case
ST /SL 〈 ω̇|Tpeak 〉 /ω̇lam AT /A

Le 6=1 Le = 1 Le 6=1 Le = 1 Le 6=1 Le = 1
A 1.6 3.0 0.58 1.00 2.5 2.8
B 2.2 3.4 0.63 0.98 3.1 3.3
C 3.3 4.6 0.80 1.06 4.3 4.2
D 4.7 6.7 0.91 1.09 5.7 5.8

Table 3.5: Time average of the normalized turbulent flame speeds, mean fuel consumption rates at
Tpeak, and turbulent flame surface area at Tpeak for the different cases.

Heat release rate shows similar trends as the fuel consumption rate, namely: the conditional

means of unity Lewis number simulations are close to the corresponding laminar value; and sim-

ulations with differential diffusion show a lower mean but a noticeable increase in 〈 ω̇T |T 〉 with

Kaδ, getting closer to the unity Lewis number simulations. Note that the maximum values of the

conditional means of heat release (Fig. 3.10b) are computed at the temperature of peak heat release

rate of the corresponding flame. This temperature being larger than the temperature of peak fuel

consumption rate, there is a reduction in the Kolmogorov length scale at the corresponding Tpeak.

Additionally, the width of the heat release layer is slightly larger than that of the fuel consumption

layer. Hence, the reaction zone Karlovitz number for heat release differs from that of the fuel. That

being said, the difference is small and does not change any of the trends presented here or in follow-

ing sections. Thus, for simplicity, both fuel and heat release quantities are plotted against the fuel’s

Kaδ.

3.4 Distributed burning

In this section, the transition towards distributed burning is investigated. Figures 3.4 and 3.7 seem to

indicate that a transition towards distributed burning is observed as Kaδ is increased. Distributed

burning is characterized by a widening of the reaction zone, and is due to increased turbulent mixing
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Figure 3.10: Temperature at which the peak burning rate is observed for all cases in (a). Conditional
means of the normalized fuel consumption and heat release rates at the corresponding temperature
of peak source term in (b). Values are normalized by the corresponding laminar flame.

in that region of the flame [7]. The first step is to quantify the widening of the reaction zone in

physical space by evaluating the mean fuel consumption rate conditional to the normal distance to

the isosurface of Tpeak. This post-processing step is performed using a level set method [104]. A

level set function is first created as d(x, y, z) =T (x, y, z)−Tpeak. It is then reinitialized into a signed

distance function using a Fast Marching Method (FMM) algorithm. The conditional mean of the

burning rate as a function of distance from the peak temperature is shown in Figs. 3.11a and 3.11b.

The distance has been normalized by the laminar reaction zone thickness, defined as the distance

over which the fuel burning rate is above 5% of the peak laminar value. In cases A and B, the

fuel source term follows a similar profile as the laminar flame (albeit with a smaller magnitude).

This is an evidence that cases A and B fall in the thin reaction zone regimes. A slight widening

of the reaction zone is observed at small values of ω̇F . In cases C and D, this widening is more

noticeable, and non-negligible fuel consumption rates are observed at distances greater than the

laminar reaction zone thickness. To quantify the widening of the reaction zone as the turbulence

level is enhanced, Fig. 3.11c presents the percentage of the total burning rate occuring outside the

laminar reaction zone thickness for the different cases:

∫
|d|>δF,lam/2

ω̇FdV∫
V
ω̇FdV

. (3.10)
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The percentage of reactions occuring outside of the laminar reaction zone thickness varies from 8%

in cases A and B to 20% in case D. It is important to note that similar trends are observed in both

non-unity and unity Lewis number simulations. In other words, the widening of the reaction zone

is not an effect of differential diffusion.
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Figure 3.11: Conditional mean of normalized fuel consumption rate as a function of distance from
the peak temperature for the non-unity Lewis number simulations in (a) and (b) and fraction of the
total burning rate occuring at |d| > δF,lam/2 for all cases in (c).

The broadening of the reaction zone in physical space can have two different causes. First, in

phase space, the chemical reactions may be occuring over a wider temperature range. Second, it could

be the consequence of a change in local temperature gradients. Table 3.6 presents the average fuel

reaction zone thickness in temperature space ∆TF and the average reaction zone thickness in physical

space δF , both normalized by the corresponding laminar values. The thickness in temperature space
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corresponds to the temperature range where the mean fuel consumption rate (see Fig. 3.8) is above

5% of the laminar value. The physical thickness of the reaction zone corresponds to the local distance

around the peak source term where its value is above 5% of the laminar value (see Fig. 3.11). The

main observation is that the reaction zone is not wider than the laminar flame in temperature

space. Consistent with the results of Section 3.2.3, reactions occur in the same temperature range

as the laminar flames. Hence, the widening of the reaction zone is due to a change in the local

temperature profile. To better illustrate this conclusion, Fig. 3.12 presents the conditional mean

of temperature as a function of the distance from the peak temperature for the turbulent and

laminar flame simulations. It is seen that, as the reaction zone Karlovitz number is increased, the

temperature profile is flattened. Temperatures close to the peak temperature are observed over a

larger distance away from the peak temperature.

Case
∆TF /∆TF,lam δF /δF,lam

Le 6=1 Le = 1 Le 6=1 Le = 1
A 0.89 1.1 1.1 1.1
B 0.89 1.1 1.1 1.1
C 0.90 1.0 1.3 1.6
C′ 0.91 1.4
D 0.92 1.0 2.2 2.5

Table 3.6: Normalized fuel reaction zone thickness in temperature space and physical space.
∆TF,lam = 679K for cases A and B and 690K for cases C and D. δF,lam = 1.5× 10−4m for cases A
and B and 1.2× 10−4m for cases C and D.

The widening of the reaction zone can be explained (once again) by the enhanced turbulent

diffusivity. First, let us assume that the reaction zone thickness scales as the square root of the

product of the diffusivity and the chemical time scale

δF ∝
√
Dtc. (3.11)

Consider again the semi-empirical model of Savard and Blanquart [100] for the turbulent diffusivity

DT

D
∝ a2Kaδ. (3.12)
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Figure 3.12: Conditional mean of temperature as a function of distance from the peak temperature
for the non-unity Lewis number simulations.

Assuming that the chemical time scales are essentially unchanged between laminar and turbulent

cases, a model for the turbulent reaction zone thickness follows

δF
δF,lam

∝
√

1 + a2Kaδ. (3.13)

The proportionality coefficient is adjusted to best fit the data (a2 = 0.02) and remains close to that

obtained for Eq. (3.9) (a1 = 0.01). The functional form of the empirical models presented here

should be applicable to other fuels and conditions. However, the exact numerical values of the

proportionality coefficients might change. The prediction from the model is compared with the

results in Fig. 3.13. A good agreement between the model and the turbulent flames simulations

is found. This is the final evidence that the broadening of the reaction zone is due to reduced

temperature gradients because of enhanced turbulent mixing. It should be noted that, in addition

to enhanced turbulent diffusivity, increased occurence of high curvatures could lead to the observed

widening of the reaction zone. It is, however, difficult to differentiate these effects.

In previous studies [7, 6], distributed burning was related to an exponential distribution in the

probability density function (pdf) of |∇ρ|, characteristic of turbulent scalar mixing. It was shown

that in low Karlovitz number (non-distributed) flames, the pdf presented a more rapid decay than
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Figure 3.13: Normalized fuel reaction zone thickness in physical space.

exponential for large gradients. An exponential decay of the pdf of |∇ρ| is equivalent to a log-normal

distribution for χ= 2α|∇T |2. This is characteristic of turbulent mixing of a passive scalar [37, 3, 77].

While it is a consequence of turbulent eddies penetrating the reaction zone, it is not evidence of

distributed burning. Again, the widening of the reaction zone is due to smaller density/temperature

gradients (Fig. 3.12).

Finally, it is important to note that despite the clear widening of the reaction zone most of the

reactions still occur in a thin reaction zone. Additionally, the structure of the reaction zone above

∼20% of the peak laminar value is very similar to that of the laminar flame (Figs. 3.12a and 3.12b).

These observations, combined with the previous observation of Savard and Blanquart [101] that the

fuel consumption locally scales like its value at Tpeak, justify considering a flame isosurface at the

peak temperature as will be done in the following section.

3.5 Local extinction

This section focuses on the third and final objective, namely the occurence of local extinctions

in the fuel consumption and heat release rates. Figure 3.14a presents standard deviations of the

fuel consumption and heat release rate at the corresponding peak temperatures as a function of

the reaction zone Karlovitz numbers. Both series of flames (unity and non-unity Lewis numbers)

present similar fuel consumption rate standard deviations. The amplitudes of fluctuations increase
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from cases A to D, consistently with the increase in small-scale turbulence at the reaction zone.

This is also in agreement with the fluctuations in turbulent flame speeds reported in Table 3.3.

In all cases, the magnitude of the standard deviation is comparable to that of the mean. In the

case of heat release, the standard deviations are slightly larger with differential diffusion effects and

increase with higher reaction zone Karlovitz number in the unity Lewis number simulations. It is

interesting to note that differential diffusion effects have a clear influence on the mean chemical

source terms (Fig. 3.10b) but show a much smaller effect on the standard deviations. Chemical

source term fluctuations are primarily caused by the intense turbulence and only show little impact

on heat release rates.
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Figure 3.14: Standard deviations of the normalized fuel consumption and heat release rates in (a).
Probability density function of the normalized fuel consumption rate in (b). Probability density
function of the normalized heat release rate in (c). All taken at the corresponding peak temperature.
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Figure 3.14b presents the probability density of ω̇F (taken at the corresponding isosurface

T =Tpeak) for the different cases using non-unity Lewis numbers. All simulations exhibit smaller

fuel consumption rates compared to the laminar value of 1. This is consistent with the mean burning

rates reported earlier in Section 3.3 (Fig. 3.10b). As turbulence intensity is increased, the peak of

the distribution is followed by a sharper decrease. The long tails (for large values) in cases C and

D correspond to the increased fluctuations in burning rate mentioned earlier. The insert with a

logarithmic scale illustrates the change in distribution with increased turbulence intensity. The pdfs

of the burning rate are approaching a log-normal distribution in cases C and D.

Figure 3.14c presents the probability density of ω̇T (taken at the corresponding Tpeak of heat

release) for the different cases using non-unity Lewis numbers. Higher probability of small heat

release rates are found at lower turbulence intensities. As Kaδ is increased, the peak of the pdf

shifts towards larger values. This shift occurs to a greater extent than for the fuel consumption rate.

The shape of the pdf also changes significantly. Once again, case D is approaching a log-normal

distribution.

Local extinctions are defined here as the fuel consumption rate being smaller than 5% of the

laminar value on the isosurface T =Tpeak [101, 28] (similar trends are observed with thresholds of

1 and 10 %). They are observed with similar probability in cases A (2%) and B (3%) and lower

probability in cases C (< 1%) and D (< 0.1%) as shown in Fig. 3.15. This decrease in probability

of extinction events with increasing Kaδ is interesting as it was shown in Fig. 3.14a that source term

fluctuations increased with higher Kaδ. The decrease in extinctions and increase in fluctuations can

be attributed to the transition to a distributed burning regime. The reaction zone is uniformized by

enhanced turbulent mixing, thus reducing the probability of local extinction. This also illustrates

that extinction events are only present for the non-unity Lewis number cases, over the present range

of Karlovitz numbers.

These observations, at different Karlovitz numbers, are consistent with the previous observa-

tion [101] in case B that local extinctions (in non-unity Lewis number flames) are correlated with

regions of high curvature (i.e. curvature of the size of the reaction zone thickness). Intense turbu-



52

%
 e

x
ti
n

c
ti
o

n

Kaδ

A

B

C, C’

D

•
ωF, Le ≠1
•
ωF, Le =1

 0

 1

 2

 3

 4

10
0

10
1

10
2

Figure 3.15: Probability of local extinction for the different cases.

lence is required to produce such high curvatures in thermo-diffusively stable flames. More precisely,

the fuel mass fraction is correlated with curvature [101], illustrating the defocusing/focusing effect

observed in laminar and turbulent flames [43]. Extinction events are thus caused by a combination

of intense turbulence and differential diffusion effects.

In summary, the probability of local extinction (or very low fuel consumption rate) increases as

Kaδ is increased from a laminar flame to case B due to the larger curvatures. As Kaδ is further

increased the probability of extinction decreases. This is a consequence of the transition towards

unity effective Lewis numbers. The gradual suppression of differential diffusion effects reduces the

probability of extinction in regions of high curvature. In the present high Karlovitz number flames,

no global extinction was observed and local extinctions were associated with differential diffusion

effects. This is consistent with the observations of Aspden et al. [7, 6].

3.6 Karlovitz number definition

It is common practice to classify turbulent premixed flames with respect to global, governing quan-

tities evaluated in the unburnt gases, such as the unburnt Karlovitz number [80]. The simulations

presented here highlight the fact that the Karlovitz number at the reaction zone (Eq. (1.19)) is the

meaningful parameter to characterize the influence of small-scale turbulence on the chemical source

terms. More precisely, simulations B and C are qualitatively and quantitatively different while hav-
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ing very similar values of the unburnt Karlovitz number Kau (220 and 204). On the other hand,

simulations C and C′, with a similar Kaδ (73 and 70) but different Kau (204 and 648), have very

similar average turbulent flame speeds as well as standard deviations (see Table 3.3). Additionally,

their fuel consumption and heat release rates distributions, shown in Figs. 3.16a and 3.16b, are very

close.

The reaction zone Karlovitz number is affected by the change in viscosity across the flame and

does not take into account the density ratio. Under these conditions, the fact that simulations

with the same reaction zone Karlovitz number but different density ratios (C and C’) present very

similar reaction zone characteristics is an illustration that the change in viscosity has a much greater

impact on the small scales than the change in density. The dependence on the reaction zone Karlovitz

number may have been expected, but it emphasizes that care has to be exercised when comparing

simulations performed at the same u′/SL and l/lF but using different unburnt temperatures. While

Kau is appropriate to quantify the influence of turbulence on the preheat zone, Kaδ (with the

Kolmogorov length scale evaluated at the reaction zone) should be used to describe the effect of the

turbulence on the reaction zone.

In the present analysis, the reaction zone Karlovitz number is defined in terms of laminar flame

properties and incoming turbulence quantities, similarly to the commonly used Karlovitz number

evaluated in the unburnt gases. This is possible since ε is constant through the present flames (as

a result of the forcing technique). It should be noted that the dissipation rate was also found to be

approximately constant across the flame in turbulent slot Bunsen flames [14]. However, this may

not be the case in general and thus an accurate estimation of Kaδ would require knowledge of ε at

the reaction zone.

3.7 Summary

Three main observations were made from the analysis presented in this Chapter.

First, the increase in turbulence intensity suppressed differential diffusion effects on the flame

structure; the species mass fractions dependence on temperature was similar to that of a one-
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Figure 3.16: Probability density function of the normalized fuel consumption and heat release rates
at the corresponding Tpeak.

dimensional, unity Lewis number flame. However, differential diffusion effects on the chemical source

terms were still present even at high Karlovitz numbers. The consequences were lower mean fuel

consumption and heat release rates in the non-unity Lewis number simulations. As turbulence inten-

sity at the reaction zone was increased (i.e. increase in Kaδ), these rates are ultimately approaching

the respective unity Lewis number values. This first set of observations has multiple implications for

modeling. In the scope of LES, it indicates that mean quantities (Yi, ωi, etc) for unity Lewis number

turbulent flames, such as methane flames, could be adequately modeled without detailed chemistry.

Tabulated chemistry approaches based on laminar flames would be sufficient. However, this is not

the case when significant differential diffusion effects are present, as for heavy hydrocarbon fuels.

Thus, there is a need for reduced order models capable of predicting accurately the mean chemical

source terms in non-unity Lewis number high Karlovitz flames.

Second, the transition to distributed burning was highlighted by measuring the width of the

reaction zone in physical and temperature space. It was shown that the reaction zone’s physical

width increases with the reaction zone Karlovitz number. However, even at high Karlovitz numbers

(Kaδ ∼ 100), most of the reactions still occur in a thin reaction zone of a thickness comparable to

that of a laminar flame.

Third, local extinctions and chemical source terms fluctuations were investigated and quantified
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through probability density functions at the temperature of peak reactions. Large fluctuations in fuel

consumption rate were observed for both non-unity and unity Lewis number simulations, increasing

with the reaction zone Karlovitz number. However, it is unclear, especially in the context of LES

filtering, if these chemical source term fluctuations need to be incorporated in low-order models.

This will be assessed in Chapter 6. These large fluctuations only lead to local extinction events in

the non-unity Lewis number flames, and the probability of these events decreased at high Karlovitz

numbers. In fact, less than 1% of the flame surface underwent extinction at Kaδ > 10. This was

explained by the competing effects of increased curvatures and decreased differential diffusion effects

as the reaction zone Karlovitz number was increased.

Throughout the analysis, it was shown that the reaction zone Karlovitz number (evaluated with

the appropriate Kolmogorov length scale) was the relevant parameter to characterize the interaction

of small-scale turbulence on the chemical source terms. Simulations with similar unburnt Karlovitz

numbers but different reaction zone Karlovitz numbers showed distinct fuel consumption and heat

release rates.



56

Chapter 4

Fuel and Chemistry Effects

In this chapter, DNS are performed to investigate the role of fuel chemistry in premixed flames at

the transition from the thin to broken/distributed reaction zone regimes with engine-relevant, heavy

hydrocarbon fuels. n-heptane/air, toluene/air, iso-octane/air, and methane/air turbulent flames are

studied. n-heptane, toluene, and iso-octane are characterized by large fuel Lewis numbers (LeF ≈

2.8, 2.5, and 2.8, respectively) while methane has a close to unity Lewis number (LeF ≈ 1). Only

fuels with Lewis numbers above unity are considered. Additionally, different chemical mechanisms

of various sizes, from 35 to 207 species, are compared. The focus is placed on the effect of turbulence

and differential diffusion on the turbulent flame speed, the geometry of the reaction zone, and the

chemical source terms. The objective of the present chapter is to compare the effects of fuel and

chemistry within high Karlovitz number flames.

In Section 4.1, the computational methodology is reviewed. An overview of the results is pre-

sented in Section 4.2. Section 4.3 analyzes the effects of turbulence, differential diffusion, and fuel

chemistry on the strain rate and curvature distributions at the reaction zone surface. Section 4.4

compares the chemical fuel consumption rates between the different cases. Finally, the results are

summarized in Section 4.5.

4.1 Computational methodology

The direct numerical simulations performed in this study follow the methodology presented in Sec-

tion 3.1. A total of twenty four simulations are used. The parameters for each simulation are
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provided in Tables 4.1, 4.2, 4.3, and 4.4. Table 4.1 lists simulations from Chapter 3 while Tables 4.2

to 4.4 list new simulations performed to study fuel and chemistry effects.

4.1.1 Flow configuration

The flow configuration described in Section 3.1 is used for the simulations presented in this chapter.

Again, the objective is to investigate the effects of small-scale turbulence on the flame chemistry at

high Karlovitz numbers. Given that purpose and computational cost considerations, a small integral

length scale (roughly equal to the laminar flame thickness) is used. It is important to note that the

simulations may be missing large scale effects. However, the focus of the study is on the reaction

zone, whose thickness is significantly smaller than the domain size (L ∼ 15δF,lam). This way, the

effects of small-scale turbulence on the flame can be isolated from large-scale effects (not specific

to high Karlovitz number flames and already present in low Karlovitz number flames). Effects of

integral length scale will be studied in Chapter 5.

4.1.2 Simulation parameters

For each simulation, the unburnt gas is a fuel/air mixture at standard pressure (P0 = 1 atm) and

varying temperatures. The unburnt temperature (Tu) is changed to cover a range of reaction zone

Karlovitz numbers clustered around the thin to broken/distributed reaction zones regimes. Table 4.1

summarizes the simulation parameters of the n-heptane simulations. For each case, two simulations

were performed: one with non-unity Lewis numbers and one with unity Lewis numbers (subscript

1). Simulations with unity Lewis numbers are not expected to reproduce realistic, experimentally

observed flames. They are used for comparison purposes as they allow the systematic isolation

of effects of differential diffusion from those of turbulence. Simulations ANC7 through DNC7 were

previously reported in Chapter 3. In this chapter, cases B and C are simulated again with different

fuels, equivalence ratios, and chemical mechanisms.

First, the equivalence ratio is varied by performing case B at φ = 0.7 and φ = 1.3 (cases

BNC7,φ=0.7 and BNC7,φ=1.3) (see Table 4.2). Compared to the baseline case (φ = 0.9), leaner condi-
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tions (φ = 0.7) are selected to determine if differential diffusion is enhanced, and richer conditions

(φ = 1.3) are chosen to determine if the fuel Lewis number LeF is still a controlling variable even if

the fuel is not the limiting reactant. Case B is chosen since it presents strong differential diffusion

effects, namely a significant reduction in the chemical source terms compared to the corresponding

one-dimensional laminar flame [101, 59].

Four different fuels are considered: n-heptane (abbreviated NC7), iso-octane (abbreviated iC8),

toluene (abbreviated ACH3), and methane (CH4). Toluene and iso-octane are chosen because they

have similar fuel Lewis numbers to n-heptane but have distinct and complex fuel decomposition

chemistry. Methane is chosen for comparison purposes because of its close to unity fuel Lewis number

and simpler chemistry. The fuel Lewis numbers used in the non-unity Lewis number simulations

are LenC7=2.84, LeACH3=2.45, LeiC8=2.81, and LeCH4=0.99. Simulations BCH4 and BACH3 present

similar turbulence conditions and laminar flame properties as case B but use different fuels. Similarly,

simulations CACH3 and CiC8 are performed at the same turbulent conditions as simulations C and

C1 to investigate fuel effects (see Table 4.3).

Finally, simulations BNC7,CM and CNC7,JSF present similar conditions as cases B and C but use

larger, more detailed chemical mechanisms (see Table 4.4). Cases B and C are chosen to compare fuel

and chemical models since they use different unburnt temperatures, present significant differential

diffusion effects, and are at the transition between thin and distributed reaction zones.

4.1.3 Chemical and transport models

As mentioned earlier, simulations with four different fuels are performed. Methane/air simulations

use the GRI 3.0 mechanism [106] without nitrogen chemistry with 36 species and 420 reactions

(forward and backward reactions are counted separately). Cases BNC7,CM use the full CaltechMech

(172 species, 1853 reactions) [12]. Cases CNC7,JSF use the JetSurF 2.0 mechanism [113] (207 species,

2477 reactions). Iso-octane/air simulations use CaltechMech without soot and linear alkane decom-

position pathways (74 species, 976 reactions). Toluene/air simulations use the 47 species and 290

reactions mechanism developed in Bisetti et al. [11]. The baseline n-heptane simulations use a fur-
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Case AnC7 AnC7,1 BnC7 BnC7,1 CnC7,1 CnC7,1 DnC7 DnC7,1

Tu (K) 298 298 800 800
φ 0.9 0.9 0.9 0.9
SL (m/s) 0.36 0.29 0.36 0.29 2.3 1.71 2.3 1.71
lF (mm) 0.39 0.43 0.39 0.43 0.25 0.27 0.25 0.27
u′/SL 9.0 10 18 21 19 25 45 60
l/lF 1.1 1.0 1.1 1.0 1.2 1.1 1.2 1.1
Kau 78 91 220 280 204 280 740 1050
Kaδ 1.9 1.6 7.0 5.0 73 64 256 237
Ret 83 190 170 380
ηu (m) 1.6× 10−5 9.0× 10−6 7.0× 10−6 3.5× 10−6

∆x (m) 1.8× 10−5 1.8× 10−5 1.2× 10−5 7.0× 10−6

Grid 11× 1283 11× 1283 11× 1283 11× 2203

L (mm) 2.30 2.30 1.54 1.54
Tpeak (K) 1240 1365 1240 1365 1390 1482 1440 1482

Table 4.1: Parameters of the simulations previously reported in Chapter 3 (Lapointe et al. [59]).
Subscript 1 denotes simulations with unity Lewis numbers. φ is the equivalence ratio, SL is the
laminar flame speed, lF = (Tb−Tu)/|∇T |max is the laminar flame thickness, l = u′3/ε is the integral
length scale, Kau is the Karlovitz number in the unburnt gas, Kaδ is the reaction zone Karlovitz
number, Ret = u′l/ν is the turbulent Reynolds number in the unburnt gas, ηu is the Kolmogorov
length scale in the unburnt gas, ∆x is the grid spacing, L is the domain width and corresponds to
∼ 5l, and Tpeak is the temperature of peak fuel consumption rate in the turbulent flame.

Case BnC7,φ0.7 BnC7,φ0.7,1 BnC7,φ1.3 BnC7,φ1.3,1

Tu (K) 298 298
φ 0.7 1.3
SL (m/s) 0.22 0.20 0.343 0.24
lF (mm) 0.52 0.53 0.37 0.47
u′/SL 20.0 22 16 23
l/lF 1.0 1.0 1.1 0.9
Kau 260 280 180 326
Kaδ 6.3 5.1 6.7 5.3
Ret 166 166
ηu (m) 1.1× 10−5 9.0× 10−6

∆x (m) 2.1× 10−5 1.8× 10−5

Grid 11× 1283 11× 1283

L (mm) 2.69 2.30
Tpeak (K) 1213 1308 1332 1472

Table 4.2: Parameters of the simulations with different equivalence ratios. See Table 4.1 for the
definitions of the various parameters.

ther reduced version of that mechanism consisting of 35 species and 217 reactions. Species produced

under rich conditions (mostly aromatic species) were removed.

Given the size of the chemical models used (up to 207 species), several simplifications are made

in evaluating mixture-averaged transport coefficients. The species viscosities, µi, are computed from

standard gas kinetic theory [46] and the mixture-averaged viscosity is calculated using a modified
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Case BCH4 BCH4,1 BACH3 BACH3,1 CACH3 CACH3,1 CiC8 CiC8,1

Tu (K) 298 298 800 800
φ 0.9 0.9 0.9 0.9
SL (m/s) 0.33 0.26 0.35 0.27 2.2 1.6 2.1 1.6
lF (mm) 0.47 0.41 0.41 0.49 0.26 0.32 0.24 0.28
u′/SL 16 20 17 22 18 25 20 27
l/lF 1.1 0.9 1.1 0.9 1.1 0.9 1.2 1.0
Kau 190 270 205 324 200 331 210 324
Kaδ 6.8 5.4 3.5 3.1 63 60 66 58
Ret 160 175 160 156
ηu (m) 9.0× 10−6 9.1× 10−6 6.8× 10−6 6.8× 10−6

∆x (m) 1.8× 10−5 1.8× 10−5 1.2× 10−5 1.2× 10−5

Grid 11× 1283 11× 1283 11× 1283 11× 1283

L (mm) 2.30 2.30 1.54 1.54
Tpeak (K) 1622 1649 1420 1527 1600 1680 1447 1510

Table 4.3: Parameters of the simulations with different fuels. See Table 4.1 for the definitions of the
various parameters.

Case BnC7,CM BnC7,CM,1 CnC7,JSF CnC7,JSF,1

Tu (K) 298 800
φ 0.9 0.9
SL (m/s) 0.36 0.29 2.3 1.71
lF (mm) 0.39 0.43 0.25 0.27
u′/SL 18 21 19 25
l/lF 1.1 1.0 1.2 1.1
Kau 220 280 204 280
Kaδ 7.0 5.0 73 64
Ret 190 170
ηu (m) 9.0× 10−6 7.0× 10−6

∆x (m) 1.8× 10−5 1.2× 10−5

Grid 11× 1283 11× 1283

L (mm) 2.30 1.54
Tpeak 1250 1370 1400 1490

Table 4.4: Parameters of the simulations with different chemical mechanisms. See Table 4.1 for the
definitions of the various parameters.

form of Wilke’s formula [115, 59]. The species thermal conductivities, λi, are computed using

Eucken’s formula [38] and the mixture-averaged thermal conductivity λ is obtained following Mathur

et al. [64]. The species diffusivities are computed as Di =α/Lei, with the species Lewis numbers Lei

assumed to be constant throughout the flame. The species Lewis numbers are taken from simulations

of one-dimensional, laminar, premixed flames using a mixture-averaged formulation for transport

properties computed with FlameMaster [85]. It was shown by Savard [99] and Burali et al. [19] that,

in the turbulent heptane flame considered (case BNC7), differences in species mass fractions and
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chemical source terms were negligible between mixture-averaged formulation for transport properties

and constant Lewis numbers. Soret and Dufour effects are neglected. The impact of neglecting Soret

and Dufour effects in 3D turbulent flames is still unknown and is beyond the scope of the present

work. Using these simplifications, the computational time required to evaluate transport properties

scales linearly with the number of species. This allows the use of large, detailed chemical models at

reasonable computational costs.

4.2 Turbulent flame speed

The reader is referred to Section 3.2 for a qualitative overview of the n-heptane simulations including

instantaneous vorticity contours. At a given reaction zone Karlovitz number (similar turbulent

conditions), the instantaneous fields from the present simulations with different fuels, equivalence

ratios, and mechanisms are qualitatively (visually) similar to the previous n-heptane simulations

performed and are thus not shown here. Instantaneous temperature and fuel consumption rate

contours for all cases presented in this chapter are provided in Appendix C.2. In this section, the

effects of fuel, chemistry, and transport effects on the turbulent flame speeds are quantified.

4.2.1 Evaluating the mean turbulent flame speed

The mean turbulent flame speed may be evaluated in different ways from the previous simulation

results. The instantaneous turbulent flame speed is defined here as the volume integral of the fuel

consumption rate:

ST =
1

(ρYF )uL2

∫
V

−ρω̇F dV. (4.1)

The instantaneous flame speed is computed for each snapshot (data file) saved (approximately one

eddy turnover time apart) and then averaged (over time) to obtain the mean turbulent flame speed

ST . As the differences between the various fuels, equivalence ratios, and chemical mechanisms may

be small, it is important to ensure that the statistical error on the quantities of interest is small. In

order to reduce the error on ST and other mean quantities, data is collected over 30 eddy turnover
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times. This allows multiple cycles of the lower frequency phenomena to be captured and provides a

sufficient number of snapshots to constitute a representative sample.

As mentioned in Section 3.1, the inlet bulk velocity is constant and differs slightly from the

turbulent flame speed. Therefore, the flame drifts from its initial position. In all cases, the drift

is negligible compared to the domain size. The flame drift can be computed as in Savard and

Blanquart [101]

∆xf = xf − x0, (4.2)

where x0 is the position of the flame at time t = 0 and xf is the instantaneous position of the flame,

computed as

xf = 11L− 1

L2cb

∫
V

cdV, (4.3)

where c = YH2 + YH2O + YCO + YCO2 is used as a progress variable [67] and takes the value cb in

the burnt gas. Then, the mean turbulent flame speed can be evaluated from the change in flame

position as

ST drift =
∆xf
∆t

+ Uinlet. (4.4)

Figure 4.1 shows the instantaneous flame speed plotted against time for case BnC7,φ1.3,1. Large

fluctuations around the mean value are observed. As will be shown later (Section 4.2.3), these

fluctuations are due to changes in the topology of the reaction zone surface. The mean and standard

deviations of the turbulent flame speeds computed from the instantaneous flame speed (using Eq. 4.1)

at every timestep (black line) and the instantaneous flame speed from the snapshots used for the

statistics (red dots) are virtually the same (0.75 ± 0.20 m/s and 0.76 ± 0.21 m/s, respectively). The

agreement suggests that the mean flame speeds computed from a limited number of data files are

accurate estimates over the data collection period. Additionally, the mean turbulent flame speed

computed from the flame drift (Eq. 4.4) over the same period is 0.72 m/s, which confirms that both

methods yield very similar mean flame speeds.
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Figure 4.1: Turbulent flame speed for case BnC7,φ1.3,1. Solid black line is the instantaneous flame
speed (Eq. 4.1), red dots indicate snapshots used for the statistics (Eq. 4.4).

4.2.2 Chemistry and transport effects

Figure 4.2 presents the mean turbulent flame speeds normalized by the corresponding unstretched

laminar flame speeds. Filled symbols correspond to the non-unity Lewis number cases while empty

symbols correspond to the unity Lewis number cases. The dashed lines represent power law fits of

the form ST /SL = 1 + aKabδ.

Since simulations at different unburnt temperatures are used, the flame speeds are plotted against

the reaction zone Karlovitz number:

Kaδ =
δ2
F,lam

η2
δ

, (4.5)

where δF,lam is the laminar reaction zone thickness and ηδ denotes the value of the Kolmogorov

length scale at the reaction zone (taken at Tpeak, the temperature corresponding to the peak value

of the fuel consumption rate in the flame). The laminar reaction zone thickness is defined here as

the distance over which the fuel burning rate is greater than 5% of the maximum laminar value.

For the flames considered here, δF varies from 1/3 to 1/2 of the laminar flame thickness (lF ). An

increase in the unburnt temperature leads to a reduction in the viscosity ratio across the flame. As

the Kolmogorov length scale depends on the viscosity, small-scale turbulent structures penetrate

further in the reaction zone at higher unburnt temperatures. Considering a fixed velocity ratio

u′/SL and length ratio l/lF , the change in viscosity ratio leads to an increased Karlovitz number at
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the reaction zone while the Karlovitz number in the unburnt gases does not change. To take these

effects into account, it was shown in Chapter 3 that it is more adequate to use the reaction zone

Karlovitz number [79, 80] when comparing reaction rates. It is important to note that the turbulent

flame speed is expected to depend also on the ratio of integral length scale to flame thickness. This

ratio was intentionally kept around unity for all flames.
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Figure 4.2: Mean turbulent flame speeds. Filled and empty symbols correspond to non-unity and
unity Lewis number simulations, respectively. Dashed lines represent power law fits (see text).

As expected, the turbulent flame speed increases with Kaδ [79]. There is also a clear difference

between non-unity Lewis number simulations and unity Lewis number simulations. The ratio of

turbulent to laminar flame speed is always lower when differential diffusion is included although

both flames are subjected to the same incoming turbulent flow. This is typical of heavy fuels with

above unity Lewis numbers. The opposite behavior is expected for lighter fuels with LeF < 1. More

specifically for the present objectives, very similar mean turbulent flame speeds are obtained with

the different equivalence ratios, fuels, and chemical mechanisms. This suggests that equivalence

ratios, fuels, and chemical mechanisms have only limited effects on the present turbulent flames.

4.2.3 Global vs. local effects

Dating back to Damköhler [27], turbulence-flame interactions have been described conceptually by

considering two limiting regimes of large-scale and small-scale turbulence. In the large-scale regime
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(corrugated flamelet regime), Damköhler proposed that the turbulent flame speed is proportional to

the turbulent flame surface area AT , or ST /SL ≈ AT /A where A is the cross-section area (A = L2).

In contrast, for a flame interacting with small-scale turbulence (thin reaction zone regime), as for all

present flames, Damköhler proposed that the turbulent flame speed should be proportional to the

turbulent diffusivity, ST ∼
√
DT /τc, where DT is the turbulent diffusivity and τc is the chemical

time scale. Substituting the chemical time scale by the inverse of the fuel burning rate (ω̇F ) would

yield the following expression:

ST
SL
≈

√
D +DT

D

〈ω̇F |Tpeak〉
ω̇F,lam

, (4.6)

where D is the laminar diffusivity in the unburnt gases.

However, this expression has not yet been verified in simulations of high Karlovitz number

premixed flames. For instance, it was shown by Poludnenko and Oran [91], for a turbulent flame

close to the transition between the thin reaction zone and distributed burning regimes, that a strong

correlation could be found between the turbulent flame speed and the surface area at the reaction

zone. Additionally, as was discussed in Savard and Blanquart [101], even if the present flames are not

in the corrugated flamelet regime, the reaction zones remain thin and are only weakly corrugated.

Following these observations, a similar approach to that used by Damköhler for the corrugated

flamelet regime is taken here considering a reaction zone surface (T = Tpeak). By rewriting Eq. 4.1

as a surface integral along the isocontour T = Tpeak and an integral in the normal direction and

using the observation of Savard and Blanquart [101] that the fuel consumption locally scales like its

value at T = Tpeak, the turbulent flame speed can be approximated as:

ST
SL
≈ AT

A

〈ω̇F /|∇T |
∣∣Tpeak〉

ω̇F,lam/|∇Tlam|
. (4.7)

More details on the derivation can be found in Appendix C.1. It is important to note that, as opposed

to Savard and Blanquart [101], it is not assumed that the temperature gradient at the reaction zone

is equal to its laminar counterpart. This equation stresses that the local flame propagation speed is

not the same as the laminar flame speed and thus changes need to be made to modeling approaches
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based on unstretched laminar flames. Note that Eq. 4.7 is equivalent to the burning velocity model

proposed by Bray [18] and Candel and Poinsot [20]:

ST
SL

=
AT
A
I0, (4.8)

if the burning efficiency factor is replaced by the ratio of the turbulent to laminar burning rate

(divided by the local temperature gradient) at the reaction surface.

The validity of Eq. 4.7 is first verified by plotting the instantaneous turbulent flame speed, surface

area, Eq. 4.7, and the burning efficiency factor (I0 = ST /SL

AT /A
), for cases CACH3 (non-unity and unity

Le), as shown in Fig. 4.3. The turbulent flame surface area, defined as the area of an isotherm, is

computed using a marching cubes algorithm [62]. The turbulent flame speed and surface area both

exhibit very similar temporal evolutions and are characterized by large fluctuations of the order of

their mean values. Eq. 4.7 is very close to ST /SL. On the other hand, the burning efficiency factor

presents much smaller fluctuations. These observations lead to two main conclusions. First, Eq. 4.7

holds, or equivalently:

I0 ≈
〈ω̇F /|∇T |

∣∣Tpeak〉
ω̇F,lam/|∇Tlam|

. (4.9)

Second, the large fluctuations in ST are mostly due to AT since the chemical source terms present

much smaller fluctuations. The strong correlation between ST and AT was also reported in other

studies of high Karlovitz number flames [91, 98].

Equation 4.7 is further tested by plotting the instantaneousAT 〈ω̇F /|∇T |
∣∣Tpeak〉/(Aω̇F,lam/|∇Tlam|)

against the instantaneous turbulent flame speed for each snapshot used for the statistics from all

simulations. As shown in Fig. 4.4, most points fall along a straight line, indicating that Eq. 4.7

holds for the present flames. It is important to note that the instantaneous turbulent flame speed

varies by about an order of magnitude across all simulated flames. Equation 4.7 is expected to

hold for light fuels (LeF < 1) under thermo-diffusively stable conditions. It is unclear if it holds for

thermo-diffusively unstable conditions, such as lean hydrogen/air flames. This is beyond the scope

of the present study and should be the subject of future work.
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Figure 4.3: Normalized turbulent flame speed (ST /SL), surface area (AT /A), Eq. 5.2, and burning
efficiency factor (I0) plotted against time for cases CACH3. Quantities are shown for every snapshot
used for the statistics (∼ τ apart).
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Figure 4.4: Scatter plot of the instantaneous AT 〈ω̇F /|∇T |
∣∣Tpeak〉/(Aω̇F,lam/|∇Tlam|) plotted against

the instantaneous normalized turbulent flame speed for each snapshot used for all simulations. Filled
and empty symbols correspond to non-unity and unity Lewis number simulations, respectively. The
colors refer to different fuels and chemistry models (see Fig. 4.2).

Equation 4.7 distinguishes the local effects of turbulence on the chemistry (represented by

〈ω̇F /|∇T |
∣∣Tpeak〉) from the global propagation of the flame into incoming turbulence (represented

by AT ). The flame surface area responds to the large turbulent scales while the chemical source

terms are mostly affected by small scales (smaller than the reaction zone thickness δF ). These two

factors are analyzed separately below.

The ratio of flame surface area to domain cross-section area (AT /A) is computed at the temper-
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ature of peak fuel consumption rate, Tpeak, for the different cases and plotted against the reaction

zone Karlovitz number in Fig. 4.5a. As mentioned earlier, changes in the flame surface area are

investigated here at a fixed l/lF . As discussed in previous studies [79, 89], these large scales are also

expected to influence AT . This will be investigated in Chapter 5. In the present cases, the turbulent

flame surface area increases with increasing Kaδ, suggesting increased small-scale wrinkling.

– A
T
/A

Kaδ

 0

 1

 2

 3

 4

 5

 6

 7

 8

10
0

10
1

10
2

(a) Surface area

 〈
• ω
/|

∇
T

||
T

p
e

a
k
〉/

(
• ω
/|

∇
T

|)
la

m
Kaδ

A B

C D

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

10
0

10
1

10
2

(b) Fuel consumption rate

Figure 4.5: Mean turbulent flame surface areas and normalized fuel consumption rates at the corre-
sponding temperature of peak source term. Filled and empty symbols correspond to non-unity and
unity Lewis number simulations, respectively. Filled and empty symbols correspond to non-unity
and unity Lewis number simulations, respectively. The colors refer to different fuels and chemistry
models (see Fig. 4.2).

Figure 4.5b presents the conditional means of ω̇F /|∇T | at Tpeak as a function of the reaction zone

Karlovitz number for the different simulations using both non-unity and unity Lewis numbers. The

mean fuel consumption rates of the unity Lewis number cases are close to the laminar values (with

deviations less than 10%). This holds for all fuels used here as well as the different mechanisms

and equivalence ratios. On the other hand, in the non-unity Lewis number cases, the mean fuel

consumption rate is lower than its unity Lewis number counterpart in all cases. As Kaδ is increased,

the conditional means get closer to the corresponding unity Lewis number flame as turbulent mixing

takes over molecular mixing. It is important to note that the conditional means of n-heptane, toluene,

and iso-octane (which have similar fuel Lewis numbers) are very similar. Despite the different

chemical pathways of the heavy hydrocarbon fuels considered, there are no large differences in their
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normalized fuel consumption rates at Tpeak at a given Kaδ. The differences in fuel consumption

rates between the different heavy fuels are small but the differences between unity and non-unity

Lewis numbers are significant. Unsurprisingly, the methane case, which has a fuel Lewis number

close to unity, presents a larger conditional mean, closer to the unity Lewis number methane flame.

Additionally, the mean fuel consumption rate for case BnC7,φ1.3 is very close to cases BnC7 and

BnC7,φ0.7. The Lewis number of oxygen (the limiting reactant) being close to unity, LeO2
= 1.06, it

appears that the fuel Lewis number is still the controlling parameter for φ > 1.

In summary, together with the burning efficiency (I0 ≈ 〈ω̇/|∇T |〉/(ω̇/|∇T |)lam), the flame surface

area explains the differences in turbulent flame speeds seen earlier in Fig. 4.2. First, for the unity

Lewis number simulations, since the turbulent to laminar source term ratio is close to unity for all

cases, the change in flame speeds can be attributed entirely to a change in flame surface area. Second,

the difference between the non-unity and unity Lewis number simulations at the same Kaδ are due

to the difference in 〈ω̇/ω̇lam〉 since, for a given Kaδ, the flame surface area is roughly constant.

In order to understand and explain the differences and similarities in turbulent flame speeds

reported in Fig. 4.2, the geometry of the reaction zone and the mean fuel consumption rate ω̇F are

investigated in detail in the next sections.

4.3 Geometry of reaction zone

In this section, the effects of fuel chemistry, equivalence ratio, and differential diffusion on the distri-

butions of tangential strain rate and curvature at the reaction surface are studied. These quantities

are related to both the turbulent flame surface area and chemical source terms as stretching, strain-

ing, and curvature can affect the chemical source terms and cause small-scale wrinkling of the flame

surface.

The strain rate tangential to the reaction surface is computed as

at = ∇ · u− n · ∇u · n, (4.10)
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where n = −∇T/|∇T |. The strain rate fields are computed over the entire domain. The conditional

probability density functions taken on the isotherm T = Tpeak for all cases are presented in Fig. 4.6a.

The stain rate distributions are normalized by the respective Kolmogorov time scales at the reaction

zone. Another possible normalization would use the flame time scale (τF = lF /SL). However, at

high Karlovitz numbers, it was shown by Bobbitt et al. [14] that the enstrophy scaled with the local

Kolmogorov time scale, τη. Hence, a similar scaling is expected for the tangential strain rate. Once

normalized, very similar distributions of strain rate are observed for the different cases independent

of the reaction zone Karlovitz numbers, chemistry, and transport effects. This indicates that the

strain rate is only affected by the local turbulent conditions and the choice of isotherm does not

affect the normalized distributions. It should be noted that τη varies by orders of magnitude between

the different cases (from τη = 4.6 · 10−5 s−1 in case AnC7 to τη = 2.5 · 10−7 s−1 in case DnC7). It is

also important to note that approximately 80% of the strain rate is positive, as previously reported

by Savard and Blanquart [101]. This is consistent with the analysis of Yeung et al. [118] who

reported that, when the propagation speed is much smaller than the Kolmogorov speed (SL/uη � 1),

propagating and material surfaces present the same strain rate distribution where 80% of the strain

rate is positive.

The curvature is defined as:

κ = −∇ · n. (4.11)

It is taken to be positive when the center of curvature is in the burnt gases. Probability density

functions of curvature at the reaction zone, normalized by their respective standard deviations, are

shown in Fig. 4.6b. The means of all distributions are close to zero and the normalized distributions

have very similar shapes approaching symmetry around κ = 0. The standard deviations of all cases,

normalized by the fuel reaction zone thickness and by the Kolmogorov length scale, are shown in

Figs. 4.7a and 4.7b respectively. When normalized by the reaction zone thickness, σκ increases by

a factor of 10 between the lowest and highest Karlovitz numbers and radii smaller than the laminar

reaction zone thicknesses are observed in all cases. Such small curvatures are typical of flames in the

thin and distributed reaction zone regimes. As noted by Peters [79], a scaling of the curvature with
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the Gibson scale is expected in the corrugated flamelet regime but not in the thin and distributed

reaction zones regimes since the Gibson scale would be smaller than the Kolmogorov length scale. A

scaling of κ with η may thus be expected as it is the smallest length scale. This is shown in Fig. 4.7b

and the change in σκ with Kaδ is much less (a factor of two at most). This indicates that the

curvature is mostly influenced by the Kolmogorov length scale. There may still be residual effects

of the reaction zone thickness due to the fact the the reaction zone is broadened in cases C and

D. Regardless of the dependence of κ on the Karlovitz number, at a given reaction zone Karlovitz

number there are no chemistry, equivalence ratio, or differential diffusion effects observed on the

distributions of curvature.
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Figure 4.6: Probability density functions of the strain rate and curvature taken on the isosurface of
the corresponding temperature of peak source term. The strain rates are normalized by the corre-
sponding Kolmogorov time scales and the curvatures are normalized by their standard deviations.

These results clearly underscore that, in the present detailed chemistry simulations, fuel, chemical

mechanisms, equivalence ratios, and differential diffusion do not affect the reaction zone geometry

as the distributions of strain rate and curvature are essentially unchanged. This is consistent with

the results of Savard and Blanquart [101] and the analysis of Yeung et al. [118]. At high Karlovitz

numbers, the reaction zone surfaces behave as material surfaces. This explains why, at a given

reaction zone Karlovitz number and integral length scale, similar flame surface areas are observed

despite the differences in chemistry and transport (Fig. 4.5a).
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Figure 4.7: Standard deviations of curvature on the reaction zone surface, normalized by the fuel
reaction zone thickness and by the Kolmogorov length scale, plotted against the reaction zone
Karlovitz number. The dashed line on Fig. 4.7a represents σκδF = 0.3

√
Kaδ. Filled and empty

symbols correspond to non-unity and unity Lewis number simulations, respectively. The colors refer
to different fuels and chemistry models (see Fig. 4.2).

4.4 Chemical source terms

In this section, the effects of fuel chemistry, equivalence ratio, and differential diffusion on the fuel

consumption rates are investigated. Only the fuel consumption rates are studied, but it should be

noted that heat release rates present very similar trends, as was shown in Chapter 3 for the present

n-heptane turbulent flames.

Recall that two main observations were made from the conditional means of the fuel consumption

rate at the reaction surface (Fig. 4.5b). First, the mean source term of any of the unity Lewis number

turbulent flames is very close to that of the corresponding laminar flame. This indicates that, for

all fuels, turbulence does not affect significantly the mean fuel consumption rate in the absence

of differential diffusion. Second, simulations including differential diffusion consistently exhibit a

lower mean source term than the corresponding laminar flame with differential diffusion. Yet,

the conditional mean approaches that of the laminar flame without differential diffusion as Kaδ is

increased.

In this section, the unity and non-unity Lewis number cases are investigated separately to isolate

the effects of differential diffusion.
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4.4.1 Unity Le: Effects of dissipation rate

Several correlations have been proposed in the literature for the fluctuations of the chemical source

terms, including curvature and strain rate [98, 2]. However, it was shown by Savard and Blan-

quart [101] that, in high Karlovitz number unity Lewis flames, the burning rate does not correlate

strongly with either strain rate or curvature.

Kolla [55] showed that if the species mass fractions are only a function of the progress variable,

the species transport equation can take the following form:

ω̇c
∂Yi
∂c

=
ρχ

2

∂2Yi
∂c2

+ ω̇i, (4.12)

where Yi is the species mass fraction, c is the progress variable, and χ is its dissipation rate defined

as:

χ = 2α|∇c|2. (4.13)

Recently, Savard [99] derived the same premixed flamelet equations by applying a local coordinate

transformation to the species and temperature transport equations. These results underscore that

the fuel burning rate for unity Lewis number flames in the thin reaction zone regime is a function of

a progress variable (e.g. the temperature) and its dissipation rate and suggest a linear dependence

of the chemical source term on χ. In other words, at a fixed temperature/progress variable, the

fluctuations in fuel consumption are strongly correlated with χ.

This is illustrated in Fig. 4.8 presenting the joint probability density functions of the fuel con-

sumption rate vs. the dissipation rate evaluated at Tpeak for different fuels in case B. A strong

correlation is observed for the three fuels used in this study, showing a close-to-linear dependence.

The correlation coefficients for the different cases are defined as

r =

∑n
i=1(Xi − X̄)(Yi − Ȳ )√∑n

i=1(Xi − X̄)2

√∑n
i=1(Yi − Ȳ )2

(4.14)

and are summarized in Table 4.5. The coefficients are close to unity, especially for cases A and B,
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confirming the strong linear relationship between ω̇F and χ. Figure 4.9 shows the joint probability

density functions of the fuel consumption rate vs. the dissipation rate evaluated at Tpeak for different

fuels in case C. Once again, a good correlation and linear dependence are observed for the different

fuels but weaker than for case B. This is most likely due to the widening of the reaction zone at

increasing Karlovitz numbers. It was shown in Chapter 3 that the reaction zone thicknesses for the

n-heptane flames were close to the laminar values in cases A and B and larger in cases C and D.

The validity of the flamelet equations, Eq. 4.12, relies on the assumption that the reaction zone is

thin. Therefore, a weaker correlation between ω̇F and χ is expected in the distributed reaction zone

regime.
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Figure 4.8: Joint probability density functions of the fuel consumption rate and dissipation rate on
the isosurface T = Tpeak for unity Lewis number cases B.

〈
• ω

F
|T

〉/
• ω

F
,l
a
m

χ/χlam

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 0  1  2  3  4  5

(a) n-C7H16

〈
• ω

F
|T

〉/
• ω

F
,l
a
m

χ/χlam

 0

 0.5

 1

 1.5

 2

 2.5

 3

 0  1  2  3  4  5

(b) A1-CH3

〈
• ω

F
|T

〉/
• ω

F
,l
a
m

χ/χlam

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 0  1  2  3  4  5
 0

 2

 4

 6

 8

 10

 12

(c) i-C8H18

Figure 4.9: Joint probability density functions of the fuel consumption rate and dissipation rate on
the isosurface T = Tpeak for unity Lewis number cases C.

Given the strong dependence of the source term on the scalar dissipation rate, it is important

to analyze its evolution. To provide more information, the PDFs of the logarithm of χ on the
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Case
r

NC7 NC7φ=0.7 NC7φ=1.3 ACH7 CH4 iC8
A 0.997 − − − − −
B 0.994 0.993 0.994 0.989 0.925 −
C 0.975 − − 0.934 − 0.962
D 0.884 − − − − −

Table 4.5: Correlation coefficient between dissipation rate and fuel consumption rate at T = Tpeak.
Unity Lewis number cases.

reaction surface are shown in Fig. 4.10a. The distribution of dissipation rate of a passive scalar

with a uniform mean gradient in homogeneous isotropic turbulence (HIT), taken from Vedula et

al. [111], is also shown for comparison purposes. When normalized by their respective means and

standard deviations, very similar distributions are observed for all fuels and Karlovitz numbers. In

fact, the distributions are the same as that from HIT and are close to a log-normal distribution,

which is characteristic of turbulent mixing of passive scalars [37, 3, 77]. The standard deviations

of the logarithm of χ are shown in Fig. 4.10b. As for the mixing of a passive scalar, the standard

deviations increase with increasing Reynolds number (Reλ is computed using the viscosity at Tpeak).

More specifically, for the present objectives, they do not show strong chemistry effects. Finally, the

means of the dissipation rate are shown in Fig. 4.11. For cases A and B, the mean dissipation rate

〈χ〉 is close to χlam. An increase above χlam is observed for cases C and D. In other words, the

mean of the distribution is related to fuel specific, laminar quantities while the standard deviation

is entirely due to turbulence.

Now, the two previous results are used to explain burning rates shown in Fig. 4.5b. Assuming

that, at a fixed temperature, the fuel consumption rate is solely a function of the dissipation rate,

the conditional mean fuel consumption rate can be expressed as

〈ω̇|T 〉 =

∫
ω̇(T, χ)P(χ|T )dχ, (4.15)

where P(χ|T ) is the probability density function of the dissipation rate at the given temperature

and ω̇(T, χ) is the functional dependence of the burning rate on χ. Based on the results shown in
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Figure 4.10: a) Probability density functions of the dissipation rate taken on the isosurface of the
corresponding temperature of peak source term. b) Standard deviations of the PDFs. The dashed
line in a) and HIT data in b) correspond to the PDF of dissipation rate of a passive scalar in
homogeneous isotropic turbulence from Vedula et al. [111]. Empty symbols correspond to unity
Lewis number simulations and the colors refer to different fuels and chemistry models (see Fig. 4.2).
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Figure 4.11: Means of the probability density functions of χ at T = Tpeak plotted against the cor-
responding laminar dissipation rate. Empty symbols correspond to unity Lewis number simulations
and the colors refer to different fuels and chemistry models (see Fig. 4.2).

Figs. 4.8 and 4.9, this function is approximated by expanding around the laminar dissipation rate

ω̇(T, χ) = ω̇(T, χlam) + β(χ− χlam) +O(χ2). (4.16)

Substituting Eq. 4.16 into Eq. 4.15, keeping only the linear term (since the dependence of ω̇ on χ is
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almost linear), and observing that ω̇(T, χlam) ≈ ω̇lam yields

〈ω̇|T 〉 ≈ ω̇lam + β (〈χ〉 − χlam) . (4.17)

Thus, if the first moment of the probability density function is close to the laminar dissipation rate

〈χ〉 =

∫
χP(χ)dχ ≈ χlam, (4.18)

as seen in Fig. 4.11, then the mean fuel consumption rate should be close to the laminar value and

〈ω̇|T 〉 ≈ ω̇lam. This was observed in Fig. 4.5b.

It should be noted that, in Eq. 4.16, all the effects of chemistry are contained in ω̇(T, χlam) and

β. More specifically, these parameters take different values for different fuels, equivalence ratios,

unburnt temperature, etc. Nevertheless, as shown previously, this does not affect the conclusions

made here, namely that 〈ω̇|T 〉 ≈ ω̇lam. In cases C and D, 〈χ〉 being larger than χlam is consistent

with the increase in the conditional means of normalized fuel consumption rates at Tpeak shown in

Fig. 4.5b.

4.4.2 Non-unity Le

As opposed to the unity Lewis number cases, the chemical source terms are not solely a function of

a progress variable and its dissipation rate when differential diffusion is considered. The correlation

between the fuel consumption rate and the dissipation rate is still present but much weaker [99] and

does not explain the trends observed in Fig. 4.5b.

The first important observation is that the mean fuel consumption rate is lower than in the

corresponding unity Lewis number flame. This is observed for all fuels, equivalence ratios, and

mechanisms, but to a lesser extent in the methane flame. This reduction in fuel consumption was

previously related to curvature effects. More precisely, Savard and Blanquart [101] showed that, in

case BnC7, low fuel consumption rates are correlated with regions of high curvature, suggesting the

presence of focusing/defocusing effects. This is due to the above unity Lewis number of the present
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fuels. An increased burning rate has been observed for lighter fuels such as hydrogen [8].

Additionally, Savard and Blanquart [101] showed that the fuel (n-heptane) mass fraction was

strongly correlated with curvature, more so than radicals H and OH. Therefore, effects of curvature

on the burning rate are felt through the fuel mass fraction. This explains why, in the present study,

different fuels with similar (high) Lewis number exhibit similar reductions in mean fuel consumption

rates. This result is specific to fuels with significantly non-unity Lewis numbers and contrasts with

common observations made in methane flames. For instance, in two-dimensional simulations of

methane/air premixed flames, Echekki and Chen [35] reported a stronger correlation between the

hydrogen atom mass fraction and curvature. These results can explain the present reduction in the

mean fuel consumption rate compared to the laminar flame. Since the Lewis number of the fuel

(methane) is very close to unity, focusing/defocusing differential diffusion effects are still present

through radicals such as H but to a lesser extent than in high Lewis number fuels.

It was shown in Fig. 4.7a that curvatures get stronger with increasing Kaδ. Hence, a decrease

in the mean fuel consumption rate due to larger curvatures (and thus stronger focusing/defocusing

effects) could be expected. This is what happens for moderate Karlovitz numbers up to cases A and

B. However, as the Karlovitz number is further increased towards cases C and D, differential diffusion

effects are diminished with increasing turbulent mixing (effective Lewis numbers tend towards unity

as the Karlovitz number increases [100, 59]). The fuel consumption rates are then less sensitive to

curvature and the effective mean values increase towards the unity Lewis number values.

4.4.3 Chemical mechanism

Figure 4.12 presents the mean fuel consumption rates for cases B and C with n-heptane, using

different mechanisms. In the laminar flames of case B (Fig. 4.12a), the reduced mechanism predicts

consumption rates very similar to the detailed CaltechMech, for both non-unity and unity Lewis

number flames. This is expected as the reduced model was derived from the full CaltechMech [11].

In the turbulent flames (Fig. 4.12b), both mechanisms again predict very similar fuel consumption

rates. It is important to note that the effect of differential diffusion is significantly larger than the
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difference between the two chemical models. The flame-turbulence interaction is thus not affected

by the size of the chemical mechanism.

The laminar flames of case C (Fig. 4.12c) do show some slight difference in the fuel consumption

rates between the reduced mechanism and the detailed JetSurF mechanism. This could be due to

some inherent differences between the models as JetSurF has isomers for all radicals and a large

number of reactions dedicated to thermal cracking and β-scissions. Despite these differences, in

the turbulent flames (Fig. 4.12d), the fuel consumption rates are very close once normalized by

their respective laminar peak values. This indicates that, as for case B, there is no effect of the

mechanism on the turbulent flame behavior. In summary, in both cases B and C, the reduction in

fuel consumption rate in the non-unity Lewis number flames is predicted by all three mechanisms

and the rates of the unity Lewis number flames remain within approximately 10% of the laminar

values.

4.5 Summary: Controlling parameters

The present results suggest that the mean turbulent flame speed and fuel consumption rates can

be predicted with the knowledge of only a few global laminar flame properties. If these properties

are predicted accurately with any given chemical model, the results from simulations of turbulent

flames are likely to also be accurate.

More precisely, when appropriately normalized, all relevant quantities follow universal behaviors

independent of the fuels, equivalence ratios, chemical mechanisms, etc. Some of the quantities are

entirely controlled by turbulence and do not require knowledge of the underlying chemistry:

• strain rate scales with τη (Fig. 4.6a),

• standard deviation of ln(χ) depends on Reλ (Fig. 4.10b).

Some quantities are entirely controlled by chemical quantities:

• mean of χ follows closely χlam (Fig. 4.11),
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Figure 4.12: Conditional means of normalized n-heptane consumption rate for three different mech-
anisms. Solid lines correspond to non-unity Lewis number cases while dashed lines correspond to
unity Lewis number cases. The fuel consumption rates in the turbulent flames are normalized by
the peak value in the corresponding laminar flame.

• mean ω̇F scales with ω̇F,lam(Tpeak) for unity Lewis numbers (Fig. 4.5b).

Finally, some quantities are controlled by both chemical and turbulent quantities:

• curvature normalized by ηδ is a function of Kaδ (Fig. 4.7b),

• turbulent surface area is a function of Kaδ (Fig. 4.5a) (and most likely l/lF ),

• mean ω̇F normalized by ω̇F,lam(Tpeak) is only a function of LeF and Kaδ (Fig. 4.5b),

• turbulent flame speed normalized by SL is a function of Kaδ (Fig. 4.2) (and most likely l/lF ).

In summary, the relevant chemical quantities are the same as used in the Peters/Borghi regime
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diagram, namely

• laminar flame speed (SL),

• laminar flame thickness (lF ),

• reaction zone thickness (δF ),

with the addition of the fuel Lewis number to capture differential diffusion effects. The peak chemical

source term is also used in the various normalizations, but its value can be expressed in terms of the

above three quantities.
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Chapter 5

Integral Length Scale Effects

In previous chapters, the effects of small-scale turbulence on the flame chemistry at high Karlovitz

numbers were investigated. Given that purpose and computational cost considerations, a small

integral length scale (roughly equal to the laminar flame thickness) was used. The validity of such

an approach relies on two main assumptions. First, the small turbulent scales are universal (even

at these low Reynolds numbers). Second, turbulent scales larger than the flame thickness do not

impact the chemical processes.

The goal of this chapter is to test these assumptions. More precisely, the objectives are to identify

the possible effects of l/lF on the chemistry, and in doing so to investigate the dependence of AT /A

and I0 on Ka, Ret, and l/lF . These objectives are met by performing simulations with varying

integral length scales at a fixed Karlovitz number, and using previous simulations at a fixed l/lF

with varying Ka.

5.1 Computational methodology

The direct numerical simulations performed in this chapter follow the methodology presented in

Section 3.1. A total of seven simulations are used, three of them were reported in previous chapters.

The parameters for each simulation are provided in Table 5.1. Two simulations are performed using

detailed chemistry (DKM) while five are performed using tabulated chemistry (TAB).
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5.1.1 Flow configuration

The same flow configuration is used for all the simulations and is illustrated in Fig. 5.1. A slight

modification from the configuration of Chapters 3 and 4 is made to account for different domain

sizes. The forcing starts at 0.05Lx (where Lx is the domain length) and is stopped after a distance

of 0.75Lx. The forcing method used is described in Subsection 3.1.4. The simulations are performed

for at least 30 eddy turnover times, τ , and statistics are computed using the last 20 τ to remove any

initial transient effects. All simulations are performed on uniform grids with constant ∆x spacing

and offer sufficient resolution of the small-scale turbulence (∆x ≤ 2ηu) [92] and sufficient resolution

of the flame (∆x ≤ lF /20).

forcing 
begins

forcing 
ends

0.05Lx 0.75Lx Lx0

flame 

inflow outflow
L

0
x

y

Figure 5.1: Schematic diagram of the flow configuration. The domain is three-dimensional (Lx×L2)
and periodic boundary conditions are used in the y and z directions.

5.1.2 Simulation parameters

For each simulation, the unburnt gas is an n-heptane/air mixture at standard pressure (P0 = 1

atm), unburnt temperature 298K, and equivalence ratio 0.9. Table 5.1 lists the parameters for each

simulation. Simulation DKM1 was previously reported in Savard et al. [102], and TAB1 and TAB4

were reported in Bobbitt et al. [14]. It should be noted that, for l/lF = 2 and 4, the grid is stretched

along the streamwise direction in the burnt gases (where the chemical source terms are insignificant).

Detailed chemistry simulations (labelled DKM) are performed at two different integral length scales

(l/lF = 1 and 4) while keeping the Karlovitz number constant. This allows integral length scale

effects to be separated from Karlovitz number effects. The present tabulated chemistry approach

(TAB) fixes the dependence of fluid properties and chemical source term on the progress variable

to that of a laminar flame with unity Lewis numbers. In doing so, it allows the study of the effects
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of integral length scale without differential diffusion effects and without fluctuations in the chemical

source term.

It should be noted that, while the Reynolds numbers of the present simulations are still relatively

low (190 < Ret < 1150), flames have been studied experimentally at these conditions. For example,

Dunn et al. [31] and Zhou et al. [120] studied piloted premixed jet flames at similarly high Karlovitz

numbers (up to 3500) and low Reynolds numbers (Ret from 100 to 5200). Sustained flames have

even been observed at similar Karlovitz numbers and much larger Reynolds numbers (Ret up to

80,000) in the recent experiments by Skiba et al. [105]. In these experiments and in the present

DNS, no global extinction was observed.

Case DKM1 DKM4
TABn

n=1 n=1.5 n=2 n=2.5 n=4
Tu (K) 298 298
φ 0.9 0.9
SL (m/s) 0.36 0.27
lF (mm) 0.39 0.43
u′/SL 18 30 21 25 28 30 33
l/lF 1.1 4.0 1.0 1.5 2.0 2.5 4.0
Kau 220 220 280 300 300 310 280
Kaδ 7.0 7.7 5.0 5.3 5.4 5.4 5.6
Ret 190 1150 190 330 490 660 1150
ηu (m) 9.0× 10−6 9.0× 10−6

∆x (m) 1.8× 10−5 1.8× 10−5

cpeak 0.18 0.2

Table 5.1: Parameters of the simulations. φ is the equivalence ratio, SL is the laminar flame speed,
lF = (Tb − Tu)/|∇T |max is the laminar flame thickness, l = u′3/ε is the integral length scale, Kau is
the Karlovitz number in the unburnt gas, Kaδ is the reaction zone Karlovitz number, Ret = u′l/ν is
the turbulent Reynolds number in the unburnt gas, ηu is the Kolmogorov length scale in the unburnt
gas, ∆x is the grid spacing in the unstretched region, and cpeak is the progress variable value at
peak progress variable production rate in the turbulent flame.

5.2 Results overview

5.2.1 Qualitative description

Figure 5.2 shows two-dimensional slices of temperature and fuel consumption rate for cases DKM1

and DKM4. The slices are taken at arbitrary spatial and temporal locations after the initial transient,

and are scaled to illustrate differences in physical domain sizes.
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The smaller integral length scale case presents a relatively continuous flame front and appears

to be constrained by the domain size (Fig. 5.2a). Recall that periodicity is imposed in the y and z

directions. The larger integral length scale case (l/lF = 4) presents significant qualitative differences

(Fig. 5.2c). The flame front now shows discontinuities as pockets of unburnt gases are observed in

the products and pockets of burnt gases are observed in the reactants. In contrast to the l/lF = 1

case, the shape of the flame does not appear to be constrained by the domain size.

(a) T , DKM1 (b) ω̇F , DKM1

(c) T , DKM4

(d) ω̇F , DKM4

Figure 5.2: Two-dimensional slices centered around the flame of the detailed chemistry cases: (a-c)
temperature and (b-d) fuel consumption rate (normalized by the peak value of the corresponding
laminar flame). Figures are scaled to illustrate differences in physical length scales. The temperature
ranges from 298 to 2200 K. The fuel consumption rate range is satured at [0,2] in each case. The
isotherm of peak source term is also shown (white).

5.2.2 Turbulent flame speed

The instantaneous turbulent flame speed is defined here as the volume integral of the progress

variable production rate:

ST =
1

ρucbL2

∫
V

ρω̇c dV, (5.1)
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where subscripts u and b denote values taken in the unburnt and burnt gases, respectively. The

instantaneous flame speed is computed for each data file saved (approximately one eddy turnover

time apart) and then averaged (over time) to obtain the mean turbulent flame speed ST . The flame

speed obtained from this definition is the same as using the volumetric integral of the fuel burning

rate [101, 59].

The burning efficiency introduced in Chapter 4 can be reformulated using the progress variable

source term and gradient to approximate the turbulent flame speed as:

ST
SL
≈ AT

A

〈ω̇c/|∇c|
∣∣cpeak〉

(ω̇c/|∇c|)lam, peak
, (5.2)

with the burning efficiency:

I0 ≈
〈ω̇c/|∇c|

∣∣cpeak〉
(ω̇c/|∇c|)lam, peak

= Ic. (5.3)

Equation 5.2 is verified by plotting the instantaneous AT /A·Ic against the instantaneous normal-

ized turbulent flame speed for each data file used and from all simulations in Fig. 5.3. The turbulent

flame surface area AT , defined as the area of an isotherm c = cpeak, is computed using a marching

cubes algorithm [62]. Most points fall along a straight line, indicating that, for the present flames,

the burning efficiency can be well approximated by Eq. (5.3). Most importantly, this expression

holds for the different integral length scales and two different chemical models (DKM and TAB).

A
T
I c
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DKM4

TAB1
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Figure 5.3: Scatter plot of the instantaneous AT /A · Ic plotted against the instantaneous normalized
turbulent flame speed for each data file used. The colors refer to the different cases.



87

5.3 Effects of integral length scale

Table 5.2 lists the time-averaged turbulent flame speeds normalized by the corresponding unstretched

laminar flame speeds, the normalized flame surface areas, and the burning efficiencies. In the

following sections, the effects of the integral length scale on the turbulent flame surface area and

burning efficiency are studied separately.

Case ST /SL AT /A I0
DKM1 2.28 3.16 0.76
DKM4 3.93 7.5 0.7
TAB1 3.42 3.12 1.08
TAB1.5 5.22 4.60 1.09
TAB2 5.43 4.91 1.08
TAB2.5 6.92 6.08 1.08
TAB4 10.1 9.36 1.09

Table 5.2: Time average normalized turbulent flame speed, normalized turbulent flame surface area
at cpeak, and burning efficiency for the different cases.

5.3.1 Turbulent flame surface area

To investigate the impact of the integral length scale ratio, the flame surface area (defined as the

isosurface c = cpeak) to domain cross-section area ratio (AT /A) is shown in Fig. 5.4 for the different

cases.

At a fixed integral length scale (l/lF ≈ 1), it was observed in Chapter 3 that, for n-heptane/air

flames, the turbulent flame surface area increased with increasing Kaδ, suggesting increased small-

scale wrinkling. This is illustrated in Fig. 5.4a where the values of AT /A for cases A through D

of Ref. [59] (detailed chemistry simulations using both non-unity and unity Lewis numbers) are

summarized. Case B is the same as the present DKM1 case.

In the present work, the effects of the integral length scale at a fixed Ka number are shown in

Fig. 5.4b. The turbulent flame surface area increases with increasing integral length scale, as noted

in previous studies [91, 89, 80]. The almost linear dependence between AT /A and l is consistent

with the analysis of Peters [80] for the corrugated flamelet regime. Using the G-equation, it was

argued that AT /A ∼ l/λG where λG is the Taylor length scale for the G-equation.
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Figure 5.4: Effects of the reaction zone Karlovitz number from Lapointe et al. [59] at l/lF ≈ 1 (left)
and integral length scale from present study at Kaδ ≈ 5 (center) on the reaction zone surface area.
The error bars indicate the standard deviations.

Finally, it is of interest to study the effects of integral length scale on the distributions of tan-

gential strain rate and curvature at the reaction surface. These quantities are related to both the

turbulent flame surface area and chemical source terms as stretching, straining, and curvature can

affect the chemical source terms and cause small-scale wrinkling of the flame surface.

The strain rate tangential to the reaction surface is computed as

at = ∇ · u− n · ∇u · n, (5.4)

where n = −∇c/|∇c| is the normal to the isosurface c = cpeak and the curvature is defined as

κ= −∇ ·n and is taken to be positive when the center of curvature is in the burnt gases. Figure 5.5

shows the probability density functions of strain and curvature at the reaction zone, normalized

by the Kolmogorov time scale and the laminar reaction zone thickness, respectively. Differences

between the distributions are negligible, suggesting no significant effect of the integral length scale

on the small-scale wrinkling of the flame front.

In all those results, differential diffusion effects do not have a noticeable effect on the flame

surface area and distributions of strain rate and curvature, as the non-unity detailed, unity detailed,

and tabulated (unity Lewis number) cases present very similar AT /A at a fixed Kaδ. Differential
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Figure 5.5: Probability density function of strain rate (left) and curvature (right) on the isosurface
c = cpeak.

diffusion does, however, have an impact on the chemical source terms.

5.3.2 Unity Lewis number tabulated chemistry

As shown earlier, the burning efficiency in the tabulated chemistry cases is clearly unaffected by

changes in the integral length scale (see Table 5.2).

In the present tabulated chemistry cases, the progress variable source term is fixed to its laminar

value, i.e. ω̇c(c) = ω̇c,lam(c). The burning efficiency is thus independent of the source term and can

be simplified to

Ic =

〈
1

|∇c|
∣∣cpeak

〉
|∇c|lam(cpeak). (5.5)

It was reported in previous studies that the surfacic distribution of scalar dissipation rate (χ =

2α|∇c|2) is close to log-normal [37, 3, 77], and thus 〈χ|c〉 ≈ eµ+σ2/2, where µ and σ are the mean

and standard deviation of the logarithm of χ, respectively. Using this observation, Eq. (5.5) can be

approximated by

Ic ≈
√

χlam

eµ+σ2/2
≈ 1√

eσ2/2
= e−σ

2/4, (5.6)

recognizing that χlam≈eµ and that σ represents the effects of turbulence on the dissipation rate [111].

In the present cases, σ ≈ 0.6 and thus I0 ≈ 1.09, corresponding to the values listed in Table 5.2.
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This suggests that, in the case of a fixed chemical source term (unaffected by turbulence), the

burning efficiency increases with the turbulence intensity at the reaction zone.

5.3.3 Non-unity Lewis number detailed chemistry

As opposed to the tabulated chemistry cases, ω̇c is influenced by the turbulent flow in the detailed

chemistry cases and does not necessarily follow the laminar behavior. Figure 5.6 compares vari-

ous statistics of the progress variable production rate statistics for the detailed chemistry cases at

different integral length scales (DKM1 and DKM4).

First, a lower mean progress variable source term is observed in the non-unity Lewis number case

compared to the laminar flame (Fig. 5.6a). This reduction is only observed when differential diffusion

effects are included [101, 59] and is related to curvature effects, as shown in Fig. 5.6c. More precisely,

low chemical source terms are correlated with regions of high positive curvature. Central to this

chapter’s objectives, this dependence of the chemical source terms on the reaction zone curvature

is independent of the integral length scale, as shown in Fig. 5.6c. Combined with an identical PDF

of curvature as shown in Fig. 5.5b, it is not surprising that the conditional mean chemical reaction

rates are the same (Fig. 5.6a) for the two integral length scales considered (l/lF = 1 and 4). Not

only are the means of the source term identical, but the fluctuations are the same too (Fig. 5.6b).

Identical observations were made for the source terms of all major, intermediate, and radical species.

Additional comparisons are provided in Appendix D.

The lack of dependence on l/lF is in clear contrast to the effects of the reaction zone Karlovitz

number and of differential diffusion highlighted in previous chapters.

5.4 Summary

Two main observations were made with respect to the impact of the integral length scale. First, the

turbulent flame surface area was found to be strongly affected by the large scales, increasing linearly

with l/lF . Second and in constrast, the chemical source terms (and thus the burning efficiency) were

essentially unaffected by changes in the integral length scale at a fixed Kaδ. This last observation
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Figure 5.6: Conditional mean (a) and probability density function (b) of the normalized progress
variable production rate (normalized by the non-unity Lewis number laminar flame). The probability
density function is taken at cpeak. The PDF of the unity Lewis number detailed chemistry case from
Ref. [102] (DKM1, Le=1) is also shown to illustrate the presence of differential diffusion effects. c)
Conditional mean on curvature of the progress variable source term at cpeak.

is particularly important as it confirms that the chemical source terms are controlled by the small

turbulent scales (. δF ) and not the large scales. Despite the low Reynolds number of the present

simulations, the dissipation scales are universal and their influence on the chemical source terms

does not change.

The turbulent flame speed is thus affected by both large and small scales. The large scales

modulate the flame surface area while the small scales primarily play a role in modulating the

chemical source term (in the presence of differential diffusion) and locally broadening the reaction

zone (change in local scalar gradients).
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Chapter 6

Filtered Chemical Source Term

In the previous chapters, the physics of high Karlovitz number flames was studied through Direct

Numerical Simulations. The focus is now shifted towards assessing the potential of simulating such

flames with Large Eddy Simulations. In this chapter, the DNS dataset is used to assess assumptions

involved in the sub-filter closure of the chemical source terms.

6.1 Introduction

In traditional chemistry tabulation for low Karlovitz number turbulent flames, the filtered chemi-

cal source term of the progress variable, ˜̇ωc (where ˜ denotes density-weighted spatial filtering), is

expressed as a function of the filtered progress variable, c̃, and its variance, cv = c̃c− c̃c̃ (or, equiv-

alently, the unmixedness Sc = cv/[c̃(cb − c̃)]). More precisely, the dependence of ˜̇ωc on c̃ and cv is

obtained through the sub-filter probability density function (PDF) of the progress variable:

˜̇ωc (c̃, cv) =

∫ cb

0

ω̇c(c)P (c|c̃, cv)dc, (6.1)

where ω̇c is the unfiltered progress variable source term, P (c|c̃, cv) is the sub-filter PDF of c at a

given c̃ and cv, and the progress variable is normalized between 0 and cb. Two assumptions are

involved in Eq. (6.1):

1. None of the fluctuations of ω̇c at a given c are necessary (ω̇c → ω̇c(c)).

2. Only two quantities are sufficient to express ˜̇ωc, namely c̃ and cv (˜̇ωc → ˜̇ωc (c̃, cv)).
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Should these two assumptions be valid, there are two unknown functions:

1. The sub-filter PDF, P (c|c̃, cv).

2. The unfiltered chemical source term, ω̇c(c).

It is the goal of this chapter to investigate these assumptions and assess common expressions for

P (c|c̃, cv) and ω̇c(c). The DNS dataset used is reviewed in Section 6.2, the methodology is described

in Section 6.3, assumptions 1 and 2 are assessed in Section 6.4, and the functions P (c|c̃, cv) and

ω̇c(c) are discussed in Section 6.5.

6.2 Review of DNS dataset

Previously described DNS of high Karlovitz number n-heptane flames are used in this chapter to

investigate the filtered chemical source terms. The 10 simulations used were previously reported in

Chapters 3, 4, and 5. The reader is referred to previous chapters for description of the numerical

framework, governing equations, and validation.

6.2.1 Simulation parameters

For each simulation, the unburnt gas is an n-heptane/air mixture at standard pressure (P0 = 1 atm)

and with an equivalence ratio of 0.9. The unburnt temperature, Tu, and turbulent RMS velocity,

u′, were varied to cover a range of reaction zone Karlovitz numbers. Table 6.1 lists the parameters

for the simulations.

For each case (A, B, B4, C, and D), detailed chemistry simulations were performed using both

non-unity (no subscript) and unity Lewis numbers (subscript 1) to isolate the effects of differential

diffusion. A reduced mechanism consisting of 35 species and 217 reactions was used [101]. Cases B4

and B4
1 are used to assess integral length scale effects on the filtered source terms and allow larger

filter widths.
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Case A B B4 C D
Tu (K) 298 800
SL (m/s) 0.36 2.3
lF (mm) 0.39 0.25
u′/SL 9 18 33 19 45
l/lF 1.1 1.1 4 1.2 1.2
Kau 78 220 220 204 740
Kaδ 1.9 7.0 7.0 73 256
Ret 83 190 1150 170 380
∆x (µm) 18 18 18 12 7
Grid (×106) 23 23 675 23 117

Table 6.1: Parameters of the simulations. SL is the laminar flame speed, lF = (Tb − Tu)/|∇T |max

is the laminar flame thickness, Kau = lF
SL

√
u′3

νul
is the unburnt Karlovitz number, Kaδ = δ2

F /η
2
δ is

the reaction zone Karlovitz number evaluated using the reaction zone thickness and the Kolmogorov
length scale at the reaction zone, Ret = u′l/ν is the turbulent Reynolds number in the unburnt gas,
and ∆x is the grid spacing.

6.2.2 Chemical source terms

The effects of intense turbulence and differential diffusion on the chemical source terms of the present

n-heptane flames have been reported in Chapters 3, 4, and 5. Findings relevant to the present chapter

are briefly reviewed here.

In the unity Lewis number cases, the mean source terms conditioned on the progress variable

〈ω̇c|c〉 are close to their corresponding freely propagating, unstretched laminar flames profiles [101,

59] (as shown in Fig. 6.1a). The progress variable is defined here as c = YH2O + YH2 + YCO + YCO2 .

In contrast, in the non-unity Lewis number cases, the same source terms exhibit lower values than

the corresponding laminar flames (Fig. 6.1b) [101, 59]. Regardless of the mean values, there are

large fluctuations in these chemical source terms. This is illustrated in Fig. 6.1c by their probability

density functions at cpeak for cases B and B1 (cpeak is the progress variable value of peak progress

variable production rate in the turbulent flame). In both unity and non-unity Lewis number cases,

the PDF illustrates large fluctuations in the unfiltered chemical source terms at a fixed c.
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Figure 6.1: Conditional means (a-b) and probability density function (c) of the normalized progress
variable production rate (normalized by the corresponding laminar flame value). The probability
density function is taken at the corresponding progress variable at peak source term.

6.3 Methodology

6.3.1 Filtering of DNS data

In the following sections, spatially filtered quantities are computed from the DNS data sets. Consider

a filtering function F . The filtered field φ is defined as:

φ(x) =

∫∫∫
F (x− x′)φ(x′)dx′. (6.2)

Density-weighted (Favre) filtered fields are denoted as φ̃:

φ̃ =
ρφ

ρ
. (6.3)

Practically, the filtered field (denoted by an overbar) is computed from a diffusion equation which

approximates the convolution in Eq. (6.2) using a Gaussian filter:

φ = φ+
∆2

24
∇2φ+

∆4

1152
∇4φ, (6.4)

where only the first moments of the Gaussian filter are considered. A similar approach was used by

Moureau et al. [71]. Cases A through D are filtered with filter widths varying from ∆ = 4∆xDNS to

∆ = 32∆xDNS. Cases B4 and B4
1 are filtered with larger filter widths up to ∆ = 128∆xDNS. This
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corresponds to filter widths varying from DNS resolution to approximately six times the laminar

flame thickness. Filtering the present DNS data with larger filter widths is not possible due to the

low turbulent Reynolds numbers of the simulations [112].

6.3.2 LES equations

Combustion modeling using a tabulated chemistry approach is considered for the analysis of subgrid

scale closures for LES. The filtered (LES) equations are as follows:

∂ρ

∂t
+∇ · (ρũ) = 0, (6.5)

∂ρũ

∂t
+∇ · (ρũũ) = −∇p+∇ · τ +∇ · τuu, (6.6)

∂ρc̃

∂t
+∇ · (ρũc̃) = ∇ ·

(
ρD̃c∇c̃

)
+∇ · τ c + ρ ˜̇ωc, (6.7)

where ρ, ũ, and c̃ are the resolved quantities and τuu, and τ c are subgrid-scale terms. The subgrid-

scale terms, along with the filtered chemical source term ˜̇ωc, represent unresolved phenomena by the

LES grid and require closure. The present study focuses solely on the filtered chemical source term.

6.3.3 Comparison metrics

In the next sections, the assumptions and unknown functions previously mentioned in Section 6.1

will be assessed using four different comparison metrics.

The filtered source terms from detailed and tabulated chemistry will be first compared through

their conditional means, 〈 ˜̇ωc|c̃〉, and second through their conditional probability density functions

PDF(˜̇ωc|c̃peak). Both conditional means and PDFs are computed using volumetric weighting. In

other words, computational cells whose values of c̃ are within a small range (bin) of the desired

value are considered. The mean or probability is then computed by weighting the values of ˜̇ωc by

the corresponding cell volume.

Third, the source term tabulation will be assessed through the global prediction error made on
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the filtered tabulated chemical source term ˜̇ωtable compared to the filtered detailed chemistry source

term ˜̇ωc,DKM [73, 51]:

εtable =

√√√√∫Ω(˜̇ωtable − ˜̇ωc,DKM)2dV∫
Ω

˜̇ω2
c,DKMdV

. (6.8)

This is the most stringent test since local point-wise errors can be made even if the tabulated and

exact filtered source terms have similar means and PDFs.

Finally, the performance of the tables will be compared through the time-averaged turbulent

flame speed computed as the volumetric integral of the progress variable source term:

ST =
1

ρucbL2

∫
V

ρ ˜̇ωc dV, (6.9)

where subscripts u and b denote values taken in the unburnt and burnt gases, respectively. This a

very important metric since accurate prediction of the turbulent flame speed is often crucial in the

design of practical devices. It is also the most lenient metric since local prediction errors may not

have an impact on the global flame speed.

A summary of the metrics used to assess the different assumptions is provided in Table 6.2.

Metrics 〈 ˜̇ωc|c̃〉 PDF(˜̇ωc|c̃peak) ε ST
Assumption 1 X X
Assumption 2 X

Function 1 X X X
Function 2 X

Table 6.2: Comparison metrics used for the different assumptions.

First, the filtered chemical source terms from the detailed chemistry cases will be compared to

tabulated chemistry (assumption 1). Second, tabulation of the filtered source terms using c̃ and

its variance will be assessed (assumption 2). Third, the filtered source terms will be compared to

predictions from commonly used PDF models (function 1). Finally, the possibility of using laminar

flames to generate the table will be discussed (function 2).
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6.4 Assumptions

6.4.1 Assumption 1: Detailed vs. tabulated chemistry

The present chapter is not dedicated to finding what the mean function (ω̇c(c)) is, nor what the

fluctuations are due to, nor how to reproduce them. Instead, the focus is on whether capturing these

fluctuations is necessary for LES modeling. That is assumption 1 of the introduction.

To test this assumption, results obtained with detailed chemistry (DKM) are compared to results

obtained with tabulated chemistry (TAB) using a table of a single progress variable. For each case

A through D, the statistics of the filtered chemical source terms for detailed and tabulated chemistry

are obtained as follows:

1. Get the unfiltered source term field ω̇DKM
c (x, y, z) from the detailed chemistry simulation.

2. Compute the conditional mean 〈ω̇DKM
c |c〉.

3. Tabulate the source term against the progress variable using the conditional mean ω̇TAB
c (c) =

〈ω̇DKM
c |c〉.

4. Use the DKM field of c(x, y, z) to lookup the tabulated source term ω̇TAB
c (c) and get the field

ω̇TAB
c (x, y, z).

5. Perform spatial filtering operation described in Section 6.3 to obtain ˜̇ωDKM
c (x, y, z) and ˜̇ωTAB

c (x, y, z).

6. Compute conditional means and conditional PDFs 〈 ˜̇ωc|c̃〉 and PDF(˜̇ωc|c̃peak) for both DKM

and TAB.

The possibility of using a table generated from 1D flamelet solutions, as an approximation for

the conditional mean ω̇TAB
c (c), is discussed in Section 6.5.2.

Figure 6.2 compares the filtered progress variable source term from detailed chemistry DNS,

˜̇ωDKM
c , to tabulated chemistry, ˜̇ωTAB

c , at different filter widths. The two conditional means 〈 ˜̇ωc|c̃〉 are

shown in Fig. 6.2a for the unity Lewis number case case B4
1. Case B4

1 is used since it allows filtering at

larger filter widths than case B1. As shown in Chapter 5, the change in integral length scale does not
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significantly affect the source term. Overall, as expected, filtering reduces the magnitude of the peak

source term and flattens the profile. The two conditional means are in very good agreement for all

filter widths. To further illustrate the effects of filtering, the peak value of the mean filtered progress

variable production rate is plotted against filter width in Fig. 6.2b for all Le = 1 cases A through D,

covering a range of reaction zone Karlovitz numbers. The same decrease in the peak source term

with increasing filter width is observed for all cases, independent of the chemical model (detailed vs.

tabulated) and Karlovitz number. This result is important as it underscores that the fluctuations in

the unfiltered source terms at a given c (Fig. 6.1c) are not essential in predicting the mean filtered

source term. It should be noted that ∆/δ̄F , where δ̄F is the mean reaction zone thickness of the

turbulent flame, is preferred over ∆/lF for the present flames in the thin and distributed reaction

zones regimes since thickening of the preheat and reaction zones is observed. Values of δ̄F for the

present cases were reported in Chapter 3.
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Figure 6.2: Conditional means (a-d) and probability density functions (c-f) of the filtered progress
variable source term from detailed chemistry DNS (solid lines) compared with filtered tabulated
chemistry (dashed lines) for unity Lewis number case B4

1 (top) and non-unity Lewis number case B4

(bottom). (b-e) Conditional means of ˜̇ωc at c̃peak for cases A through D plotted against the normal-
ized filter width ∆/δ̄F , where δ̄F is the mean reaction zone thickness of the turbulent flame [59].
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As reproducing only the conditional mean profiles
(
〈 ˜̇ωc|c̃〉

)
may be insufficient, the filtered source

terms from detailed and tabulated chemistry are further compared by evaluating their probability

density function on the isosurface of c̃peak, as shown in Fig. 6.2c (this is the second metric discussed

in Section 6.3.3). Fluctuations in this filtered source term can come from two different sources: (1)

from the unfiltered source term at a fixed c (Fig. 6.1c), and (2) from the spatial filtering procedure.

As expected, significant discrepancies are observed at small filter widths ∆< lF (∆≤ 16∆xDNS).

The PDF of the tabulated source terms is a delta function at ∆ = 0 (as shown by the dashed brown

lines in Figs. 6.2c and 6.2f) and gets broader as the filter width is increased. This is due to the

spatial filtering procedure. A different behavior is observed for the detailed chemistry source terms.

The PDF gets thinner suggesting that the fluctuations due to turbulence-chemistry interactions are

averaged out. However, at filter widths ∆& lF (∆> 16∆xDNS), the PDFs of ˜̇ωc from filtered detailed

and tabulated chemistry are in decent agreement. At these larger filter widths, the flow structures

affecting the chemical source terms are filtered out and only fluctuations from the spatial filtering

procedure remain, reducing the differences between the two combustion models.

A similar behavior is observed in the non-unity Lewis number cases. Figures 6.2d and 6.2f

present the conditional means and PDFs of the filtered progress variable source terms from detailed

chemistry, and non-unity Lewis number DNS (case B4) compared to tabulated chemistry at different

filter widths. The non-unity Lewis number filtered source terms are normalized by the peak of the

mean unfiltered source term (Fig. 6.1b). Once again, the mean filtered source terms are in good

agreement (Fig. 6.2d) and significant discrepancies in the PDFs observed at small filter widths

are reduced as ∆ is increased beyond the laminar flame thickness (Fig. 6.2f). Furthermore, this

agreement is observed independently of the Karlovitz number, as illustrated in Fig. 6.2e showing the

peak value of the mean filtered progress variable production rate plotted against filter width. As

in the unity Lewis number cases (Fig. 6.2b), a similar decrease is observed for all non-unity Lewis

number cases.

These results indicate that, while fluctuations due to turbulence affect the DKM filtered source

terms at small filter widths, their influence becomes negligible when the filter width is larger than the
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flame thickness. This is consistent with the fact that fluctuations in the chemical source terms are

due to small turbulent scales of the order of the reaction zone thickness [59], and are thus sub-filter

phenomena. In summary, assumption 1 is valid for ∆ & lF when ω̇c(c) = 〈ω̇DKM
c |c〉.

6.4.2 Assumption 2: Tabulation using c̃ and cv

As discussed earlier, a common approach for LES with tabulated chemistry consists of assuming the

filtered chemical source term is a function of the filtered progress variable, c̃, and its variance, cv

(or, equivalently, the unmixedness factor Sc) [30, 75, 54]. This is assumption 2 of the introduction.

The validity of such a modeling approach for high Ka flames is assessed here by comparing the exact

term to the optimal estimator given these two variables.

The optimal estimator is the function (of c̃ and cv) that minimizes the prediction error made on

the chemical source term (L2-norm)

εf =

√√√√∫Ω(f(c̃, cv)− ˜̇ωc,DNS)2dV∫
Ω

˜̇ω2
c,DNSdV

, (6.10)

where f(c̃, cv) is any function of these two variables. It can be shown that the optimal estimator

is exactly the conditional mean from the filtered DNS, i.e. 〈 ˜̇ωc|c̃, cv〉 [70]. The irreducible error

associated with assuming that ˜̇ωc is only a function of c̃ and cv is then given by Eq. (6.10) evaluated

with f(c̃, cv) = 〈 ˜̇ωc|c̃, cv〉. These prediction errors are shown in Table 6.3. This is illustrated in

Fig. 6.3 which shows the probability density function of the point-wise comparison between the

predicted (optimal estimator) and the actual filtered DNS source term for B4 at three different filter

widths. The prediction error, εf , corresponds to the mean square deviation from the solid black line.

The scatter around the black diagonal is limited for the three filter widths shown in Fig. 6.3. The

correlation coefficients for the different cases are defined as

r =

∑n
i=1(Xi − X̄)(Yi − Ȳ )√∑n

i=1(Xi − X̄)2

√∑n
i=1(Yi − Ȳ )2

(6.11)

and are shown on Fig. 6.3. This indicates a good prediction of the filtered source term.
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Figure 6.3: Filtered chemical source obtained from the optimal estimator compared to the source
term from the filtered detailed chemistry DNS for unity Lewis number case B4

1 (a-c) and non-unity
Lewis number case B4 (d-f) for three different filter widths. The corresponding correlation coefficient
is listed.

For all unity Lewis number detailed chemistry cases and filter widths, the prediction error from

the optimal estimator is small (at most 16%). This indicates that, even with large source term

fluctuations (Fig. 6.1c), a tabulation approach using only the filtered progress variable and its

variance provides a very good estimate of the filtered source term for LES of unity Lewis number

flames independent of the filter width. While assumption 2 is clearly valid for these cases, larger

errors are observed for the non-unity Lewis number cases. However, these errors decrease as the

filter width is increased, suggesting assumption 2 may become appropriate for larger filter widths.
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Le= 1 Le6= 1
∆ A1 B1 C1 D1 A B C D

DKM

4 0.06 0.04 0.06 0.11 0.44 0.42 0.34 0.26
8 0.07 0.06 0.09 0.13 0.38 0.37 0.29 0.23
16 0.12 0.12 0.12 0.13 0.39 0.36 0.22 0.17
32 0.15 0.13 0.12 0.11 0.36 0.29 0.15 0.12
64 0.15 0.26
128 0.16 0.29

Table 6.3: Prediction error from the optimal estimator of the progress variable source term for
detailed chemistry simulations for the different cases.

6.5 Unknown functions

6.5.1 Presumed sub-filter PDF

In Sections 6.4.1 and 6.4.2, it was shown that it is not necessary to capture the fluctuations in the

unfiltered chemical source terms (i.e. ω̇c ≈ ω̇c(c)) and that c̃ and cv are good tabulation variables

for the filtered chemical source term (i.e. ˜̇ωc ≈ ˜̇ωc(c̃, cv)). In this section, the filtered source terms

predicted from β-PDF, and FLF-PDF closures (defined in Appendix E.1) are compared to the

filtered DNS in order to determine an appropriate function for P (c|c̃, cv).

6.5.1.1 Comparison of the sub-filter PDF

In order to assess the validity of common presumed-PDF models, it is insightful to first evaluate the

sub-filter PDF from the filtered DNS. Figure 6.4 presents the sub-filter PDFs of c computed at a

fixed c̃ = 0.12 for two values of Sc for the different cases.

First, it should be noted that the sub-filter PDFs of the filtered detailed chemistry DNS are not

significantly influenced by differential diffusion effects or changes in integral length scale. This is

illustrated in Fig. 6.4a. Second, the sub-filter PDFs from the filtered DNS is in better agreement

with the FLF-PDF than the β-PDF (Figs. 6.4b and 6.4c). This agrees with the results of Moureau et

al. [71] at a lower Karlovitz number. However, larger differences are observed here between the FLF-

PDF and filtered DNS PDF. This is likely due to the much higher Karlovitz numbers of the present

simulations.

Two main reasons can explain these differences: (1) the turbulent flame is significantly thickened
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Figure 6.4: Sub-filter probability density function of c at given c̃ and Sc̃ comparing filtered detailed
chemistry DNS, β-PDF, and FLF-PDF.

and (2) the flow field is highly three-dimensional. While it is difficult to account for the shape of the

turbulent flame in 1D laminar flames, the thickening of the preheat zone can be modeled through

an enhanced turbulent diffusivity. Consider, for example, the semi-empirical model of Savard and

Blanquart [100] for the turbulent diffusivity:

D +DT = D(1 + aKa), (6.12)

where D is the laminar diffusivity, DT is the turbulent diffusivity, a is a constant, and Ka is the

Karlovitz number. Note that the Karlovitz number is computed using the local, temperature-

dependent, viscosity and is varied by increasing u′. It is therefore higher in the unburnt gases and
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decreases across the flame, Ka = Kau
√

νu
ν . The effect of enhanced diffusivity on the FLF-PDF is

studied by performing 1D laminar flame simulations at increasing Karlovitz numbers. The results

are illustrated in Fig. 6.5. The left peak of the PDF shifts towards the right as the Karlovitz is

increased while the position of the right peak is essentially unchanged. This shift is consistent with

the trend observed in the filtered DNS (Fig. 6.4c) and can be associated with a significant thickening

of the preheat zone. The height of the left peak is still underpredicted by the modified FLF-PDF.

This is likely due to the three-dimensional nature of the flow field.

While the shapes of the predicted PDF differ somewhat from the filtered DNS PDF, the impact

of these differences on the filtered source term might be limited. This is investigated next.
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Figure 6.5: Sub-filter probability density function of c at given c̃ and Sc̃ comparing FLF-PDF with
added diffusivity. The unburnt Karlovitz number is reported in the legend since the Karlovitz
number varies across the flame due to viscosity changes.

6.5.1.2 Comparison of source terms

The chemical source terms predicted by the β-PDF and FLF-PDF tables are compared to the filtered

DNS source terms. The filtered tabulated source terms are obtained as follows:

1. Get the unfiltered tabulated source term using the conditional mean from the DNS, ω̇TAB
c (c) =

〈ω̇DKM
c |c〉.

2. Compute the filtered source term using Eq. (6.1), ˜̇ωc (c̃, cv) =
∫ cb

0
ω̇TAB
c (c)P (c|c̃, cv)dc.

3. Tabulate the filtered source term ˜̇ωc (c̃, cv) against c̃ and cv for both the β-PDF and FLF-PDF.
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4. Use the filtered DKM fields of c̃ and cv to look up ˜̇ωc (c̃, cv).

Figure 6.6 shows the conditional means of the filtered chemical source terms obtained with the

β-PDF and FLF-PDF tables for cases B4 and B4
1 (the conditional mean obtained using the optimal

estimator is identical to the filtered DNS and is not shown). At small filter widths (∆ = 4 or

8∆xDNS), the predicted source term is very close to that of the filtered DNS, regardless of the

sub-filter PDF used. At higher filter widths (∆ ≥ 16∆xDNS), the shape of the conditional mean

predicted from the table differs from the filtered DNS. This is the case for both sub-filter PDFs, but

the FLF-PDF table is in better agreement. This is consistent with the comparison of the sub-filter

PDFs in Section 6.5.1.1. In all cases, the magnitude of the peak filtered source term from the PDF

models agrees fairly well with the filtered DNS.
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Figure 6.6: Filtered progress variable source term (solid lines) (case B4) compared with predictions
from the β-PDF and FLF-PDF tables (dashed lines) using different filter widths ∆ = 1, 4, 8, 16,
32, 64, and 128∆xDNS.

While the conditional means of the chemical source terms
(
〈 ˜̇ωc|c̃〉

)
are relatively well predicted

by the β-PDF and FLF-PDF, it is not clear that the fluctuations in ˜̇ωc will be captured adequately.

Since the shape and location of the peaks of the conditional means differ between the filtered DNS,

β-PDF, and FLF-PDF, it is not relevant to compare the probability density function of ˜̇ωc at c̃peak

as was done for assumption 1. Instead, as done for assumption 2, the prediction errors from the

assumed PDF models, defined in Eq. (6.8), are summarized in Table 6.4. The prediction errors
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are larger than for the optimal estimator up to a factor of 2 or 3 for larger filter widths. From

these results, it is difficult to determine which PDF is better, as the prediction errors from both

β-PDF and FLF-PDF tables are relatively close. It is also difficult to determine if the predictions

from these tables are satisfactory since the mean source terms are well predicted but significant

point-wise errors are observed.

Le= 1 Le6= 1
∆ A1 B1 C1 D1 A B C D

β

4 0.16 0.23 0.25 0.21 0.68 0.56 0.55 0.54
8 0.17 0.25 0.24 0.20 0.65 0.52 0.52 0.53
16 0.25 0.26 0.22 0.18 0.56 0.44 0.46 0.51
32 0.37 0.36 0.26 0.16 0.40 0.33 0.38 0.47
64 0.42 0.36
128 0.48 0.40

FLF

4 0.17 0.24 0.26 0.23 0.66 0.55 0.55 0.54
8 0.18 0.25 0.25 0.22 0.65 0.53 0.54 0.53
16 0.19 0.25 0.22 0.19 0.58 0.48 0.51 0.52
32 0.19 0.24 0.20 0.17 0.46 0.40 0.48 0.50
64 0.26 0.34
128 0.27 0.35

Table 6.4: Prediction error (Eq. (6.8)) from β-PDF, and FLF-PDF tables of the progress variable
source term for the different cases.

As a final comparison, the turbulent flame speeds predicted from both β-PDF and FLF-PDF

are compared in Table 6.5. This instantaneous flame speed is computed for each data file saved

(approximately one eddy turnover time apart) using Eq. (6.9) and then averaged (over time) to

obtain the mean turbulent flame speed ST . Again, the filtered progress variable and its variance are

evaluated from the (filtered) DNS and are used to look up the filtered density and filtered source

terms from the β-PDF and FLF-PDF tables. As shown in Table 6.5 and in all cases, both β-PDF

and FLF-PDF predict the turbulent flame speed accurately (within a few %). This result remains

valid even for the non-unity Lewis number cases. This is in contrast to the large point-wise errors

reported in Table 6.4, and suggests that an accurate prediction of the mean filtered source term is

sufficient to obtain a good estimate of the turbulent flame speed.
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Le= 1 Le6= 1
∆ A1 B1 C1 D1 A B C D

β

4 1.00 1.00 0.99 1.00 0.99 0.98 0.93 0.94
8 0.99 0.99 0.99 1.00 0.99 0.98 0.93 0.94
16 1.00 1.00 0.99 1.00 0.99 0.99 0.95 0.95
32 1.05 1.03 1.02 1.02 1.03 1.08 1.00 0.96
64 1.02 1.10
128 1.05 1.12

FLF

4 1.05 1.01 1.00 1.02 1.01 1.01 0.97 1.01
8 1.06 0.99 1.01 1.01 1.01 1.00 0.96 1.01
16 0.99 1.00 1.00 1.01 1.00 1.01 0.98 1.01
32 1.01 1.01 1.01 1.00 1.02 1.06 1.01 1.02
64 1.02 1.08
128 1.01 1.09

Table 6.5: Predicted turbulent flame speeds (ST from Eq. (6.9)) from β-PDF and FLF-PDF tables
for the different cases normalized by the actual flame speed.

6.5.2 Unfiltered chemical source term ω̇c(c)

Throughout the previous analysis, the mean chemical source terms from the detailed chemistry

DNS were used to generate the chemistry tables, in other words ω̇TAB
c (c) = 〈ω̇DKM

c |c〉. However,

in practice, it is desirable to generate the tables using 1D flamelet solutions. This is the second

unknown function ω̇c(c).

As shown in Fig. 6.1a, in the unity Lewis number case, the mean progress variable source term

is well approximated by the corresponding one-dimensional, unstretched laminar flame. Thus, lam-

inar flames can be readily used to populate chemistry tables for LES. While assuming unity Lewis

numbers may be unrealistic for heavy fuels such as n-heptane, it could apply to fuels with close to

unity Lewis numbers such as methane.

For fuels with non-unity Lewis numbers, it was shown in previous work [101, 59] that the mean

fuel consumption rate (and, similarly, the mean progress variable source term) is lower than in

the corresponding unity Lewis number flame (see Fig. 6.1b). This was observed for different fuels,

equivalence ratios, and chemical mechanisms in Chapter 4. This reduction in fuel consumption was

previously related to curvature effects. Savard and Blanquart [101] showed that, in the present case

B, low fuel consumption rates are correlated with regions of high curvature. This is observed for

moderate Karlovitz numbers cases A and B. However, as the Karlovitz number is further increased,
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as in cases C and D, differential diffusion effects are diminished with increasing turbulent mixing

(effective Lewis numbers tend towards unity as the Karlovitz number increases [100, 59]). The

chemical source terms are then less sensitive to curvature and the effective mean values increase

towards the unity Lewis number values. This is illustrated in Fig. 6.7 presenting the peak values of

the mean unfiltered progress variable production rate for cases A through D.
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Figure 6.7: Mean progress variable source term at cpeak for simulations at varying reaction zone
Karlovitz numbers.

This suggests that, for low Karlovitz number flames (flamelet regimes, Kaδ < 0.1), the chemical

source terms can be tabulated using the non-unity Lewis number unstretched laminar flame. On

the other hand, in the limit of high Karlovitz numbers (Kaδ > 100), a tabulation using unity Lewis

number unstretched laminar flames should produce good results since turbulent mixing reduces

differential diffusion effects. In the moderate/high Karlovitz number range, Kaδ ∼ O(0.1−100), the

mean chemical source term is not predicted as accurately by 1D unstretched laminar flames.

The mean chemical source term could be obtained by simply scaling the laminar flame source

term by a burning efficiency:

I0 =
〈ω̇DKM
c |cpeak〉
ω̇c,lam

. (6.13)

However, predicting I0 a priori is an active area of research and there does not currently exist a

predictive model which includes differential diffusion, turbulent mixing, dissipation rate, strain, and

curvature effects in tabulated chemistry of turbulent flames simulations.
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6.6 Summary

DNS with detailed chemistry and unity and non-unity Lewis numbers were used to assess the effects

of turbulence-chemistry interactions and differential diffusion effects on the sub-filter closure of the

chemical source terms.

First, it was observed that filtered source terms from detailed chemistry and tabulated chemistry

were in good agreement at sufficiently large filter widths (∆ & lF ) for both unity and non-unity

Lewis number cases. This seems to indicate that fluctuations in the chemical source terms observed

in the detailed chemistry cases do not have a significant influence on the filtered source term and

can be neglected in LES.

Second, it was shown using the concept of optimal estimators that a tabulation approach using c̃

and its variance, cv, can predict accurately the filtered chemical source terms for both detailed and

tabulated chemistry filtered DNS.

Third, predictions of the chemical source term from commonly assumed β-PDF and FLF-PDF

models were compared to the filtered DNS. Both models lead to non-negligible errors in the local

source terms but predicted accurately the turbulent flame speed. This is an important result since

accurate prediction of the burning velocity is of importance for many combustion devices.

Fourth, the possibility of using 1D laminar flames to generate the chemistry tables was discussed.

It was shown that in the limit of high Karlovitz number, one-dimensional unstretched laminar

flames accurately predict the mean progress variable production rate. For heavy hydrocarbon flames

(LeF > 1) at moderate/high Karlovitz numbers, inclusion of strain/curvature effects in flamelet

models is necessary to accurately predict the mean chemical source term.

These a priori results illustrate the potential of using simple tabulated chemistry approaches

based on presumed PDFs for LES of premixed flames in the thin and distributed reaction zones

regimes. A posteriori studies comparing LES of high Karlovitz number flames will be performed in

the next chapter.
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Chapter 7

Large Eddy Simulations of Piloted
Premixed Jet Flames

In the previous chapters, Direct Numerical Simulations of high Karlovitz number flames were per-

formed and analyzed. The analysis focused on the transition from the thin to distributed reaction

zones regimes, potential fuel and chemistry effects, and effects of integral length scale. The main

findings were as follows:

• differential diffusion effects are reduced as the Karlovitz number increases but remain present

even at high Karlovitz numbers;

• fuel effects are minor and only a few global laminar flame properties appear necessary to

predict the overall turbulent flame behavior;

• the chemical source terms are unaffected by changes in Reynolds number at a fixed Kaδ.

Finally, DNS fields were spatially filtered to gain insight into LES modeling. The results suggested

that simple tabulated chemistry approaches based on c̃ and its variance using presumed PDFs may

be sufficient to perform predictive LES of high Karlovitz number flames.

In this chapter, Large Eddy Simulations of experimentally-studied high Karlovitz number flames

are performed. The goal is to investigate fuel and hydrodynamic effects for a variety of fuels from

small alkanes/alkenes (methane/ethylene) to large n-alkanes (n-heptane) to aromatic fuels (toluene)

under a fixed laminar flame speed. These objectives will be achieved by performing Large Eddy

Simulations of a modified piloted premixed jet burner (PPJB) [31, 32] combined with matching
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experimental results. Any possible fuel effects will be isolated by conducting the experiments and

simulations with fuel/air mixtures with the same SL and by performing LES with models purposely

assuming the same structure as laminar flames, building upon the DNS performed and analyzed in

the previous chapters.

First, an overview of the experimental setup is provided, followed by a description of the mea-

surement techniques and the modeling strategies used to simulate the turbulent flames. Then, a

detailed comparison of boundary conditions and jet development between experiments and simu-

lations is provided. Finally, the effects of fuel and fluid dynamics are analyzed by considering the

height of the turbulent flame.

7.1 Piloted premixed jet burner

The present work relies on the original PPJB burner design [31, 32] with modifications to allow

studies of fuels with a wide range of molecular weights. A schematic of the burner design used

in the experiments is shown in Fig. 7.1. The burner consists of two co-annular premixed flames

surrounding and stabilizing the high exit velocity central jet.

The main jet consists of a straight stainless steel tube with an internal diameter of D=5.84 mm

and an external diameter of 6.35 mm. Keeping SL constant, the main jet exit velocity Ujet and fuel

are varied to investigate finite-rate chemistry and fuel effects.

The main jet is surrounded by a pilot flow coming out of a co-annular tube with internal diameter

of Dpilot=22.9 mm and outer diameter of 24.1 mm. The nozzle edge of the jet is located 0.6mm

above the pilot nozzle. A small step (0.5 mm thick) located 11 mm from the burner exit is used to

hold a 5 mm thick brass perforated plate. This plate is composed of 52 holes (1.52 mm in diameter)

and serves as anchor for the stoichiometric premixed methane/air flames. The pilot tube has an

unburnt exit velocity of 0.75 m/s before the step. The pilot tube is 70 mm in length and externally

conical in shape with a 32.4 mm diameter base.

Finally, the outermost co-axial coflow uses hot products to thermally insulate the jet. Hydro-

gen/air flames at φ=0.44 and 0.51 are used to provide coflow temperatures (Tcoflow) of 1400K and
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(a) Schematic (b) Cutaway

Figure 7.1: Piloted premixed jet burner (PPJB) schematic and cutaway with dashed lines showing
the lower bounds of the computational domain. All measurements are in mm.

1500K respectively. A fuel mixture of 20% hydrogen and 80% ethylene by mole with air at φ=0.55

is used to provide a temperature of Tcoflow=1600K. The coflow flames are stabilized on a perforated

plate (outer diameter of 203 mm) with 1800 x 1.52 mm holes. The cold flow exit velocity before the

plate is 0.7 m/s. All three streams are at the controlled laboratory air temperatures of 298K before

being subsequently burned.

Experiments and simulations are performed at various jet Reynolds numbers,

Rejet =
UjetD

ν
, (7.1)

of 25,000, 37,500, 50,000, and 75,000 for four different fuels: methane, ethylene, n-heptane, and

toluene. The equivalence ratio of the main jet was varied to enforce the same laminar flame speed,

SL=10 cm/s, corresponding to methane φ=0.59, adiabatic flame temperature Tad=1649K; ethylene

φ=0.48, Tad=1543K; n-heptane φ=0.56, Tad=1629K; and toluene φ=0.58, Tad=1720K. Under these

conditions, the laminar flame thicknesses of the different fuels are all close to 1 mm (less than 7%

difference between the thinnest and thickest flames).
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Table 7.1 provides a summary of the conditions investigated. These turbulent premixed flames

are characterized by large turbulence intensities and high unburnt Karlovitz numbers. The flames

are expected to fall in the broken/distributed reaction zone regime in the typical Peters/Borghi

regime diagram, as shown in Fig. 7.2.

Ujet (m/s) Rejet
u′

SL
τt = u′

Lint
(ms) Lint

lF
τη (ms) Kau Kaδ Da= τt

τf
Ret

68.5 25000 65 0.88 7.1 0.0153 524 12 0.0314 3037
100 37500 104 0.48 6.7 0.0071 1132 25 0.0173 4564
133 50000 157 0.32 6.3 0.0039 2079 48 0.0115 6405
200 75000 252 0.18 5.5 0.0018 4533 104 0.0063 9074

Table 7.1: Conditions of the experiments and simulations performed. The turbulence intensity and
integral length scale are evaluated from the PIV measurements on the centerline at x/D=15. Flame
properties of methane/air are used to compute the Karlovitz and Damköhler numbers.
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Figure 7.2: Regime diagram showing the present premixed jet flames.

7.2 Experimental approach

The experimental approach is reviewed here for completeness. Experiments were performed by

collaborators at the University of Southern California. The author of this thesis did not take part

in the experimental investigation.
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7.2.1 Fuel vaporization system

A new fuel vaporization system was designed based on existing technology developed for heavy

hydrocarbon investigations in laminar flames [47, 49]. This system has a much higher flowrate

capable of fully vaporizing up to 20 mL/min of liquid fuel with air flow rates of up to 400 Standard

litres per minute (SLPM). The system consists of inline heaters that preheat the air which issues

into heated stainless steel chambers. The fuel is then injected in a crossflow configuration into the

chambers as a fine mist of droplets from the tip of a Meinhardt liquid nebulizer [49]. The fuel is

held in a Chemyx syringe and the flow rate controlled with a high accuracy Nexus syringe pump.

Special care has been taken in order to avoid hot spots that can cause fuel decomposition and cold

spots that can cause fuel condensation throughout the flow system [47]. The gaseous flow rates are

controlled accurately using sonic nozzles.

7.2.2 CH* luminosity

Flame height Hfl is commonly used to compare flames in Bunsen and jet burner configurations and

will be the main metric here to compare between fuels. For each flame, 100 images of the CH*

luminosity are taken using a filter centered at 434 nm with a bandwidth of 17 nm to capture the

primary emittance band from CH* which peaks around 431 nm. These images are taken with an

Andor Zyla camera using an exposure time of 200 ms and then averaged together. Hfl is defined as

the location where the line-of-sight chemiluminescence of the flame brush drops to a quarter of the

maximum value along the jet centerline, not accounting for the luminosity from the pilot. The error

bars on these measurements are ±1D.

7.2.3 Particle Image Velocimetry (PIV)

A high power Q-switched frequency-doubled laser (Quantel Brilliant Twins) generates light at 532 nm

and expands using a plano-cylindrical lens (Thorlabs) into a thin sheet through the jet centerline at 10

Hz. The jet is seeded with 0.3-1 µm aluminum oxide particles that survive the flame. 500 statistically

independent coupled Mie scattering images are taken with three “stitched” high resolution SCMOS
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cameras (Andor Zyla 5.5) focalized with a F85mm/2.8D Nikkon lens in order to find the velocity

field along the entire height of the jet. A laser-line filter at 532 nm removes the flame luminosity

signal. Inter-frame times range between 1 µs-20 µs, depending on Ujet and the average velocity at

the location of interest. The image couples have a resolution of 57.9 µm/pixel and are post-processed

with the Davis Flowmaster software (LaVision Research Inc.) with decreasing interrogation window

sizes of 64x64 pixels then 16x16 pixels with 50 percent overlap between windows and then averaged

to obtain the mean and RMS velocity profiles. Vectors with a peak ratio of less than 1.05 are

removed and the universal outlier detection method is used for spurious vector removal.

PIV measurements at 1 mm above the burner surface (boundary conditions) are taken with a

finer resolution of approximately 9 µm/pixel using one SCMOS camera and a F200mm/4D Nikon

lens. All three streams are seeded simultaneously with tracer particles. A separate ∆t is used for the

central jet and the pilot/coflow since the exit velocity of the central jet is significantly greater than

the pilot and coflow streams. For this data set, 1000 statistically independent images are averaged.

The PIV uncertainty of the jet is dependent on Ujet and is estimated to be ±0.05Ujet. PIV

measurements in the coflow and pilot have a 10% relative uncertainty due to a lower particle seeding

density.

7.2.4 Temperature measurements

Temperature measurements along the centerline are taken with a ceramically-shielded thermocouple

(Omega, Inc) and corrected for radiation. The thermocouple tip, 200µm in diameter, is inserted

into the flame perpendicular to the incoming flow with approximately 1 mm of the leads exposed.

The thermocouple measurements have an uncertainty of ±50K everywhere except at the interface

between flows. There, the uncertainties reach ±100K due to oscillations in the measured temperature

values.



117

∆
x
/D

x/D

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0  10  20  30  40  50

(a) axial

∆
r/

D

r/D

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 0  5  10  15  20

(b) radial

∆
r/

D

r/D

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0  0.5  1  1.5  2  2.5  3  3.5  4

(c) radial, centerline region

Figure 7.3: Axial and radial spacings for the baseline LES grid.

7.3 Numerical approach

7.3.1 Flow configuration

The size of the computational domain (the lower bound of which is illustrated on Fig. 7.1) is selected

to be 0.35m ×0.13m ×2π in the axial, radial, and azimuthal directions, respectively. The discretiza-

tion strategy is similar to that of previous investigations of piloted turbulent jet flames [24, 116].

The grid in the axial direction is finest at the burner exit and stretched downstream. The radial

direction uses a non-uniform distribution with two hyperbolic tangent functions to concentrate the

points in the shear layers between the different streams. The grid is stretched away from the walls

in each stream. The azimuthal direction is discretized with equally spaced points.

The baseline grid has a total 3.28M grid cells. There are 256, 200, and 64 points in the axial, ra-

dial, and azimuthal directions, respectively. This corresponds to a resolution ranging from ∆/lF ≈ 0.5

close to the burner exit to ∆/lF ≈ 4 far downstream. The grid size with respect to the Kolmogorov

scale in the unburnt gases is ∆/ηu≈ 30 for the lowest Reynolds number case to ∆/ηu≈ 100 for the

highest Reynolds number case. The grid spacings in the axial and radial directions are shown in

Fig. 7.3 and the grid itself is shown in Fig. 7.4.

7.3.2 Chemistry tabulation

Following the conclusions of Chapter 6, a tabulated chemistry approach using a presumed PDF is

used to perform the present LES. All thermodynamic and flame properties are tabulated using the



118

Figure 7.4: Baseline grid used in the Large Eddy Simulations. Inset shows close-up of the burner
exit.

filtered progress variable, c̃, its variance, cv, and the filtered mixture fraction, Z̃, from the solution

of one-dimensional, unstretched, laminar premixed flames (i.e. flamelets) [42, 110, 53]. The progress

variable is defined as the sum of H2O, H2, CO, and CO2 mass fractions. The mixture fraction is

used as an additional tabulation variable to capture mixing/dilution effects between the main jet,

pilot, and coflow streams.

The effects of differential diffusion on the chemical source term are taken into account by scaling

the laminar source term ω̇c,lam by a burning efficiency as discussed in Section 6.5.2. The burning

efficiency is estimated from the previous DNS (see Fig. 6.7) and varies with the Karlovitz number.

This scaling is only applied to the n-heptane and toluene flames. No significant reduction in the

burning rate is expected for methane and ethylene since their Lewis numbers are close to unity.

A new chemistry table is generated for each fuel considered by combining individual flamelets

with various compositions. While the experimental setup involves three different fuels (one for each

stream), the present chemistry tables only consider two. The main jet is represented by a fuel/air

flamelet at the given equivalence ratio (for instance, n-heptane/air at φ=0.56); the pilot stream is

represented by a flamelet of methane/air at stoichiometry; and the coflow is represented by a flamelet

of lean fuel/air mixture (same fuel as the main jet) which yields the same burnt temperature as the
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experimental coflow temperature. The mixture fractions for these three flamelets are evaluated in

the unburnt gases using

Z = Zst + (1− Zst)(YCH4
+ YFuel)− Zst

YO2

0.232
(7.2)

and are used as inlet values for the three corresponding streams. Additional flamelets at intermediate

mixture fractions are used to populate the table. These flamelets are computed using FlameMas-

ter [84] and the detailed mechanism CaltechMech [12]. This chemical model contains 174 species

and 1896 reactions (forward and backward counted separately) and has been validated extensively

for all present fuels [13, 76].

These flamelets are filtered with different filter widths, and the filtered fields are then tabulated

against the filtered progress variable c̃, its variance cv, and the filtered mixture fraction Z̃ [40, 75, 71].

This corresponds to the FLF-PDF discussed in Chapter 6. The variance of Z is neglected, and

the variance of the progress variable is obtained in the LES using an algebraic model [83, 9]. The

resulting flamelet library is discretized with 200×100×200 grid points in the c̃, cv, and Z̃ directions,

respectively.

7.3.3 Boundary conditions

Inlet boundary conditions are specified for the fuel, pilot, and coflow streams. Constant Dirichlet

boundary conditions are used for the scalars. A time-dependent Dirichlet boundary condition is

used for the velocity in the fuel stream (main jet). The turbulent velocity profiles are extracted from

a separate, fully-developed pipe flow simulation described below. The velocity profiles for the pilot

and coflow streams are considered uniform in space and time.

The tabulated chemistry approach requires values of c̃ and Z̃ at the inlets to impose the desired

temperature and gas composition. The values are summarized in Table 7.2.
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CH4 C2H4 N-C7H16 A1-CH3

Scalar c̃ Z̃ c̃ Z̃ c̃ Z̃ c̃ Z̃
Main jet 0.0 0.0317 0.0 0.315 0.0 0.0357 0.0 0.0419

Pilot 0.266 0.0549 0.266 0.0549 0.266 0.0549 0.266 0.0549
Coflow 0.145 0.0289 0.132 0.0299 0.143 0.0317 0.142 0.0344

Table 7.2: Progress variable and mixture fraction inlet values used with the different fuels to achieve
desired composition and Tcoflow = 1500K.

7.3.4 Turbulent pipe flow

Separate, fully-developed periodic pipe flow simulations are performed to generate the time history

of the turbulent inlet velocity profile of the main jet. Simulations are performed for each of the ex-

perimentally measured axial mean bulk velocities. Constant density, non-reacting flow is considered

with the density and viscosity values of the fuel/air mixture at the unburnt temperature.

The domain is periodic in the stream-wise (axial) direction with a length 10D. The axial diretion

is discretized uniformly with 128 points. The azimuthal direction is discretized uniformly using 64

points. The radial direction is discretized with 64 to 96 points (depending on the Reynolds number)

and is stretched towards the pipe centerline using a hyperbolic tangent function with a stretching

rate of 2.8. This ensures adequate resolution of the near-wall region.

The same LES closure models used in the turbulent flame LES are used for the pipe flow simula-

tions. The simulations are initialized with a parabolic profile superimposed with random perturba-

tions. After the initial transient, turbulent velocity profiles are recorded over 0.3 seconds in physical

time.

7.4 Numerical validation

Boundary conditions at the jet exit are discussed first to assess the consistency between experiments

and simulations. They are followed by comparison of the downstream development of the turbulent

jet and investigation of the effect of grid resolution. This is done for the methane/air flame at

Rejet=50,000 and Tcoflow=1500K.
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7.4.1 Boundary conditions
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Figure 7.5: Comparison of experimental and numerical temperature profiles at x = 1 mm above the
jet exit.

As shown in Fig. 7.5, thermocouple measurements indicate that the temperature at the burner

exit on the centerline stays close to 298K even with the pilot and coflow ignited. The temperature

rises sharply in the pilot and peaks around the Tad of stoichiometric methane/air at 2250K. The

temperature then lowers down to reach a constant value of 1500K in the coflow. The numerical

and experimental temperature profiles match reasonably well. The dip in temperature between the

pilot and the coflow (missing in the simulations) can be attributed to conduction heat transfer from

the hot coflow to the pilot nozzle which was not accounted for in the simulations. In a similar

configuration, Chen and Ihme [24] showed that this difference in temperature near the burner exit

did not affect the downstream evolution of the flame.

Next, the velocity profiles at the jet exit (1 mm above the exit) are compared in Fig. 7.6. The

measured velocities on the left and right sides of the burner appear to be reasonably symmetric and

consistent. The numerical simulations present a flatter profile with a sharper drop-off, suggesting

that the experimental pipe flow is not fully turbulent (Fig. 7.6a). The difference in jet velocity profiles

results in different shear layers close to the burner exit. This is consistent with the discrepancies in

RMS velocity (u′) and entrainment of the pilot (Fig. 7.6b).

In order to assess the effects of boundary conditions, additional simulations were performed by
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Figure 7.6: Comparison of the velocity profiles measured experimentally and predicted numerically
(with fully-turbulent inflow) at x = 1 mm above the jet exit.

rescaling the turbulent pipe flow profile with the mean experimental profile. No changes were made

to the imposed velocity in the pilot and coflow. Comparison with the previous fully turbulent inlet

and experiments are shown in Fig. 7.7. Enforcing the experimentally-measured mean profile in the

jet stream leads to a better agreement between rms velocities as well as pilot mean axial velocities.

The effect of these differences in inlet boundary conditions on the downstream development of

the jet are investigated in Section 7.4.2.

7.4.2 Jet development

With the boundary conditions assessed, the next step is to investigate the downstream evolution

of the turbulent reacting jet. This is done first by comparing mean (Ū) and RMS velocity (u′)

profiles along the jet centerline. Figure 7.8a shows a reasonable agreement between experiment

and simulation as the centerline velocity shows the same general decay in mean velocity with a

corresponding increase in RMS velocity. This is typical of momentum spreading radially outward as

the axial distance increases. The radial profiles of mean and rms velocity upstream show similar jet

spreading behavior as seen in Figs. 7.8b and 7.8c. The LES mean radial profiles are slightly wider

with higher RMS velocity, a behavior which remains consistent further downstream.

The impact of the jet boundary conditions on the downstream development is investigated by
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Figure 7.7: Comparison of the velocity profiles measured experimentally and predicted numerically
(LES′ with experimental mean inflow in red) at x = 1 mm above the jet exit.

U
/U

je
t

u
'/U

je
t

x/D

ULES
UPIV
u'LES
u'PIV

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  10  20  30  40  50
 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

(a) Centerline

U
/U

je
t

u
'/U

je
t

r/D

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.5  1  1.5  2  2.5  3
 0

 0.05

 0.1

 0.15

 0.2

 0.25

(b) x/D = 15

U
/U

je
t

u
'/U

je
t

r/D

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.5  1  1.5  2  2.5  3
 0

 0.05

 0.1

 0.15

 0.2

 0.25

(c) x/D = 25

Figure 7.8: Axial (left) and radial (center and right) profiles of mean Ū and rms velocities u′.
Fully-turbulent pipe flow imposed at the jet inlet.

comparing the profiles obtained when imposing the experimentally-measured mean flow at the jet

inlet. As shown in Fig. 7.9, imposing the experimental profile improved the prediction of the mean

centerline velocity close to the jet exit but doesn’t significantly affect the velocity profiles 15 and 25

diameters downstream of the burner exit. This indicates that the downstream development of the

jet isn’t very sensitive to small variations in the inlet conditions.

7.4.3 Grid resolution

Grid resolution is assessed by performing simulations with different grids. Starting from the baseline

grid described previously (labelled “grid1”), the grid resolution is doubled in each direction separately
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Figure 7.9: Axial (left) and radial (center and right) profiles of mean Ū and rms velocities u′.
Experimentally-measured mean flow imposed at the jet inlet for the LES′ case in red.

(grids labelled according to Table 7.3). The effects of grid resolution are assessed by comparing

velocity profiles both close to the jet exit and further downstream.

Mesh nx nr nz
Grid1 256 200 64
Grid2 512 200 64
Grid3 256 400 64
Grid4 256 200 128
Grid5 512 400 128

Table 7.3: Different LES grids used to assess effect of grid resolution.

Figure 7.10 shows the velocity profiles closed to the jet exit obtained with the different grids.

No difference is observed on the mean jet profile since the experimental profile is imposed in all

cases. The rms axial velocity is in better agreement in the shear layer between the jet and coflow

(r/D = 0.5) with the grids refined in the axial direction (grid2 and grid5). This leads to a slightly

better prediction of the entrainment, as seen from the pilot axial velocity in Fig. 7.10b.

Figure 7.11 shows the axial velocity profiles on the centerline and at two locations downstream

of the jet exit. The effect of the grid resolution on the downstream evolution of the jet is marginal.

All grids predict very similar velocity profiles at x/D = 15 and x/D = 25. This suggests that,

while differences are observed in the shear layers close to the jet exit, the baseline grid resolution is

sufficient to adequately capture the downstream development of the jet. Therefore, all subsequent

simulations investigating fuel and hydrodynamic effects on flame height are performed using the

baseline grid.
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Figure 7.10: Comparison of the velocity profiles measured experimentally and predicted numerically
with different grids (with experimental mean inflow) at x = 1 mm above the jet exit.
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Figure 7.11: Axial (left) and radial (center and right) profiles of mean Ū and rms velocities u′

obtained with different grids. Experimentally-measured mean flow imposed at the jet inlet.

7.5 Global fuel effects

The stability of flames in the original PPJB configuration [32] was observed to be influenced by φ,

Rejet, and Tcoflow. In this study, φ is adjusted to enforce a constant SL as baseline for comparison

between fuels. Rejet and Tcoflow are then varied to investigate possible fuel effects on the flame height,

Hfl. While a single global quantity, Hfl encompasses both hydrodynamic and chemical effects.

First, instantaneous and averaged fields from the simulations are shown to provide the reader

with a visual overview of the flames. Then, experimental results are reviewed to highlight the effects

of coflow temperature and Reynolds number on the flame heights. Finally, numerical results are

compared to experiments at a fixed coflow temperature.
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(a) Axial velocity magnitude (b) Progress variable (c) Progress variable source term

Figure 7.12: Instantaneous 2D contours from methane/air flames at Rejet = 50, 000 and Tcoflow =
1500K. Ranges are [0, 180] m/s for the velocity, [0, 0.27] for the progress variable, and [0, 1200] (1/s)
for ω̇c.

7.5.1 Instantaneous and averaged fields

Instantaneous fields of axial velocity, progress variable, and progress variable source term are shown

in Fig. 7.12 for the CH4/air flame at Rejet = 50, 000 and Tcoflow = 1500K.

Time-averaged fields of progress variable for the different Reynolds are shown in Fig. 7.13. This

comparison highlights the effect of the increasing jet velocity on the progress variable field. As jet

velocity is increased, entrainment of the outer streams is enhanced. This is visible in the “neck-

region” where the pilot stream is depleted and replaced by the outer coflow. This region moves

closer to the burner exit as the velocity is increased.
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(a) Rejet = 25, 000 (b) Rejet = 37, 500 (c) Rejet = 50, 000 (d) Rejet = 75, 000

Figure 7.13: Time-averaged 2D temperature contours from methane/air flames at Tcoflow = 1500K
and different Reynolds numbers. Temperature range is [298, 2200] for all cases. A longer grid is
used for the Rejet = 75, 000 case.

7.5.2 Flame height

In the present study, the main comparison metric between simulations and experiments to investigate

fuel and hydrodynamic effects is the flame height. As mentioned previously, Hfl is defined as the

location where the line-of-sight chemiluminescence of the flame brush drops to a quarter of the

maximum value along the jet centerline, not accounting for the luminosity from the pilot. This is

illustrated in Fig. 7.14 for the methane/air flame at Rejet = 50, 000 and Tcoflow = 1500K.

7.5.3 Experimental Tcoflow effects on Hfl

First, the effects of heat loss/heat gain were investigated experimentally by varying Tcoflow. Three

cases were considered: Tcoflow=1400K, 1500K, and 1600K. When Tcoflow is lower than the adiabatic
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Figure 7.14: Time-averaged line-of-sight integrated centerline chemiluminescence profile from the
methane/air flame at Rejet = 50, 000 and Tcoflow = 1500K. The dashed red line indicates the flame
height.

temperature of the main jet, Tad,jet, the flame suffers heat losses (case 1); when Tcoflow is higher, the

flame is super-adiabatically heated (case 2). ST for the first (resp. second) case is expected to be

lower (resp. larger), resulting in a taller flame (resp. shorter flame). Figure 7.15 shows experimental

measured flame heights, Hfl, plotted against the heat loss experienced by the jet, Tad,jet − Tcoflow.

The expected behavior is confirmed as Hfl increases with increasing Tad,jet − Tcoflow. The flame

heights of the heavier hydrocarbon/air flames (n-heptane and toluene) align nicely when plotted

against Tad,jet − Tcoflow. However, fuel-dependent differences are observed. Most notably, methane

flames are consistently longer while ethylene flames are consistently shorter.
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Figure 7.15: Effect of Tcoflow at a fixed Rejet on the experimentally-measured flame heights.
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7.5.4 Experimental Rejet effects on Hfl

Next, the effects of Rejet are shown in Fig. 7.16. Now, all experiments were performed at adiabatic

conditions (Tcoflow = Tad,jet) in order to remove the effects of heat losses. When Ujet (equivalently

Rejet in this case) is increased at a fixed SL, the flame is expected to be longer as seen in the original

PPJB experiments [32]. Making the crude assumption of a constant turbulent flame speed, ST ,

along the time-averaged flame front and approximating the flame shape as a cone, the following

scaling is expected:

Hfl

D
≈ U

2ST
. (7.3)

This is the same scaling obtained in Bunsen flames [60]. This behavior is observed consistently for

all fuels, as Hfl increases fairly linearly with Rejet. Seemingly, methane has the largest Hfl, ethylene

has the smallest Hfl, and the rest of the fuels fall somewhere in between. More interestingly, all fuels

but methane exhibit the same slope (within experimental uncertainties). While this linear increase

suggests that the change in turbulent flame speed with Reynolds number is minor, such conclusions

cannot be drawn solely from these measurements. The turbulent flame speed will not be constant

along the flame surface and global flame height measurements do not provide enough information

to characterize the evolution of the turbulent flame speed along the flame surface. This should be

the subject of future work.
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Figure 7.16: Effect of Rejet at a fixed Tad,jet−Tcoflow on the experimentally-measured flame heights.
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7.5.5 Experimental and numerical comparison of Hfl

Since differences in Hfl were magnified with increasing Rejet, simulations and experiments are com-

pared at increasing Rejet (but not so high that Hfl can no longer be defined) of 25,000, 50,000 and

75,000 using a fixed coflow temperature of Tcoflow = 1500 K. While experiments were performed at

varying Tcoflow, the simulations were only performed at Tcoflow = 1500 K.

Without surprises, hydrodynamic effects represented by Rejet are well captured in the LES.

Figure 7.17 shows flame heights against Reynolds number for the four fuels tested. As in the

experiments, an approximately linear increase is observed.
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Figure 7.17: Hfl at three different Rejet for Tcoflow=1500K.

Finally, as shown in Fig. 7.18, predicted Hfl from the LES are within less than 10% of the exper-

imental values, while the effects of Reynolds number amount to more than 30%. The experimental

trends of longer flames for methane and toluene than n-heptane and ethylene are well reproduced by

the simulations. These results are especially interesting given the assumption behind the combustion

model used (Section 7.3.2), namely that the structure of the turbulent flame is the same as that of

a laminar flame. This suggests that differences in flame lengths between fuels are due to different

sensitivies to heat losses (mixing between main jet and coflow) and that this behavior is present in

laminar flames.
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Figure 7.18: Comparison of Hfl predicted by the LES and measured experimentally at the three
different Rejet for Tcoflow=1500K.

7.6 Summary

The present study investigated fuel and hydrodynamic effects on piloted premixed jet flames. This

investigation was carried out at a constant laminar flame speed to isolate these effects. The pa-

rameters varied include heat losses, jet Reynolds number, fuel molecular weight, and fuel chemical

classification. LES were performed matching the experimental geometry and conditions, and were

validated against 2D PIV measurements.

Flame heights defined based on CH* chemiluminescence were used as a metric to compare the

different flames. Experimental results indicated that small amounts of heat loss may play a significant

role on the jet reactivity as the flame heights scaled with the heat loss from the jet. However,

differences between flames with different fuels could still be seen in the absence of heat loss, and

these differences were magnified at higher Reynolds numbers. Particularly, methane flames were

consistently taller and ethylene flames consistently shorter while other fuels had approximately the

same heights. LES reproduced the experimentally observed trends in global flame heights (effects

of heat losses and Reynolds number) accurately.

It is important to note that the present LES were performed with a tabulated chemistry approach

which assumes that the local flame structure is that of one-dimensional unstretched laminar flames.

Hence, fuel and chemistry effects which are not present in laminar flames cannot be captured by the
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present approach.

Therefore, the good agreement between simulations and experiments suggests that fuel and

chemistry effects in the present turbulent flames are limited to effects present in laminar flames.

This is in agreement with the observations made in Chapter 4 from canonical DNS performed with

different fuels.
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Chapter 8

Conclusions

Direct Numerical Simulations of high Karlovitz number turbulent premixed flames have been per-

formed. The transition from the thin to distributed reaction zones regimes was investigated and

different hydrocarbon fuels and chemical models were compared. Effects of integral length scales

were investigated. DNS fields were filtered to gain insight into combustion modeling for LES. Finally,

LES of experimentally-studied flames were performed.

8.1 Karlovitz number effects

A series of direct numerical simulations of premixed n-heptane/air flames at different Karlovitz num-

bers have been performed using detailed chemistry. Different unburnt temperatures and turbulence

intensities were used and their effects on the flame structure and chemical source terms were inves-

tigated. Differential diffusion effects have been systematically isolated by performing simulations

with both non-unity and unity Lewis numbers.

First, the increase in turbulence intensity suppressed differential diffusion effects on the flame

structure. However, differential diffusion effects on the chemical source terms were still present even

at high Karlovitz numbers. The consequences were lower mean fuel consumption and heat release

rates in the non-unity Lewis number simulations. As turbulence intensity at the reaction zone was

increased (i.e. increase in Kaδ), these rates are ultimately approaching the respective unity Lewis

number values.

Second, the transition to distributed burning was highlighted by measuring the width of the
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reaction zone in physical and temperature space. It was shown that the reaction zone’s physical

width increases with the reaction zone Karlovitz number. However, even at high Karlovitz numbers

(Kaδ ∼ 100), most of the reactions still occur in a thin reaction zone of a thickness comparable to

that of a laminar flame.

Third, local extinctions and chemical source terms fluctuations were investigated and quantified

through probability density functions at the temperature of peak reactions. Large fluctuations in fuel

consumption rate were observed for both non-unity and unity Lewis number simulations, increasing

with the reaction zone Karlovitz number.

Throughout the analysis, it was shown that the reaction zone Karlovitz number (evaluated with

the appropriate Kolmogorov length scale) was the relevant parameter to characterize the interaction

of small-scale turbulence on the chemical source terms. Simulations with similar unburnt Karlovitz

numbers but different reaction zone Karlovitz numbers showed distinct fuel consumption and heat

release rates.

8.2 Fuel and chemistry effects

Fuels, equivalence ratios, chemical models, and turbulent intensities were systematically varied in

DNS of high Karlovitz flames. The analysis focused on turbulent flame speeds, chemical source

terms, reaction zone surface areas, and geometry of the reaction zones. Differential diffusion effects

have been systematically isolated by performing simulations with both non-unity and unity Lewis

numbers.

First and foremost, in the absence of differential diffusion, all fuels still presented similar normal-

ized turbulent flame speeds at a fixed reaction zone Karlovitz number. When differential diffusion

effects were included, all fuels presented similar turbulent flame speeds, yet lower than their unity

Lewis number counterparts. This is due to the above unity Lewis number of the present fuels.

Enhanced burning velocities are expected for light fuels such as hydrogen. Second, distributions of

tangential strain rate and curvature on the reaction zone surface were essentially the same when

normalized by the Kolmogorov scales at the reaction zone, illustrating that chemistry and transport
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effects do not alter the geometry of the reaction zone. Third, differential diffusion effects on the

chemical source terms were present even at high Karlovitz numbers. In the unity Lewis number sim-

ulations, all fuels presented a mean fuel consumption rate close to the respective laminar value. In

the non-unity Lewis number simulations, lower mean burning rates were observed. All three heavy

hydrocarbon fuels (n-heptane, iso-octane, and toluene) presented those trends but the mean fuel

consumption rate of the methane flame was higher, highlighting the importance of the fuel Lewis

number.

In summary, fuel effects in the present high Karlovitz premixed flames were minor. Turbulent

flame behavior can be predicted with the knowledge of only a few global laminar flame properties

(SL, lF , δF , Lei) and turbulence characteristics. Differential diffusion and changes in turbulence

intensity at the reaction zone affect the turbulent flame speed significantly more than different fuels,

equivalence ratios, and chemical mechanisms. This suggests the potential of reduced combustion

models based on laminar flames, such as tabulated chemistry, to model high Karlovitz number

premixed flames.

8.3 Integral length scale effects

Additional direct numerical simulations of premixed flames have been performed to investigate the

impact of the integral length scale on the structure of the flame and on its propagation.

Two main observations were made with respect to the impact of the integral length scale. First,

the turbulent flame surface area was found to be strongly affected by the large scales, increasing

linearly with l/lF . Second and in constrast, the chemical source terms (and thus the burning

efficiency) were essentially unaffected by changes in the integral length scale at a fixed Kaδ. This

is particularly important as it confirms that the chemical source terms are controlled by the small

turbulent scales (. δF ) and not the large scales.

The turbulent flame speed is thus affected by both large and small scales. The large scales

modulate the flame surface area while the small scales primarily play a role in modulating the

chemical source term (in the presence of differential diffusion) and locally broadening the reaction
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zone (change in local scalar gradients).

8.4 Filtered chemical source term

DNS data obtained in this thesis was used to assess the effects of turbulence-chemistry interactions

and differential diffusion effects on the sub-filter closure of the chemical source terms.

First, it was observed that filtered source terms from detailed chemistry and tabulated chemistry

were in good agreement at sufficiently large filter widths (∆ & lF ) for both unity and non-unity

Lewis number cases. This suggests that fluctuations in the chemical source terms observed in the

detailed chemistry cases can be neglected in LES.

Second, it was shown using the concept of optimal estimators that a tabulation approach using

c̃ and its variance, cv, can predict accurately the filtered chemical source terms..

Third, predictions of the chemical source term from commonly assumed β-PDF and FLF-PDF

models were compared to the filtered DNS. Both models predicted accurately the turbulent flame

speed. This is an important result since accurate prediction of the burning velocity is of importance

for many combustion devices.

Fourth, the possibility of using 1D laminar flames to generate the chemistry tables was discussed.

It was shown that in the limit of high Karlovitz number, one-dimensional unstretched laminar

flames accurately predict the mean progress variable production rate. For heavy hydrocarbon flames

(LeF > 1) at moderate/high Karlovitz numbers, inclusion of strain/curvature effects in flamelet

models is necessary to accurately predict the mean chemical source term.

These a priori results illustrate the potential of using simple tabulated chemistry approaches

based on presumed PDFs for LES of premixed flames in the thin and distributed reaction zones

regimes.
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8.5 Large Eddy Simulations

Large Eddy Simulations of experimentally-studied piloted premixed jet flames were performed using

the tabulated chemistry approach studied previously. The focus was on the investigation of fuel and

hydrodynamic effects and the comparison of simulations and experiments.

Velocity profiles and flame heights were compared for different fuels and Reynolds numbers. The

velocity profiles were in good agreement and were found to be roughly insensitive to the boundary

conditions. The flame heights showed differences between fuels. Methane flames were consistently

taller and ethylene flames were consistently shorter. LES predicted accurately the flame heights for

the four fuels and three Reynolds numbers tested.

This validates a posteriori the conclusions of Chapter 6. Furthermore, since LES used a tabulated

chemistry approach assuming a laminar flame structure, the agreement between simulations and

experiments suggests that fuel and chemistry effects in the present turbulent flames are limited to

effects present in laminar flames.

8.6 Limitations and future directions

The present study of fuel and chemistry effects considered only heavy hydrocarbon fuels with above

unity Lewis numbers under thermo-diffusively stable conditions. It would be interesting to extend

the analysis to thermo-diffusively unstable conditions, such as lean hydrogen/air flames. Thermo-

diffusive instabilities have been shown in previous studies to affect chemical source terms as well as

flame surface areas.

Compressibility effects were found to be negligible in the highest Karlovitz number flame (and

thus highest Mach number) studied in this thesis. It would be interesting to further increase the

Mach number into a regime where compressiblity effects may play a significant role. This includes,

for example, flame propagation in closed channels. The compressible code developed in the context of

this thesis has already been used successfully to simulate H2/O2 flames propagating in an obstructed

channel [16]. High local Mach numbers (beyond the validity of the low-Mach number assumption)
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were observed and different regimes of flame-turbulence interaction were identified.

The analysis of the filtered DNS focused on assessing common modeling assumptions for the

filtered chemical source term. The closure of the sub-filter stresses should also be studied. These

terms are known to be of importance, especially when using large filter widths, and appropriate

model choices might improve simulations accuracies.

LES and experimental results were compared using only time-averaged velocity and flame height

measurements. It would be interesting to compare time-resolved data in order to investigate stochas-

tic effects and their influence on the global flame behavior. Additionally, comparison of species mass

fractions and temperature could provide further assessment of the validity of the tabulated chemistry

approach used in this work.
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Appendix A

Karlovitz number effects

A.1 Grid resolution

The grid spacing for all cases is chosen such that κmaxη > 1.5 everywhere in the domain, and is

limited by the turbulence in the unburnt gases, where η is the smallest. In order to verify the quality

of the solution, case B with twice the number of grid points per direction was performed for 13 eddy

turnover times (limited by the cost of such a simulation). Figure A.1 compares the fuel burning

rate statistics for the nominal (1408×128×128) and refined (2816×256×256) simulations. These

differences are marginal for the purpose of the analysis made in this work. Since conditional means

and standard deviations are moments of the probability density function, the fact that the pdfs are

in excellent agreement indicates that the results would not change noticeably if the refined grid was

used instead of the nominal grid. The conclusions are therefore grid independent.

A.2 Mixture-averaged viscosity

In an effort to reduce computational cost, a simplified formula for the evaluation of the mixture-

averaged viscosity is preferred over the commonly used Wilke’s formula [115]. In the present work,

the mixture-averaged viscosity is computed using a similar approach to the mixture-averaged thermal

conductivity [64]

µ =
1

2

∑
i=1

Xiµi +

[∑
i=1

Xi

µi

]−1
 , (A.1)
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Figure A.1: Conditional mean and probability density function of the normalized fuel consumption
rates. The probability density function was taken at the corresponding temperature of peak fuel
consumption.

where Xi is the species mole fraction and µi is the species viscosity. This formulation is linear in

the number of species rather than quadratic, which is the case of the common implementation of

Wilke’s formula.

The mixture-averaged viscosities computed using both Wilke’s formula and Eq. (A.1) are com-

pared in Fig. A.2 in the case of the laminar n-heptane/air flame with Tu = 298K. The difference

between the two methods is always less than 2%. For the present 35 species mechanism, evaluation

of the mixture-averaged viscosity is 70 times faster using Eq. (A.1).
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Figure A.2: Mixture-averaged dynamic viscosity of laminar n-heptane/air flame computed using
Wilke’s formula and Eq. (A.1).
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A.3 Surface and volume weighting

Different methods can be used to compute conditional means and conditional probability density

functions, among which are surface area weighting and volume weighting. Consider, for example,

the computation of conditional means <y|x> or probability density functions P(y|x). Surface

area weighting consists of generating an isosurface at the given value of x and interpolating y

onto the isosurface. The mean or probability is then computed by weighting the values of y by

the corresponding face area. The creation of the isosurface and the interpolation often lead to an

increase in computational cost. In contrast, in volume weighting, computational cells whose value of

x are within a small range (bin) of the desired value are considered. The mean or probability is then

computed by weighting the values of y by the corresponding cell volume. This method is simpler

and computationally cheaper as it only requires binning the data. In the present study, surface

area weighting is preferable in the context of model development. For example, a progress variable

chemistry tabulation model requires the values of fluid properties and progress variable reaction rate

on the progress variables isosurfaces.

The differences between the results obtained with each method are illustrated in Fig. A.3, on

the conditional means of fuel consumption rate for case C. In addition to surface area and volume

weighting, a third conditional mean was computed using a volumetric (by bin) approach but weight-

ing the values of ω̇F by the local value of |∇T |. In the present simulations, it is observed that,

in comparison with surface area weighting, volume weighting decreases the relative importance of

large fuel consumption rate regions while increasing that of small fuel consumption rate regions.

This results in a significantly lower conditional mean around the peak temperature. At the high

turbulence intensities considered here, large temperature gradients are observed in the reaction zone

(at high fuel consumption rates). Due to those large gradients, the isosurfaces of temperature get

closer together. Thus, there are more isosurfaces in a bin for large fuel consumption rates compared

to small fuel consumption rates (small temperature gradients). This is the cause of the decreased

weight of large fuel consumption rate regions with volume weighting.

In contrast, volume weighting using the norm of the gradient of temperature gives an extremely
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similar result to surface area weighting. It is thus possible to obtain surface area weighted conditional

means and probabilities without creating isosurfaces and interpolating 3D fields. This approach was

used throughout this work.
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Figure A.3: Conditional means of fuel consumption rate of case C calculated using volume weighting,
surface area weighting, and weighting by the norm of the gradient of temperature.
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Appendix B

Compressibility effects

B.1 Numerical framework

B.1.1 Governing equations

The governing equations are the compressible Navier-Stokes, total energy, and species transport

equations in conservative form:

∂ρ

∂t
+∇ · (ρu) = 0, (B.1)

∂ρu

∂t
+∇ · (ρuu + p) = ∇ · τ + f , (B.2)

∂ρet
∂t

+∇ · (u (ρet + p)) = ∇ ·

(
λ∇T +

N∑
i=1

hiji

)
+∇ · (τ · u) , (B.3)

∂ρYi
∂t

+∇ · (ρuYi) = −∇ · ji + ρω̇i. (B.4)

In these equations, u is the velocity vector, ρ is the fluid density, p is the pressure, τ is the viscous

stress tensor, f is the turbulence forcing term, et is the total energy, Yi is the species mass fraction,

ω̇i is the species production rate, ji is the species diffusion flux, T is the temperature, λ is the
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thermal conductivity, hi is the species enthalpy. The species diffusion term is defined as:

ji = ρDi
Yi
Xi
∇Xi − ρYiuc, (B.5)

where uc is the correction velocity to ensure conservation of mass:

uc =

N∑
i=1

ρDi
Yi
Xi
∇Xi. (B.6)

Di and Xi are the diffusion coefficients and mole fraction of species i. The total energy is et = h−

p/ρ+ 1
2uu with h =

N∑
i=1

hiYi, where hi is the enthalpy of species n defined as hn(T ) = ∆h0
f,n+hs,n(T ).

The equation of state is that of an ideal gas:

p =
ρRT

W̄
. (B.7)

B.1.2 Numerical framework

The governing equations are solved using a compressible formulation of the NGA code, implemented

as part of this thesis. As in the low-Mach number formulation, the code uses a second-order accurate

spatial discretization on a structured, staggered, cartesian grid (the scalars are stored at cell centers

while velocities are stored at cell faces). The staggered grid configuration used with centered dif-

ferencing and interpolation provides non-dissipative and discrete conservation of mass, momentum,

and total energy. The third-order bounded QUICK scheme, BQUICK [45], is used as the transport

scheme of the species to ensure that the scalars remain within their physical bounds.

The parts of the code that differ from the low-Mach formulation are described in the following

subsections.

B.1.2.1 Evaluation of temperature

Since the system is solved in terms of the conserved variables (ρ, ρu, ρv, ρw, ρet, ρYi) the temperature

is not known explicitly and thus an implicit equation must be solved:
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ρRT

W̄
−

(
−ρet + ρ

N∑
i=1

hi(T )Yi +
1

2
ρuu

)
= 0. (B.8)

B.1.2.2 Time integration

The original, fourth-order accurate, explicit Runge-Kutta time integration scheme is used to solve

the discretized system:

∂Q

∂t
= RHS(Q), (B.9)

Qm+1 = Qm +
1

6
(a+ 2b+ 2c+ d) ,

a = ∆tRHS(Qm),

b = ∆tRHS(Qm + a/2),

c = ∆tRHS(Qm + b/2),

d = ∆tRHS(Qm + c),

where Q is the vector of conserved variables.

The convective and diffusive terms are treated explicitly, which imposes restrictions on the

timestep. In contrast, the chemical source terms are treated using a preconditioning strategy based

on a diagonal approximation of the chemical Jacobian [103] within the Runge-Kutta steps. In the

present turbulent simulations, this allows to use a timestep limited by the acoustic and convective

time scales rather than the chemistry.

B.1.2.3 Turbulence forcing

The canonical flow configuration used in the present study lacks generation of turbulence due to

large scale flow straining. Consequently, the turbulence is expected to decay. Velocity field forcing

is thus necessary to maintain a constant turbulence intensity and achieve a statistically-stationary

state.
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Linear velocity forcing [81] was chosen for its physical nature and good stability properties. The

linear forcing method mimics the missing large scale straining through the addition of a source term

to the momentum equation:

f =
εs,0

2ks(x, t)
(ρus(x, y, z, t)− ρ̄us(x, t)) +

εd,0 − PD

2kd(x, t)
(ρud(x, y, z, t)− ρ̄ud(x, t)) . (B.10)

This source term forces the solenoidal and dilatational velocities, (us and ud), separately. Using

Helmholtz decomposition, the velocity field is expressed as u = us+ud where∇×ud = 0 and∇·us =

0. Consequently, εs,0 and εd,0 are the desired dissipation rates and ks, and kd are the instantaneous,

planar-averaged, kinetic energies. PD = −〈u · ∇p〉 is the pressure-dilatation correlation. The split

forcing allows the control of the desired dissipation rate and the dilatational to solenoidal dissipation

ratio. In contrast, using a single linear forcing term leads to unstable simulations, in which the ratio

of dilatational to solenoidal kinetic energies increases without bound. In the present implementation,

the velocity field is decomposed by solving a Poisson equation for φ, ∇2φ = ∇ · u, which yields the

dilatational velocity component ud = ∇φ. The desired dilatational dissipation rate is set to zero,

only the solenoidal velocity component is forced.

B.1.2.4 Boundary conditions

Particular care has to be taken when dealing with subsonic inflows and outflows in compressible

flows. In the present work, Navier-Stokes Characteristic Boundary Conditions (NSCBC) [88] are

used. The implementation follows that of Sutherland and Kennedy [108] and Yoo and Im [119].

The governing equation can be written as:

∂

∂t
Q +∇n · Fc

n +∇t · Fc
t −∇ · Fd = S, (B.11)

where n denotes boundary-normal terms and t denotes terms tangent to the boundary. The inviscid
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boundary-normal terms are then rewritten, using locally one-dimensional inviscid equations, as:

∇n · Fc =



d1

ud1 + ρd3

vd1 + ρd4

wd1 + ρd5

ρud3 + ρvd4 + ρwd5 + (et − cvT )d1 + d2
γ−1

Yid1 + ρd5+i



, (B.12)

where the vector d is defined as:

d =



1
c2

[
c2L2 + (L5 + L1)

]
(L5 + L1)

1
ρc (L5 − L1)

L3

L4

L5+i



, (B.13)

and the characteristic wave amplitudes in the x-direction are:

L =



u−c
2

[
∂p
∂n − ρc

∂u
∂n

]
u
c2

[
c2 ∂ρ∂n −

∂p
∂n

]
u ∂v∂n

u∂w∂n

u+c
2

[
∂p
∂n + ρc ∂u∂n

]
u∂Yi

∂n



. (B.14)

At the inlet, all waves except L1 are incoming and must be specified while L1 can be computed

from interior data using the formula above with one-sided differencing. The incoming waves are
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specified as:

L2 = β2(T − T0), (B.15)

L3 = β3(v − v0), (B.16)

L4 = β4(w − w0), (B.17)

L5 = β5(u− u0), (B.18)

L5+i = β5+i(Yi − Yi,0). (B.19)

At the outlet, all waves except L1 are outgoing and can be computed from interior data. The

incoming wave is specified as:

L1 = σc
1−M2

2lx
(p− p∞), (B.20)

where β’s are relaxation coefficients, M is the Mach number at the outlet, σ is a relaxation factor,

c is the sound speed, p∞ is the imposed ambient pressure.

Practically the boundary conditions are implemented as follows:

1. The full RHS of the governing equations is computed in the interior domain.

2. At the boundaries the ∇n · Fc terms are computed using the Ls defined above.

3. The L terms associated with incoming eigenvalues are calculated according to the relations

above while the outgoing waves are computed from interior data.

B.1.2.5 Shock treatment

In the present work, centered differences are used to solve the Navier-Stokes equations. In conjunc-

tion with the staggered grid formulation, the scheme is accurate and energy conserving. However,

it is unstable around very sharp gradients (e.g. shocks). In order to alleviate this issue, an artificial

dissipation term is added in the vicinity of shocks. The scheme reduces to a first-order updwind

scheme at shocks to ensure stability.

A matrix-valued dissipation model is used which adds a different amount of artificial viscosity to
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each equation. Switches based on the pressure and density fields are used to determine if artificial

dissipation is required. Details on the dissipation model can be found in the work of Jorgenson and

Turkel [50].

B.2 Validation

B.2.1 Boundary conditions

B.2.1.1 One-dimensional case

The implementation of the boundary conditions is first tested by investigating a set of propagating

acoustic waves. The test case is taken from Baum et al. [10]. The gaussian waves are defined as:

u = u0 + α exp

[
−
(
β
x− L/2

L

)2
]
, (B.21)

p = p0 + ρ0c0(u− u0), (B.22)

ρ = ρ0 +
ρ0(u− u0)

c0
, (B.23)

T =
p

ρR̄
, (B.24)

and propagate towards the outflow boundary condition at the local speed of sound. In order to

illustrate the importance of non-reflecting boundary conditions, a Neumann boundary condition

is first used at the outflow boundary. The results are presented in Fig. B.1a showing the initial,

incoming, and reflected waves. The amplitude of the reflected wave is close to that of the incoming

wave. The boundary condition is thus almost perfectly reflecting.

The same simulation is performed using characteristic boundary conditions (NSCBC) at the

outflow. The results are shown in Fig. B.1b. The incoming wave gets significantly damped at the

boudary, resulting in a much smaller amplitude of the reflected wave. Using a uniform grid of 200

points (∼ 25 points across the initial gaussian), the amplitude of the reflected wave is 1% that of the
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Figure B.1: Propagation of an acoustic wave towards an outflow boundary using Neumann and
NSCBC with a uniform grid spacing. The green wave travels to the right while the red wave travels
to the left.

incoming wave. Increasing the number of grid points decreases the amplitude of the reflected wave.

B.2.1.2 Two-dimensional case

The boundary conditions are further validated by simulating a two-dimensional vortex propagating

through a non-reflecting boundary [119]. This test case has tangential components at the boundary

and is more representative of turbulent flow simulations.

The configuration corresponds of a vortex superimposed on a free-stream flow. The initial vortex

is prescribed by

 u

v

 =

 u∞

0

+
1

ρ

 ∂ψ
∂y

−∂ψ∂x

 , ψ = C exp

(
− (x− x0)2 + (y − y0)2

2R2
c

)
, (B.25)

where ψ is the stream function for an incompressible non-viscous vortex, C is the vortex strength,

Rc is the vortex radius, and (x0, y0) is the location of the vortex center. The initial pressure field is

initialized as:

p = p∞ − ρ
C2

R2
c

exp

(
− (x− x0)2 + (y − y0)2

2R2
c

)
. (B.26)
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The flow characteristics are

M = u∞/c = 0.05, Rc/l = 0.1, C/(cl) = −0.0025, (B.27)

where c is the speed of sound and l is the domain size in the x and y direction. The domain is 2

mm × 2 mm and discretized with 200 grid points in each direction.

The isocontours of the vertical velocity component at four different instants are shown in Fig. B.2.

Shortly after t = 80 µs the vortex has completely exited the computational domain and the maximum

vertical velocity component is less than 5% that of initial vortex.
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Figure B.2: Isocontours of v velocity component at four different instants.
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B.2.2 One-dimensional laminar flame

The reacting Navier-Stokes equations are validated by performing the simulation of a laminar pre-

mixed flame with detailed chemistry. An n-heptane/air flame at Tu = 800 K and p0 = 1 atm,

described by a 35-species reduced mechanism, is chosen since it will be further studied in the turbu-

lent simulations. The simulation is initialized using the low Mach number solution with a constant

pressure everywhere. Initially, weak pressure waves travel towards the inflow and outflow bound-

aries. After this transient period, a steady propagating flame is obtained. The solution obtained with

compressible formulation is shown in Fig. B.3 and compared with that obtained using FlameMaster.

Fluid properties (such as density), mass fractions of major and minor species (fuel and H radical

shown here), and chemical source terms are in excellent agreement.

B.2.3 Sod’s problem

Finally, the artificial dissipation model used to ensure stability around shocks and discontinuities is

tested. The Sod shock tube problem is a common test for compressible CFD codes. It is a Riemann

problem with initial states:

ρL = 3, ρR = 1 (B.28)

pL = 3, pR = 1

uL = 0, uR = 0.

The present numerical simulations are compared to the exact as well as the solution obtained with

a Roe solver [95]. The density is shown in Fig. B.4. A good agreement between the current

compressible solver, the Roe solver, and the exact solution is observed. The rarefaction wave profile

is properly resolved and no oscillations nor excessive smearing are observed around the shock and

contact discontinuity.
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Figure B.3: One-dimensional laminar flame solution with detailed kinetics obtained with the com-
pressible NGA compared to the FlameMaster solution.

B.3 Results

The present work is concerned with the numerical simulations of high Karlovitz number flames.

These flames are characterized by large ratios of turbulent rms velocity to laminar flame speed

(u′/SL). In the distributed burning regime, this leads to high-speed subsonic turbulent flows. This

is particularly true at high unburnt temperatures which lead to high Mach numbers for the same

ratio u′/SL. It is of interest to assess the importance of compressibility effects and determine if low

Mach number codes and combustion models can be used without loss of accuracy.

Case D1 was chosen for this purpose since it has the largest Mach number in the unburnt gases
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Figure B.4: Exact and numerical solutions to Sod’s problem obtained with the present compressible
solver and a Roe solver.

among the different DNS cases considered in this work. The turbulent Mach number, Mat = u′/c,

is approximately 0.25 in the unburnt gases and the maximum Mach number in the domain due to

turbulent fluctuations is around 0.9.

Figure B.5 shows two-dimensional slices of instantaneous temperature, Mach number, and fuel

consumption rate contours. The contours of temperature and fuel consumption rate are qualitatively

similar to those obtained in the low-Mach number simulations. The Mach number is higher in the

unburnt gases where smaller eddies and higher turbulent velocities are found. The maximum Mach

number in the domain approaches unity. The Mach number decreases through the flame as the

speed of sound increases.

In order to compare a bit more quantitatively the compressible and low-Mach number results, the

instantaneous pressure fluctuations from both the compressible and low-Mach number simulations

are shown in Fig. B.6. No significant differences (other than those due to the unsteadiness of the

turbulent flow) are observed. This indicates that hydrodynamic effects dominate both simulations.

The low-Mach number assumption is further verified by computing the budget of the temperature
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Figure B.5: Two-dimensional slices of the computational domain showing instantaneous tempera-
ture, Mach number, and fuel consumption rate contours.
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Figure B.6: Instantaneous pressure fluctuations from the compressible and low-Mach number simu-
lations of case D normalized by the background pressure P0. A constant background pressure has
been substracted from P . Mean, maximum, mininum, and rms pressures are shown.

equation:

ρCpu · ∇T = u · ∇P︸ ︷︷ ︸
O(M2)

+∇ · (λ∇T ) + τ · ∇u︸ ︷︷ ︸
O(M2)

+ω̇T , (B.29)

where the convective term is on the left-hand side and the pressure dilatation, diffusion, viscous

dissipation, and heat release terms are on the right-hand side. In the low-Mach number temperature

equation the u · ∇P and τ · ∇u are neglected since they are of order M2. The conditional means of

the different terms are shown in Fig. B.7. Both the pressure dilatation and the viscous dissipation

term are negligible compared to the convective, diffusive, and heat release terms.

Compressiblity effects are further assessed by examining the dependence of bulk fluid properties
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Figure B.7: Conditional means of the terms in the temperature equation from the compressible
simulation.

on major species mass fractions. Figure B.8 shows the joint probability density functions of tem-

perature and density vs. progress variable. The progress variable is defined here as the sum of the

mass fractions of H2, H2O, CO, and CO2. This is a commonly used definition in the simulations

of hydrocarbon fuels. Virtually no scatter is observed when the temperature is plotted against the

progress variable. All points lie very close to the conditional mean, which follows the laminar flame

profile. Some scatter is seen in the jpdf of density but the fluctuations remain within ∼ 10% or less

of the mean value and the conditional mean follows closely the laminar flame profile.

Fig. B.6 showed significant pressure fluctuations. The low-Mach number simulation does not

incorporate those P fluctations in the chemistry modeling as it assumes a constant thermodynamic

pressure. It is thus relevant to investigate if a correlation between pressure and the chemical source

terms is present in the compressible simulation. Figure B.9 shows the joint probability density func-

tion of fuel consumption rate vs. pressure taken on the isosurface of the corresponding temperature

of peak source term from the compressible simulation. No strong correlation can be identified.

Finally, Fig. B.10 presents conditional means and probability density functions at T = Tpeak

of the fuel consumption rate from both the compressible and low-Mach number simulations. Both
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Figure B.8: Joint probability density functions of temperature and density against progress variable
from the compressible simulations.
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Figure B.9: Joint probability density function of fuel consumption rate against pressure taken on the
isosurface of the corresponding temperature of peak source term from the compressible simulation.

simulations present very similar conditional means and distributions.

This confirms that, in the present simulations, compressibility effects are negligible and the low-

Mach number assumption is valid. This has implications for the simulation and modeling of high

Karlovitz number premixed flames. First, at the subsonic conditions considered in this work, a

low-Mach solver is more computationally efficient than a compressible solver since the timestep is
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Figure B.10: Conditional means and probability density functions of fuel consumption rates taken on
the isosurface of the corresponding peak source term from both compressible and low-Mach number
simulations.

not restricted by the acoustic time scale. Second, compressibility effects do not need to be taken into

account in the chemistry modeling. In other words, the thermodynamic pressure may be assumed

constant in both detailed chemistry and reduced order models and modeling approaches using the

assumption of low Mach number can be used. This includes tabulated chemistry based on Flamelet-

generated manifolds.

It should be noted that the conclusions drawn here may not hold at higher Mach numbers. Addi-

tionally, the present work is not interested in acoustics. Accurate resolution of pressure waves would

be necessary to capture those phenomena. Finally, the relatively small integral length scale used in

the present work may inhibit the appearance of large scale pressure fluctuations [89]. Investigating

this should be the subject of future work.
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Appendix C

Fuel and chemistry effects

C.1 Turbulent flame speed correlation

The volumetric integral of the fuel consumption rate in Eq. 6.9 is rewritten as a surface integral

along the isocontour T = Tpeak and an integral in the normal direction:

∫
V

ω̇FdV =

∫
T=Tpeak

(∫
ω̇Fdn

)
dA, (C.1)

where the local consumption rate
∫
ω̇Fdn can be rewritten using dn = dT

|∇T | :

∫
ω̇Fdn =

∫
ω̇F

dT

|∇T |
. (C.2)

Then, the observation of Savard and Blanquart [101] that the fuel consumption locally scales like

its value at T = Tpeak is used:

ω̇F (T ) ≈ ω̇F,lam(T )
ω̇F (Tpeak)

ω̇F,lam(Tpeak)
, (C.3)

and a similar assumption is made for the gradient of temperature:

|∇T |(T ) ≈ |∇T |lam(T )
|∇T |(Tpeak)

|∇T |lam(Tpeak)
. (C.4)
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Combining Eqs. 6.9, C.1, C.2, C.3, and C.4, the turbulent flame speed can be approximated as:

ST
SL
≈ AT

A

〈ω̇F /|∇T |
∣∣Tpeak〉

ω̇F,lam/|∇Tlam|
. (C.5)

〈ω̇F /|∇T |
∣∣Tpeak〉 is the conditional mean, at T = Tpeak, of the fuel consumption rate divided by

the temperature gradient (both ω̇F and ∇T are computed locally at each grid cell). A = L2 is the

domain cross-section, and ω̇F,lam/|∇Tlam| is computed at T = Tpeak in the corresponding laminar

flame.

It is important to note that, in contrast to Savard and Blanquart [101], it was not assumed that

the temperature gradient at the reaction zone is equal to its laminar counterpart. The improved

correlation from assuming Eq. C.4 rather than |∇T |)(T ) ≈ |∇T |lam(T ) is seen by comparing Fig. C.1

to Fig. 5.3. The correlation between ST /SL and AT

A I0 is stronger in Fig. 5.3. This is quantified by

computing the L2-norm of the prediction error made on the flame speed,

εST
=

√∑
[(ST /SL)− (AT I0/A)]

2∑
(ST /SL)2

, (C.6)

for both Figs. 5.3 and C.1. The error is reduced from 13% to 7% by including the changes in

temperature gradient.
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Figure C.1: Scatter plot of the instantaneous AT 〈ω̇F
∣∣Tpeak〉/(Aω̇F,lam) plotted against the instanta-

neous normalized turbulent flame speed for each snapshot used for all simulations. Filled and empty
symbols correspond to non-unity and unity Lewis number simulations, respectively. The colors refer
to different fuels and chemistry models (see Fig. 4.2).
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C.2 Contours of temperature and fuel consumption

AnC7

lF BnC7

CnC7

DnC7

Figure C.2: Two-dimensional slices of a 5L×L region centered around the flame showing temperature
for the n-heptane non-unity Lewis number cases. The temperature ranges are [298, 2200] K for A
and B and [800, 2400] K for C and D.

AnC7,1

BnC7,1

CnC7,1

DnC7,1

Figure C.3: Two-dimensional slices of a 5L×L region centered around the flame showing temperature
for the n-heptane unity Lewis number cases. The temperature ranges are [298, 2200] K for A and
B and [800, 2400] K for C and D.
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BnC7,φ=0.7

BnC7,φ=1.3

Figure C.4: Two-dimensional slices of a 5L×L region centered around the flame showing temperature
for the different equivalence ratios non-unity Lewis number cases. The temperature range is [298,
2200].

BnC7,φ=0.7,1

BnC7,φ=1.3,1

Figure C.5: Two-dimensional slices of a 5L×L region centered around the flame showing temperature
for the different equivalence ratios unity Lewis number cases. The temperature range is [298, 2200].

BCH4

BACH3

CACH3

CiC8

Figure C.6: Two-dimensional slices of a 5L×L region centered around the flame showing temperature
for the different fuels non-unity Lewis number cases. The temperature ranges are [298, 2200] K for
A and B and [800, 2400] K for C and D.
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BCH4,1

BACH3,1

CACH3,1

CiC8,1

Figure C.7: Two-dimensional slices of a 5L×L region centered around the flame showing temperature
for the different fuels unity Lewis number cases. The temperature ranges are [298, 2200] K for A
and B and [800, 2400] K for C and D.

BnC7,CM

CnC7,JSF

Figure C.8: Two-dimensional slices of a 5L×L region centered around the flame showing temperature
for the different mechanisms non-unity Lewis number cases. The temperature ranges are [298, 2200]
K for A and B and [800, 2400] K for C and D.

BnC7,CM,1

CnC7,JSF,1

Figure C.9: Two-dimensional slices of a 5L×L region centered around the flame showing temperature
for the different mechanisms unity Lewis number cases. The temperature ranges are [298, 2200] K
for A and B and [800, 2400] K for C and D.
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ω̇F
ω̇F,lam

AnC7 BnC7 CnC7 DnC7

BnC7,φ=0.7 BnC7,φ=1.3

BCH4 BACH3 CACH3 CiC8

BC7,CM CC7,JSF

Figure C.10: Two-dimensional slices of a 1.3L × L region centered around the flame showing fuel
consumption rate (normalized by the peak value of the corresponding laminar flame). The fuel
consumption rate range is satured at [0,2] in each case.
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Figure C.11: Two-dimensional slices of a 1.3L × L region centered around the flame showing the
fuel consumption rate (normalized by the peak value of the corresponding laminar flame) for unity
Lewis number cases. The fuel consumption rate range is satured at [0,2] in each case.
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C.3 Contours of fuel consumption and burning efficiency

(a) ω̇F /ω̇F,lam (b) (ω̇F /|∇T |)/(ω̇F,lam/|∇T |lam)

Figure C.12: Instantaneous 2D slices of a 1.3L × L region centered around the flame showing
normalized fuel consumption rate and burning efficiency for case AnC7.

(a) ω̇F /ω̇F,lam (b) (ω̇F /|∇T |)/(ω̇F,lam/|∇T |lam)

Figure C.13: Instantaneous 2D slices of a 1.3L × L region centered around the flame showing
normalized fuel consumption rate and burning efficiency for case AnC7,1.

(a) ω̇F /ω̇F,lam (b) (ω̇F /|∇T |)/(ω̇F,lam/|∇T |lam)

Figure C.14: Instantaneous 2D slices of a 1.3L × L region centered around the flame showing
normalized fuel consumption rate and burning efficiency for case BnC7.
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(a) ω̇F /ω̇F,lam (b) (ω̇F /|∇T |)/(ω̇F,lam/|∇T |lam)

Figure C.15: Instantaneous 2D slices of a 1.3L × L region centered around the flame showing
normalized fuel consumption rate and burning efficiency for case BnC7,1.

(a) ω̇F /ω̇F,lam (b) (ω̇F /|∇T |)/(ω̇F,lam/|∇T |lam)

Figure C.16: Instantaneous 2D slices of a 1.3L × L region centered around the flame showing
normalized fuel consumption rate and burning efficiency for case CnC7.

(a) ω̇F /ω̇F,lam (b) (ω̇F /|∇T |)/(ω̇F,lam/|∇T |lam)

Figure C.17: Instantaneous 2D slices of a 1.3L × L region centered around the flame showing
normalized fuel consumption rate and burning efficiency for case cnC7,1.
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(a) ω̇F /ω̇F,lam (b) (ω̇F /|∇T |)/(ω̇F,lam/|∇T |lam)

Figure C.18: Instantaneous 2D slices of a 1.3L × L region centered around the flame showing
normalized fuel consumption rate and burning efficiency for case DnC7.

(a) ω̇F /ω̇F,lam (b) (ω̇F /|∇T |)/(ω̇F,lam/|∇T |lam)

Figure C.19: Instantaneous 2D slices of a 1.3L × L region centered around the flame showing
normalized fuel consumption rate and burning efficiency for case DnC7,1.
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Appendix D

Integral length scale effects

D.1 Energy spectra

Figure D.1 shows the energy and dissipation spectra taken at fixed planes in the unburnt and burnt

gases and averaged over time. These correspond to two-dimensional three components velocity

spectra computed in a y-z plane.

When normalized by their respective Kolmogorov scales, all spectra taken in the unburnt gases

collapse to a single curve. This confirms that, even in the absence of an inertial subrange in the

lowest Reynolds number simulations, the dissipation scales in the incoming turbulence are universal.

The spectra taken in the burnt gases appear to collapse to a single curve on the energy spectra.

However, the dissipation spectra highlight differences with the unburnt spectra, especially at l/lF = 1

and 2. The relatively small range of scales is due to the decrease of the Reynolds number as

temperature (and thus viscosity) increases across the flame. In the present flames at Tu = 298 K,

the Reynolds number decreases by a factor of ∼ 30 from the unburnt to the burnt gases.

D.2 Chemical source terms

In addition to the progress variable production rate shown in the manuscript, the conditional means

of the chemical source terms of heat release, fuel, H2O, C2H4, H, and OH are shown in Fig. D.2.

In all cases, the source terms are unaffected by changes in the integral length scale. Yet, significant

differences between the turbulent flames and the corresponding laminar flames are observed. This
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Figure D.1: Normalized energy and dissipation spectra for the different simulations. Two-
dimensional three components spectra taken in y-z planes in the unburnt (subscript u) and burnt
(subscript b) gases.

indicates that differential diffusion effects are significant for reactants, products, intermediates, as

well as radicals.
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Figure D.2: Conditional means of chemical source terms.
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Appendix E

Filtered chemical source term

E.1 Presumed PDF

A common approach in tabulated chemistry combustion models is to presume the shape of the

probability density function of the progress variable. A β-function PDF is often assumed [39, 44].

The β-probability density function is defined as:

P (c|c̃, cv) =
ca−1(1− c)b−1∫ 1

0
ca−1(1− c)b−1dc

, (E.1)

where a and b are determined from c̃ and its variance:

a = c̃

(
c̃(1− c̃)
cv

− 1

)
, b = a

(
1

c̃
− 1

)
, (E.2)

for c normalized between 0 and 1.

Another approach consists of using spatially filtered laminar flames to generate the lookup ta-

ble [40, 75]. A reference one-dimensional flame is filtered at different filter widths and the filtered

fields are then tabulated against the filtered progress variable c̃ and its variance. Moureau et al. [71]

showed that the use of a variable filter size led to better predictions than using the LES grid size

as the filter width. This approach is equivalent to convoluting the laminar progress variable source

term with a PDF obtained from filtered laminar flames, labeled FLF-PDF. The sub-filter PDF of
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the FLF model is

P (c|c̃, Sc) =
ρ(c)F∆

(
x̃∆(c̃,∆)− x(c)

)
ρ̄(c̃, Sc)|∇c|

, (E.3)

where ∆ = ∆(c̃, Sc) is the filter size that needs to be applied to the laminar flame to match the

sub-grid scale scalar variance, and Sc = cv/[c̃(1− c̃)] is the unmixedness factor.
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