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ABSTRACT 

This thesis presents investigations of chemical reactions occurring at the liquid/vapor 

interface studied using novel sampling methodologies coupled with detection by mass 

spectrometry. Chapters 2 and 3 utilize the recently developed technique of field-induced 

droplet ionization mass spectrometry (FIDI-MS), in which the application of a strong 

electric field to a pendant microliter droplet results in the ejection of highly charged 

progeny droplets from the liquid surface. In Chapter 2, this method is employed to study 

the base-catalyzed dissociation of a surfactant molecule at the liquid/vapor interface upon 

uptake of ammonia from the gas phase. This process is observed to occur without 

significant modulation of the bulk solution pH, suggesting a transient increase in surface 

pH following the uptake of gaseous NH3. Chapter 3 presents real-time studies of the 

oxidation of the model tropospheric organic compound glycolaldehyde by 

photodissociation of iron (III) oxalate complexes. The oxidation products of 

glycolaldehyde formed in this process are identified, and experiments in a deoxygenated 

environment identify the role of oxygen in the oxidation pathway and in the regeneration 

of iron (III) following photo-initiated reduction. Chapter 4 explores alternative methods for 

the study of heterogeneous reaction processes by mass spectrometric sampling from liquid 

surfaces. Bursting bubble ionization (BBI) and interfacial sampling with an acoustic 

transducer (ISAT) generate nanoliter droplets from a liquid surface that can be sampled via 

the atmospheric pressure interface of a mass spectrometer. Experiments on the oxidation 

of oleic acid by ozone using ISAT are also presented. Chapters 5 and 6 detail mechanistic 

studies and applications of free-radical-initiated peptide sequencing (FRIPS), a technique 

employing gas-phase free radical chemistry to the sequencing of peptides and proteins by 

mass spectrometry. Chapter 5 presents experimental and theoretical studies on the 

anomalous mechanism of dissociation observed in the presence of serine and threonine 

residues in peptides. Chapter 6 demonstrates the combination of FRIPS with ion mobility-

mass spectrometry (IM-MS) for the separation of isomeric peptides. 
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C h a p t e r  1  

INTRODUCTION 

(Reproduced in part with permission from Thomas, D. A.; Wang, L.; Goh, B.; Kim, E. S.; 

Beauchamp, J.L. Anal. Chem. 2015, 87, 3336-3344. http://dx.doi.org/10.1021/ac504494t 

Copyright 2015 American Chemical Society) 

 

1.1 Background 

The liquid/vapor interface is one of the most ubiquitous chemical environments in nature, 

present on the surface of oceans and lakes,1 on cloud and fog waters,2-4 on aqueous 

deliquescent particles,5,6 and in the human respiratory system.7,8 As a result of its singular 

attributes including an immense change in density on molecular length scales,9 the 

existence of a localized electrical potential,10-13 and  the presence of free surface hydroxyl 

groups,14 this intriguing environment often serves as a medium for unique processes 

unobserved in bulk phases.1,7,15-17 In the earth’s atmosphere, processes such as adsorption 

of gas-phase molecules,3,9,18-22 surface partitioning of amphiphilic or highly polarizable 

analytes,9,11,23,24 and heterogeneous reactions between dissolved organics and gas-phase 

oxidants17,25-28 can strongly influence the chemical evolution and properties of aqueous 

aerosol. In spite of the pervasiveness of the liquid/vapor interface, numerous attributes of 

this system remain poorly understood, with even the properties and structure of the neat 

water/air interface still the subject of much debate.29    

The study of chemical or structural changes occurring at interfaces has been difficult, as 

the selective detection of molecules in the interfacial environment and their differentiation 

 



 2 
from the underlying bulk phase is not straightforward. Specialized experimental 

methodologies are required to specifically study the chemistry occurring at the liquid/vapor 

interface, and among the most popular of these methods are the nonlinear optical 

spectroscopy techniques of vibrational sum frequency generation (VSFG) and second 

harmonic generation (SHG) spectroscopy, in which transitions are forbidden in media with 

inversion symmetry (i.e., bulk phases), and the spectrum is therefore dominated by 

interface-specific surface resonances.30,31 These techniques, in combination with 

theoretical simulations,11,12,32-34 have been employed to study the structure of neat water at 

the interface,35 the surface enhancement of hydronium and hydroxide ions,36,37 the surface 

properties of inorganic ions,38-40 and the orientation of molecules in the interfacial region.41-

43 Other interface-specific spectroscopic methods, including infrared-reflection absorption 

spectroscopy,44-46 glancing-angle spectroscopy,47-49 and Brewster angle microscopy50-54 

have also provided insight into the orientation and arrangement of molecules at the water 

surface. In addition, the properties of liquid/vapor interfaces have been studied recently by 

photoelectron spectroscopy of liquid jets,55-58 neutron reflection from a liquid surface,59 

and grazing incidence X-ray diffraction of surface monolayers.53,60-62 To study the 

dynamics and kinetics of exchange at the interface between gas- and liquid-phase species, 

droplet train flow reactor (DTFR) and molecular beam scattering experiments have been 

employed.20,63,64 

Though the above methodologies yield extensive information on the structure and 

properties of the liquid/vapor interface, their application to the study of time-dependent, 

multicomponent chemical systems is challenging. Nevertheless, VSFG spectroscopy in 

particular has been successfully applied to the study of several chemical systems, including 
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the uptake and reaction of methanol on sulfuric acid solutions,19 the oxidation of oleic 

acid by ozone,27 and the uptake of SO2 from the gas phase and subsequent reaction in 

aqueous solution.65-67 In addition, the heterogeneous chemistry of model atmospheric 

aerosols has been studied by online chemical ionization mass spectrometry of organic 

particles,68-70 VSFG of model sea spray aerosol,71 and detection of products in large aerosol 

chambers.11,15  

Several methods utilizing atmospheric pressure ionization mass spectrometry have also 

been developed recently to study the dynamics of chemical reactions at the water/air 

interface. Colussi, Hoffmann, and co-workers developed a technique based on sonic spray 

ionization (SSI)72 for the analysis of interfacial reactions. Droplets in an aqueous microjet 

produced by SSI are exposed to gas-phase reactants and subsequently sampled by transfer 

through the atmospheric pressure interface of a mass spectrometer. This method has been 

used to examine several interfacial processes, including the reaction of halogen anions and 

organic species with ozone and the availability of hydronium ions at the interface.73-78 In 

addition, surface-selective sampling of analytes has been achieved by laser ablation of 

droplets on a rod or suspended by acoustic levitation.79-82 

The technique of field-induced droplet ionization mass spectrometry (FIDI-MS), 

developed by Grimm and co-workers, has been utilized for the time-resolved examination 

of interfacial reactions between a hanging droplet and gas-phase reagents.83 In this method, 

the application of a strong electric field induces prolate elongation of a droplet, generating 

symmetric negatively and positively-charged Taylor cone-jets of highly charged progeny 

droplets, which are subsequently sampled by a mass spectrometer.84,85 FIDI-MS has been 

applied to the investigation of oxidative damage in the lungs caused by the exposure of 
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various components of the lung surfactant system to ozone, highlighting the ability of this 

technique to analyze complex processes such as ozonolysis that are common at 

liquid/vapor interfaces.7,86,87 

The studies presented in this thesis continue the investigations initiated by Grimm and co-

workers into heterogeneous reactions occurring at the surface of liquid droplets. Chapter 2 

details experiments examining base-catalyzed reactions occurring at the liquid/vapor 

interface upon uptake of ammonia from the gas phase. In addition, the FIDI apparatus has 

been redesigned and coupled to a new mass spectrometer to increase sensitivity and enable 

the exploration of more complex chemical systems. The design and fabrication of an 

enclosure for the source allows for greater control of ambient conditions during FIDI 

experiments, and this new apparatus is utilized in Chapter 3 to study the oxidation of 

glycolaldehyde initiated by photolysis of iron (III) oxalate complexes. Chapter 4 details the 

development of alternative methods for mass spectrometric sampling of the liquid/vapor 

interface, with special focus on the ejection of nanoliter droplets from the surface by 

focused acoustic waves.  

The studies detailed in Chapters 5 and 6 do not address the chemistry of the liquid/vapor 

interface; instead, these chapters examine the application of gas-phase free radical 

chemistry to the sequencing of biomolecules. Specifically, Chapter 5 explores the 

mechanism of free-radical-initiated dissociation observed at serine and threonine residues 

in peptides, and Chapter 6 details the combination of a free-radical-initiated peptide 

sequencing (FRIPS) and ion mobility-mass spectrometry (IM-MS) for the separation of 

isomeric peptides. 

 
 



 5 
1.2 Contents of Thesis 

1.2.1 Base-Catalyzed Chemistry at the Liquid/Vapor Interface 

Recent studies on the rapid unfolding and refolding of proteins in electrospray droplets 

exposed to gaseous acids and bases88,89 prompted us to examine if similar conditions could 

initiate chemical changes at the liquid/vapor interface of a hanging droplet. As the uptake 

of gaseous acids and bases by aqueous particles is an important atmospheric process, such 

reactions also yield insight into the processing of tropospheric aerosol. Ammonia (NH3) is 

the primary volatile base found in the atmosphere and thus plays an especially important 

role in atmospheric chemistry. Chapter 2 explores the dissociation of a dissolved base-

cleavable surfactant upon exposure of pendant droplets to gas-phase NH3. Importantly, the 

concentration of ammonia utilized in these experiments is insufficient to modulate the bulk 

droplet pH, yet significant surfactant dissociation is still observed, suggesting that unique 

conditions at the liquid/vapor interface increase the rate of this reaction. A simple model 

of analyte uptake into a droplet coupled with reaction and diffusion suggests that an 

increase in pH near the surface of the droplet occurs upon absorption of NH3 from the gas 

phase. 

1.2.2 Photochemistry of  Iron (III) Oxalate: Oxidation of  Organics 

As an abundant inorganic component of atmospheric aerosol, iron is known to undergo 

many key redox processes that exert a strong influence on the composition and properties 

of tropospheric particles. For example, iron catalyzes the oxidation of sulfur dioxide to 

sulfate in mineral dust aerosols, resulting in the removal of sulfate from the atmosphere by 

aerosol deposition and altering the estimated radiative forcing of tropospheric sulfate 
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aerosol.90 Dark Fenton chemistry and photo-Fenton chemistry, both of which produce 

hydroxyl radicals by iron redox processes in solution, have also been suggested as 

important processes in tropospheric aerosol.91 In addition, the complexation of iron (III) 

with oxalic acid in aqueous solution results in the reduction of iron with high quantum 

yield and the generation of hydroxyl radicals.92 Recent field experiments found an inverse 

correlation between the concentration of iron and oxalic acid in cloud waters in the 

northwest Pacific Ocean, suggesting this chemistry may also be operative in tropospheric 

systems.93 In Chapter 3, we study the oxidation of glycolaldehyde, a model semi-volatile 

organic compound abundant in the troposphere, initiated by photodissociation of iron (III) 

oxalate complexes. We monitor the consumption of oxalic acid and identify the oxidation 

products generated in real time by FIDI-MS. The utilization of an enclosed FIDI source 

provides a means to control ambient conditions, and experiments conducted in a 

deoxygenated environment support the proposed mechanisms of reaction. 

1.2.3 Alternative Methods for MS Sampling of  Liquid Surfaces 

Although FIDI-MS has proven an extremely effective method for the study of 

heterogeneous reactions occurring on a time scale of tens of seconds to minutes, the 

inability to sample from planar surfaces using this technique prompted the study of 

alternative sampling methods. The coupling of mass spectrometric sampling with surface 

pressure measurements in a Langmuir trough or similar device would provide real-time 

information on both the physical properties and chemical composition of a liquid surface 

over the course of a reaction. Toward this goal, Chapter 4 introduces the sampling 

techniques of bursting bubble ionization (BBI) and interfacial sampling with an acoustic 
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transducer (ISAT), in which droplets (0.5-10 nL volume) are ejected from the surface of 

bulk solution. In BBI, these droplets are generated at the tip of a liquid jet that fills the 

cavity left by a bursting bubble at a liquid surface. Utilizing ISAT, droplets are ejected on 

demand by piezoelectrically generated acoustic waves focused at the liquid/vapor interface. 

Experiments show that droplets generated by either method are near-neutral in net charge, 

suggesting that the production of gas-phase ions occurs by the breakup and charging of 

droplets during transfer through the atmospheric pressure interface of the mass 

spectrometer, similar to the process proposed for sonic spray or thermospray ionization. 

As a proof of concept for the study of heterogeneous reactions by ISAT-MS, we present 

results from experiments on the oxidation of aqueous oleic acid by ozone impinging upon 

the liquid surface from the gas phase.  

1.2.4 Mechanism of  Radical-Initiated Dissociation at Serine and Threonine 

Free-radical-initiated peptide sequencing (FRIPS) is an alternative method for the 

dissociation of gas-phase peptide ions within a mass spectrometer that takes advantage of 

the unique reactions of free radicals to gain peptide sequence information. In its most recent 

incarnation, a free radical precursor is coupled to a peptide or protein, and gas-phase 

collisional activation results in the selective formation of an acetyl radical at the N-terminus 

by homolytic bond cleavage. This radical then initiates dissociation by abstraction of a 

hydrogen atom, typically from either Cα or Cβ of the peptide side-chain. Recent 

experiments by Sohn and co-workers demonstrate nearly 100% sequence coverage 

utilizing this method in peptides that are challenging to sequence by standard collisional 

activation methods.94 Anomalous dissociation patterns are observed at serine and threonine 
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residues within a peptide chain during FRIPS experiments. Chapter 5 details extensive 

experimental and theoretical studies of the mechanism of dissociation in the presence of 

these amino acids. It is found that hydrogen bonding between the side-chain hydroxyl 

group and backbone amide carbonyl results in distinct low-energy dissociation pathways 

the give rise to the anomalous product ions observed in FRIPS spectra. 

1.2.5 Separation of  Isomeric Peptides by FRIPS and IM-MS 

 The implementation of ion mobility spectrometry in combination with mass 

spectrometry (IM-MS) provides an additional degree of separation that greatly improves 

the analysis of complex samples. In proteomics experiments, the isolation of peptides with 

strong sequence homology, which are challenging to separate by liquid chromatography 

alone, may yield significantly more insight into the expression levels and role of cellular 

proteins. Most IM-MS systems integrate the ion mobility device directly into the mass 

spectrometer or require extensively customized instrumentation. A new ion mobility 

device, the radial opposed migration ion and aerosol classifier (ROMIAC), developed by 

Mui and co-workers, is relatively simple to fabricate and easily integrated with the 

atmospheric pressure interface of most commercial mass spectrometers.95 Chapter 6 details 

some of the initial studies performed using the ROMIAC. Specifically, the ROMIAC is 

used to separate isomer peptides as a demonstration of its utility in the analysis of complex 

peptide samples. In addition, the tagging of peptides with the FRIPS reagent is found to 

enhance peptide separation during IM-MS experiments. 
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C h a p t e r  2  

Probing the Chemistry of Ammonia at the Liquid/Vapor Interface: 
Base-Catalyzed Dissociation of a Cleavable Surfactant Studied by 
Field-Induced Droplet Ionization Mass Spectrometry 

2.1 Abstract 

The uptake of gaseous species into aqueous solutions is a central process in atmospheric 

chemistry that strongly influences the composition and processing of aerosol particles. 

Extensive research into the mechanism of uptake has revealed the complexity that often 

underlies this process. For example, the uptake of gas-phase ammonia at the liquid/vapor 

interface involves the interplay of accommodation, solvation, proton transfer, and 

diffusion. This study investigates the potential for changes in liquid properties near the 

liquid/vapor interface upon uptake of NH3 to initiate base-catalyzed reactions selectively 

near a liquid surface. Droplets 2.5 µL in volume containing the pH-sensitive cleavable 

surfactant hexadecyl betaine (HDB) are exposed to gas-phase ammonia and sampled by 

field-induced droplet ionization mass spectrometry (FIDI-MS). Surfactant dissociation to 

yield hexadecanol and betaine in aqueous solutions or betaine methyl ester in solutions 

containing methanol is observed to occur without modulation of the bulk pH, suggesting 

that this process takes place selectively near the droplet surface. Sequential sampling 

experiments confirm that the reaction does not continue in the absence of gas-phase NH3, 

providing further evidence that dissociation is not the result of changes in bulk solution 

pH. A model of NH3 uptake coupled with reaction and diffusion indicates that transient 
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increases in pH may occur near the droplet surface, resulting in an increased rate of base-

catalyzed dissociation in the interfacial region in comparison to bulk solution. 

2.2 Introduction 

The uptake of gaseous acids and bases at aqueous interfaces has received significant 

attention in both theoretical and experimental studies due to its importance in numerous 

atmospheric environments. These studies also provide insight into the fundamental 

properties and unique reactivity of the water/air interface, such as the acidity of the water 

surface96-98 and the degree of solvation required for proton transfer reactions to occur.99 

Gas uptake at the water/air interface is hypothesized to proceed by the “critical cluster” 

model, in which surface accommodation is followed by the formation of a cluster of solvent 

molecules around the adsorbed species that facilitates its transfer into bulk solution.20 For 

example, in the case of hydrochloric acid, a combination of theoretical and experimental 

studies has concluded that hydrolysis occurs at the interface or in the first few surface layers 

via the coordination of water molecules both above and below the hydrogen chloride 

molecule, resulting in efficient solvation of the ions and the formation of a stable ion 

pair.49,99 Proton transfer to or from a base or acid generally occurs rapidly once the 

molecule is solvated, and this process occurs in concert with diffusion through the liquid 

to determine the time scale and spatial extent of pH change in solution.  

The process of adsorption of gaseous ammonia (NH3) at the water/air interface has been 

the subject of numerous studies, as NH3 is the primary soluble base present in the earth’s 

atmosphere. Studies employing SFG spectroscopy for the analysis of the structure of the 

interfacial region of ammonia-water solutions at high concentrations (mole fraction XNH3 
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> 0.1) found that ammonia-water complexes are present in the interfacial region, with 

the nitrogen lone pair of ammonia interacting with the free OH groups present at the 

liquid/vapor interface.100,101 Similarly, surface tension measurements of ammonia-water 

solutions with XNH3 between 0.01 and 0.1 found the Gibb’s energy of adsorption of NH3 

to the liquid surface was nearly twice that of the bulk free energy of solvation.102 Study of 

the uptake of ammonia by aqueous solutions as a function of pH using DTFR experiments 

found a mass accommodation coefficient (the fraction of gas collisions with a surface that 

result in uptake) between 0.08 at 290 K and 0.35 at 260 K.103 Evidence for the formation 

of a surface complex involving ammonia was also observed at high pH values. Intriguingly, 

a study of the pH of the water/air interface following exposure to gaseous NH3 found a 

measureable increase in the local pH at the surface that was sustained for several minutes 

before equilibration with the bulk liquid.49  

The properties of ammonia at the liquid/vapor interface have also been investigated 

extensively by theoretical methods, yielding significantly different results depending on 

the methods employed (e.g., including or excluding polarizability, molecular dynamics vs. 

embedded quantum mechanical methods). Several studies found a potential minimum for 

ammonia at the liquid/vapor interface ranging in magnitude from 2-8 kJ/mol,104-106 whereas 

other calculations found no evidence of a potential minimum.107,108 Simulations of 

ammonia-water solutions showed evidence that NH3 is concentrated at the interface, 

whereas NH4
+ is depleted in the interfacial region.105,109,110  

Although the adsorption of ammonia at the water/air interface has been the subject of 

many investigations, further experimental studies are required to yield insight into the 
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intriguing behavior of this molecule in the interfacial region. In this study, we explore 

the potential of NH3 uptake at the liquid/vapor interface to initiate base-catalyzed reactions 

of surface-active species. A solution containing a cleavable surfactant, hexadecyl betaine 

(HDB, Scheme 2.1), is analyzed by forming a quiescent droplet with a surfactant layer of 

HDB at the water/air interface, exposing it to NH3 vapor, and sampling by FIDI-MS. These 

experiments indicate that the uptake of gaseous ammonia by a liquid surface leads to a 

localized increase in pH, inducing based-catalyzed reactions specifically at the liquid/vapor 

interface. A simple model of NH3 uptake at the water/air interface in concert with reaction 

and diffusion within a droplet provides further evidence for an increase in pH near the 

droplet surface. 

Scheme 2.1. Base-Catalyzed Dissociation of the Cleavable Surfactant Hexadecyl Betaine (HDB) 

 

2.3 Materials and Methods 

2.3.1 Materials 

High-purity water was purchased from EMD Millipore (Billerica, MA). Ammonium 

acetate, concentrated ammonium hydroxide (28-30% by weight), and high-purity methanol 
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were obtained from J.T. Baker Avantor (Center Valley, PA). Hexadecyl betaine (2-

(hexadecyloxy)-N,N,N-trimethyl-2-oxoethan-1-aminium chloride), dodecanoic acid, 

dodecyltrimethylammonium bromide (DTA), and ammonium bicarbonate were obtained 

from Sigma-Aldrich (St. Louis, MO) and used without further purification. New stock 

solutions of HDB were prepared daily at a concentration of 10 mM to prevent degradation. 

Stock solutions of 10 mM DTA and dodecanoic acid stored at −20° C and thawed for 

sample preparation. Hydrion short-range pH paper was obtained from Micro Essential 

Laboratory (Brooklyn, NY) to measure the pH of FIDI droplets following exposure to 

gaseous ammonia.  

2.3.2 Field-Induced Droplet Ionization Mass Spectrometry (FIDI-MS) 

Figure 2.1 shows the two experimental arrangements utilized for FIDI-MS experiments. 

The FIDI apparatus coupled to an LCQ mass spectrometer (Figure 2.1a) has been described 

in detail in a prior study,83 and slight modifications to this design were implemented to 

couple the source to an LTQ-XL mass spectrometer (Thermo-Fisher, Waltham, MA), as 

shown in Figure 2.1b. In both designs, a droplet of ~1.6 mm in diameter (2.5 μL volume) 

is formed on the end of a 28-gauge stainless steel capillary by injection from an external 

syringe pump. This capillary is positioned equidistantly between two parallel plate 

electrodes separated by 6.3 mm. Following a 1 min delay period for droplet equilibration 

and formation of a surface surfactant layer, NH3 vapor is leaked into the region via two gas 

inlets on either side of the droplet. The gas flow is maintained for a variable period of time 

up to 60 s, and the droplet is then subjected to a strong electric field by application of a 

high voltage to the back parallel plate electrode; the metal capillary on which the droplet 
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is hanging is also biased such that it is on an equipotential of the applied field. The strong 

electric field results in the ejection of highly charged, micron-sized progeny droplets,85 

which enter the atmospheric pressure inlet of the mass spectrometer and undergo 

evaporation and Rayleigh discharge to yield gas-phase ions in a manner similar to the 

mechanism of electrospray ionization.111 The FIDI source designed for the LCQ (Figure 

2.1a) employs a copper mesh as the high voltage electrode and the inlet of the mass 

spectrometer as the ground electrode. The FIDI source modified for use with the LTQ-XL 

(Figure 2.1b) utilizes two stainless steel plates mounted on ceramic rods (Kimball Physics, 

Wilton, NH) as the high voltage and ground electrodes.  Experiments on droplets of 

50/50% (v/v) methanol/water were performed with use of the LCQ, and those on purely 

aqueous droplets were performed with use of the LTQ. For each time point, at least four 

spectra were collected from separate droplets and averaged to give the presented time-

resolved data. Following sampling by FIDI-MS, each droplet was collected on short-range 

pH paper (range 5.5-8.0, increments of 0.3 pH units), and the pH was determined by noting 

the change in color of the paper. 
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Figure 2.1. Experimental apparatus for monitoring interfacial reactions by FIDI-MS. Experiments 

performed with the LCQ mass spectrometer (a) utilized a copper mesh for the high voltage (HV) 

electrode and the MS inlet as a ground electrode, whereas experiments performed with the LTQ 

mass spectrometer (b) utilized stainless steel plates for the ground and HV electrodes.  

2.3.3 Generation of  Gaseous Ammonia 

Two approaches were utilized to generate a flow of gaseous ammonia for droplet 

exposure. For experiments on droplets of 50/50% (v/v) methanol/water, a 32 mL/min flow 

of nitrogen was directed over the headspace above 3 mL of a ~150 mM ammonium 

hydroxide solution in the base of a U-shaped flow tube. For experiments on aqueous 

droplets, nitrogen gas was flowed through a fritted bubbler (64834-U, Sigma-Aldrich) 

containing 10 mL of 15 mM ammonium hydroxide at a rate of 50 mL/min. Gas flow rates 

were governed by a mass flow controller calibrated for nitrogen (πMFC, MKS Instruments, 
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Andover, MA). Flow rates and concentrations were optimized to ensure that the gas flow 

did not induce major changes in the bulk pH of droplets.  

2.3.4 Sonic Spray Ionization 

A sonic spray ionization (SSI) source was utilized in this work to study the kinetics of 

hydrolysis of HDB in buffered aqueous solution. The apparatus is constructed from a 1/16 

in. tubing tee (Swagelok, Solon, OH) as described in detail in a previous study by Cooks 

and co-workers.112 The source was operated with a nitrogen nebulizing gas flow rate of ~5 

L/min and a sample infusion rate of 5 µL/min. An LTQ-XL was utilized for detection with 

the same instrumental parameters employed in FIDI-MS experiments to minimize 

differences in ion abundance between the two methods. Solutions of 100 µM HDB in either 

50 mM ammonium bicarbonate or 25 mM ammonium acetate with pH adjusted by addition 

of acetic acid or ammonium hydroxide were prepared directly prior to analysis. 

2.3.5 Model of  NH3 Uptake in Aqueous Solution 

To better evaluate the interplay of uptake, diffusion, and reaction in these experiments, a 

simple model was developed to study the uptake of NH3 vapor by aqueous droplets. The 

experimental system is modeled as a spherically symmetric droplet 1 mm in diameter. The 

Nernst-Planck diffusion model in the dimension 𝑟𝑟 over time 𝑡𝑡 is utilized to describe the 

movement of dissolved species in solution,113-116 

𝜕𝜕𝑐𝑐𝑖𝑖
𝜕𝜕𝜕𝜕

= 𝑟𝑟−2 𝜕𝜕
𝜕𝜕𝜕𝜕
�𝑟𝑟2 �∑ 𝐷𝐷𝑖𝑖𝑖𝑖

𝜕𝜕𝑐𝑐𝑘𝑘
𝜕𝜕𝜕𝜕

𝑁𝑁𝑠𝑠
𝑖𝑖=1 �� + 𝑗𝑗𝑖𝑖              (2.1)    

where 𝑐𝑐𝑖𝑖 is the concentration of each species, 𝑁𝑁𝑠𝑠 is the number of species, and 𝑗𝑗𝑖𝑖 represents 

the rate of addition or depletion of a species via chemical reaction. The diffusion coefficient 
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of species 𝑖𝑖 modified by the concentration gradient of other dissolved species 𝑘𝑘, 

represented by 𝐷𝐷𝑖𝑖𝑖𝑖, is given by 

𝐷𝐷𝑖𝑖𝑖𝑖 = 𝐷𝐷𝑖𝑖𝛿𝛿𝑖𝑖𝑖𝑖 −
𝑧𝑧𝑖𝑖𝑧𝑧𝑘𝑘𝐷𝐷𝑖𝑖𝐷𝐷𝑘𝑘𝑐𝑐𝑖𝑖
∑ 𝑧𝑧𝑘𝑘

2𝐷𝐷𝑘𝑘𝑐𝑐𝑘𝑘
𝑁𝑁𝑠𝑠
𝑘𝑘=1

                           (2.2)    

where 𝐷𝐷𝑖𝑖 is the diffusion coefficient of species 𝑖𝑖, 𝛿𝛿𝑖𝑖𝑖𝑖 is the Kronecker delta function, and 

𝑧𝑧𝑖𝑖 is the charge of species 𝑖𝑖. This model accounts for the influence of electrostatic 

interactions on diffusion in the droplet. The diffusion constants utilized for each species 

are detailed in Table B.1. 

In each simulation, the proton transfer reactions of ammonia were modeled along with 

the reactions of dissolved carbon dioxide, 

NH3 + H2O ⇌ NH4
+ + OH−                      (2.3)    

NH3 + H3O+ ⇌ NH4
+ + H2O                     (2.4)    

2 H2O ⇌ H3O+ + OH−                          (2.5)     

CO2 + H2O ⇌ H2CO3                           (2.6)    

H2CO3 + H2O ⇌ HCO3
− + H3O+                  (2.7)    

HCO3
− + OH− ⇌ CO3

2− + H2O                    (2.8)    

The rate constants for the forward and reverse reactions used in the model are listed in 

Table B.2. 

The initial conditions of the simulation are calculated assuming a pure water droplet in 

equilibrium with 400 parts per million (ppm) gas-phase CO2 and no dissolved NH3, giving 

a uniform initial droplet pH of 5.6, as detailed in Table B.3. The system boundary 

conditions are modeled by103,117 
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𝜕𝜕𝑐𝑐𝑖𝑖(𝜕𝜕=0)

𝜕𝜕𝜕𝜕
= 0                          (2.9)   

𝜕𝜕𝑐𝑐𝑖𝑖(𝜕𝜕=0.5)
𝜕𝜕𝜕𝜕

= � 𝛼𝛼𝑖𝑖
𝐷𝐷𝑖𝑖, H2O�2𝜋𝜋𝑀𝑀𝑖𝑖𝑅𝑅𝑅𝑅

� �𝑃𝑃𝑖𝑖,𝑔𝑔 −
𝑐𝑐𝑖𝑖(𝜕𝜕=0.5)

𝐻𝐻𝑖𝑖
�             (2.10)    

where 𝛼𝛼𝑖𝑖 is the mass accommodation coefficient of species 𝑖𝑖, 𝑀𝑀𝑖𝑖 is the molar mass, 𝑅𝑅 is 

the gas constant, 𝑇𝑇 is the temperature (K), 𝑃𝑃𝑖𝑖,𝑔𝑔 is the gas-phase pressure (Pa), and 𝐻𝐻𝑖𝑖 is the 

Henry’s law constant (mol Pa−1 m−3), as given in Table B.4. Physically, these conditions 

correspond to analyte uptake at the liquid surface that is a function of the diffusion constant 

in solution (𝐷𝐷𝑖𝑖, H2O), the number of gas-phase molecules impinging upon the surface 

(�2𝜋𝜋𝑀𝑀𝑖𝑖𝑅𝑅𝑇𝑇),20 the fraction of impinging molecules adsorbed by the solution (𝛼𝛼𝑖𝑖), and the 

difference between the gas-phase analyte partial pressure (𝑃𝑃𝑖𝑖,𝑔𝑔) and the equilibrium vapor 

pressure above the solution (𝑐𝑐𝑖𝑖(𝑟𝑟 = 0.5)/𝐻𝐻𝑖𝑖). The gas-phase pressure of all species except 

NH3 and CO2 are assumed to be zero (i.e., 𝜕𝜕𝑐𝑐𝑖𝑖(𝑟𝑟 = 0.5)/ 𝜕𝜕𝑟𝑟 = 0). The effect of a gas-

phase concentration gradient induced as a result of uptake into the liquid, the preference of 

molecules for the interfacial region, and the convective transport of analytes are not 

modeled in this simplified system. Calculations were performed using the pdepe function 

in the MATLAB programming environment (MathWorks, Natick, MA). 

2.4 Results and Discussion 

2.4.1 Kinetics of  HDB Hydrolysis Monitored by SSI 

As shown in Scheme 2.1, the ester bond of HDB hydrolyzes under basic conditions via 

nucleophilic attack at the carbonyl by a hydroxide ion to yield hexadecanol and betaine. In 

the presence of methanol, betaine methyl ester (BME) is also formed in high yield. To 
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assess the kinetics of HDB hydrolysis, the reaction in buffered aqueous solution was 

monitored at pH 7, 8, and 9 by sonic spray ionization (SSI), as shown in Figure 2.2. 

Although SSI does not yield quantitative ion intensities due to preferential ionization 

phenomena common in spray ionization techniques,111 SSI can be utilized to qualitatively 

assess the hydrolysis kinetics of HDB. Little dissociation of HDB was observed at pH 7 

after 40 minutes, whereas half-lives of approximately 22 and 2 minutes were determined 

at pH 8 and 9, respectively. Strong agreement was obtained between experiments utilizing 

50 mM ammonium bicarbonate and 25 mM ammonium acetate as buffers. These results 

indicate a strong pH dependence for dissociation of betaine ester surfactants, in agreement 

with a prior study.118 

 

 

 

Figure 2.2. Dissociation of hexadecyl betaine (HDB) to betaine (B) at pH 7, 8, and 9. Plotted is the 

% intensity of HDB divided by the total intensity of betaine and HDB monitored by SSI-MS as a 

function of time. Solutions were prepared in either 50 mM NH4HCO3 or 25 mM NH4CH3CO2 with 

pH adjustment by addition of acetic acid or ammonium hydroxide. 
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2.4.2 Investigation of  NH3-Catalyzed Reactions at the Water Surface  

FIDI-MS studies of reaction at the liquid/vapor interface upon NH3 uptake were 

performed in water alone and in water/methanol mixtures. Water/methanol (50/50% v/v) 

droplets of 2.5 µL in volume containing 100 µM HDB were exposed to a flow of gaseous 

NH3 generated by a flow of nitrogen above a 150 mM NH4OH solution at a rate of 32 

mL/min for 0-60 s. Although the gas flow contains a significant concentration of NH3, the 

flow is diluted upon exit from the reactive gas inlets, as the pull of air into the adjacent 

mass spectrometer inlet is approximately 1 L/min, resulting in a much higher flow of 

laboratory air in the vicinity of the droplet. Measurement of droplet pH following exposure 

to gaseous NH3 using sensitive pH paper did not show a significant increase in the bulk pH 

of the droplets (pH ≤ 6.4). Figure 2.3a shows the results of NH3 exposure experiments for 

50/50% (v/v) water/methanol droplets containing 100 µM HDB. Over the course of 60 s 

of exposure, the relative intensity of HDB is greatly reduced, and the product betaine 

methyl ester (BME) is observed with high intensity. The efficiency of this reaction without 

a significant change in the bulk pH suggests that this reaction occurs as a result of processes 

unique to the water/air interface. 
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Figure 2.3. Exposure of aqueous HDB to ammonia vapors; (a) 100 μM HDB in 50/50 

water/methanol is exposed to ammonia vapors at a flow rate of 32 mL/min; (b) 60 s after the initial 

FIDI sampling, each droplet is sampled a second time, and the results suggest diffusion of the 

product BME, significantly more hydrophilic than HDB, into solution. 

If the dissociation of HDB occurs selectively at the liquid/vapor interface, then the 

reaction should cease in the absence of gaseous NH3, and the BME product, which is 

hydrophilic and unlikely to localize to the droplet surface, should diffuse into solution until 

it reaches an equilibrium concentration throughout the droplet volume. Assuming that the 

diffusion coefficient of BME is similar to that of betaine (~1 × 10−5 cm2 s−1)119, a substantial 

decrease in BME concentration near the liquid surface should be observed within 60 s in 

the case of an interfacial process. To probe this hypothesis, each droplet was sampled a 

second time by FIDI-MS following 60 s of equilibration with the reactive gas flow shut 
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off, yielding the spectra shown in Figure 2.3b. At short times (15-30 s of gas exposure), 

little difference in the intensity of BME is observed following the equilibration period. This 

result alone is significant, as it indicates that the reaction is not driven by a change in bulk 

pH, which would cause hydrolysis to continue in the absence of gaseous NH3.  At longer 

time points (45-60 s of gas exposure), there are clear differences in the relative abundance 

of BME. At these later exposure times, there is significantly more of the hydrolysis product 

BME at the interface, and the diffusion away from the surface is therefore more rapid and 

noticeable. Notably, the diffusion of products from the interface may be somewhat aided 

by the mixing of the droplet as a result of the first FIDI sampling, but the observation that 

BME does not increase in intensity following NH3 exposure suggests the reaction occurs 

selectively near the droplet surface.  

Dissociation of dissolved HDB upon exposure to gaseous NH3 was also investigated in 

purely aqueous solution. Since hydrolysis of HDB produces hexadecanol (Scheme 2.1), 

which is highly insoluble in water, the concentration of HDB was reduced to 50 µM. Higher 

concentrations were observed to lead to loss of droplets from the capillary due to a decrease 

in surface tension, likely as a result of substantial concentrations of hexadecanol at the 

droplet surface. In addition, the zwitterionic betaine product generated in aqueous solution 

is challenging to detect by FIDI-MS, especially in comparison to the highly surface-active 

HDB parent ion, and the loss of HDB was therefore monitored with respect to the 

nonreactive dodecytrimethylammonium ion (DTA), added at a concentration of 7.5 µM. 

Dodecanoic acid was also added to the sample at a concentration of 100 µM to decrease 

the surface tension of the aqueous sample and therefore allow for FIDI-MS sampling. 
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Figure 2.4. FIDI-MS of aqueous HDB solutions exposed to NH3. Samples of 50 μM HDB, 100 

µM DDA, and 7.5 µM DTA were exposed to gas-phase NH3 generated by a flow of 50 mL/min of 

N2 through a fritted bubbler containing 10 mL of 15 mM NH4OH. The relative intensity of HDB 

with respect to DTA decreases rapidly in the first 15 s and then slowly thereafter. 

The FIDI-MS spectra collected following the exposure of aqueous HDB to NH3 are shown 

in Figure 2.4. Over the course of 60 s of exposure, the relative intensity of HDB with 

respect to DTA is found to decrease significantly, with the most substantial change 

occurring in the first 15 s of NH3 exposure. The bulk pH of the droplet was also measured 

following each experiment and was not found to increase substantially (pH ≤ 6.4). As in 

the water/methanol solutions, these results suggest that the dissociation of the surfactant at 
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the liquid/vapor interface is not initiated by a change in the bulk pH but rather by a base-

catalyzed reaction specific to the interface.  

2.4.3 Mechanism for an Enhanced Dissociation Rate at the Interface 

A theoretical model of ammonia uptake coupled with diffusion and reaction in aqueous 

solution was developed to complement the experimental observations of base-catalyzed 

reactions at the liquid/vapor interface. The model accounts for the presence of dissolved 

carbonic acid in equilibrium with gas-phase CO2 and monitors the concentration of 

analytes throughout a droplet of radius 0.5 mm following uptake of NH3 at the water/air 

interface for 0-60 s. Shown in Figure 2.5 are the calculated pH values in solution for 

varying gas-phase concentrations of NH3. At a gas-phase NH3 concentration of 1 × 1010 

molecules cm−3 (Figure 2.5a), an increase of pH from 5.6 to 6.7 near the surface of the 

droplet is calculated without a large change in the bulk pH of solution. This effect is even 

more pronounced for a gas-phase concentration of 1 × 1011 molecules cm−3 (Figure 2.5b), 

which yields an increase in surface pH to 7.6 compared to a bulk pH increase from 5.6 to 

6.5. The pH near the surface remains above 7 throughout the 60 s modeling time. At higher 

concentrations of gas-phase NH3 (1 × 1012 molecules cm−3, Figure 2.5c), a large increase 

in the pH near the surface is also observed, but the pH in bulk solution is rapidly increased 

to greater than 7. 
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Figure 2.5. Modeling of uptake, reaction, and diffusion of ammonia within an aqueous droplet of 

0.5 mm radius in equilibrium with gaseous carbon dioxide; plotted is the pH as a function of depth 

over sixty seconds of exposure to gas-phase NH3 at a concentration of (a) 1 × 1010, (b) 1 × 1011, 

and (c) 1 × 1012  molecules cm−3. 

The modeled transient change in pH near the droplet surface occurs as a result of the 

difference between the reaction rate of ammonia with water to yield the hydroxide ion and 

the rate of conversion of dissolved carbon dioxide to carbonic acid, which acts as a buffer 

to maintain the initial pH of the solution. As NH3 enters the liquid, it reacts quickly with 

water to increase the pH locally according to reactions 2.3 and 2.4 (k2.3forward= 5.0 × 105 s−1, 

k2.4forward = 4.3 × 1010 M−1 s−1).120,121 The depth at which this reaction occurs is limited by 

the diffusion rate of the ammonia within the droplet. As the concentration of the hydroxide 

ion increases, the rate of reaction between the bicarbonate and hydroxide ions also 

increases, regulating the increase in pH by reaction 2.8. The bicarbonate is quickly 

replenished by the reaction of carbonic acid with water (reaction 2.7). However, once the 

carbonic acid is depleted, the local buffering capacity of the liquid is limited by the rate of 

conversion of dissolved carbon dioxide to carbonic acid (reaction 2.6), a significantly 

slower process (k2.6forward = 0.04 s−1).122 Eventually, the concentrations of CO2 (aq) and 

dissolved carbonic acid reach equilibrium once again, resulting in a buffering effect that 
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prevents a significant increase in droplet pH at the equilibrium concentration of dissolved 

NH3. Nevertheless, an interfacial pH increase is still observed due to the transient increase 

in hydroxide ion concentration that occurs much more quickly than the replenishment of 

the buffering species. This result supports the experimental observation that dissociation 

of a base-cleavable surfactant can be achieved in an aqueous droplet without an increase 

in bulk pH.  

The increase in dissociation of HDB detected experimentally may also be the result of 

processes occurring at the droplet surface by the formation of an ammonia surface 

complex. Ammonia is known to be enriched in concentration at the water/air interface in 

comparison to bulk solution at high concentrations.100,101 Donaldson experimentally 

measured the Gibb’s energy of adsorption to the surface to be −19.1 kJ/mol, as compared 

to a bulk free energy of solvation of −10.1 kJ/mol.102 Shi and co-workers also found kinetic 

evidence for the formation of a surface complex of NH3 during uptake from the gas phase, 

although such complexes were only observed at high pH.103 A study by Clifford and 

Donaldson observed that the pH at the surface of liquid water exposed to gas-phase NH3
 

could exist in disequilibrium with bulk solution for several minutes, but the differential 

was only on the order of 0.1 pH units.49 However, a similar phenomenon may be present 

in these experiments, resulting in an increased rate of dissociation at the surface.  

2.5 Conclusions 

The process of uptake of NH3 at the water/air interface has been investigated in depth 

previously by both theoretical and experimental studies. These studies have greatly 

enhanced the current understanding of the uptake process, establishing that uptake 
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proceeds by critical cluster formation,63,102 indicating the presence of a thermodynamic 

minimum at the interface,102 and constraining the mass accommodation coefficient.103,123 

However, further investigation is necessary to fully comprehend the complex interplay of 

adsorption, diffusion, and proton transfer reactions occurring in the interfacial region. This 

study utilizes the model system of a base-cleavable surfactant enriched in concentration at 

a liquid surface to demonstrate that base-catalyzed reactions can occur specifically at the 

liquid/vapor interface as a result of exposure to NH3. Such reactions are observed to occur 

on droplet surfaces without significant modulation of the bulk solution pH, and multi-

sampling FIDI-MS experiments suggest that the reactions do not continue upon cessation 

of base exposure, supporting the assertion that these reactions occur specifically in the 

interfacial region. A simple model of uptake coupled with diffusion suggests that a 

transient increase in pH near the liquid surface can occur upon exposure to gas-phase NH3. 

A similar phenomenon has also been observed previously by Clifford and Donaldson.49 

Additional experimental and theoretical studies are required to fully elucidate the process 

of interfacial uptake, but these results demonstrate the ability of FIDI-MS to investigate 

novel processes occurring at interfaces that may have otherwise been inaccessible. 
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C h a p t e r  3  

Real-Time Studies of Iron Oxalate-Mediated Oxidation of 
Glycolaldehyde as a Model for Photochemical Aging of Aqueous 
Tropospheric Aerosols 

3.1 Abstract 

The complexation of iron (III) with oxalic acid in aqueous solution yields a strongly 

absorbing chromophore that undergoes photodissociation with high quantum yield to give 

iron (II) and the carbon dioxide anion radical. Importantly, this complex absorbs near-UV 

radiation (λ > 350 nm), making it a potentially powerful source of oxidants in aqueous 

tropospheric chemistry. Although this photochemical system has been studied for several 

decades, the mechanistic details associated with its role in the oxidation of dissolved 

organic matter within cloud water, fog, and aqueous aerosol remain largely unknown. This 

study utilizes glycolaldehyde as a model organic species to study the oxidation pathways 

and evolution of organic aerosol initiated by the photodissociation of aqueous iron (III) 

oxalate complexes. Hanging droplets (radius 1 mm) containing iron (III), oxalic acid, 

glycolaldehyde, and ammonium sulfate (pH ~ 3) are exposed to irradiation at 365 nm and 

sampled at discrete time points utilizing field-induced droplet ionization mass spectrometry 

(FIDI-MS). Glycolaldehyde is found to undergo rapid oxidation to form glyoxal, glycolic 

acid, and glyoxylic acid, but the formation of high-molecular-weight oligomers is not 

observed. These results suggest that photodissociation of iron (III) oxalate can lead to the 

formation of volatile oxidation products in tropospheric aqueous aerosol. 

 

 



 29 
3.2 Introduction 

Tropospheric aqueous-phase chemistry plays a key role in the aging of dissolved organics 

in the atmosphere.4-6,124,125 Aqueous phase processing may occur as a result of “dark” 

reactions such as acid catalysis, hydration, and oligomerization,126,127 or they may result 

from photochemical excitation of dissolved light-absorbing species.128-130 One of the key 

components directing the aging of dissolved organics is the availability of oxidative species 

such as the hydroxyl radical (OH) and hydrogen peroxide (H2O2), which may be present 

by direct generation in solution or by uptake from the gas phase.131 Many laboratory studies 

have investigated SOA production initiated by photolysis of dissolved H2O2.132-135 There 

is increasing evidence, however, that processes involving the photolysis of photoactive 

organic and organometallic compounds may also be important sources of highly reactive 

aqueous oxidants.129,136-138  

Transition metal ions present in cloudwater or aqueous aerosol are known to undergo 

photo-initiated electron transfer processes that can be a significant source of oxidative 

species.6,90,139 Iron, the most abundant transition metal ion in tropospheric particles, can be 

found in aerosol originating from sea spray,140 mineral dust,90 and anthroprogenic 

emissions.93 Measured concentrations of iron in fog waters range from micromolar or less 

in rural areas to tens of micromolar in highly polluted environments.141 As a result of these 

substantial concentrations, iron can play an important role in the aqueous-phase 

tropospheric oxidation of organics. The reactions of dissolved iron-hydroxy complexes, or 

the Fenton reactions, are a well-characterized source of atmospheric oxidants.91,92,142 The 

direct reaction of hydrogen peroxide with iron (II) yields hydroxyl radicals in the dark 
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Fenton reaction (3.1), whereas the photo-Fenton reaction yields hydroxyl radicals by 

photolysis of the iron (III) hydroxy complex (3.2 and 3.3).  

Fe2+ + H2O2 → Fe3+ + OH• + OH−               (3.1)    

Fe3+ + 2H2O ⇌ Fe(OH)2+ +  H3O+               (3.2)    

Fe(OH)2+
hν
→ Fe3+ + OH•                     (3.3)    

Several groups have recently explored the impact of iron photochemistry on SOA 

formation. Chu and co-workers studied the effects of iron (II) sulfate and iron (III) sulfate 

seed aerosol on SOA formation at 50% RH and found that iron (II) complexes inhibited 

SOA formation, whereas iron (III) had little effect on SOA formation.143 They attributed 

the effect of iron (II) to the reduction of organic condensate by the iron species and 

subsequent disruption of oligomerization processes. Nguyen and co-workers investigated 

the uptake and oxidation of glycolaldehyde in aqueous aerosol containing hydrogen 

peroxide and iron complexes.91 They found that the photo-Fenton reaction significantly 

increased the degree of oxidation in aerosol particles when compared with H2O2 photolysis 

alone (ratio of O/C=0.9 with iron and H2O2 vs. O/C=0.5 with H2O2).  

Although laboratory experiments have demonstrated that photo-Fenton chemistry can 

lead to significant oxidation of organics,144-146 the role of such processes in ambient aerosol 

is not clear, as the reactions are highly dependent on pH, iron concentration, and the 

concentration of other ligands that readily complex with iron.92,147,148 Notably, the 

formation of stable complexes between iron and dicarboxylate ligands can have a 

significant impact on the photochemical reaction pathways. Complexation between the 

oxalate anion, one of the most abundant low-molecular weight organic compounds found 
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in aqueous aerosol,93,149-151 and iron has long been known to generate significant yields 

of oxidative species by photochemical reduction of iron. Initially studied as a chemical 

actinometer,152,153 seminal work by Zuo and Hoigné demonstrated that photolysis of iron 

oxalate complexes could lead to the generation of oxidative species under atmospherically 

relevant conditions.92  

The proposed pathway for the photochemical generation of oxidative species from iron 

(III) oxalate complexes is shown in reactions 3.4-3.10 below. Depending on the pH, ionic 

strength, and concentration of iron and oxalate, three complexes are formed: Fe(C2O4)+, 

which has low photochemical reactivity,154 and Fe(C2O4)2
− and Fe(C2O4)3

3−, both of which 

undergo photochemical reduction of iron with high quantum yield.147,155 The mechanism 

of photochemical dissociation of Fe(C2O4)3
3− has been investigated in detail, with two 

groups presenting evidence for either intermolecular electron transfer (3.4a) or 

intramolecular electron transfer (3.4b) as the primary reaction pathway.156-159 The 

mechanism of dissociation of Fe(C2O4)2
− has not been studied extensively but is also 

expected to yield the oxalate anion radical, which rapidly dissociates to CO2 and CO2
•− 

(reactions 3.5 and 3.6).92 The subsequent reaction of CO2
•− with O2 leads to the eventual 

formation of H2O2 (reactions 3.7-3.9), which can then interact directly with Fe2+ (reaction 

1) or with FeC2O4 (reaction 3.10) to produce OH.160 

Fe(C2O4)33−
hν
→ Fe(C2O4)22− + C2O4

•−              (3.4a)     

Fe(C2O4)32−
hν
→ Fe(C2O4)2− + 2CO2

•−              (3.4b)    

Fe(C2O4)2−
hν
→ Fe2+ + C2O4

2− + C2O4
•−             (3.5)    

C2O4
•− → CO2

•− + CO2                       (3.6)    
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CO2

•− + O2 → CO2 + O2
•−                       (3.7)  

O2
•− + H3O+ → HO2

• + H2O                      (3.8)    

2HO2
• → H2O2 + O2                       (3.9)    

FeC2O4 + H2O2 → FeC2O4
+ + OH• + OH−            (3.10)    

Although the mechanism and kinetics of dissociation of iron (III) oxalate complexes have 

been examined in detail, much less information is available on the oxidation of 

atmospherically relevant compounds by this photochemical system. Zuo and Zhan found 

that the presence of iron (III) oxalate complexes increases the rate of oxidation of sulfur 

dioxide compared to iron alone under atmospherically relevant conditions.161 In field 

sampling studies, Sorooshian et al. found an inverse correlation between concentrations of 

dissolved iron and oxalate in stratocumulus cloudwater above the northeastern pacific 

ocean, suggesting that ferrioxalate photochemistry may play an important role in 

determining cloudwater composition under certain conditions.93 These studies serve as 

initial demonstrations of the potential importance of such reactions in aqueous tropospheric 

chemistry, but further laboratory and field studies are necessary to better discern the 

complex interplay of reactions influencing the oxidation of dissolved organic compounds.  

Glycolaldehyde serves as an excellent model system to study the influence of liquid-phase 

ferrioxalate photochemistry on the oxidation of dissolved organics. A major product of 

isoprene oxidation, glycolaldehyde is produced with an estimated global flux of greater 

than 42 Tg C yr−1.133,162,163 The abundance of glycolaldehyde, along with its high 

solubility,164 means that its oxidation processes may play a significant role in the formation 

of SOA in aqueous aerosol.  
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This study explores the photochemically initiated reaction pathways involved in the 

oxidation of aqueous glycolaldehyde in the presence of ferrioxalate complexes. Real-time 

studies of photochemical reactions in microliter droplets utilizing field-induced droplet 

ionization mass spectrometry (FIDI-MS)83,84 provide insight into the changes in chemical 

composition of this model system upon UV irradiation.  

3.3 Materials and Methods 

3.3.1 Materials 

High-purity water and ACS-grade sulfuric acid were obtained from EMD Millipore 

(Billerica, MA). Concentrated ammonium hydroxide (28-30% by weight) and ACS-grade 

iron (iii) chloride 6-hydrate were obtained from J.T. Baker Avantor (Center Valley, PA). 

All other chemicals were purchased from Sigma-Aldrich (St. Louis, MO). Stock solutions 

were prepared in concentrations of 10-100 mM and stored at −20° C with the exception of 

iron (iii) chloride stock solutions, which were prepared fresh daily at a concentration of 50 

mM in a 5 mM solution of H2SO4. 

3.3.2 Field-Induced Droplet Ionization Mass Spectrometry 

The FIDI-MS source employed in this study is based upon an initial design described by 

Grimm and co-workers.83 The general design and features of the updated source are 

described here, with further details given in Appendix A. A hanging droplet of 1.5-2 mm 

in diameter (2-4 µL) is suspended on the end of a stainless steel capillary between two 

parallel plate electrodes separated by 6.3 mm (Figure 3.1c). The parallel plates are mounted 

to a translation stage to allow alignment of an aperture in the electrically grounded plate 

with the atmospheric pressure inlet of an LTQ-XL mass spectrometer (Thermo-Fisher, 
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Waltham, MA). The capillary is mounted on a separate translation stage to provide for 

placement of the droplet midway between the two plates in alignment with the inlet of the 

LTQ-XL. A droplet is formed from liquid fed through the capillary using a computer-

controlled motorized syringe pump. Mass spectrometric sampling of the hanging droplet is 

accomplished by application of a pulsed high voltage (typically 3-5 kV, 100 ms duration) 

to the back parallel plate and to the suspended capillary at half the magnitude applied to 

the back plate to maintain field homogeneity between the front and back plate. When a 

sufficiently high voltage is applied, the electrical forces overcome the surface tension of 

the droplet, resulting in the bipolar ejection of highly-charged progeny droplets of less than 

1 µm in diameter from the opposite ends of the suspended droplet.84,85 Charged droplets of 

a specific polarity enter the transfer capillary of the mass spectrometer, resulting in the 

detection of gas-phase ions in a manner similar to electrospray ionization.111 Sampling of 

either positive or negative ions is achieved by switching the polarity of the high voltage 

applied to the back plate and capillary. The pulsed high voltage is controlled by a custom 

power supply and LabView software described elsewhere.165 

The entire FIDI source is mounted within a custom enclosure that provides control of the 

environment in which the droplet is suspended, as shown in Figure 3.1a,b. The enclosure 

is equipped with a fused silica window to allow for the study of photochemical reactions 

and for visual droplet monitoring during experiments. To study the photochemistry of 

suspended droplets in the absence of oxygen, the chamber was flushed with nitrogen at a 

flow rate of 1.2 L/min for ~10 minutes prior to sampling, and the flow of nitrogen was 

maintained throughout the experiment; the sample was also degassed by bubbling with 

nitrogen. For all other experiments undertaken in this work, the enclosure was left open to 
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laboratory air. Photochemical reactions in the hanging droplet are accomplished by 

irradiation with 365 nm light with a radiant flux of approximately 5 mW generated by a 

fiber optic-coupled LED (FCS-0365-000, Mightex Systems, Pleasanton, CA). The light is 

focused onto the droplet using a collimating lens (74-UV, Ocean Optics, Dunedin, FL) and 

a spherical focusing lens. Based upon the estimated focal spot size (3 mm radius), the 

droplet size (1 mm radius), and the estimated radiant flux based on manufacturer ratings, 

the photon flux encountering the hanging droplet is estimated to be 3 × 1016 photons cm−2 

s−1, approximately two orders of magnitude greater than the solar actinic flux at 365 nm 

with a 30° solar zenith angle.166 

Photochemical experiments employing FIDI-MS were performed in solutions containing 

0.5 mM H2SO4, 100 µM NH3, 50 µM FeCl3, 250 µM oxalic acid, and 250 µM 

glycolaldehyde. Control experiments were also performed by excluding iron, oxalic acid, 

or glycolaldehyde from the mixture and observing the impact on the photochemistry. In a 

typical experiment, a droplet of the solution was formed on the end of the capillary and 

allowed to rest for 1 minute prior to exposure to 365 nm radiation. Individual droplets were 

then sampled by application of a high voltage pulse after 0, 1, 2, and 3 min of irradiation. 

The presented spectra are averaged from four experiments on discrete droplets at each time 

point. Between experiments, the sample line was rinsed thoroughly with 10 mM H2SO4 

and was also allowed to soak overnight in this solution to prevent the accumulation of iron 

precipitates. 
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Figure 3.1. Experimental apparatus for studying photochemistry utilizing FIDI-MS. The primary 

components of the system are depicted schematically in (a) and shown as utilized in the laboratory 

in (b). A CCD camera image of the FIDI region is shown in (c). 

3.4 Results and Discussion 

3.4.1 Oxidation of  Glycolaldehyde by Iron (III) Oxalate Photochemistry 

Figure 3.2 shows the FIDI-MS spectra of hanging droplets containing iron (III) oxalate 

complexes and glycolaldehyde exposed to irradiation at 365 nm for 0-3 minutes. The 

HSO4
− anion and its dimer are the most prominent ions in the spectrum due to the high 

concentration of sulfate in solution (0.5 mM) utilized to achieve a pH of ~3. Oxalic acid 

(Ox) is also detected prior to irradiation (0 min) as a monomer, homodimer, and 

heterodimer with hydrogen sulfate (m/z 89, 179, and 187, respectively), and the dimer of 

 



 37 
glycolaldehyde hydrate (Glycol+H2O) with hydrogen sulfate is also observed at m/z 175.  

The Fe(C2O4)2
− ion, predicted by equilibrium calculations to be the dominant complex of 

iron (III) in the sample (Figure 3.3), is detected at m/z 232.  

Upon irradiation, the Fe(C2O4)2
− complex and oxalic acid ions are rapidly depleted, and 

new ions are observed at m/z 173, 175, and 191. These photochemical oxidation products 

are assigned to glycolic acid (Glyc, m/z 173), glyoxylic acid (Glyox, m/z 171), and glyoxal 

hydrate (m/z 191), all observed as adducts with hydrogen sulfate.  Formic acid is also 

observed as a dimer with hydrogen sulfate at m/z 143 with low intensity after 3 min of 

irradiation. It is possible that these ions represent the formation of organosulfate 

compounds rather than noncovalent complexes, but the free glycolic acid and glyoxylic 

acid ions (m/z 73 and 75, respectively) also increase in intensity over the course of the 

experiment, suggesting that the observed species are likely adducts formed during gas-

phase ion generation.134 The formation of these product ions is not observed in control 

experiments in which iron, glycolaldehyde, or oxalic acid is excluded from the reaction 

mixture (Figures 3.4 and 3.5). 
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Figure 3.2. Monitoring the photochemistry of aqueous glycolaldehyde and iron (III) oxalate 

complexes by FIDI-MS. The left column shows the full spectrum, and the right column highlights 

the region where glycolaldehyde and its oxidation products are detected (10x zoom). The depletion 

of Fe(C2O4)2
− and oxalic acid (Ox) are clearly observed over the course of three minutes, and the 

oxidation of glycolaldehyde (glycol) to glycolic acid (glyc), glyoxylic acid (glyox), and glyoxal is 

observed. 
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Figure 3.3. Speciation of soluble iron (III) as a function of pH under conditions utilized for FIDI-

MS experiments. Solution conditions: [Fe3+] = 50 µM, [Cl−] = 150 µM, [H2C2O4] = 250 µM, 

[H2SO4] = 0.5 mM, [NH3] = 100 µM. Fractions were calculated using the MEDUSA program 

(MEDUSA-Make Equilibrium Diagrams Using Sophisticated Algorithms, Puigdomenech, I. Royal 

Institute of Technology 100 44 Stockholm, Sweden; 2010). 
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Figure 3.4. Control experiments for the oxidation of glycolaldehyde by photodissociation of iron 

(III) oxalate complexes; (a) iron (III) and oxalic acid only (no glycolaldehyde added), (b) iron (III) 

and glycolaldehyde only (no oxalic acid added), (c) glycolaldehyde and oxalic acid only (no iron 

added).  
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Figure 3.5. Control experiments for the oxidation of glycolaldehyde by photodissociation of iron 

(III) oxalate complexes, zoom on product region; (a) iron (III) and oxalic acid only (no 

glycolaldehyde added), (b) iron (III) and glycolaldehyde only (no oxalic acid added), (c) 

glycolaldehyde and oxalic acid only (no iron added).  
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The observed chemistry of the glycolaldehyde-ferrioxalate systems is summarized in 

Scheme 3.1. As described in reactions 3.4-3.10, photodissociation of iron oxalate 

complexes leads to the formation of hydroxyl radicals that oxidize glycolaldehyde to form 

glyoxal and glycolic acid. Further oxidation yields formic acid and glyoxylic acid from 

glycolaldehyde and glycolic acid, respectively. Glyoxylic acid may then undergo one final 

oxidation process to regenerate oxalic acid, whereas formic acid oxidation leads to the 

formation of carbon dioxide. The observed oxidation pathways are similar to those 

observed by Perri and co-workers for the oxidation of aqueous glycolaldehyde by hydroxyl 

radicals produced by H2O2 photolysis initiated by a 254 nm Hg lamp.133 Perri and co-

workers also detected higher molecular weight oligomers in significant abundance and 

identified malonic and succinic acid as two of the major oligomerization products. Further 

study by Ortiz-Montalvo and co-workers identified malic and tartaric acids as additional 

oligomerization products.167 Similarly, in a study of aerosol formation from reactive uptake 

of glycolaldehyde on seed aerosol doped with iron and H2O2, Nguyen and co-workers 

proposed that oligimerization products of glycolaldehyde contributed to the high observed 

O/C ratios of aerosol organics. In contrast, the FIDI-MS experiments presented in this study 

did not detect the formation of any oligomers in significant abundance. The comparatively 

high flux of oxidative species produced by the photodissociation of iron (III) oxalate 

complexes may favor sequential oxidation over oligomerization under the conditions 

utilized in this study. 
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Scheme 3.1. Oxidation Pathway of Glycolaldehyde in the Presence of Iron (III) Oxalate Complexes 

 

3.4.2 Iron Oxalate Photochemistry Under Deoxygenated Conditions 

The photochemistry of the iron (III) oxalate and glycolaldehyde system was also 

investigated in the absence of oxygen by purging both the sample solution and the reaction 

chamber with nitrogen gas. As shown in Figure 3.6, little change in the composition of the 

droplets is observed during irradiation under such conditions. In contrast to the nearly 

complete depletion of oxalate in the presence of oxygen, the ions associated with oxalic 

acid are only marginally reduced in intensity over the course of the reaction. In addition, 

the intensity of the Fe(C2O4)2
− ion is significantly diminished after 1 min of irradiation, 

and minimal signal from oxidation products of glycolaldehyde is observed.  
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The absence of glycolaldehyde oxidation products in deoxygenated solutions is readily 

explained by the necessity of oxygen for the generation of hydroxyl radicals as detailed in 

reactions 3.4-3.10. The small amount of oxidation observed is attributed to trace 

concentrations of oxygen gas in the reaction chamber. The presence of oxygen is also 

necessary for the regeneration of iron (III) following photo-initiated reduction. Weller and 

co-workers recently measured a quantum yield of 0.8 ± 0.1 for iron (II) formation under 

conditions similar to those utilized in this study, indicating that iron (III) should be rapidly 

depleted in the absence of oxygen.147 Consistent with this result, we do not observe the 

Fe(C2O4)2
− ion following irradiation in a nitrogen atmosphere. Similarly, little change in 

the intensity of oxalate ions is observed, as only 20-30% of the oxalic acid can be 

dissociated before all of the iron present is reduced. Zuo and Hoigné also observed that 

nearly all of the iron (III) was reduced to iron (II) rapidly in deoxygenated solutions, 

whereas in oxygenated solutions a steady state was reached once approximately 70% of 

the iron (III) was reduced.92 
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Figure 3.6. Photochemistry of deoxygenated solutions of iron (III) oxalate and glycolaldehyde. 

The full spectrum is shown on the left, and the right column shows a 10x zoom on the region of 

detection for glycolaldehyde and its oxidation products. In the absence of dissolved oxygen, little 

oxidation of glycolaldehyde is observed, and oxalate is not depleted over the course of the 

experiment. The Fe(C2O4)2
− ion is substantially depleted after 1 min of irradiation.  
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3.5 Conclusions 

The photochemical dissociation of iron (III) oxalate complexes has been studied for over 

a half-century, yet new research into this chemical system continues to yield insight into 

both the fundamental mechanism of dissociation and its coupling to complex chemical 

systems. In the context of aqueous tropospheric chemistry, there is still a great deal of 

uncertainty as to the role this species might play in the aging of aqueous SOA. This study 

presents initial investigations into the oxidation of dissolved organics by photodissociation 

of complexes of iron (III) oxalate using glycolaldehyde as a model compound. Studies of 

photolysis in suspended microliter droplets by FIDI-MS show that glycolaldehyde is 

readily oxidized to glycolic acid, glyoxylic acid, and glyoxal upon 365 nm 

photodissociation of iron oxalate complexes. These results are in good agreement with 

previous studies of aqueous glycolaldehyde oxidation by Turpin and co-workers.133,134,167 

The formation of oligomers in significant abundance is not observed, which is attributed 

to the rapid oxidation of organic species, leading to the generation of CO2 or regeneration 

of oxalic acid. These results suggest that, under the appropriate conditions, the presence of 

iron and oxalate in aqueous tropospheric aerosol can lead to significant oxidation of 

dissolved organic material. Because of the high flux of near-UV photons in the troposphere, 

these reactions are expected to lead to the rapid generation of oxidizing species and the 

depletion of oxalic acid in the presence of iron, in agreement with recent field studies.93 

Further laboratory investigations into the role of iron (III) oxalate photochemistry in 

reactive uptake, along with additional field measurements, are necessary to better constrain 

the role of such complexes in aqueous tropospheric photochemistry.  
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C h a p t e r  4  

Mass Spectrometric Sampling of a Liquid Surface by Nanoliter 
Droplet Generation from Bursting Bubbles and Focused Acoustic 
Pulses: Application to Studies of Interfacial Chemistry 

(Reproduced in part with permission from Thomas, D. A.; Wang, L.; Goh, B.; Kim, E. S.; 

Beauchamp, J.L. Anal. Chem. 2015, 87, 3336-3344. http://dx.doi.org/10.1021/ac504494t 

Copyright 2015 American Chemical Society) 

 

4.1 Abstract 

The complex chemistry occurring at the interface between liquid and vapor phases 

contributes significantly to the dynamics and evolution of numerous chemical systems of 

interest, ranging from damage to the human lung surfactant layer to the aging of 

atmospheric aerosols. This work presents two methodologies to eject droplets from a liquid 

water surface and analyze them via mass spectrometry. In bursting bubble ionization (BBI), 

droplet ejection is achieved via the formation of a jet following bubble rupture at the 

surface of a liquid to yield 250 µm diameter droplets (10 nL volume). In interfacial 

sampling by an acoustic transducer (ISAT), droplets are produced by focusing pulsed 

piezoelectric transducer-generated acoustic waves at the surface of a liquid, resulting in the 

ejection of droplets of 100 µm in diameter (500 pL volume). In both experimental 

methodologies, ejected droplets are aspirated into the inlet of the mass spectrometer, 

resulting in the facile formation of gas-phase ions. We demonstrate the ability of this 

technique to readily generate spectra of surface-active analytes, and we compare the spectra 

to those obtained by electrospray ionization. Charge measurements indicate that the ejected 
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droplets are near-neutral (<0.1% of the Rayleigh limit), suggesting that gas-phase ion 

generation occurs in the heated transfer capillary of the instrument in a mechanism similar 

to thermospray or sonic spray ionization. Finally, we present the oxidation of oleic acid by 

ozone as an initial demonstration of the ability of ISAT-MS to monitor heterogeneous 

chemistry occurring at a planar water/air interface. 

4.2 Introduction 

Although several techniques have been utilized to achieve mass spectrometric analysis of 

molecular species at the liquid/vapor interface, there remains a need for further 

development in sampling methodology. For example, the analysis of planar liquid surfaces 

is not readily achieved employing FIDI-MS. This report introduces two alternative 

methods for mass spectrometric sampling from liquid surfaces: bursting bubble ionization 

(BBI) and interfacial sampling with an acoustic transducer (ISAT). As shown in Figure 

4.1, both techniques achieve surface sampling by the ejection of droplets (0.5-10 nL 

volume) from the surface of the bulk solution. In BBI, these droplets are formed by a liquid 

jet following bubble bursting at the liquid/vapor interface, whereas in ISAT they are ejected 

by constructive interference of acoustic waves focused at the liquid surface. 
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Figure 4.1. Apparatus for bursting bubble ionization (BBI) and interfacial sampling with an 

acoustic transducer (ISAT). The device used for BBI, which produces droplets of ~250 µm in 

diameter, is represented schematically in (a) and is shown interfaced with the mass spectrometer in 

(b). A cross section of the components of the ISAT device and an overhead view of the transducer 

pattern are outlined in (c) and (d), respectively. The interfacing of the device with the mass 

spectrometer is shown in (e). 

The processes involved in bubble bursting at the water/air interface have been studied 

extensively for over five decades, largely in relation to their role in the generation of sea 

spray aerosol.168-172 In addition, an interest in detailing the complex fluid mechanics 

involved in bubble bursting has led to several numerical studies.173-176 As a bubble rises 

through a liquid, it may collect hydrophobic or surfactant molecules at its liquid/vapor 

interface, leading to enrichment of these compounds at the liquid surface.177-182 At the 

liquid/vapor interface, the bubble forms a thin film layer and remains partially submerged 
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in the liquid. As water drains from the film, the bubble becomes unstable and bursts, 

yielding small film droplets and leaving a cavity in the water that was previously occupied 

by the bubble.183 Liquid at the surface rapidly flows in from a radial direction to fill this 

cavity, collecting at the center to rise up and generate a jet that ejects one or more droplets 

from its tip as it becomes unstable (Figure 4.1a).172,173,175,184 Measurement of the charge on 

film droplets produced in pure water reveals that they typically possess a net negative 

charge, suggesting that formation of the film layer leads to charge separation at the 

liquid/vapor interface via disruption of the electrical double layer.10 Experiments indicate 

that the charge on the significantly larger jet droplets is highly dependent on experimental 

conditions, including bubble rise time, liquid composition, ionic strength, and bubble 

size.185 In addition, observations indicate that liquid in the jet droplet predominately 

originates in the interfacial region, suggesting that this droplet may be enriched in 

molecules with preference for the interface.186,187  

Droplet ejection from a liquid surface may also be accomplished via focused acoustic 

pulses.188,189 The ISAT device utilizes an acoustic transducer patterned in concentric, 

annular rings that generate constructive interference of acoustic waves at a single focal 

point on the liquid surface, similar to the diffractive focusing of light with a Fresnel zone 

plate (Figure 4.1c,d).190-192 Previous experiment and theory on acoustic droplet ejection 

show that a liquid cone rises from the surface at the acoustic radiation focal point due to 

the pressure exerted on the surface, and a droplet is produced at the cone tip when this 

pressure surmounts the surface tension.188,190,193 The size of the focal point, and the 

resulting droplet size, can be adjusted by utilizing different harmonics of the piezoelectric 

resonant frequency to achieve initial droplet sizes ranging from 10-100 µm in diameter, 
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with volumes as small as 0.5 pL.194 This device provides droplets of uniform size that 

are formed in a manner that incorporates surface-active molecules from the liquid reservoir.  

This report details the use of both of these methods for the generation and mass 

spectrometric analysis of gas-phase ions from droplets ejected from a liquid surface. The 

presented experiments demonstrate the ability of these methods to readily detect surfactants 

and other molecules with nominal surface activity, compare these techniques to 

electrospray ionization (ESI), and suggest possible ionization mechanisms that lead to the 

detected gas-phase ions. It is found that these experimental methodologies are highly 

selective for the detection of surface-active species, which are often observed as solvent-

ion adducts, consistent with a low-energy ionization process. We also utilize the ISAT 

device to monitor the oxidation of oleic acid by ozone as an initial demonstration of the 

ability of this technique to observe interfacial chemistry at a planar water/air boundary. 

4.3 Experimental Methods 

4.3.1 Materials 

High performance liquid chromatography (HPLC)-grade methanol was purchased from 

J.T. Baker Avantor (Center Valley, PA), and high-purity water was purchased from EMD 

Millipore (Billerica, MA). All other chemicals were purchased from Sigma-Aldrich (St. 

Louis, MO). Stock solutions were prepared in concentrations of 5-10 mM in water or 

methanol using volumetric glassware. Experimental samples were then prepared by 

dilution of these stock solutions with use of micropipettes. Samples for BBI and ISAT were 

prepared in 100% water, and those for ESI were prepared in 80/20% (v/v) water/methanol 

due to the requirement of a lower surface tension in this experimental methodology.  
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4.3.2 Mass Spectrometry 

All experiments were performed with use of an LTQ-XL ion trap mass spectrometer 

(Thermo-Fisher, Waltham, MA). ESI was performed utilizing the standard instrument 

electrospray source. Interfacing of ionization sources with the atmospheric pressure inlet 

was accomplished by removal of the spray cone for better access to the transfer capillary. 

Positive mode spectra were collected with a capillary temperature of 180º C, a capillary 

voltage of 19 V, and a tube lens voltage of 175 V. In negative mode, a capillary offset of -

45 V and a tube lens voltage of -139 V were utilized.  

4.3.3 Bursting Bubble Ionization (BBI) 

As illustrated in Figure 4.1a, the BBI apparatus consists of a borosilicate glass tube (1/2 

in. OD, 3/8 in. ID) connected via a PTFE ferrule to a 1/2 in. to 1/4 in. reducing union 

(Swagelok, Solon, Ohio).  On the opposite side of the reducing union, a segment of 1/4 in. 

OD polyethylene tubing approximately 1.5 in. in length is connected. Sheathed inside of 

this tubing and passing through the reducing union is a glass capillary 1.6 mm in diameter 

with a 0.25 mm wall thickness (Kimble-Chase, Vineland, NJ). The volume of the large 

glass tube is filled with the sample of interest, and nitrogen gas is flowed through the inner 

glass capillary via a leak valve (Series 203, Brooks Granville-Phillips, Chelmsford, MA) 

at a flow rate optimized to form a single bubble of ~2.5 mm in diameter that rises to the 

liquid/vapor interface every 15 s. The apparatus is placed approximately 7-10 mm beneath 

the inlet to the mass spectrometer (Figure 4.1b), and bubble bursting generates a jet droplet 

of ~250 µm in diameter that is aspirated by the LTQ capillary inlet, resulting in the 
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detection of ions by the mass spectrometer. The data presented in this paper consist of 

an average of 5 sampling events, each from a distinct jet droplet. 

4.3.4 Interfacial Sampling by an Acoustic Transducer (ISAT) 

The fabrication of the self-focusing acoustic transducer used for droplet generation in this 

work has been described previously.190,191,193,194 The device consists of a lead zirconate 

titanate piezoelectric transducer (PZT) with top and bottom nickel electrodes adhesively 

bonded to a microfluidic device consisting of a droplet generation chamber coupled to a 

liquid reservoir to maintain the water height at the focal point of the acoustic waves. As 

shown schematically in parts c and d of Figure 4.1, a series of annular rings (Fresnel half-

wave bands) consisting of air pockets under a layer of parylene D are patterned on the base 

of the droplet generation chamber. The air pockets reflect acoustic waves due to impedance 

mismatch, whereas direct contact between the parylene and the transducer electrode allows 

for the transmission of the acoustic waves to the liquid. Constructive interference of the 

transmitted acoustic waves at a focal point on the surface of the liquid results in droplet 

ejection. To achieve directional ejection toward the mass spectrometer inlet, a slightly 

modified design that introduces an unbalanced acoustic body force at the focal point was 

employed.193 A radiofrequency (rf) generator was coupled to a switch to generate short rf 

pulses of ~10 µs in duration, which were subsequently passed through an rf amplifier and 

used to drive the PZT at a pulse frequency of 1-120 Hz. The device utilized was designed 

to operate with a focal length of 800 µm and a transducer frequency of approximately 20 

MHz, the fundamental frequency, with droplet size limited by the wavelength of the 

acoustic waves in water (~80 µm).188,194 The experimental amplitude and frequency of the 
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waveform applied to the transducer were optimized to achieve droplet ejection from 

solution into the mass spectrometer, and the droplets generated were observed to be 

approximately 100 µm in diameter, corresponding to a volume of 0.5 nL. The apparatus 

was placed on a metal breadboard mounted to the front of the LTQ approximately 15 mm 

below the inlet as shown in Figure 4.1e, and droplets ejected from the surface were 

aspirated into the inlet of the mass spectrometer, resulting in the detection of gas-phase 

ions. Approximately 10-20 droplet sampling events at a rate of 1-10 Hz were averaged to 

generate a spectrum. For time-dependent reaction monitoring, each spectrum represents a 

single droplet sampling. 

4.3.5 Droplet Charge Measurements 

 To measure droplet net charge, droplets were impacted and collected on a stainless steel 

plate connected to an electrometer (Model 6514, Keithley, Cleveland, OH), and the 

resulting current was monitored. The plate and droplet ejection apparatus were surrounded 

by a copper mesh to minimize interference from laboratory equipment. For the BBI 

experiments, the frequency of droplet ejection was too low to detect any current. A charge 

measurement setup was also attempted in which the charge induced on a second, 

electrically isolated plate was measured following droplet adhesion to the first plate, but 

this setup failed to yield any detectable charge on the droplets. To measure the charge on 

droplets generated by ISAT, the device was operated at a frequency of 60-120 Hz to 

provide a measurable current.  
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4.3.6 Ozone-Initiated Oxidation at ISAT Liquid Surface 

The reaction of ozone at the surface of a planar liquid was monitored by exposing the 

surface of the ISAT device to a flow of the reactive gas. Ozone was generated by flowing 

laboratory compressed air through a glass vial containing a pencil-style ultraviolet lamp 

(Oriel 6035, Newport, Irvine, CA) at a rate of ~0.5 L min-1. The liquid surface at the 

ejection aperture of the ISAT device was exposed to the gas flow via an effusive gas source. 

Measurement of the time-dependent oxidation of a molecule of interest was then achieved 

by the ejection of droplets from the ISAT device and subsequent detection as outlined 

above. 

4.4 Results and Discussion 

4.4.1 Detection of  Surface-Active Species 

Figure 4.2 shows the BBI and ISAT spectra for several analytes possessing high surface 

activity, prepared at a concentration of 50-100 µM in water. The 

dodecyltrimethylammonium (DDTMA, Figure 4.2b), dodecyl sulfate (DS, Figure 4.2c), 

and oleic acid (OA, Figure 4.2d) ions possess a hydrophobic hydrocarbon tail and 

hydrophilic charged headgroup that confer surfactant properties, causing these molecules 

to preferentially localize to the liquid/vapor interface. The peptide bradykinin 

(RPPGFSPFR, Figure 4.2a) possesses two terminal hydrophilic arginine residues 

connected by predominately hydrophobic amino acid residues that may result in surface 

activity for the molecule. Detection of ions in both positive mode (bradykinin, DDTMA) 

and negative mode (DS, OA) demonstrate that these sampling methods are capable of 

generating gas-phase ions of either polarity. In addition, it was observed that ions of either 
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polarity could be detected in sampling events from the same solution, especially in BBI. 

For all samples, the two techniques are capable of analyte detection with good signal-to-

background ratios. 

 

 

 

Figure 4.2. Detection of positively- and negatively-charged surface-active analytes using BBI (left 

column) and ISAT (right column): (a) 50 µM bradykinin, (b) 50 µM dodecyltrimethylammonium 

bromide (DDTMAB), (c) 100 µM sodium dodecyl sulfate (SDS), and (d) 50 µM oleic acid (OA). 

Asterisk in 2b indicates a contaminant present in the ISAT device (m/z 261). Surface-active species 

of positive (a, b) and negative (c, d) charge are readily detected in both methods, with similar 

spectra obtained by either technique. 
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4.4.2 Preferential Ionization of  Surface-Active Species 

The preferential ionization of surface-active compounds is a well-known phenomenon 

occurring in ESI.111 To gain insight into the gas-phase ion generation process of the droplet 

ejection-based methodologies, the preferential ionization of surface-active analytes in BBI 

and ISAT spectra was analyzed and compared to results from ESI. Figure 4.3 shows the 

spectrum obtained by sampling an equimolar solution of sodium iodide and sodium 

bromide employing ESI, BBI, and ISAT. The BBI and ISAT methods tend to produce 

significantly more water adducts of bromide and iodide than ESI, with BBI yielding the 

largest abundance of these species. Given the low free energies associated with halide 

water adduct formation in the gas phase (~22 and ~30 kJ/mol for bromide and iodide, 

respectively),195-197 it is possible that these adducts arise following gas-phase ion formation, 

as has been observed previously via the addition of solvent vapors to the sheath gas of an 

ESI source.198 The comparatively large volume of droplets in BBI and ISAT will increase 

the vapor pressure of water within the capillary and vacuum transfer region of the mass 

spectrometer, resulting in increased adduct production. Alternately, the adduct formation 

may occur during the process of droplet evaporation and gas-phase ion generation. 
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Figure 4.3. Preferential ionization of iodide over bromide in an equimolar solution (10−4 M) of the 

sodium salts. BBI and ISAT (b and c) yield a stronger response for iodide than bromide when 

compared with ESI (a), with ISAT yielding the largest difference in response between the two 

species. BBI and ISAT also tend to yield significantly more water adducts than ESI. 

Also of note in the spectra of Figure 4.3 is a higher abundance of I− over Br−. This effect 

has been observed previously in ESI and is attributed to selective enrichment of iodide ions 

during the charged droplet discharge process, in which charged molecules preferentially 

localized to the liquid/vapor interface (i.e., those ions with less favorable solvation 

energies) are conducted along the surface of the droplet and serve as charge carriers in the 

progeny droplets.199 Alternately, the difference in abundance in ESI may be explained by 

the ion evaporation model, in which the lower solvation energy of the iodide ion compared 

with that of the bromide ion results in preferential evaporation of iodide and thus a higher 

abundance of gas-phase ions of this species.200 The preference of large, polarizable halide 
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ions for the liquid/vapor interface has also been noted in molecular dynamics simulations 

of alkali metal halide solutions.11,15,32,34 The BBI and, to a more pronounced extent, ISAT 

spectra exhibit greater selectivity for iodide over bromide than ESI, which may be a result 

of either enrichment of molecules present at the liquid/vapor interface during droplet 

generation or differences in the ionization process that lead to altered preferential 

ionization of surface-active species. Similar results were observed for the preferential 

ionization of surface-active tetraethylammonium ions over the well-solvated cesium ions 

in an equimolar solution. 

4.4.3 Charge Measurement of  Ejected Droplets 

The mechanism of gas-phase ion production in electrospray ionization requires the 

generation of charged droplets that undergo subsequent evaporation and Rayleigh 

discharge to yield progeny droplets carrying <5% of the volume and 20-30% of the charge 

of the parent droplet.111,201-203 Transfer of ions to the gas phase is also observed in 

techniques where droplets are formed without the application of an electric field, such as 

sonic spray ionization (SSI), in which charged droplet formation is proposed to occur via 

statistical fluctuations of ion concentration during droplet formation and/or the segregation 

of charges during droplet breakup within the atmospheric pressure interface of the mass 

spectrometer.72,112,204,205 To investigate the possible mechanisms involved in ion formation 

in BBI and ISAT, measurement of the charge on the ejected droplets was undertaken. 

Droplets were ejected from a liquid surface using the ISAT device at a rate of 60 or 120 

Hz and collected on a stainless steel plate connected to an electrometer to measure the 

generated current. As summarized in Table 4.1, these experiments indicate that ejected 
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droplets possess a small but measurable charge. The HPLC grade water may still contain 

a significant number of charge carriers other than the hydronium and hydroxide ions, as 

the liquid was not further purified, and plasticizers and other unidentified compounds could 

be detected in the mass spectrum by ISAT of pure water samples. The charge of surface-

active molecules in the sample influences the net charge of the droplets generated, with the 

polarity of the measured current dictated by the charge of the analyte. For all samples 

examined in these experiments, less than 5 × 104 net charges per droplet were estimated, 

putting these droplets significantly below the Rayleigh limit for droplet discharge (<0.1%) 

at the initial droplet diameter.111,206 To reach the Rayleigh limit by evaporation, a water 

droplet containing this number of charges would have to evaporate to approximately 1 µm 

in diameter. For comparison, if a stream of droplets of 100 µm in diameter were produced 

by ESI, they would be initially charged to approximately 80% of the Rayleigh limit, 

produce a current of 700 pA at an impact rate of 120 Hz, and undergo Rayleigh discharge 

at a droplet diameter of 88 µm.201 As discussed below, the time scale of droplet transfer to 

the high vacuum region of the mass spectrometer is not sufficient for the droplets generated 

by ISAT to reach the Rayleigh limit via evaporation, suggesting alternate ionization 

mechanisms are operative under the experimental conditions. 
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Table 4.1. Measured Current for Droplets 100 µm in Diameter Produced by the ISAT device 

and Collected on a Stainless Steel Plate at Given Ratea  

sample droplet pulse 
rate (Hz) 

measured 
current (pA) 

charges/
droplet 

% Rayleigh 
limit 

HPLC grade 
water 60 0.1 1 × 104 0.02 

100 µM CsI, 
100 µM TEAB 

in water 
120 0.5 3 × 104 0.06 

50 µM SDS in 
water 120 −0.2 1 × 104 0.02 

aNet charge per droplet and percentage of the Rayleigh limit are calculated. 

4.4.4 Droplet Residence Time and Evaporation 

The proposed mechanism for ion formation must be consistent with the temporal 

constraints imposed by the droplet sampling from the vapor phase through the inlet 

capillary of the mass spectrometer. The transfer time of a droplet through the mass 

spectrometer inlet capillary is dependent upon the gas flow rate through the inlet, which 

can be approximated using the Poiseuille equation,205,207 

𝑄𝑄 = 𝜋𝜋𝜕𝜕4

8𝜂𝜂𝜂𝜂
∆𝑃𝑃                        (4.1)     

where ΔP represents the pressure difference across the inlet (759 Torr), r is the radius of 

the transfer capillary (250 µm), η is the dynamic viscosity of air (2.5 × 10−5 Pa s at 450 

K),208 L is the capillary length (100 mm), and Q is the volumetric flow rate. This equation 

yields a volumetric gas flow of 4.2 × 10−5 m3 s−1, or a gas velocity of ~200 m/s and a gas 

transfer time of ~0.5 ms, which agrees reasonably well with the gas flow at the MS inlet of 

~1 × 10−5 m3 s−1 determined with use of a Gilibrator (Sensidyne, St. Petersburg, FL). 

Although this approximation does not take into account the change in gas flow velocity 
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across the transfer tube, the transfer time was also found to be in good agreement with 

previous studies and serves as an order of magnitude estimate for gas transfer time.205,209,210  

When the aspirated droplet initially enters the capillary, its velocity along the axis of the 

capillary is near zero, and the acceleration of the droplet to the carrier gas velocity requires 

a non-negligible amount of time. This rate of acceleration can be estimated from the drag 

force FD exerted on the droplet by the flowing gas, given by211 

𝐹𝐹𝐷𝐷 = 𝐶𝐶𝐷𝐷
𝜋𝜋
8
𝜌𝜌𝑔𝑔𝑑𝑑2�𝑣𝑣𝑔𝑔𝑔𝑔𝑠𝑠 − 𝑣𝑣𝑑𝑑𝜕𝜕𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝜕𝜕�

2
             (4.2)     

where CD is the coefficient of drag (~0.44 at the high Reynolds numbers encountered in 

this system),211 ρg is the gas density (~1 kg/m3),208 d is the droplet diameter, vgas is the gas 

velocity, and vdroplet is the droplet velocity. Neglecting the effects of turbulent flow, the 

timescale for droplet transit across the capillary can be estimated by accounting for the 

acceleration caused by the drag force on the droplet to yield the differential equation 

𝑚𝑚𝑑𝑑2𝜕𝜕
𝑑𝑑𝜕𝜕2

= 𝐶𝐶𝐷𝐷
𝜋𝜋
8
𝜌𝜌𝑔𝑔𝑑𝑑2 �𝑣𝑣𝑔𝑔𝑔𝑔𝑠𝑠 −

𝑑𝑑𝜕𝜕
𝑑𝑑𝜕𝜕
�
2

              (4.3)     

For a droplet of diameter 100 µm, the calculated transit time across a 100 mm capillary is 

approximately 15 ms. 

The rate of change of a droplet of diameter d due to evaporation is given by211 

𝑑𝑑(𝑑𝑑)
𝑑𝑑𝜕𝜕

= 4𝐷𝐷𝑣𝑣𝑀𝑀
𝑅𝑅𝜌𝜌𝑑𝑑𝑑𝑑

�𝑑𝑑∞
𝑅𝑅∞
− 𝑑𝑑𝑑𝑑

𝑅𝑅𝑑𝑑
�                   (4.4)     

where M is the solvent molar mass, Dv is the diffusivity of the solvent vapor in air, ρd is the 

solvent density, and R is the gas constant. The solvent partial pressure well away from the 

droplet surface and at the droplet surface are represented by p∞ and pd, respectively, and 
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the corresponding temperatures are denoted by T∞ and Td. Integrating this equation yields 

the droplet evaporation rate as a function of time211,212 

𝑑𝑑2 = 𝑑𝑑02 + 8𝐷𝐷𝑣𝑣𝑀𝑀
𝑅𝑅𝜌𝜌𝑑𝑑

�𝑑𝑑𝑑𝑑
𝑅𝑅𝑑𝑑
− 𝑑𝑑∞

𝑅𝑅∞
� 𝑡𝑡                (4.5)    

where 𝑑𝑑02 is the initial droplet diameter. The solvent evaporation process is endothermic, 

lowering the temperature at the droplet surface, Td, until equilibrium between evaporative 

cooling and heat conduction from the surrounding air is achieved. This steady state 

temperature can be calculated by211 

𝑇𝑇𝑑𝑑 = 𝑇𝑇∞ − 𝐷𝐷𝑣𝑣𝑀𝑀Δ𝐻𝐻𝑣𝑣𝑣𝑣𝑣𝑣
𝑅𝑅𝑖𝑖𝑣𝑣

�𝑑𝑑𝑑𝑑
𝑅𝑅𝑑𝑑
− 𝑑𝑑∞

𝑅𝑅∞
�              (4.6)    

where ΔHvap is the solvent enthalpy of vaporization at temperature Td and kv is the thermal 

conductivity of the gas. Since many of the parameters in equation 4.6 are temperature-

dependent, specifically Dv, pd,, ΔHvap, and kv, the equation must be solved for Td iteratively 

until a self-consistent temperature is achieved. The solvent enthalpy of vaporization and 

equilibrium vapor pressure were taken from Yaws,213 the diffusion coefficient of water in 

air was taken from Vargaftik et al.,214 and the thermal conductivity of air was taken from 

Kadoya et al.215 The value of p∞ was approximated by the partial pressure of water vapor 

in air at 50% relative humidity at 298 K,213 and T∞ was set to the transfer capillary 

temperature (450 K). These parameters give an equilibrium droplet surface temperature, 

Td, of 318 K, which was used for the calculation of the droplet diameter as a function of 

time according to equation 4.5, with solvent density at this temperature taken from The 

CRC Handbook of Chemistry and Physics.208 
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Figure 4.4. Calculated change in droplet diameter with time for droplets of diameter 50 µm (red, 

large dash), 100 µm (purple, small dash), and 250 µm (black, solid line) at a gas temperature of 

450 K and a water vapor pressure of 1571 Pa (50% relative humidity at 298 K). The time axis is 

presented on a logarithmic scale. See text for details. 

The graph of droplet diameter as a function of time calculated from equations 4.5 and 4.6 

is shown in Figure 4.4 for droplets of diameter 50, 100, and 250 µm, which are found to 

evaporate in 200 ms, 780 ms, and 4.9 s, respectively. Thus, for the 100 and 250 µm 

diameter droplets utilized in this study, the evaporation time is longer than the calculated 

15 ms residence time by several orders of magnitude.201,205,212 In addition, the high Weber 

number conditions present within the transfer capillary suggest the droplet will undergo 

aerodynamic breakup into smaller droplets during transit.205,216,217 Therefore, it is not likely 

that droplet evaporation to the Rayleigh limit followed by droplet discharge could produce 

the observed ions, and other ionization mechanisms must be explored.  
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4.4.5 Ionization Mechanism in BBI and ISAT 

Given the relatively large diameter (100-250 µm) of droplets utilized in this study in 

comparison to the inner diameter of the transfer capillary (~1 mm), droplet nebulization 

via interaction with the heated walls of the capillary may contribute significantly to the 

ionization process. A similar phenomenon has been observed previously by Vestal and co-

workers in thermospray ionization. In this technique, the eluent from a liquid 

chromatography column is flowed into a heated capillary, resulting in the nebulization and 

partial vaporization of the solvent.218,219 This process generates charged droplets, most 

likely as a result of statistical fluctuations in ion concentration,204 that subsequently follow 

the ESI mechanism.220,221 A similar process may also occur in the solvent-assisted inlet 

ionization technique developed by Trimpin, McEwen, and co-workers.222,223 In addition, 

Jarrold and co-workers found that highly charged droplets may be generated from larger, 

near-neutral droplets in sonic spray ionization via charge separation during the 

aerodynamic breakup of droplets.205 Such processes may also be operative in other droplet 

generation techniques that do not rely on electric fields, including easy ambient sonic spray 

ionization (EASI) and ultrasonication-assisted spray ionization (UASI).224-226 These 

putative mechanisms are compatible with the data presented in this work and account for 

the tendency of BBI and ISAT to yield water adducts (Figure 4.3) as well as the ability to 

observe positive and negative ions with identical sampling conditions. 
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4.4.6 Monitoring Heterogeneous Chemistry with ISAT 

As an initial demonstration of the ability of the ISAT droplet ejection technique to monitor 

heterogeneous chemistry, we studied the time-dependent oxidation of oleic acid by ozone. 

This system is regarded as a benchmark to compare experimental methodologies for the 

study of interfacial oxidation.27,83,227-230 As summarized in Scheme 4.1, oxidation of oleic 

acid proceeds via formation of a primary ozonide, followed by ring opening to the right or 

left to yield nonanal (1) or 9-oxononanoic acid (2), respectively, along with the 

corresponding Criegee intermediate. These intermediates may then proceed along 

numerous reaction pathways, including formation of secondary ozonides, peroxides, 

diperoxides, and α-acyloxyalkyl hydroperoxides, which may subsequently undergo 

decomposition or polymerization to yield a complex set of products.227,228 Although 

measured yields are highly sensitive to experimental conditions, the most abundant 

products generally observed in oleic acid oxidation are nonanal (1) and 9-oxononanoic acid 

(2), with slightly lower abundances of nonanoic acid (3) and azelaic acid (4).229,230 A 

previous study by Grimm and co-workers utilizing FIDI-MS to study the oxidation of oleic 

acid dissolved in 90/10 (v/v) dimethylformamide/methanol observed azelaic acid as the 

most abundant product detectable as an anion, suggesting that the solvent plays a crucial 

role in determining the favored reaction pathway.83 
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Scheme 4.1. Oxidation of Oleic Acid by Ozone and Subsequent Reaction Pathways 

 

For study of the oxidation of oleic acid using the ISAT methodology, a solution containing 

oleic acid at a concentration of 100 µM and a small amount of sodium dodecyl sulfate (< 

10 µM) as a nonreactive, surface-active reference species in water was loaded into the 

device. The liquid surface at the droplet ejection aperture was then exposed to a flow of air 

containing ozone generated by ultraviolet photodissociation of oxygen. Droplets were 

sampled from the surface at several time points during the experiment to monitor the 

progress of the reaction. As shown in Figure 4.5, the oleic acid anion is observed to decay 

in intensity over the course of the experiment, whereas the nonreactive dodecyl sulfate 

(DS) anion is detected even at long exposure times. The main product detected from oleic 

acid oxidation is 9-oxononanoic acid (9-ONA), in agreement with the majority of previous 
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studies of oleic acid oxidation.230 Nonanal is also frequently reported as a major product 

of oleic acid oxidation but could not be detected by the mass spectrometer in negative mode 

due to the absence of a negatively charged functional group. Although the droplet 

formation process disturbs the structure of the interface in a manner that may influence 

what is subsequently observed in the mass spectrum relative to what originally comprised 

the surface, sequential sampling was still capable of observing the progression of oleic acid 

oxidation in this experiment. 

 
Figure 4.5. Time-dependent oxidation of oleic acid (OA) at a liquid surface by impinging gas-

phase ozone, as monitored by ISAT-MS. A small amount of dodecyl sulfate (DS) serves as a 

nonreactive reference species at the interface. During the experiment, the oleic acid disappears from 

the spectra and is replaced by 9-oxononanoic acid (9-ONA).  
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4.5 Conclusions 

Two new methods for the ejection of droplets from nominally planar surfaces are coupled 

with mass spectrometry to study the chemistry of liquid surfaces. Droplets are produced 

either by bubble bursting and subsequent jet formation or through the acoustic radiation 

pressure exerted on a liquid surface by focused acoustic waves. The droplets generated by 

these methodologies can be aspirated by the heated transfer capillary of a mass 

spectrometer, yielding gas-phase ions of both positive and negative polarity from surface-

active analytes with high sensitivity. The ability to generate ions from near-neutral droplets 

on a time scale much shorter than that required for droplet evaporation to the Rayleigh limit 

suggests that droplet breakup, nebulization, and vaporization may occur within the heated 

transfer capillary to assist in the production of gas-phase ions. 

The use of droplet ejection to study chemical reactions at liquid surfaces via mass 

spectrometry has many promising future applications. The ability to monitor the reactions 

of complex chemical systems occurring at liquid surfaces is highly complementary to the 

detailed structural information provided by surface-sensitive spectroscopic 

techniques.42,231 The ISAT device in particular allows for the controlled generation of 

droplets from a planar liquid surface on demand, making this methodology readily 

amenable to the study of heterogeneous chemical reactions, such as the reaction of gas-

phase hydroxyl radicals and ozone with surface-active analytes in solution.7,48,83,229,232,233 

We provide in this work results for the oxidation of oleic acid by ozone as an initial 

example of the ability of the ISAT device to monitor heterogeneous reactions at the 

liquid/vapor interface. The ISAT methodology may prove especially useful for the study 
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of planar liquid surfaces. For example, the ISAT apparatus may be integrated with a 

Langmuir-Blodgett trough to study the effect of surface pressure on the structure and 

reactivity of surface films, especially with respect to the spatial separation of analytes at 

increased pressures.234-236 In addition, operation of  an ISAT apparatus designed to function 

at higher harmonics can produce droplets as small as 10 µm in diameter (500 fL volume),194 

and optimization of this configuration for mass spectrometric sampling may lead to 

decreased disruption of the interfacial layer and will likely enhance specificity for sampling 

of species present at the liquid/vapor interface.  
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C h a p t e r  5  

Hydrogen Bonding Constrains Free Radical Reaction Dynamics at 
Serine and Threonine Residues in Peptides 

(Reproduced in part with permission from Thomas, D. A.; Sohn, C. H.; Gao, J.; 

Beauchamp, J. L. J. Phys. Chem. A 2014, 118, 8380-8392. 

http://dx.doi.org/10.1021/jp501367w Copyright 2014 American Chemical Society.) 

 

5.1 Abstract 

Free radical-initiated peptide sequencing (FRIPS) mass spectrometry derives advantage 

from the introduction of highly selective low-energy dissociation pathways in target 

peptides. An acetyl radical, formed at the peptide N-terminus via collisional activation and 

subsequent dissociation of a covalently attached radical precursor, abstracts a hydrogen 

atom from diverse sites on the peptide, yielding sequence information through backbone 

cleavage as well as side-chain loss. Unique free radical-initiated dissociation pathways 

observed at serine and threonine residues lead to cleavage of the neighboring N-terminal 

Cα−C or N−Cα bond rather than the typical Cα−C bond cleavage observed with other amino 

acids. These reactions were investigated by FRIPS of model peptides of the form 

AARAAAXAA, where X is the amino acid of interest. In combination with density 

functional theory (DFT) calculations, the experiments indicate the strong influence of 

hydrogen bonding at serine or threonine on the observed free radical chemistry. Hydrogen 

bonding of the side chain hydroxyl group with a backbone carbonyl oxygen aligns the 

singly occupied π orbital on the β-carbon and the N−Cα bond, leading to low-barrier β-
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cleavage of the N−Cα bond. Interaction with the N-terminal carbonyl favors a hydrogen-

atom transfer process to yield stable c and z• ions, whereas C-terminal interaction leads to 

effective cleavage of the Cα−C bond through rapid loss of isocyanic acid. Dissociation of 

the Cα−C bond may also occur via water loss followed by β-cleavage from a nitrogen-

centered radical. These competitive dissociation pathways from a single residue illustrate 

the sensitivity of gas-phase free radical chemistry to subtle factors such as hydrogen 

bonding that affect the potential energy surface for these low-barrier processes. 

5.2 Introduction 

Over the last two decades, the use of mass spectrometry experiments for the sequencing 

of biological molecules has been a major field of research, especially in the area of protein 

analysis, where high resolution and unparalleled sensitivity make tandem mass 

spectrometry (MS/MS) experiments the method of choice.237-241 Successful dissociation of 

peptides or proteins in the gas phase is essential for obtaining peptide sequence 

information, and collision-induced dissociation (CID) and infrared multiphoton 

dissociation (IRMPD) remain the most widely utilized approaches for inducing backbone 

cleavage even after several decades of research.242-245 In these techniques, input energy is 

statistically redistributed throughout the degrees of freedom of the peptide, resulting 

predominantly in the cleavage of the amide linkage and generally yielding significant 

sequence coverage.246 However, shortcomings of these methods become apparent in the 

examination of peptides containing aspartic and glutamic acid or proline residues, where 

cleavage is highly selective, as well as in the analysis of post-translational modifications 

(PTMs), which are typically lost as neutral fragments in low-energy pathways.245,247 
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Partially in response to these limitations, the past decade has seen the development of 

new techniques that rely on radical-induced dissociation to provide sequence information. 

These methods can generally be grouped by their utilization of either hydrogen-abundant 

or hydrogen-deficient radicals.248 Hydrogen-abundant radical techniques include electron 

capture and electron transfer dissociation (ECD and ETD, respectively), which mainly 

effect cleavage of backbone N−Cα bonds through the capture of low-energy electrons, 

yielding N-terminal c and C-terminal z• product ions.244,249-251 The unexpected cleavage of 

the comparatively strong N−Cα bond has led to a large body of work investigating the 

mechanism of ETD and ECD,249,252-258 with the Utah-Washington (UW) mechanism 

proposed independently by Simons and co-workers259-267 and Tureček and co-

workers257,268-274 being the most prevalent explanation. This mechanism posits that N−Cα 

bond dissociation occurs by electron attachment to an amide π* orbital, either by direct 

electron capture or by intramolecular transfer from a high n-Rydberg state, yielding an 

amide radical “superbase” anion, which rapidly undergoes N−Cα bond cleavage.255,269 

Though significant progress has been achieved in elucidating the mechanism of ECD and 

ETD, many questions about this intriguing process remain under debate, such as the initial 

site of electron capture or transfer and the order of N−Cα bond cleavage and proton 

transfer.255,275-277 The success of these techniques, however, is not disputed; they provide 

extensive sequence coverage through predominantly nonselective backbone cleavage with 

retention of PTMs.245,278-280 These attributes, along with the ability to selectively cleave 

disulfide bonds, make ECD and ETD excellent methods for a wide range of proteomic 

analyses, from identification of glycosylation sites to the analysis of disulfide 

linkages.240,245,252,253,281,282 
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Scheme 5.1. Generation of Peptide Free Radicals by N-Terminal Derivatization and Gas-Phase 

Collisional Activation 

  

Parallel to the development and implementation of the hypervalent radical techniques, 

many research groups investigated methods for the formation of hydrogen-deficient radical 

peptides. Initially, these species were generated by UV photoionization of aromatic 

residues or CID of copper coordination complexes to generate copper-bound peptide 

radicals.283 More recent work has established simple techniques for the generation of 

hydrogen-deficient peptide radicals, including CID of an array of peptide-metal 

complexes,284-290 peptide irradiation with 157 nm light,291-293 and photodissociation of 

carbon-iodine bonds.294-296 To achieve regioselective free radical generation via collisional 
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activation, Porter and co-workers converted the lysine side chain to a peroxycarbamate 

moiety,297,298 whereas O’Hair and coworkers utilized nitrosylation and nitrate ester 

formation at cysteine and serine residues, respectively.299-303 In addition, Hodyss and co-

workers developed the technique of free-radical-initiated peptide sequencing (FRIPS), in 

which a well-defined radical site is produced at the N-terminus of a peptide or protein by 

dissociation  of a covalently bound free radical precursor through a low-energy pathway.304 

The initial free radical precursor developed for this experiment was based on the Vazo-68 

free radical initiator, which was coupled to the N-terminus via an acetyl group. As shown 

on the left side of Scheme 5.1, a two-step gas-phase collisional activation resulted in the 

generation of an acetyl radical at the N-terminus of the peptide.  Later work by Lee and co-

workers as well as Sohn and co-workers employed processes involving use of the stable 

TEMPO (2,2,6,6-tetramethylpiperidine-1-oxyl) free radical,305-308 which provides the 

advantage of requiring only a single stage of collisional activation for radical generation, 

as demonstrated on the right side of Scheme 5.1. The latter methodology is employed in 

the current investigation. 
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Scheme 5.2. Mechanism of Peptide Dissociation by Hydrogen-Deficient Free Radical Chemistry 

 

Unlike ECD and ETD, FRIPS and other hydrogen-deficient radical techniques produce 

primarily cleavage of Cα−C bonds and side-chain losses.304,309,310 These products are 

formed by the abstraction of a hydrogen atom by the initial radical center from the 

backbone Cα or the side-chain Cβ or Cγ position of a given amino acid residue followed by 

β-cleavage. As outlined in Scheme 5.2, the site of hydrogen atom abstraction generally 

determines the types of product ions formed. Hydrogen abstraction from Cα results in the 

loss of an odd-electron side-chain fragment through β-cleavage of the Cβ−Cγ bond (Scheme 
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5.2a). The loss of an even-electron side-chain fragment results from Cγ−H abstraction 

through a similar process, giving a radical peptide ion (Scheme 5.2c). Backbone cleavage 

occurs following hydrogen abstraction from Cβ, except at methionine residues, where the 

loss of a sulfhydryl radical is favored (Scheme 5.2b). This process is highly sensitive to 

amino acid side-chain chemistry, owing to subtle differences in dissociation energetics that 

modulate which product is favored. A study by Julian and co-workers using a 

noncovalently associated 18-crown-6 free radical precursor concluded that the amino acids 

generally fall into three main categories: (1) nonreactive residues (Ala, Gly, Pro), (2) 

backbone Cα−C bond cleavage residues (Asp, Asn, His, Tyr, Phe, Val, Trp), and (3) side-

chain loss residues (Lys, Glu, Gln, Arg, Met, Cys, Ile, Leu).311 The amino acid residues 

that primarily undergo side-chain loss or are largely unreactive tend to possess high bond 

dissociation energies (BDEs) for the Cβ−H bond, whereas those that yield backbone Cα−C 

bond cleavage have comparable BDEs for the Cα−H and Cβ−H bonds. This process is 

largely independent of the charge state of the precursor ion, as evidenced by the generation 

of similar product ions from either cations or anions,311,312 suggesting that barriers for these 

processes are typically lower than those facilitated by a mobile proton to yield b- and y-

type ions. In addition, there is evidence that Cβ−H BDEs are not always sufficient to predict 

the observed product ions, as the initial radical position and the peptide or protein 

conformation can strongly influence observed dissociation pathways. For example, product 

ions are often formed at residues in close physical proximity to the site of radical formation 

in the low-energy peptide or protein conformations.287,294,296,313,314 Alternately, the radical 

site may migrate multiple times (i.e., participate in several C−H abstraction processes) 

before achieving a configuration with a low barrier to bond cleavage.306,315,316 These studies 
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indicate that the relative importance of competitive dissociation pathways are highly 

dependent on subtle factors that introduce small differences in activation energies.  

The unique properties of hydrogen-deficient free radical chemistry have been shown to 

be especially useful for a wide range of specialized proteomics experiments, including the 

elucidation of phosphorylation sites,317 the analysis of cysteine residues and disulfide 

linkages,306,307,318 and the detection of D-amino acids.319 The discovery of even more 

innovative applications of this technique is contingent upon a comprehensive knowledge 

of the underlying free radical reaction dynamics. To this end, the present study investigates 

the atypical dissociation pathways observed at serine and threonine residues in peptides. 

As reported by Julian and co-workers and Reilly and co-workers,311,320 activation of 

hydrogen-deficient radical ions containing serine or threonine at the nth residue from the 

N-terminus and mth residue from the C-terminus results in the formation of [an−1+H]• and 

zm  ions, as well as cn−1 and [zm−H]• ions. However, no compelling rationale has been 

proposed for the formation of these products in preference to the more commonly observed 

an and xm+1
•
 ions. This work posits that the hydrogen bonding capabilities of the serine and 

threonine moieties lead to a number of novel dissociation pathways following hydrogen 

atom abstraction from either Cα or Cβ. Specifically, a simple hydrogen bonding interaction 

alters the relative activation energies for competitive dissociation pathways by stabilizing 

the transition state, either by optimizing orbital overlap to yield π bond formation via N−Cα 

bond cleavage or through accessing a hydrogen atom transfer intermediate. The sensitivity 

of these low-barrier free radical dissociation pathways to alterations in the free energy 

landscape via noncovalent interactions is a key distinction between free-radical-initiated 

biomolecule dissociation and standard collisional activation methods. 
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5.3 Methods 

5.3.1 Materials 

The model peptides AARAAAAAA, AARAAMAHA, AARAAASAA, AARAAATAA, 

AARAASATA, AATAAARAA, and AARAAAT(OMe)AA (where T(OMe) denotes a 

methylated threonine residue) were purchased as crude synthesis products (minimum 70% 

purity) from Biomer Technology (Pleasanton, CA, USA). HPLC grade methanol, 

acetonitrile, and water were purchased from EMD Merck (Gibbstown, NJ, USA). For 

desalting, 10 μL pipet ZipTips with 0.6 μL C18 resin were purchased from Millipore Corp 

(Billerica, MA, USA). All other chemicals were purchased from Sigma-Aldrich (St. Louis, 

MO, USA). 

5.3.2 Synthesis of  TEMPO-Based FRIPS Reagent 

The TEMPO-based FRIPS reagent recently developed by Sohn and co-workers in this 

group, based upon the procedure outlined by Lee and co-workers,305 was synthesized and 

employed for free radical generation.306 Full synthesis details can be found elswhere.321 

Briefly, the FRIPS reagent was synthesized starting with methyl 2-bromoacetate, to which 

the TEMPO (2,2,6,6-tetramethylpiperidine-1-oxyl) reagent was coupled to give methyl 2-

(2,2,6,6-tetramethylpiperidin-1-yloxy)acetate. This compound was then converted to 2-

(2,2,6,6-tetramethylpiperidin-1-yloxy)acetic acid by stirring in 2 M potassium hydroxide 

in tetrahydrofuran for 24 h. The free acid was then activated by mixing with trifluoroacetic-

N-hydroxysuccinimide ester in dry N,N-dimethylformamide for 24 h to yield 2,5-

dioxopyrrolidin-1-yl 2-(2,2,6,6-tetramethylpiperidin-1-yloxy)acetate, the desired 

TEMPO-based FRIPS reagent. 
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5.3.3 Peptide Conjugation 

Approximately 20 μg of peptide and 100 μg of the TEMPO-based FRIPS reagent were 

dissolved in 20 μL of a 50 mM triethylammonium bicarbonate solution (pH 8.5) in 50/50% 

(v/v) acetonitrile/water.  The conjugation of the radical precursor to the peptide was 

allowed to progress for 2 h before quenching the reaction by the addition of 10 μL 25% 

(w/w) hydroxylamine hydrochloride in H2O to reverse any derivatization of the hydroxyl 

groups. The solvent was then removed with use of a centrifugal evaporator, and the peptide 

was resuspended in 0.1% (v/v) trifluoroacetic acid in H2O. The solution was desalted using 

Millipore C18 ZipTips according to the manufacturer’s instructions. The 5 μL elution 

solvent containing approximately 5 μg of peptide was brought to a final volume of 250 μL 

in a 50/50/0.1% (v/v) solution of methanol/water/formic acid and was electrosprayed 

directly into the mass spectrometer. The acquired mass spectrum demonstrated 95% or 

greater derivatization of the peptide with the FRIPS reagent for all peptides examined. 

5.3.4 Mass Spectrometry 

Experiments were performed on an LCQ Deca XP quadrupole mass spectrometer 

(Thermo-Fisher, Waltham, MA, USA). Peptide solutions were infused directly into the 

electrospray source of the mass spectrometer by a syringe pump at a flow rate of 3 μL/min. 

An electrospray voltage of 3.5 kV, capillary voltage of 41-42 V, capillary temperature of 

275 °C, and tube lens voltage of -40 to -60 V were used. Other ion optics parameters were 

optimized by the autotune function in the LCQ tune program for maximizing the signal 

intensity. The precursor isolation window for MSn experiments was set to 3.0 m/z, and the 

normalized collisional energy in the LCQ tune program was varied from 26% to 30% 
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according to residual precursor ion intensities. Spectra were recorded for 50 or 100 scans 

based upon signal intensity. 

5.3.5 Computational Methods 

Seven structures were chosen as simple model systems for the study of the dissociation 

pathways of threonine. The molecules 2-acetamido-3-hydroxy-N-methylbutanamide, 2-

acetamido-3-methoxy-N-methylbutanamide, and 2-acetamido-3,N-methylbutanamide 

were utilized as models for threonine, O-methylthreonine, and valine, respectively. These 

structures were composed of amino acids with an additional N-terminal acetyl group and 

C-terminal methylated amine and were employed to investigate the energetics of N−Cα and 

Cα−C bond cleavage with an initial radical center at Cβ (Figure 5.3a, b, d). The threonine 

and O-methylthreonine model structures were also optimized with a radical centered at Cα 

to examine loss of water or methanol from the side-chain (Figure 5.3c,e, respectively).  

Finally, the alanine-based structures 2-acetamidopropanimide and 2-acetamido-N-(prop-1-

en-2-yl)propanamide were utilized for the examination of cleavage of the Cα−C bond 

beginning from a nitrogen-centered radical (Figure 5.3f, g). 

Initial geometries for each molecule were generated by MC/MM conformer search with 

OPLS 2005 as the force field using Macromol 8.0 as implemented in Maestro 8.0 

(Schrödinger Inc., Portland, OR, USA) under the Linux environment. All initial structures 

falling within 5 kcal/mol of the lowest-energy structure were recorded and examined. 

Conformation space of the radical for each system was searched by substitution of the 

carbon radical center with boron to simulate the trigonal bonding environment. Candidate 

structures from these simulations were then screened manually to avoid redundancy, and 
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the boron atom was replaced by a carbon radical site for further optimization utilizing 

density functional theory (DFT) with Jaguar 7.5 (Schrödinger Inc., Portland, OR, USA) at 

the B3LYP/6-31+G(d) level of theory. By monitoring the occurrence of imaginary 

vibrational frequencies, only nontransition state structures (i.e., no imaginary vibrational 

frequencies) were further optimized using a higher basis set at the B3LYP/6-311++G(d,p) 

level.  

To obtain an initial potential energy surface for each reaction, the energetics of the bond 

dissociation process being examined were explored by geometry optimization at fixed bond 

distances (i.e., relaxed coordinate scan) with a step size of 0.1 Å at the B3LYP/6-31+G(d) 

level of theory. After visualization in Molden,322 transition state structures were determined 

by a standard transition state search at the B3LYP/6-311++G(d,p) level of theory from the 

highest-energy conformer found, and observation of the correct transition state was 

confirmed by IRC calculations. Generally, only the transition state for cleavage of the bond 

of interest was found, as well as the energies of the products. Small barriers due to rotations 

about a bond or noncovalent interactions were not investigated, except in the case where 

the transition state for bond cleavage was separated from the enthalpy of reaction by a 

noncovalent complex of the product ions.  

The single point energy for each structure was also calculated using the M05-2X and 

M06-2X density functionals with the 6-311g++G(d,p) basis set. The two new-generation 

meta-hybrid functionals other than B3LYP were chosen for their ability to reliably predict 

the energetics of organic radical reactions, as well as their strong performance in assessing 

hydrogen bond interactions and dipole moments.323-325 Thermochemical corrections (zero 

point energy plus thermal internal energy) were calculated with the B3LYP/6-311++G(d,p) 
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basis set at 298 K and applied to SCF calculations from all utilized density functionals. 

Charges derived from the electrostatic potential and Mulliken populations were calculated 

for selected molecules using Jaguar, and natural atomic charges were calculated using NBO 

5.0 (Theoretical Chemistry Institute, University of Wisconsin, Madison, WI) at the 

B3LYP/6-311g++G(d,p) level of theory. All optimizations were performed using the spin 

unrestricted methodology, and the spin contamination was found to be small (S2<0.782). 

All calculations were performed using computational resources kindly provided by the 

Material and Process Simulation center at the Beckman Institute, Caltech.  

5.4 Experimental Results and Discussion 

5.4.1 Unique Product Ions Observed at Serine and Threonine 

Peptide ions derivatized by the TEMPO-based FRIPS reagent were collisionally activated 

to provide precursors for studies of hydrogen-deficient radical-driven dissociation. The use 

of the TEMPO-based reagent greatly improves the signal intensity of FRIPS spectra over 

the previously employed Vazo 68 FRIPS reagent by eliminating an additional stage of 

MS/MS experiments (Scheme 5.1). In all experiments presented in this work, the singly 

protonated peptide derivatized with the TEMPO-based reagent was isolated and subjected 

to CID, producing the acetyl radical peptide ion (right-hand side of Scheme 5.1). Further 

dissociation of this species by collisional activation (i.e., MS3) produced the desired FRIPS 

spectrum.  
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Figure 5.1. Free radical chemistry of serine and threonine in model peptides. For both serine (a) 

and threonine (b), the spectra are dominated by the formation of [a6+H]• and c6 ions, instead of the 

more typical a7 ion and side-chain losses. Reaction at threonine is more prominent than at serine, 

as seen in (e). Methylation of the hydroxyl group of threonine (c) prevents c6 ion formation. The 

FRIPS spectrum of a model peptide with the threonine and arginine residues transposed to place 

the charge site on the C-terminal side of threonine (d) yields the z7, [z7−H]•, and x7−H2O ions.   

Parts a and b of Figure 5.1 show the FRIPS spectra of AARAAASAA and 

AARAAATAA, respectively. Contrary to the expected dissociation to yield a ions or side-

chain losses typically observed in FRIPS spectra, reaction at serine or threonine generates 

the [a6+H]• and c6 ions as the dominant products, with  minor formation of the a7 ion. These 

atypical product ions, whose assignment was confirmed by MSn experiments, cannot be 

explained by the general mechanisms outlined in Scheme 5.2. Also notable is a small 
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amount of water loss and a7−H2O ions, which have been observed previously in free 

radical reactions at serine and threonine.320 Although the FRIPS spectra for these two 

model peptides are nearly identical, there is a significant difference in the abundance of 

CO2 loss, which can be attributed to a difference in reactivity between serine and threonine. 

The FRIPS spectrum of AARAASATA shown in Figure 5.1e further highlights this 

disparity, with a significantly higher abundance of product ions from reaction at threonine 

than serine. These differences in reactivity were investigated using DFT calculations on 

model systems, and it was found that the activation energy for the rate-limiting β-cleavage 

reactions was systematically higher for serine than threonine due to the absence of the 

stabilizing methyl group on the side chain.321 

To further investigate the mechanism of formation of these atypical product ions, the 

transposed sequence of the threonine model peptide, AATAAARAA, was examined. The 

FRIPS spectrum shown in Figure 5.1d is dominated by the formation of the z7 ion, with the 

[z7−H]• (inset), a7, and x7−H2O ions also of notable abundance. The y6 ion is likely formed 

from dissociation of the z7 species, as this ion is prominently observed upon collisional 

activation of the z7 ion. The a7 ion results from β-cleavage of the Cα−C bond at the arginine 

residue, a process that gave negligible yields of the a3 ion in the model peptides possessing 

an arginine near the N-terminus. This difference can again be attributed to the somewhat 

regioselective nature of the FRIPS reagent. Similarly, the increased abundance of CO2 

neutral loss can be attributed to the decreased accessibility of the reactive threonine residue 

to the radical site. However, given that the most prominent ions in the spectrum occur from 

the threonine residue near the C-terminus, the chemical properties of the various moieties 
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on the peptide are more influential than amino acid position in determining product ion 

yields.  

In explaining the atypical free radical chemistry of serine and threonine, attention is 

naturally focused on the hydroxyl group, which not only serves as a key site for modifying 

protein structure and function through PTMs but also has the ability to affect protein 

stability directly by hydrogen bonding. To determine the role this functional group plays 

in observed dissociation patterns, the threonine residue in the model peptide was modified 

by methylation of the hydroxyl group and examined using FRIPS. As shown in Figure 5.1c, 

the FRIPS spectrum is dominated by the loss of a methyl radical. This process likely occurs 

by hydrogen abstraction from Cβ of the O-methylthreonine residue followed by β-cleavage 

of the O−CH3 bond, resulting in the formation of a stable ketone product. Similarly, the 

neutral loss of the methoxy radical (CH3O•) can be explained by hydrogen abstraction from 

Cα of O-methylthreonine and subsequent β-cleavage of the C−OCH3 bond. Interestingly, 

the c6 ion is completely absent from the spectrum, implicating the necessity of the hydroxyl 

group for formation of this ion. In contrast, the [a6+H]• ion is still present, although its 

relative abundance is decreased, possibly due to competition with the more favorable loss 

of the methyl radical. The a7 ion is similarly present with decreased relative intensity.  
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Figure 5.2. Collisional activation (MS4) of the water neutral loss from model serine and threonine 

peptides. Each spectrum is dominated by a prominent product ion, either the [an−1+H]• ion or the x7 

ion. All product ion identifications include loss of water from serine or threonine, except those 

marked with *, and in (e), where # explicitly denotes water loss from serine. 

The presence of the x7−H2O ion in such great abundance in the FRIPS spectrum of 

AATAAARAA (Figure 5.1d) is rather unexpected, indicating that a favorable dissociation 

pathway exists for Cα−C bond cleavage coupled with water loss, likely from the threonine 

side-chain. To further investigate the water loss pathway, MS4 experiments were performed 

on the neutral loss of water from each of the model peptides, as shown in Figure 5.2. In 

each case, the spectrum predominantly consists of a single ion, either the [an−1+H]• ion 

when an N-terminal charge site is present, or the xm  ion when there is a C-terminal charge 
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site. Interestingly, the MS4 spectrum of AARAASATA (Figure 5.2e) shows a much 

greater abundance of the [a5+H]• ion than the [a7+H]• ion, suggesting that the neutral loss 

of water occurs largely from serine rather than threonine in this case. However, whether 

this trend is due to peptide structural constraints or the inherent differences in the chemistry 

of the serine and threonine side chains is not clear from these data. Overall, these results 

reveal multiple reaction pathways to the [an−1+H]• ion that generate distinct C-terminal 

product ions, further highlighting the complex free radical chemistry of serine and 

threonine. 

5.4.2 Proposed Mechanism of  Reaction at Serine and Threonine Residues 

It is clear from the experimental results that the common processes of Cα−C bond cleavage 

(from a Cβ-centered radical) and side-chain loss (from a Cα-centered radical) are replaced 

by distinct lower-energy dissociation pathways at serine and threonine. Scheme 5.3 

outlines the proposed mechanisms by which the novel product ions shown in Figure 5.1 

are formed. All of these mechanisms posit that the presence of hydrogen bonds between 

the side-chain hydroxyl group and backbone amide group enables new dissociation 

pathways by accessing energetically favorable fragmentation processes. In spite of the 

relative weakness of the hydrogen bonds (~5 kcal/mol)326-329 in comparison to the cleaved 

covalent bonds, these interactions are capable of significantly altering the energetic 

landscape by guiding access to and stabilizing transition states for otherwise 

noncompetitive dissociation reactions. 
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Scheme 5.3. Proposed Mechanisms of Free-Radical-Initiated Dissociation at Serine and 

Threonine Residues 

 

The [an−1+H]• ion is proposed to form as a result of hydrogen bonding between the C-

terminal carbonyl oxygen and the hydroxyl group, forming a six-membered ring that 

stabilizes the reaction intermediate, as illustrated in Scheme 5.3a. Due to the favorable 

interactions between the hydroxyl group and the carbonyl oxygen, the energy required to 

cleave the N−Cα bond is lowered, leading to preferential β-cleavage. This process gives the 

zm ion and a cn−1
• ion that rapidly loses isocyanic acid to give the observed [an−1+H]• ion. 

The dominance of the [an−1+H]• (Figure 5.1a,b) and zm ions (Figure 5.1d) in the FRIPS 

spectra suggest that this pathway should be the most energetically favored. The hydroxyl 

group of serine or threonine may alternately form a seven-membered ring through 

hydrogen bonding with the N-terminal carbonyl oxygen atom, as shown in Scheme 5.3b. 
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This conformation facilitates hydrogen atom transfer from the hydroxyl group in 

conjunction with hydrogen abstraction from Cβ. As the N−Cα bond is elongated, the 

transfer of the hydrogen atom occurs in a concerted manner, reducing the reaction barrier 

and yielding an enol-imine cn−1 ion and the Cα-centered radical [zm−H]• ion. This hydrogen 

atom transfer process is supported by the experimental observation that methylation of the 

threonine hydroxyl group eliminates formation of the cn−1 ion. Both of these mechanisms 

are in agreement with those proposed by Sun et al. for the formation of cn−1 and radical an−1 

ions at serine and threonine residues through hydrogen-deficient radical dissociation from 

a crown ether-based photolabile radical precursor, but the importance of the hydrogen 

bonding interactions has not been previously demonstrated.311 

As evidenced by the formation of [an−1+H]• ions in the absence of a hydrogen bond donor 

(Figure 5.1c) as well as the formation of [an−1+H]• and xm−H2O ions following neutral loss 

of water (Figure 5.2), a third dissociation pathway must be considered at serine and 

threonine residues. In the mechanism proposed in Scheme 5.3c, the hydroxyl group of 

serine or threonine acts as hydrogen bond acceptor instead of donor, leading to a strong 

interaction with the N-terminal amide hydrogen. Following hydrogen abstraction from Cα 

by the acetyl radical, the new radical center may undergo β-cleavage in concert with 

hydrogen abstraction from the backbone amide nitrogen, yielding a neutral loss of water 

and a nitrogen-centered radical.  This nitrogen-centered radical may then undergo further 

β-cleavage of the N-terminal Cα−C bond to yield the observed [an−1+H]• and xm−H2O ions. 

A similar mechanism was previously proposed by Reilly and co-workers in their 

examination of the collisional activation of radical a ions produced by 157 nm 

photodissociation.320 Importantly, this mechanism offers an explanation for the formation 
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of the [an−1+H]• ion even when the hydroxyl group of threonine is methylated (Figure 

5.1c), as the methoxy group may still act as hydrogen bond acceptor and yield the nitrogen-

centered radical via loss of methanol. 

5.5 Computational Analysis 

5.5.1 Models for Serine and Threonine Free Radical Chemistry 

Given the strong experimental evidence for the mechanisms proposed in Scheme 5.3, in 

both this work and previous studies,311,320 we investigate these reactions utilizing 

computational techniques to better understand the free radical chemistry of serine and 

threonine.  The Cβ-centered radical structures shown in Figure 5.3a,b,d were employed to 

examine cleavage of the N−Cα and Cα−C bond via β-cleavage, and the Cα-centered radicals 

in Figure 5.3c,e were used to explore the neutral loss of water from the side-chain. Finally, 

the nitrogen-centered radicals shown in Figures 5.3f,g were used to study β-cleavage of the 

Cα−C bond. The structures shown beneath the schematic diagram for each molecule 

represent the low-energy conformer or conformers found for that compound, with the 

relative enthalpy (B3LYP/6-311++G(d,p) level of theory) indicated for molecules with 

multiple low-energy conformations of interest. 
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Figure 5.3. Model structures for computational investigation of threonine free radical chemistry. 

The structures of compounds possessing a Cβ-centered radical are shown for valine (a), threonine 

(b), and O-methylthreonine (d), whereas those possessing a Cα-centered radical are shown for 

threonine (c) and O-methylthreonine (e). The final two compounds (f and g) were utilized to study 

Cα−C bond cleavage from a nitrogen-centered radical. Relative enthalpies [B3LYP/6-

311++G(d,p)] are indicated for multiple structures. Hydrogen bonding interactions are denoted 

with dashed lines (see text for further discussion). 
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For all bond cleavage processes examined, the reaction energetics were calculated using 

the M05-2X and M06-2X density functionals as well as B3LYP. These functionals give 

reaction enthalpies differing by as much as 13 kcal/mol for β-cleavage processes, with 

slightly smaller differences for activation energies. Previous work by Izgorodina et al. 

demonstrated that B3LYP may underestimate the energetics of β-cleavage reactions by up 

to 9 kcal/mol.330 The M05-2X and M06-2X density functionals are expected to be 

significantly more accurate for these reactions, although they were found to overestimate 

energetics of  β-cleavage by ~2 kcal/mol compared to G3(MP2)-RAD benchmarks.325 

These results suggests that the computational energetics presented here likely represent 

upper and lower bounds on the actual thermochemistry.  

5.5.2 β-Cleavage of  the N−Cα vs Cα−C Bond 

To investigate the favored β-cleavage of the N−Cα bond over the Cα−C bond from a 

radical centered at Cβ (Scheme 5.3a,b), the energetics for these processes were calculated 

for valine, serine, and threonine model compounds (Figure 5.4). The energetics for the 

valine model compound shown in Figure 5.4a provide reference dissociation energetics in 

the absence of hydrogen bonding. The low-energy conformer (1) has the backbone in the 

all-trans configuration with the side-chain oriented perpendicular to the backbone. 

Cleavage of the Cα−C bond was found to be favored over N−Cα bond cleavage by 6−10 

kcal/mol depending on the density functional. Dissociation of the N−Cα bond proceeds 

through a transition state in which a stabilizing hydrogen bond interaction between 

products is preserved, yielding an energetic minimum between dissociation transition state 

and overall reaction enthalpy of the separated products (right-hand side of Figure 5.4a). 
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Figure 5.4. β-cleavage of the N−Cα vs Cα−C bond from a Cβ-centered radical on model amino 

acids. For the valine model compound (a), dissociation of the Cα−C bond is favored, whereas 

hydrogen bonding in threonine (b and c) favors N−Cα bond cleavage via stabilization of the reaction 

intermediate. Enthalpies are given relative to structure 1 for the valine molecule and structure 2 for 

the threonine molecule. 
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Two low-energy structures were found for the threonine model compound possessing 

a radical center at Cβ (Figure 5.3b), and both conformers were examined to obtain reaction 

energetics as shown in Figure 5.4b,c. These two structures possess an all-trans backbone 

conformation, and the side-chain hydroxyl group forms a hydrogen bond with either the C-

terminal (2, 0.0 kcal/mol) or N-terminal (3, 0.8 kcal/mol) carbonyl oxygen. Although the 

energetics of Cα−C bond cleavage are quite similar between valine (Figure 5.4a) and the 

C-terminal hydrogen bonding structure of threonine (Figure 5.4b), the energy required for 

N−Cα bond cleavage is greatly decreased for threonine. The hydrogen bonding interactions 

are eliminated at the transition state for Cα−C bond cleavage (20) to enhance the π-orbital 

interactions of the N-terminal product (22), but the hydrogen bond persists in the transition 

state for N−Cα bond dissociation (17), reducing the energy required to form the c• (18) and 

z (19) ion analogues of the products proposed in Scheme 5.3a. Similar to the case for the 

valine model compound, the loose transition state for N−Cα bond cleavage is found to be 

lower than the product enthalpies due to formation of a stabilizing hydrogen bond 

following dissociation. Though the B3LYP calculations clearly favor cleavage of the N−Cα 

bond over the Cα−C bond, the M05-2X and M06-2X calculations give similar reaction 

enthalpies for the two processes. Experimentally, product ions resulting from N−Cα bond 

cleavage are on the order of 10 times more abundant than those from Cα−C bond cleavage, 

meaning a significant difference in the reaction rates would be expected on the ion trap 

time scale. Previous work has demonstrated that even small differences in activation energy 

can have large impacts on the kinetics and branching ratios of peptide dissociation,331,332 

and dissociation of the N−Cα bond need only be slightly enthalpically favored to be the 

dominant product ion (assuming similar frequency factors for the two processes).  
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For the N-terminal hydrogen bonding structure (3) shown in Figure 5.4c, the preference 

for dissociation of the N−Cα bond over the Cα−C bond is quite clear. In this conformation, 

the energy required for cleavage of the N−Cα bond is significantly reduced due to the 

approach of the hydroxyl and carbonyl groups at the transition state (23) and subsequent 

hydrogen atom transfer to give the enol-imine (24) and carbon-centered radical (25) 

products  (c and [z−H]• ion analogues of Scheme 5.3b, respectively). The reaction 

coordinate for Cα−C bond cleavage shows that the threonine side-chain rotates during 

dissociation, disrupting hydrogen bonding at the transition state (26) and forming the N-

terminal product (27) with the hydroxyl group oriented outward along the axis of the N−Cα 

bond. This N-terminal product (a ion analogue) may readily isomerize to give the lower-

energy structure seen in Figure 5.4b (21) and thereby reduce the reaction enthalpy, but the 

process still remains unfavorable due to the significant activation energy required to reach 

the transition state (26). Similar energetics with slightly higher barriers for all processes 

were found for a model serine compound. Thus, the calculations outlined support both the 

data and proposed mechanism in concluding that hydrogen bond constraints favor N−Cα 

bond cleavage at serine and threonine residues.  

5.5.3 Nitrogen-Centered Radical Chemistry via Loss of  H2O 

The processes examined above fail to explain the presence of xm−H2O and an−H2O ions.  

Therefore, calculations were also utilized to investigate the energetics of the mechanism 

shown in Scheme 5.3c, in which dissociation occurs through β-cleavage from a nitrogen-

centered radical initially formed by water loss. The low-energy structures of the Cα-

centered radical for the threonine and O-methylthreonine model compounds are shown in 
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Figure 5.3c,e, respectively. For both model compounds, the low-energy structures (4 and 

7) do not possess interactions between the side-chain hydroxyl and the N-terminal amide 

nitrogen that would give a clear pathway to the neutral loss of water, though such structures 

can be found for threonine (5) and O-methylthreonine (8) at relative enthalpies of 2.9 and 

3.6 kcal/mol, respectively. In these conformations, the side-chain oxygen acts as hydrogen 

bond acceptor, with the backbone N−H group functioning as hydrogen bond donor. Water 

loss is found to occur from these structures via concerted cleavage of the side-chain Cβ−OH 

bond and abstraction of hydrogen from the amide nitrogen, as shown in Figure 5.5a,b. This 

process occurs via a tight transition state of 32-36 kcal/mol for both molecules, although 

the overall enthalpy of reaction in each case was favorable (10-20 kcal/mol).  

Beginning from either threonine or O-methylthreonine, loss of water or methanol yields 

a nitrogen-centered radical and double bond between Cα and Cβ (structures 30 and 32, 

respectively). The structure shown in Figure 5.3g seeks to replicate these features in a 

model system to study the energetics of β-cleavage of the Cα−C bond. As illustrated in 

Figure 5.5c, cleavage of the Cα−C bond from the low-energy structure (10) was found to 

occur with a tight transition state but favorable reaction enthalpy as the N−C−O bond angle 

changes from 123° to 174° during formation of the double bond.  
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Figure 5.5. Energetics of alternate pathways to cleavage of the N-terminal Cα−C bond via 

formation of a nitrogen-centered radical: (a) water loss from threonine model compound; (b) 

methanol loss from O-methylthreonine model compound; (c) cleavage of Cα−C bond from 

nitrogen-centered radical. These processes have low reaction enthalpies but possess high activation 

energies. 
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This pathway to dissociation of the Cα−C bond is essential to explain the experimental 

results for the O-methylthreonine model peptide (Figure 5.1c). Methylation of the hydroxyl 

group prevents any conformation in which the side-chain acts as hydrogen bond donor, 

thereby suggesting that the two mechanisms presented in Scheme 5.3a,b are inoperable for 

this molecule. In agreement with this assertion, it was found that cleavage of the N−Cα 

bond via β-cleavage from the low-energy Cβ-centered radical structure (6, Figure 5.3d) is 

not energetically favorable. However, β-cleavage from a nitrogen-centered radical in O-

methylthreonine residues gives a viable route to the observed [an−1+H]• ion even in the 

absence of a side-chain hydrogen bond donor. In addition, the energetics for this process 

are only slightly higher than those calculated for Cα−C bond cleavage, further supporting 

the feasibility of this pathway. 

In the case of the threonine model compound possessing a free hydroxyl group, there 

exists a significant disparity between the experimental observation of the water loss 

pathway outlined in Scheme 5.3c and the theoretical activation energies for this reaction. 

The theoretical barrier to water loss of 32-36 kcal/mol is 7-14 kcal/mol higher than those 

calculated for the processes outlined in Scheme 5.3a,b and therefore would not be expected 

to compete. Since the experimental data provide compelling evidence for the proposed 

reaction pathway leading to water loss, especially the MS4 spectra shown in Figure 5.2, it 

appears that these calculations overestimate the activation energy for this pathway. A 

conformation with a lower barrier to water loss may exist, but extensive conformational 

searching failed to yield a transition state lower in energy than the one shown in Figure 

5.5a. Alternately, the activation energy for this process may be lowered by cleavage of the 

backbone Cα−C bond in concert with hydrogen atom transfer from the amide to the 
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hydroxyl group, a process somewhat analogous to that proposed in Scheme 5.3b. A 

concerted reaction would also explain the low abundance of water loss in the FRIPS 

spectra, but such processes were not examined using DFT calculations due to the difficulty 

in searching the expanded conformational space to identify the minimum energy pathway. 

5.5.4 Why Hydrogen Bonding Favors N−Cα Bond Cleavage 

Although calculations can quantify the energetics of the proposed processes leading to 

cleavage of the stronger N−Cα bond in the mechanisms shown in Scheme 5.3a,b, it is useful 

to provide a simpler but more transposable rationalization for why these reactions occur by 

examining the molecular orbitals involved. Strong orbital overlap connecting reactants to 

products is generally associated with favorable chemical reactions, whereas little overlap 

leads to energetically unfavorable processes.333 Parts a and b of Figure 5.6 show 

schematically the interaction between the singly occupied π orbital of the Cβ-radical site 

and the N−Cα σ bond for the N-terminal hydrogen bonding and C-terminal hydrogen 

bonding complexes, respectively. In either structure, the hydrogen bonding interactions 

strongly align the π orbital on Cβ with the N−Cα σ bond, resulting in facile cleavage of the 

N−Cα bond. In contrast, the Cα−C σ bond lies nearly orthogonal to the π orbital on Cβ in 

both conformations, and the cleavage of this bond is therefore unfavorable without the 

destruction of the stabilizing hydrogen bonding interactions. 
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Figure 5.6. Alignment of the singly occupied π orbital on Cβ with the N−Cα σ bond via hydrogen 

bonding interactions of threonine with either the N-terminal (a) or C-terminal (b) carbonyl oxygen. 

Left: schematic representation of computational structures, with orbital alignment denoted by the 

dashed line, Center: computational structures with schematic representation of the singly occupied 

π orbital on Cβ, Right: Newman projection along the axis of the Cβ−Cα bond. 

In addition to orbital overlap, the transition state structures for both conformations are 

stabilized by enhanced hydrogen bonding. This observation is illustrated in Scheme 5.4, 

which gives the bond lengths in Angstroms for the N-terminal (a) and C-terminal (b) 

hydrogen bonding conformations in both the ground state (GS) and transition state (TS). 

In the C-terminal hydrogen bonding structure, the distance between the carbonyl oxygen 

and the hydroxyl group hydrogen decreases from 1.78 Å in the ground state to 1.63 Å in 

the transition state, imparting a stabilizing partial double bond character to the hydroxyl 

group. In the case of the N-terminal hydrogen bonding conformer, the hydrogen atom 

approaches to a distance of only 1.4 Å from the carbonyl at the transition state for N−Cα 

bond cleavage, forming a stabilizing intermediate with increased bond order on the side-
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chain Cβ–O bond. These hydrogen bonding interactions therefore play a crucial role in 

dictating the favored pathway of the reaction. 

Scheme 5.4. Calculated Bond Lengths (Å) during N−Cα Bond Cleavage for the Threonine Model 

Compound Possessing an (a) N-Terminal or (b) C-Terminal Hydrogen Bond 

 

5.5.5 Comparison of  FRIPS to ECD/ETD 

The process of hydrogen atom transfer along with N−Cα bond cleavage (Scheme 5.3b) 

examined in this work gives product ions with remarkable resemblance to those observed 

in ECD and ETD. In the UW mechanism, which is supported by numerous experimental 

and theoretical reports, an aminoketyl intermediate may be formed either through direct 

electron capture to the amide π* orbital or through intramolecular electron transfer from 

electron capture in a Rydberg orbital at a positively charged site, followed by proton 

abstraction by the strongly basic amide anion radical.255,265-267,275 The mechanism proposed 

here is more comparable to the Cornell mechanism, in which hydrogen atom transfer is 

suggested to form the aminoketyl intermediate, with backbone cleavage occurring 
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separately.255,268,269,273  However, the proposed mechanism for radical-initiated 

cleavage at serine and threonine is absent of any aminoketyl intermediate, as the transfer 

of the hydrogen atom occurs in concert with N−Cα bond cleavage. Further examination of 

the potential energy surface failed to find a pathway in which aminoketyl intermediate 

formation was more energetically favorable than concerted hydrogen atom transfer and 

N−Cα bond cleavage, making this dissociation mechanism unlikely for this system. In 

addition, the Cornell mechanism is unlikely to be prevalent in ECD and ETD, as the 

energetic barriers to hydrogen atom transfer are greater than those to intramolecular 

electron transfer followed by proton abstraction.255,260  Although not directly applicable to 

the ECD or ETD case, the hydrogen atom transfer observed here is interesting in that it 

illuminates yet another unique mechanism for the cleavage of backbone N−Cα bonds via a 

decrease in the energetic requirements for this process. 

5.6 Conclusions 

The calculations and experiments detailed in this work provide a comprehensive analysis 

of the factors responsible for the unique free radical chemistry of serine and threonine. 

Cleavage of the N−Cα bond may occur directly via β-cleavage from a Cβ-centered radical, 

whereas dissociation of the N-terminal Cα−C bond may occur either from a nitrogen-

centered radical or by loss of isocyanic acid following N−Cα bond cleavage.  As a result of 

the lower energetic barriers associated with odd-electron versus even-electron cleavage 

processes, these reaction pathways are more susceptible to influence by weak interactions 

such as hydrogen bonding that constrain molecular geometry in reactants, intermediates, 

and products. This principle has significant implications for gas-phase free radical 
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sequencing applications, in which many peptides and proteins may possess stable gas-

phase noncovalent interactions that may direct radical-induced dissociation, an attribute 

that Julian and co-workers have leveraged to elucidate the gas phase structure of 

proteins.294,296,313 In other situations, such effects may be masked by rapid migration of the 

radical site following formation.315 Nevertheless, it is abundantly clear from this work that 

free radical chemistry can be highly sensitive to local conformation at the radical site, as 

no fewer than five unique dissociation pathways can occur at serine and threonine residues 

via dissociation from different conformations.  
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C h a p t e r  6  

Separation and Identification of Peptide Isomers by Free-Radical-
Initiated Peptide Sequencing (FRIPS) Combined with Ion Mobility-
Mass Spectrometry 

(Reproduced in part with permission from Mui, W.; Thomas, D. A.; Downard, A. J.; 

Beauchamp, J. L.; Seinfeld, J.. H.; Flagan, R. C. Anal. Chem. 2013, 85, 6319-6326. 

http://dx.doi.org/10.1021/ac400580u Copyright 2013 American Chemical Society.) 

 

6.1 Abstract 

Complex mixtures of peptides with strong sequence homogeneity are often challenging 

to separate by high performance liquid chromatography. However, ion mobility 

spectrometry (IMS) provides another dimension of analyte separation that is capable of 

resolving highly similar peptide structures. This study demonstrates the application of a 

novel classification device, the radial opposed migration ion and aerosol classifier 

(ROMIAC), to the separation of peptide isomers. The ROMIAC is coupled to the 

atmospheric pressure interface of a linear trap quadrupole mass spectrometer, and 

monitoring distinct dissociation pathways associated with peptide isomers fully resolves 

overlapping features in the ion mobility data. We find that the addition of the reagent for 

free-radical-initiated peptide sequencing (FRIPS) to the N-terminus of isomeric peptides 

improves separation by altering gas-phase peptide structure. The ability of the ROMIAC 

to operate at atmospheric pressure and serve as a front-end analyzer to continuously 

transmit ions with a particular mobility facilitates its utilization in a variety of experimental 

protocols in which additional analyte separation is required. 
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6.2 Introduction 

The field of proteomics has advanced rapidly in the past decade with the development of 

both novel instrumentation and new experimental techniques.334,335 The combination of 

mass spectrometry (MS) methods that simultaneously enable high resolution, mass 

accuracy, and sensitivity with techniques for improved analyte separation through high 

performance liquid chromatography (HPLC) or capillary electrophoresis has enabled the 

analysis of increasingly intricate samples and yielded valuable insight into a vast array of 

cellular processes.336-341. In spite of these improvements, many challenges to the analysis 

of complex samples remain. For example, many isomeric peptides cannot be separated in 

standard HPLC columns, precluding sequence identification by HPLC-MS.342-344 In 

addition, traditional collision-induced dissociation (CID) experiments often lead to loss of 

post-translational modifications (PTMs), such as phosphorylation or nitrosylation, 

hindering the identification of modified amino acid residues. 

 Several recent developments in the dissociation of gas-phase peptide ions offer improved 

capabilities for peptide sequencing. The advent of electron capture dissociation (ECD) and 

electron transfer dissociation (ETD) has greatly enhanced the ability of proteomics 

experiments to identify PTMs, as these dissociation methods typically cleave selectively at 

N-Cα bonds and leave side chain modifications intact.245,249-251,280,345,346 However, these 

techniques have their own experimental limitations, including inefficient dissociation, 

especially for low charge-state peptides. Free-radical-initiated peptide sequencing (FRIPS) 

is an alternative method for the gas-phase sequencing that gives information 

complementary to that obtained by traditional CID or ECD/ETD experiments.304 In this 
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technique, a free radical precursor is attached to the N-terminus of a peptide or protein. 

When the derivatized peptide is subjected to collisional activation, homolytic bond 

cleavage adjacent to the free radical precursor generates an acetyl radical at the N-terminus 

of the peptide, which subsequently initiates dissociation of the peptide by hydrogen atom 

abstraction from various sites along the peptide backbone. As with other radical-directed 

dissociation techniques, the product ions formed are highly sensitive to the Cβ−H bond 

dissociation energy (BDE) of each amino acid residue, with residues possessing high Cβ−H 

BDEs preferentially generating side chain loss and those with low Cβ−H BDEs leading to 

backbone dissociation.248,311 

In the separation of complex mixtures prior to dissociation, ion mobility spectrometry 

(IMS) adds another useful dimension of separation between HPLC and MS analysis. A 

wide range of methodologies have been successfully employed to separate peptide and 

other complex biological mixtures, including drift cells,347,348 traveling wave ion mobility 

cells,349 high-field asymmetric waveform devices (FAIMS),350 and differential mobility 

analyzers (DMA).351,352 These techniques have unique advantages and limitations, but 

many of them require significant new instrumentation that is costly to build and implement.  

The opposed migration aerosol classifier (OMAC) is a new instrument that operates with 

equipotential inlet and outlet flows, reducing loss of ions and particles due to electric field 

distortions.353 The OMAC employs parallel porous or screen electrodes and can readily be 

integrated with the atmospheric pressure interface of a mass spectrometer. A gas cross-

flow enters and exits the classification region through porous electrodes within the 

classification region, exerting a drag force on translating ions or particles. Mobility 
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classification is accomplished by balancing this drag force with the force from an 

electric field applied antiparallel to the gas flow. The use of antiparallel drag and electric 

forces increases the distance that particles or ions must diffuse to degrade instrument 

resolution, improving instrument performance. A radial geometry further decreases 

diffusional losses and enhances resolution by elimination of electric field deformities from 

proximate dielectric walls. We refer to the instrument as a radial opposed migration ion 

and aerosol classifier (ROMIAC). 

The ability of the ROMIAC to classify ions with high transfer efficiency makes it well-

suited for the analysis of biological samples, especially peptides, which possess mobility 

diameters on the order of a single nanometer. This study combines this novel front-end 

classifier with peptide derivatization by the FRIPS reagent to achieve improved peptide 

separation prior to sequence analysis by mass spectrometry. Specifically, the ROMIAC is 

utilized to separate several isomeric peptide samples as a demonstration of the ability of 

this instrument to improve analysis of peptide samples with significant sequence 

homogeneity. The addition of the FRIPS reagent to the peptides is found to enhance peptide 

isomer separation through alterations in gas-phase peptide structure. 
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6.3 Methods 

6.3.1 Materials 

High-purity methanol was obtained from J. T. Baker Avantor (Center Valley, PA), and 

high-purity water as well as ACS grade glacial acetic were purchased from EMD Millipore 

(Billerica, MA). The model peptides AARAAATAA, AATAAARAA, AARAAHAMA, 

and AARAAMAHA, were obtained from Biomer Technologies (Pleasanton, CA) and used 

without further purification. 

6.3.2 Synthesis of  TEMPO-based FRIPS Reagent 

The (2,2,6,6-tetramethylpiperidin-1-yl)oxyl (TEMPO)-based FRIPS reagent recently 

developed by Sohn and co-workers, based upon the procedure outlined by Lee and co-

workers,305 was synthesized and employed for free radical generation.94,306,321 An overview 

of the synthetic procedure is found in Chapter 5, and full synthetic details have been 

detailed in a previous publication.321 

6.3.3 Sample Preparation 

Solutions of the underivatized peptides were prepared from a 1 mg/mL stock solution in 

water, which was then diluted in 49% methanol, 49% water, and 2% acetic acid (v/v) for a 

50 μM solution. To derivatize the model peptides, approximately 1 mg of a peptide was 

dissolved in 1 mL of a 50/50 (v/v) mixture of acetonitrile/water, vortexed for 3 min, 

sonicated for 15 min, and centrifuged at 4500 rpm for 5 min. A reaction mixture of 50 μL 

of peptide supernatant, 10 μL of a 10 μg/μL solution of FRIPS reagent in acetonitrile in a 

100 mM triethyl ammonium bicarbonate buffer (pH 8.5) was prepared. The reaction was 

allowed to proceed for 2 hr and then quenched by addition of 2 µL of formic acid. The 
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solvent was removed with use of a rotary evaporator, and the sample was resuspended 

in 10 µL of 0.1% trifluoroacetic acid and purified using a C18 ZipTip (Millipore, Billerica, 

MA) according to manufacturer protocol. The eluted sample was increased to a final 

volume of 500 µL in 49% methanol, 49% water, and 2% acetic acid (v/v). 

6.3.4 Experimental Setup 

The experimental setup consists of an electrospray ion source (ESI), the ROMIAC, and a 

Thermo LTQ-MS (Thermo Fisher, Waltham, MA). Full details of the experimental 

apparatus and calibration procedure can be found elsewhere in work by Mui and co-

workers.95 Nitrogen gas enters the ESI chamber perpendicular to the spray needle and 

conveys ions to the ROMIAC. Nitrogen is also utilized as the cross-flow gas through the 

ROMIAC, regulated with a proportioning solenoid valve and exhausted through a vacuum 

pump with the flow rate kept constant by a critical orifice at the inlet to the vacuum pump. 

All experiments were run at cross-flow gas rate of 34.3 L min−1 and a carrier gas flow rate 

of 1.70 L min−1, resulting in a theoretical resolution (Rnd) of 20.2. Gas flow was controlled 

by a custom LabView interface utilizing a proportional-integral-differential (PID) 

algorithm with feedback from differential pressure transducers.  Analytes were at 

atmospheric pressure for the entire journey from the ESI spray needle to the LTQ-MS inlet, 

the duration of which is estimated to be on the order of tens to hundreds of milliseconds. 

Ion mobility spectra were obtained by stepping through a range of voltages and 

monitoring the LTQ-MS signal. The LTQ-MS was scanned from m/z 50 to 2000 and 

averaged over three microscans of 10 ms maximum duration. The instrument was operated 

with a capillary temperature of 50° C, a capillary voltage of 0 V, and a tube lens voltage of 
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88 V. For model peptide collision-induced dissociation (CID) experiments, the singly-

protonated parent ion was isolated with an isolation width of 3 m/z (window of m/z in the 

trap during isolation prior to collisional activation) and a normalized collision energy of 

10%. The experimental setup was calibrated using tetraalkylammonium halide salts as 

mobility standards for instrument calibration (IC) and also using biomolecules with known 

cross sections for mobility calibration (MC). 

6.4 Results and Discussion 

6.4.1 CID and FRIPS of  Peptide Isomers 

Two sets of peptide isomers, AARAAATAA/AATAAARAA and 

AARAAHAMA/AARAAMAHA, were analyzed in this study. To identify diagnostic 

product ions for each species, CID was performed on the singly-protonated ion of each of 

the peptides, as shown in Figure 6.1 with the product ions unique to each isomer 

highlighted. The CID spectra of untagged peptides are dominated by b- and y-type ions 

generated via proton-catalyzed dissociation of the peptide backbone,247 whereas addition 

of the FRIPS reagent results in free-radical-initiated dissociation that is highly selective for 

specific amino acids in the peptide sequence.304,311 As shown in Figure 6.2a, CID of 

peptides derivatized with the FRIPS reagent generates an acetyl radical at the N-terminus 

of the peptide by homolytic cleavage of the C–O bond, followed by hydrogen atom 

abstraction and dissociation. The product ions utilized to differentiate the model peptide 

isomers are formed according to the processes shown in Figure 6.2b-d. For threonine-

containing peptides, the observed [a6+H]• and z7 ions are generated by hydrogen atom 

abstraction from Cβ of the threonine side chain, followed by N–Cα bond cleavage and 
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subsequent loss of isocyanic acid from the N-terminal product ion (Figure 6.2b). The 

z7-H ion may further decompose to yield the y6 ion. The c6 ion is formed by a similar 

process in which hydrogen atom transfer to the N-terminal carbonyl oxygen occurs in 

concert with N–Cα bond cleavage (Figure 6.2c).321 For isomeric peptides containing 

histidine, unique product ions are formed by abstraction of hydrogen from Cβ of histidine 

followed by cleavage of the Cα–C bond (Figure 6.2d).311 

 

Figure 6.1. CID and FRIPS spectra of peptide isomers. Shown in a-d are the MS2 spectra of 

AARAAATAA and AATAAARAA, both underivatized (a, c) and tagged with the FRIPS reagent 

(b, d). Shown in e-h are the MS2 spectra of AARAAHAMA and AARAAMAHA, both 

underivatized (e, g) and tagged with the FRIPS reagent (f, h). Labeled product ions are specific to 

each isomer and are used for identification during ion mobility separation. Product ions in the 

FRIPS spectra are referenced to the m/z of the peptide with an acetyl radical at the N-terminus.  
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Figure 6.2. Free radical dissociation processes in peptides derivatized with the FRIPS reagent. The 

FRIPS methodology employed here is shown schematically in (a). The TEMPO-based FRIPS 

reagent is coupled to the N-terminus of the peptide, and subsequent collisional activation leads to 

loss of the TEMPO moiety, generating an acetyl radical. This acetyl radical then abstracts a 

hydrogen atom from diverse sites along the peptide, leading to dissociation of the backbone or 

neutral loss of amino acid side chains. Unique product ions are proposed to occur at threonine 

residues via the mechanisms shown in (b) and (c), resulting in (b) [a6+H]• and z7 ion and (c) c6 ion 

formation. Backbone dissociation at histidine residues occurs by the mechanism illustrated in (d), 

leading to a6 and a8 ion generation. 

 

6.4.2 Separation of  Peptide Isomers 

Following the identification of diagnostic product ions for each isomer, a mixture of 

isomeric peptides was separated by the ROMIAC and sequenced by CID within the ion 

trap, both with and without attachment of the FRIPS reagent. For untagged AARAAATAA 
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and AATAAARAA, the peak signals from the three diagnostic product ions of each 

isomer (Figure 6.1a,c) appear at the same voltage (considering errors), precluding 

resolution of the isomers (Figure 6.3a,b). However, the addition of the FRIPS reagent 

enhances peptide isomer separation by ∼7 V or ∼14 Å2 (Figure 6.3c,d), allowing for isomer 

identification by CID. A similar but less dramatic separation enhancement occurs for the 

AARAAHAMA and AARAAMAHA isomers; unique product ions from the untagged 

peptides (Figure 6.1e,g) are separated by ∼1 V (Figure 6e,f), but tagging of these peptides 

with the FRIPS reagent increases separation in the ion mobility spectrum by ∼3 V or ∼4 

Å2 (Figure 6.3g,h). The difference in separation enhancement between the two pairs of 

model peptides upon addition of the FRIPS reagent is not surprising, since the structural 

similarity is much greater between AARAAHAMA and AARAAMAHA than between 

AARAAATAAA and AATAAARAA. In the former pair of isomers, the location of the 

likely protonation site (Arg) is not altered, and the His and Met residues change position 

only slightly. It is evident in both cases, however, that the addition of the FRIPS reagent to 

the N-terminus improves separation. The reason for this improvement is not entirely clear 

but is likely due to disruption of interactions between the altered N-terminus and other sites 

on the peptide backbone. In addition, the radical-driven dissociation of the TEMPO-tagged 

peptides generates a more distinct spectrum than CID, although the overall sequence 

coverage is diminished. 
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Figure 6.3. Separation of peptide isomers derivatized with the FRIPS reagent utilizing the 

ROMIAC. Shown are mass-resolved, normalized product ion signals as a function of applied 

voltage. Data point error bars indicate 1 standard deviation of the normalized signal. Gray line: 

Gaussian-fitted function to the signal; dot marker: centroid of fit, with 95% confidence interval 

error bars. (a) Non-TEMPO-tagged AARAAATAA CID fragments. (b) Non-TEMPO-tagged 

AATAAARAA CID fragments. (c) TEMPO-tagged AARAAATAA CID fragments. (d) TEMPO-

tagged AATAAARAA CID fragments. (e) Non-TEMPO-tagged AARAAHAMA CID fragment. 

(f) Non-TEMPO-tagged AARAAMAHA CID fragment. (g) TEMPO-tagged AARAAHAMA CID 

fragment. (h) TEMPO-tagged AARAAMAHA CID fragment. 
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6.5 Conclusions 

This study demonstrates the ability of IM-MS experiments using a ROMIAC to 

effectively separate peptides with similar sequences. Specifically, model peptide isomer 

separation was successfully conducted with untagged AARAAHAMA/AARAAMAHA 

using ROMIAC-IMS, and separation was demonstrably enhanced by derivatization with 

the FRIPS reagent, allowing the separation of AARAAATAA/AATAAARAA isomers. 

Although the modest resolution of ~20 achieved in these experiments was readily able to 

separate peptide isomers, greater resolution may be achieved in future work by increasing 

the cross flow rate.  

The ROMIAC is desirable for further IMS applications, as it suffers fewer diffusional 

losses of ions than the conventional DMA and readily achieves resolution sufficient for 

separation of peptides. Additionally, the ROMIAC provides continuous transmission of 

ions, allowing for targeted monitoring of specific analytes. The ROMIAC can be easily 

interfaced to any mass spectrometer with an atmospheric pressure inlet. Improvements to 

the ROMIAC-MS interface should greatly enhance ion transfer efficiency and hence 

sensitivity. Given the ability to identify isomeric peptides shown in this study, the 

ROMIAC may be utilized in future experiments as a prefilter to reject abundant ion 

components and enhance the MS capability for detection of low abundance ions. For 

example, it could be used for real-time investigations of low abundance human serum 

proteins, especially those known to be markers for disease, by eliminating abundant 

background proteins and thereby improving the dynamic range of MS to detect the desired 

proteins. 
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A p p e n d i x  A  

Design of Enclosure for FIDI-MS Experiments in a Regulated 
Atmosphere 

The FIDI-MS source utilized in experiments in Chapter 3 is designed to allow for control 

of the ambient conditions in which suspended droplet chemistry is studied. The device 

consists of four main parts: an enclosure, a back plate, and two viewport plates, all 

machined by eMachineShop (Mahwah, NJ). The assembled source is shown in Figure 

A.1a. The interface with the mounts of the LTQ mass spectrometer is based upon a design 

for a custom electrospray stage by Priska D. von Haller at the University of Washington 

Proteomics Resource. The device seals to the front of the mass spectrometer by an O-ring 

present on the atmospheric pressure interface, normally utilized to seal commercially 

available atmospheric pressure ionization sources. Once mounted, the entire device can 

reach a vacuum pressure of approximately 10 Torr using only the draw of gas through the 

atmospheric pressure interface of the LTQ.  

Shown in Figure A.1b is an image of the main enclosure mounted to the inlet of the LTQ 

mass spectrometer. The right side of the enclosure is equipped with two 1” baseplate 

apertures, which allow for the mounting of various feedthrough interfaces. For the 

experiments in Chapter 3, the apertures are mounted with 1/8 in. outer diameter (OD) 

feedthroughs (FCH-012S, Kurt J. Lesker, Jefferson, Hills, PA) to introduce sample to the 

FIDI capillary and collect waste droplets from the enclosure. The backing plate of the 

enclosure is also equipped with three 1” baseplate apertures and is sealed to the main 

enclosure by a Viton O-ring (McMaster-Carr, Santa Fe Springs, CA). The backing plate 
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holds a gas feedthrough (LFT421TETE, Kurt J. Lesker) to control the ambient 

conditions in the chamber and a high voltage feedthrough (A0507-1-QF, MPF Products, 

Gray Court, SC) to apply an electric potential to the FIDI apparatus.  

 

 

Figure A.1. Enclosure for FIDI experiments to regulate ambient conditions. Shown in (a) is the 

assembled source, and the main enclosure mounted to the mass spectrometer inlet is shown in (b). 

Shown in (c) and (d) are two views of the FIDI apparatus mounted within the enclosure. 
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The enclosure is also equipped with glass viewport mounts on the top and left side of 

the device to allow for visual monitoring and to initiate photochemistry. The viewport 

mounts are based on a design detailed by Abbott and Scace in which the glass window is 

sealed on each side by compression of an O-ring, avoiding direct glass-metal contact.354 

Glass windows of 80 mm diameter and 12 mm thickness were obtained from OptoSigma 

(Santa Ana, CA), with the top window fabricated from BK7 glass and the side window 

fabricated from fused silica to allow for efficient UV transmission.  

Within the enclosure, the FIDI apparatus is based upon a design described previously by 

Grimm and co-workers.83 The source region is fabricated from eV parts (Kimball Physics, 

Wilton, NH), with the high voltage and ground plates (SS-PL-B7x7) mounted on ceramic 

rods (Al2O3-TU-B-2000) secured to a custom PTFE mount via a bracket (SS-BR-B2x7). 

The plates are held in position by a combination of screw clamps (SS-SC-B7) and ceramic 

spacers (AL2O3-TU-C-250). The mount is affixed to a translation stage (TS) for alignment 

with the inlet of the mass spectrometer. The stainless steel (SS) capillary (28 gauge, 

McMaster-Carr) is also connected to a translation stage by 1/16 in. OD stainless steel 

tubing (0.005 in. ID, Sigma-Aldrich, St. Louis, MO) for alignment between the two plates. 
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A p p e n d i x  B  

Parameters for Modelling of Uptake Coupled with Reaction and 
Diffusion in Aqueous Droplets 

Table B.1. Diffusion Constants for Species in Reaction-Diffusion Model 

Molecule D x 105, cm2 s−1 Reference 

CO2 1.9 355 

HCO3
− 1.0 355 

CO3
2− 0.8 355 

H2CO3 1.0 
Assumed 
equivalent 
to HCO3

− 

NH3 1.9 356 

NH4
+ 1.9 357 

H+ 8.8 358 

OH− 5.0 358 
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Table B.2. Reaction Kinetic Parameters for Reaction-Diffusion Model 

Reaction # Reaction Rate Units Reference 

3f NH3 + H2O → NH4
+ + OH− 5.0 × 105 s−1 121 

3r NH4
+ + OH− →  NH3 + H2O 3.4 × 

1010 M−1 s−1 121 

4f NH3 + H3O+ → NH4
+ + H2O 4.3 × 

1010 M−1 s−1 120,121 

4r NH4
+ + H2O → NH3 + H3O+ 24.6 s−1 120,121 

5f 2 H2O → H3O+ + OH− 1.4 × 10-3 M−1 s−1 121 

5r  H3O+ + OH− → 2 H2O 
1.4 × 
1011 M−1 s−1 121 

6f CO2 + H2O → H2CO3 0.04 s−1 122 

6r H2CO3 → CO2 + H2O 18 s−1 122 

7f CO2 + OH− → HCO3
− 8.5 × 103 M−1 s−1 359, 360 

7r HCO3
− → CO2 + OH− 2 x 104 s−1 360 

8f H2CO3 + H2O → HCO3
− + H3O+ 1.0 × 107 s−1 121 

8r HCO3
− + H3O+ → H2CO3 + H2O 5.0 × 

1010 M−1 s−1 121 

9f HCO3
−+ OH− → CO2 + H2O 6 x 109 M−1 s−1 121 

9r CO2 + H2O → HCO3
−+ OH− 1.3 x 106 s−1 121 
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Table B.3. Henry’s Law Constants and Mass Accommodation Coefficients for Reaction-

Diffusion Model 

Constant Value Units Reference 
HCO2 3.3 x 10−4 mol Pa m−3 361 
HNH3 3.1 x 10−1 mol Pa m−3 103 
αCO2 0.0001 Unitless 20 
αNH3 0.08 Unitless 103 

 
 

Table B.4. Initial Conditions for Reaction-Diffusion Model 

Condition Value Units 
T 295 K 

[CO2] (g) 40.5 Pa 
[CO2] (aq) 1.35 x 10−5 M 
[H2CO3] 3.00 x 10−7 M 
[HCO3

−] 2.45 x 10−6 M 
[CO3

2−] 4.69 x 10−11 M 
[H3O+] 2.45 x 10−6 M 
[OH−] 4.08 x 10−9 M 
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