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ABSTRACT

Liquefaction is a devastating instability associated with saturated, loose, and cohe-
sionless soils. It poses a significant risk to distributed infrastructure systems that
are vital for the security, economy, safety, health, and welfare of societies. In order
to make our cities resilient to the effects of liquefaction, it is important to be able
to identify areas that are most susceptible. Some of the prevalent methodologies
employed to identify susceptible areas include conventional slope stability analysis
and the use of so-called liquefaction charts. However, these methodologies have
some limitations, which motivate our research objectives. In this dissertation, we
investigate the mechanics of origin of liquefaction in a laboratory test using grain-
scale simulations, which helps (i) understand why certain soils liquefy under certain
conditions, and (ii) identify a necessary precursor for onset of flow liquefaction.
Furthermore, we investigate the mechanics of liquefaction charts using a contin-
uum plasticity model; this can help in modeling the surface hazards of liquefaction
following an earthquake. Finally, we also investigate the microscopic definition of
soil shear wave velocity, a soil property that is used as an index to quantify lique-
faction resistance of soil. We show that anisotropy in fabric, or grain arrangement
can be correlated with anisotropy in shear wave velocity. This has the potential to
quantify the effects of sample disturbance when a soil specimen is extracted from
the field. In conclusion, by developing a more fundamental understanding of soil
liquefaction, this dissertation takes necessary steps for a more physical assessment
of liquefaction susceptibility at the field-scale.
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NOMENCLATURE

Consolidation coefficient K0. Ratio of horizontal stresses to vertical stresses on a
soil element.

Dense soil. Soil that tends to expand, or dilate under drained loading.

Drained loading. A condition that allows drainage of pore fluid when a soil as-
sembly is loaded.

Effectuve stress. Stress borne only by the soil skeleton.

Loose soil. Soil that tends to compact under drained loading.

Pore pressure. Stress borne by the pore fluid.

Relative Density DR. DR =
emax − e

emax − emin
, where emax is the maximum void ratio

corresponding to a very loose state, emin is the minimum void ratio corre-
sponding to a very dense state, and e is the void ratio.

Total stress. Stress borne by the combined solid-fluid assembly.

Undrained loading. A condition that prevents drainage of pore fluid when a soil
assembly is loaded.

Void ratio e. Ratio of volume of void space to volume of solids, in a soil assembly.
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C h a p t e r 1

INTRODUCTION

1.1 Introduction to Liquefaction
Liquefaction is a devastating instability associated with saturated, loose, and co-
hesionless soils. It is typically associated with earthquake-induced shaking that
causes the ground to lose its bearing strength and act like a fluid. This can cause
entire buildings to topple and cars to get sucked in. It can cause surface layers
to slide downhill, damaging roads and rupturing distributed infrastructure systems
like water and gas lines. It can also cause floatation, whereby objects buried un-
derground such as pipelines and manhole covers float up to the surface. The 1964
earthquake in Niigata, Japan and the 2010-11 earthquake sequence in Christchurch,
New Zealand provide prime examples of earthquake-induced liquefaction failures.

Although primarily associated with earthquakes, liquefaction can also occur under
static loading conditions [44]. Static liquefaction has been observed as a cause for
failure of slopes in hydraulic fill dams, spoil tips, and tailings [8]. Examples include
the 1966 Aberfan disaster, which resulted in the loss of 144 lives, and the failure
of the Fort Peck Dam in 1936 that led to the loss of 80 lives. More recently, in
November 2015, the failure of the Fundao dam in Brazil that resulted in the death
of 19 people is also suspected to be caused by liquefaction [43].

Liquefaction is typically characterized by generation of excess pore pressure under
undrained loading. The tendency of loose sands to densify under drained loading
is well known [44]. When loose sands are saturated and loaded under undrained
conditions, the tendency to densify causes an increase in pore pressure, leading to a
decrease in effective confining pressure. This lowers the shear strength of the soil,
causing it to liquefy. Based on the mechanism of deformation, liquefaction can
be divided into flow liquefaction and cyclic mobility. Flow liquefaction can occur
when the shear stress required for static equilibrium of a soil mass is greater than
the shear strength of the soil in its liquefied state. It can occur under both static and
cyclic loading. Once triggered, the soil experiences large deformations which may
seem sudden and are catastrophic. Cyclic mobility, on the other hand, can occur
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when the shear stress required for static equilibrium of a soil mass is less than the
shear strength of soil. It can occur only under cyclic loading. In contrast with flow
liquefaction, cyclic mobility causes deformations to develop incrementally during
an earthquake, and can lead to large permanent deformations that are termed ‘lateral
spreading’ [44]. Chapter 3 discusses these mechanisms in greater detail.

1.2 Evaluation of liquefaction susceptibility
In order to mitigate the effects of liquefaction, it is important to be able to evaluate
liquefaction susceptibility of a soil. This evaluation essentially consists of deter-
mining two kinds of stresses:

(a) Stresses imposed on the soil by external loading.

(b) Stresses needed to liquefy the soil.

If (a) ≥ (b), soil liquefies, else it is stable. Evaluation of stresses in (a) is based on
a knowledge and estimation of field conditions. For instance, in the case of static
slope stability analyses, the angle of the slope can be used as a metric to estimate
imposed stresses [32, 48]. In the case of earthquake-induced loading, the so-called
‘simplified procedure’ is commonly used [34, 71, 88].

Evaluation of stresses in (b) can be achieved via laboratory or in-situ testing of
soils. For slope stability analyses in the case of spoil tips, tailings, and hydraulic-
fill dams, estimating stresses needed for soil liquefaction is often done by obtaining
a soil sample from the site, and subjecting it to static compression in a laboratory
test [32, 48]. For earthquake-induced liquefaction assessments, recourse is often
sought to in-situ tests such as standard penetration tests, cone penetration tests, and
shear velocity measurements [34, 88]. In-situ tests are considered more representa-
tive of field behavior than laboratory testing, since retrieval of soil specimens from
the field using typical drilling and sampling techniques induces a lot of disturbance,
which destroys the existing mechanical structure. This makes it difficult to translate
laboratory test results onto field conditions [34, 88]. However, interpretation of in-
situ tests often relies on empirical correlations [34, 88], which inherently restricts
the scope of their application.

To help with the flow of this thesis, the next few sub-sections provide a brief review
of (i) the triaxial compression test, which is a common laboratory test, and (ii)
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liquefaction charts, which are used to evaluate liquefaction resistance of soil to
earthquakes. A review of these topics will help in motivating the research presented
in this thesis.

(i) The Triaxial Compression Test
For slope stability analysis under static loading, estimating stresses needed for soil
liquefaction is often done by subjecting a soil sample obtained from the site to static
loading in a triaxial compression test [32, 48]. Subjecting a loose sand to triaxial
compression under undrained loading causes it to liquefy; this is perhaps the sim-
plest manifestation of liquefaction. The triaxial test involves using a cylindrical
specimen, generally having a length/diameter ratio of 2, that is stressed under con-
ditions of axial symmetry. Figure 1.1 shows a schematic of the test. A detailed
description of the test setup can be found in a soil mechanics textbook [16, 85]. In
essence, the soil specimen is confined in a rubber membrane, and is placed on a
porous disc on a pedestal. There is a loading cap on top of the specimen that can
impose an axial stress σa. The specimen is subjected to an all-round fluid pressure
σr . There is also a provision for drainage of pore water through the pedestal that
can also be used for measurement of pore water pressure if drainage is prevented.

AXIAL COMPRESSION

PORE 
DRAINAGE

�r

�a

�r

CELL 
PRESSURE

�r (a) (b)

�a

Figure 1.1: (a): Schematic diagram of the conventional triaxial test. (b): Imposed
stress states

For the purpose of liquefaction testing, the specimen is first subjected to isotropic
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consolidation under drained conditions. Thereafter, it is subjected to axial com-
pression under undrained conditions. Figure 1.2 shows the stress paths obtained
during static triaxial compression tests of loose and dense sands, under undrained
conditions. Note that q = (σa − σr ) is the deviatoric stress, p = (σa + 2σr )/3 is
the total volumetric stress, and p′ is the effective volumetric stress. Total stresses
are the stresses borne by the solid-fluid assembly, while effective stresses are the
stresses borne only by the soil skeleton. Total and effective deviatoric stresses are
the same, since the interstitial fluid is assumed to be incapable of providing shear-
ing resistance.

q

p, p0

CSL

LOOSE

DENSE
TSP

A, A'

B

C, D

C'

D'

Figure 1.2: Effective stress paths of loose and dense sands under undrained triax-
ial compression. The total stress path (TSP) and critical state line (CSL) are also
sketched for reference. A = start, B = Instability in loose sand, C & C’ = phase
transformation, D & D’ = critical state. In loose sands, points C and D are often
indistinguishable [36].

In the case of loose sands, the specimen undergoes a peak in stress space followed
by a sudden collapse, accompanied by a large pore water pressure build up and ex-
tensive strain-softening. The peak in stress space is said to denote the onset of flow
liquefaction instability [44]. On the other hand, dense sands are known to display
a reversal in behavior - from contractive to dilative, during a phenomenon called
‘phase transformation’. This phenomenon ostensibly provides stability to dense
sands, whereby the pore water pressure build-up and strain softening are kept in
check.
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Conventionally, for static slope stability analysis under drained conditions, the
stress state corresponding to the residual strength (or critical state) of the sand un-
der drained loading is used as a measure of soil shear strength. For resistance to
liquefaction, however, it has been suggested that the stress state corresponding to
the peak (point B in Figure 1.2) in an undrained triaxial compression test should be
used instead [32, 48]. Using analytical techniques like the ‘method of slices’ [16],
or more advanced numerical techniques [28], the shear stress imposed on the soil
can be calculated and compared with the soil strength to estimate a factor-of-safety.

(ii) Liquefaction charts
In order to evaluate liquefaction resistance of soils under dynamic or earthquake-
induced loading, engineers often resort to liquefaction charts. Development of these
charts involve (a) estimating stresses induced by an earthquake, and (b) estimating
the strength of soils.

(a) Estimating stresses induced by an earthquake

Estimation of seismic demand on a soil element can be made via the ‘simplified
procedure’, proposed by Seed and Idriss [71]. It is assumed that the seismic shear
stresses induced at any depth in a soil deposit with a level ground surface are pri-
marily due to the vertical propagation of horizontal shear waves. If the soil column
above a soil element at depth h acted like a rigid body and the maximum ground sur-
face acceleration were amax, the maximum shear stress (τmax)r on the soil element
would be:

(τmax)r =
γh
g

amax = σv
amax

g
(1.1)

where γ is the unit weight of the soil, and σv is the total vertical stress at depth h.
See Figure 1.3. However, the soil column behaves like a deformable body, so the
actual maximum shear stress τmax on the soil element would be:

τmax = rd (τmax)r (1.2)

where rd < 1 is a stress reduction coefficient. rd = 1 at the surface and decreases
as the depth increases. Semi-empirical expressions exist for evaluating rd up to a
depth of 20 m [34, 88].

The cyclic stresses induced during an earthquake constitute an irregular time series
with numerous cycles of different magnitudes. Studies have shown that an irregular
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�h

(⌧max)r =
�h

g
amax

depth h

amax

Figure 1.3: Maximum shear stress (τmax)r on a rigid block of sand at depth h from
the surface.

time series can be approximated by a uniform cyclic stress time series with an
equivalent number of uniform cycles [34, 70]. Seed and Idriss [71] arbitrarily chose
a uniform average cyclic stress, τavg equal to 0.65 of the peak cyclic stress, τmax.
Hence:

τavg = 0.65 σv
amax

g
rd (1.3)

The number of uniform cycles N corresponding to τavg is semi-empirically related
to earthquake magnitude [34, 70]. For instance, a magnitude 7.5 earthquake has
been proposed to correspond to 15 cycles. The average cyclic stress is then normal-
ized by the effective vertical confining pressure σ′v to yield the cyclic stress ratio
(CSR) imposed on a soil element at depth h by an earthquake:

CSR =
τavg

σ′v
= 0.65

σv

σ′v

amax

g
rd (1.4)

The seismic demand on a soil element is commonly expressed in terms of CSR. The
CSR that is just sufficient to cause soil liquefaction is called the cyclic resistance
ratio (CRR), and is a measure of the strength of soils. Determination of CRR is
briefly reviewed next.

(b) Estimating strength of soils

Determination of in-situ CRR of sands can be done via laboratory testing of field
samples [72]. The sample would be subjected to N cycles of cyclic loading, where
N is empirically related to the earthquake magnitude. The uniform stress ratio
(τ/σ′v) that would cause liquefaction in N cycles would be recorded as CRR, and
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then checked against CSR obtained in equation 1.4. If CRR exceeds CSR, the soil
is stable. If not, it is susceptible to liquefaction. However, retrieval of soil speci-
mens from the field using typical drilling and sampling techniques induces a lot of
disturbance, making it difficult to translate laboratory test results onto field condi-
tions. Therefore, semi-empirical relationships have been developed between CRR
of sands and the results of in-situ tests (such as penetration tests and shear velocity
measurements) by compiling case histories in which evidence of liquefaction had
or had not been observed [34, 88].

Figure 1.4 illustrates a schematic of liquefaction charts. The abscissa plots soil
properties as determined from in-situ tests, such as relative density, penetration
resistance, and shear wave velocity. The ordinate plots the CSR. By plotting case
histories on such a chart, it has been observed that cases of liquefaction and non-
liquefaction could be roughly demarcated by a boundary. The boundary represents
the in-situ CRR of sands.

SOIL RESISTANCE

SE
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N

 S
O
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)

LIQUEFACTION
NO LIQUEFACTION

CRR

Figure 1.4: Schematic illustrating liquefaction charts. Liquefaction (solid red) and
non-liquefaction (open green) case histories are plotted on a graph. Soil resistance
can be in terms of relative density, penetration resistance, or shear wave velocity.
The two types of case histories can be roughly demarcated by a boundary, which
denotes the in-situ CRR of sands.
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1.3 Research Objectives
We are now in a position to outline our research objectives. It can be appreciated
that liquefaction poses a significant risk to distributed infrastructure systems that
are vital for the security, economy, safety, health, and welfare of societies. In order
to make our cities more resilient to the effects of liquefaction, it is important to be
able to identify areas that are most susceptible. As discussed, conventional slope
stability analysis and the use of liquefaction charts help in that endeavor. However,
these methodologies have some limitations, which motivate the research objectives
for this dissertation.

For instance, liquefaction charts are compiled using case histories, which make
them inherently empirical. This limits their scope of application. To reliably ex-
tend their scope, high-quality field data are needed. However, field data can only
be obtained following earthquake-induced liquefaction. Therefore, it is important
to incorporate physics in these charts, so that they can make reliable predictions in
the absence of sufficient field data. The first step in that endeavor is to develop a
deeper understanding of the fundamental physics of soil liquefaction.

Furthermore, liquefaction charts can only determine the liquefaction susceptibility
of a site. They do not inform us about the effects of liquefaction. If a site will
liquefy, will it experience flow liquefaction or cyclic mobility? In other words,
will liquefaction cause only a slight settlement of foundations or will it cause en-
tire buildings to topple? Liquefaction charts do not make these distinctions. Such
information is crucial when it comes to evaluating surface hazards of liquefaction,
necessitating a more physical understanding of these charts.

Conventional slope stability analysis assumes that soil will fail under drained con-
ditions, via strain-localization. However, locally undrained conditions can make
the slope susceptible to static liquefaction [32, 48]. This contrast in soil behavior
due to different drainage conditions poses some questions. For instance, although a
dense sand is stable under undrained loading, what happens under partial drainage
conditions? How do we estimate the soil strength in that case? Such questions ne-
cessitate further research into the subject of static liquefaction.

The most fundamental way to measure soil strength is via laboratory testing. How-
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ever, retrieval of soil specimens from the field using typical drilling and sampling
techniques induces a lot of disturbance, which alters the mechanical properties of
soil. As a result, in-situ testing techniques have gained prominence. The discrep-
ancy in mechanical behavior is often attributed to the difference in soil fabric, or
grain arrangement, of laboratory soil sample and in-situ soil [34, 70]. In principle,
if we can quantify the soil fabric in the laboratory and in-situ, it may be possible to
translate laboratory test results to field conditions. However, fabric quantification
measures [45] need grain-scale information, making them impractical for quantifi-
cation of in-situ fabric. This raises a fundamental question – is it possible to quan-
tify in-situ soil fabric at all? If so, how? These are important questions, seeking
answers to which require further research.

1.4 Scope of Thesis
The thesis is organized as follows. Chapter 2 focuses on developing a deeper un-
derstanding of the fundamental physics of soil liquefaction. This is achieved by
investigating what is perhaps the simplest manifestation of liquefaction, namely
static loading in a triaxial compression test. Specifically, the chapter addresses the
mechanics of origin of flow liquefaction instability in a triaxial compression test,
under static, or monotonic loading. It defines a flow liquefaction potential that helps
understand why certain soils liquefy under certain conditions. It also proposes a
necessary precursor, or warning sign, prior to the onset of flow liquefaction. The
validity of the flow liquefaction potential and necessary precursor were checked us-
ing discrete element method simulations [17].

Chapter 3 numerically investigates the mechanics of liquefaction charts, and pro-
poses flow liquefaction as a mechanism for the lower end of these charts. This
yields a more physical understanding of such charts and can provide an engineer
additional information regarding the effects of liquefaction. The numerical tool
employed was the Dafalias-Manzari model [18], which is a continuum plasticity
model.

Chapter 4 investigates the effect of fabric on shear wave velocity VS in soils. As
mentioned in section 1.2, VS is one of the indices that are used for quantifying soil
resistance to liquefaction. In essence, it acts as a proxy for parameters affecting
soil behavior, such as relative density and confining stress. By understanding how
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fabric affects VS, VS may also be able to act as a proxy for soil fabric, and help in
quantification of in-situ soil fabric. Quantification of in-situ soil fabric may enable
investigators to translate laboratory test results on to field conditions, with greater
certainty. This investigation was numerically performed using the level sets discrete
element method [39, 41].

Finally, Chapter 5 summarizes some key developments of this dissertation.

Chapters 2, 3, and 4 can be read independently. Chapter 2 is a published article
[58], while Chapters 3 and 4 have been submitted [59, 60] to journals for possible
publication. Due to the independent nature of these chapters, there is invariably
some content repetition.
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C h a p t e r 2

MECHANICS OF ORIGIN OF FLOW LIQUEFACTION
INSTABILITY UNDER PROPORTIONAL STRAIN TRIAXIAL

COMPRESSION

[1] U. Mital and J.E. Andrade. “Mechanics of origin of flow liquefaction in-
stability under proportional strain triaxial compression”. In: Acta Geotech-
nica (2016), pp. 1–11. doi: 10.1007/s11440-015-0430-8. url: http:
/ / link . springer . com / article / 10 . 1007 / s11440 - 015 - 0430 -
8/fulltext.html.

2.1 Introduction
Liquefaction is a field-scale phenomenon, typically associated with earthquake-
induced shaking, that causes a loss of strength of saturated cohesionless granular
media. It can lead to catastrophes such as landslides, tilting and settlement of build-
ings, and failure of dams, bridges, and retaining walls [27]. Typically, liquefaction
can be divided into flow liquefaction and cyclic mobility [27, 44]. The US National
Academy of Science’s National Research Council [27] defined flow liquefaction as,
“the condition where a a soil mass can deform continuously under a shear stress less
than or equal to the static shear stress applied to it.” Flow liquefaction is the more
devastating manifestation of liquefaction that can lead to field-scale catastrophes.
Cyclic mobility, on the other hand, is a more benign form of liquefaction which
does not lead to loss of stability.

Although primarily associated with earthquakes, flow liquefaction has been shown
to occur under both static and dynamic loading [36, 44, 48, 79]. It occurs when the
shear stress required for static equilibrium of a soil mass is greater than the shear
strength of the soil in its liquefied state [44]. Given its consequences, it is important
to not only understand this phenomenon, but also what causes it in the first place.
Although progress has been made in understanding the macro and micro mechanics
at the onset of flow liquefaction instability [3, 19, 20, 22, 42, 66], our understand-
ing of the origin of this phenomenon is still incomplete. For instance, why are
loose sands susceptible to flow liquefaction under undrained conditions [44]? How
much increase in pore pressure is sufficient to induce liquefaction, and why does

http://dx.doi.org/10.1007/s11440-015-0430-8
http://link.springer.com/article/10.1007/s11440-015-0430-8/fulltext.html
http://link.springer.com/article/10.1007/s11440-015-0430-8/fulltext.html
http://link.springer.com/article/10.1007/s11440-015-0430-8/fulltext.html
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the amount vary under different initial conditions [44]?. In addition, it is usual to
assume that flow liquefaction instability occurs under completely undrained or con-
stant volume conditions. However, there is evidence [27, 53, 69, 84] to suggest that
soil may undergo volume changes during earthquake shaking. Under static loading,
a soil may be experiencing volume changes due to unequal pore pressure generation
in adjacent soil layers of different densities [80, 84]. Flow liquefaction under such
conditions cannot be attributed to constant volume deformations. Our central ob-
jective is to address the aforementioned issues by investigating the origins of flow
liquefaction instability under proportional strain triaxial compression conditions.

We start by defining a flow liquefaction potential for determining flow liquefaction
susceptibility during proportional strain triaxial compression. A proportional strain
triaxial test is one in which the imposed volume change (or the imposed dilatancy)
is proportional to the axial strain on the soil specimen. If the volume is imposed
to be constant (isochoric strain compression), then the test becomes an undrained
triaxial test [21]. The flow liquefaction potential is a function of inconsistency be-
tween the natural dilative tendency of the soil and the imposed dilatancy during
proportional strain triaxial compression. Such a potential has been used previously
[21]. Previous works also imply that [19–22, 42] that given the right conditions,
a loose soil that contracts during drained triaxial compression and liquefies under
undrained triaxial compression may be stable under proportional strain triaxial com-
pression. Conversely, a dense soil that dilates during drained triaxial compression
and is stable under undrained triaxial compression may liquefy under proportional
strain triaxial compression. The undrained loose case is a special case of propor-
tional strain triaxial compression under which a soil can liquefy. By analyzing the
defined flow liquefaction potential, we provide an interpretation about the micro-
mechanics at play which make a soil susceptible to flow liquefaction. Furthermore,
we also analyze stress evolution during proportional strain triaxial compression and
discuss the mechanics of the test leading up to flow liquefaction instability. We
arrive at a necessary precursor for instability, which can serve as a warning sign for
flow liquefaction instability under proportional strain triaxial compression, whilst
the soil is still stable. It is important to note that the precursor is not a condition
of sufficiency and should also not be confused with the onset of instability itself.
The same loading must be applied continuously to induce flow liquefaction insta-
bility. This provides further insight into the mechanics of origin of flow liquefaction
instability under proportional strain triaxial compression.
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2.2 Soil response under proportional strain triaxial compression
In a proportional strain triaxial compression test, the volumetric strain increment
is proportional to the axial strain increment. The undrained triaxial compression
test is a special case where the proportion is equal to zero, resulting in a constant
volume test. The behavior of soil under proportional strain triaxial compression can
be either ‘stable’ or ‘unstable’. Figure 2.1 presents a typical response of soil under
proportional strain triaxial compression conditions.

q

p, p′

CSL

UNSTABLE

STABLE

TSP

A, A'

B

C, D

C'

D'

Figure 2.1: Effective stress paths of stable and unstable sands under proportional
strain triaxial compression. The total stress path (TSP) and critical state line (CSL)
are also sketched for reference. A = start, B = Instability, C = phase transformation,
D = critical state. In unstable sands, points C and D are often indistinguishable [36].
A′, C′, and D′ are the corresponding points in a stable sand.

Instability or unstable behavior is characterized by loss of deviatoric strength when
a soil is subjected to deviatoric strain increments. In case of an undrained triaxial
test on a loose sand, this loss of deviatoric strength coincides with the vanishing of
second order work, which has been shown to be associated with bursts in kinetic
energy and extensive strain softening [19, 22]. This is accompanied by a large pore
pressure build up. Under proportional strain triaxial conditions, however, loss of
deviatoric strength and vanishing of second order work do not necessarily coincide.
To that effect, some investigators have proposed an alternate response parameter
whose peak coincides with the vanishing of second order work [19, 20, 22, 42]. In
any case, experimental and numerical results of the aforementioned investigators
also suggest that along with the vanishing of second order work, loss of deviatoric
strength is also a necessary condition for flow liquefaction under proportional strain
conditions in a triaxial test. We will briefly discuss the alternate response parameter
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in section 2.4. Presently, for the sake of simplicity, we consider the deviatoric stress
as a response parameter in our work. Once the soil specimen reaches the peak in
effective stress space (characterized by peaking of deviatoric stress), it advances to
flow liquefaction failure, assuming that the same loading path is applied continu-
ously. Therefore, a necessary condition for unstable flow liquefaction behavior can
be expressed as:

q̇ < 0 (2.1)

where q̇ is the deviatoric invariant of the stress rate tensor.

In case of stable behavior, the soil specimen may initially exhibit behavior remi-
niscent of a loose sand under undrained triaxial compression. However, before the
soil specimen reaches the peak in effective stress space, it undergoes a phenomenon
called ‘phase transformation’ [36], whereby it starts exhibiting behavior reminis-
cent of a dilative sand under undrained triaxial compression. This phenomenon
ostensibly provides stability, whereby the pore water pressure build-up and strain
softening are kept in check.

In what follows, σ̇ is the stress increment tensor and ε̇ is the strain increment tensor.
We use subscripts a and r to denote the axial and radial components respectively.
ṗ = (σ̇a + 2σ̇r )/3 and q̇ = (σ̇a − σ̇r ) are the volumetric and deviatoric invariants
of stress increment (σ̇), respectively. ε̇v = (ε̇a + 2ε̇r ), and ε̇ s = 2(ε̇a − ε̇r )/3 are the
volumetric and deviatoric invariants of strain increment (ε̇), respectively.

2.3 Flow Liquefaction Potential
In order to determine whether the behavior of a soil specimen under proportional
strain triaxial compression will be stable or unstable, we define a flow liquefaction

potential L. For a soil to be susceptible to unstable flow liquefaction behavior, we
postulate that:

L > 0 (2.2)

Conversely, for stable soil behavior, we postulate that L < 0. The condition when
L = 0 will be discussed later. We define the functional form of L as:

L = β − βp (2.3)

where β is the natural dilative tendency of the soil specimen, and βp is the imposed

dilatancy on the specimen during proportional strain triaxial compression. Natural
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dilative tendency may be defined as the volume change that a soil specimen must
undergo such that pore pressure does not evolve. The natural dilative tendency of a
soil specimen can be determined from its behavior under fully drained conditions.
A soil that contracts during drained triaxial compression has β > 0, while a soil
that dilates during drained triaxial compression has β < 0. On the other hand,
imposed dilatancy is the volume change imposed on a soil specimen during a pro-
portional strain triaxial test, which is normally different from the natural dilative
tendency and leads to an evolution in pore pressure. Equation 2.3 is similar to a
liquefaction potential defined by Darve and Pal [21]. While Darve and Pal [21] de-
rived the potential using ideas from continuum plasticity, it will become apparent
that our potential has been derived by considering imposed radial strain increments.

Mathematically, natural dilative tendency β can be defined as [85]:

β =
ε̇v
ε̇ s

(2.4)

where we have assumed elastic strain increments to be negligible. We define im-
posed dilatancy βp as:

βp =
ε̇

p
v

ε̇
p
s

(2.5)

where the superscript p denotes imposed proportional strain triaxial compression.
Note that for imposed dilatancy, we are concerned with total strain increments.

We now take a closer look at drained and proportional strain triaxial compression
in order to understand why L > 0 makes a soil susceptible to flow liquefaction
instability.

Drained Triaxial Compression
Drainage of pore water ensures that pore pressures do not evolve. It also implies
that the granular assembly undergoes changes in volume. Using the definition of
β, volumetric strain increment ε̇v can be expressed as a function of shear strain
increment ε̇ s:

ε̇v = βε̇ s (2.6)

Using the definitions of ε̇v and ε̇ s from section 2.2, we can obtain the radial strain
increment ε̇r consistent with the natural dilative tendency of the assembly, given an
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applied axial strain increment ε̇a:

ε̇r = αε̇a =: ε̇d
r (2.7)

where α is function of natural dilative tendency β:

α =
2β − 3
2β + 6

(2.8)

Note that α < 0. This is because soil has a positive poisson’s ratio, implying
that compressing the granular assembly in the axial direction will make it expand
or stretch out in the radial direction. We have assumed the usual geomechanics
convention of compression being positive.

Proportional Strain Triaxial Compression
However, in a proportional strain triaxial compression test, the volumetric strain in-
crement ε̇v is constrained to be proportional to the axial strain increment ε̇a. Equiv-
alently, we may say that given an applied axial strain increment ε̇a, the radial strain
increment ε̇r is:

ε̇r = αpε̇a =: ε̇ p
r (2.9)

where αp may or may not be constant. For simplicity, it is often imposed as a
constant. It may be noted that αp is similar to R defined in literature [19–22, 42].
Several investigators have devised experimental programs whereby for axisymmet-
ric conditions prevalent in a triaxial test, such strain paths can be imposed [15, 19,
80]. For a saturated sample, volume changes imposed during such strain paths can
be associated with injection or extraction of water in the soil sample [20], such that
the drainage is incompatible with that during a drained test, leading to pore pressure
variation. Such a test has also been referred to as a partially drained test in the past
[80].

In any case, the relation between αp and βp is same as the relation between α and β

(equation 2.8). Therefore, by inverting equation 2.8, the imposed dilatancy βp can
be obtained as a function of αp:

βp =
3(1 + 2αp)
2(1 − αp)

(2.10)

The undrained test is a special case where αp = −1/2, yielding βp = 0.
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We are now in a position to understand how the flow liquefaction potential L can
help in evaluating flow liquefaction susceptibility of a soil subjected to proportional
strain triaxial compression. Using equation 2.10, L can be expressed as a function
of α and αp:

L =
9(α − αp)

2(1 − α)(1 − αp)
(2.11)

Note that a positive poisson’s ratio implies α < 0. In addition, proportional strain
triaxial compression tests are conducted such that αp < 0. Therefore, the denomi-
nator in equation 2.11 above is a positive quantity. This means that:

sign(L) = sign(α − αp) (2.12)

Equivalently, since both α and αp are negative:

sign(L) = sign(|αp | − |α |) (2.13)

For a soil to be susceptible to flow liquefaction during proportional strain triaxial
compression, we postulated that L > 0. This implies that given an axial strain
increment ε̇a, the radial strain increments for proportional ε̇ p

r and drained ε̇d
r triaxial

compression are related as:
|ε̇

p
r | > |ε̇

d
r | (2.14)

where we have used equations 2.7 and 2.9. Equation 2.14 implies that the im-
posed proportional radial strain increment is more expansive than the drained ra-
dial strain increment. Micro-mechanically, this may be interpreted as soil grains
pushing outwards and spreading more intensely than the natural dilative tendency.
This increases the load on pore water, causing pore water pressure to rise during
proportional strain triaxial compression, making the assembly susceptible to flow
liquefaction.

Conversely, for a soil to exhibit stable behavior during proportional strain triaxial
compression, we postulated that L < 0. This implies that given an axial strain
increment ε̇a, the radial strain increments for proportional (ε̇ p

r ) and drained (ε̇d
r )

triaxial compression are related as:

|ε̇
p
r | < |ε̇

d
r | (2.15)

Equation 2.15 implies that the imposed proportional radial strain increment is less
expansive than the drained radial strain increment. Micro-mechanically, this may



18

be interpreted as soil grains pushing outwards less intensely than the natural dilative
tendency. The grains tend to coalesce together, creating a pulling or suction effect
on the pore water, that causes pore water pressure to fall during proportional strain
triaxial compression, making the assembly stable. See Figure 2.2 for a cartoon of
the discrepancy in radial strain increments for both L > 0 and L < 0.

ǫ̇a ǫ̇a

ǫ̇d
r

ǫ̇d
r

ǫ̇p
r

UNSTABLE ASSEMBLY STABLE ASSEMBLY

(NOT TO SCALE)

L > 0 ⇒ θ̇ > 0 L < 0 ⇒ θ̇ < 0

Figure 2.2: Cartoon showing the mismatch between the imposed proportional (ε̇ p
r )

and the drained (ε̇d
r ) radial strain increments, given an axial strain increment (ε̇a). In

an unstable assembly,L > 0, which means that the imposed radial strain increments
are more expansive than the natural dilative tendency. As a result, soil grains push
outward and spread more intensely than the natural dilative tendency. This increases
the load on pore water, causing pore water pressure to rise (θ̇ > 0). Conversely, for
a stable assembly, L < 0, which means that soil grains push outwards less intensely
than the natural dilative tendency. The grains tend to coalesce together, creating a
pulling or suction effect on the pore water, which causes pore water pressure to fall
(θ̇ < 0).

Undrained Triaxial Compression
As we mentioned earlier, undrained triaxial compression is a special case of pro-
portional strain triaxial compression where βp = 0, implying L = β. Therefore, a
soil that contracts during drained triaxial compression (β > 0) is susceptible to flow
liquefaction under undrained triaxial compression, whereas a soil that dilates dur-
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ing drained triaxial compression (β < 0) exhibits stable behavior under undrained
triaxial compression.

Discussion
It is important to note that given the right conditions, a loose soil that contracts dur-
ing drained triaxial compression and liquefies under undrained triaxial compression
may be stable under proportional strain triaxial compression. Conversely, a dense
soil that dilates during drained triaxial compression and is stable under undrained
triaxial compression, may liquefy under proportional strain triaxial compression.
Such loading conditions can occur in the field when there are soil layers of differ-
ent densities adjacent to each other. Susceptibility to flow liquefaction instability is
determined not by the sign of β, but by the sign of L. Depending on the imposed
βp, the sign of L can change. Figure 2.3 shows how negative (or expansive) values
of βp increase L, while positive (or contractive) values of βp reduce L. It just so
happens that during undrained triaxial compression, since βp = 0, the sign of β
determines the sign of L. Stable response of loose sands and unstable response of
dense sands under proportional strain triaxial compression have been observed in
experimental and numerical studies in the past [15, 19–22, 42, 80]. Note that L > 0
signifies a potential to liquefy. It does not sufficiently imply occurrence of flow liq-
uefaction. Sustained loading with L > 0 is necessary for the soil to encounter flow
liquefaction instability. Finally, note that L = 0 implies that the imposed dilatancy
βp on the soil specimen is equal to the natural dilative tendency β of the assem-
bly. If such a situation arises, the specimen will behave as if under drained triaxial
compression, and pore pressure will not change.

2.4 Necessary precursor for onset of flow liquefaction instability
As mentioned in the introduction, the central objective of this paper is to investigate
the origins of flow liquefaction instability. We do so by analyzing the phenomenon
under proportional strain triaxial compression. We discussed that if L > 0, then
the imposed radial strain increment is more expansive than the drained radial strain
increment, which has the effect of increasing the pore pressure. However, it is well
known that rise in pore pressure is necessary but not sufficient to cause flow lique-
faction instability. For instance, in the case of a dense sand subjected to undrained
triaxial compression, pore pressure initially rises, but following phase transforma-
tion, L < 0 and pore pressure falls. To address this issue, we now analyze the
stress evolution during proportional strain triaxial compression and arrive at a nec-



20

ǫs

LOOSE

DENSE

C, D

C'

A

D'

(β > 0)

A'

(β < 0)
β, βp

UNDRAINED

βp = 0

βp > 0

βp < 0

L
IncreasingL = β − βp

Figure 2.3: Dilative tendencies of loose and dense sand during drained triaxial com-
pression. A = start, C = Phase Transformation, D = Critical state. The primes in-
dicate similar stages for dense sand. β > 0 indicates contraction during drained
triaxial compression, β < 0 indicates dilation during drained triaxial compression.
Proportional strain triaxial compression imposes a volume change that is inconsis-
tent with the natural dilative tendency. If βp = 0, a loose soil is susceptible to flow
liquefaction while a dense soil exhibits stable behavior. For βp < 0, even a dense
soil can become susceptible to flow liquefaction. For βp > 0, even a loose soil can
exhibit stable behavior.

essary precursor for the origin of flow liquefaction instability. This provides further
insight into the mechanics of origin of flow liquefaction instability under propor-
tional strain triaxial compression. We first consider the special case of an undrained
triaxial compression test, for which the onset of flow liquefaction instability (equa-
tion 2.1) can be expressed as a function of total axial (σ̇a) and radial stress (σ̇r)
increments, as well as effective axial (σ̇′a) and radial stress (σ̇′r) increments:

q̇ < 0 ⇒ σ̇a − σ̇r < 0 ⇒ σ̇′a − σ̇
′
r < 0 (2.16)

Boundary condition imposes constant total radial stresses (σ̇r = 0). This implies:

σ̇′r = ��̇σr − θ̇ ⇒ σ̇′r = −θ̇ (2.17)

where θ̇ is the pore pressure increment. The instability criterion can now be ex-
pressed as:

σ̇′a + θ̇ < 0 (2.18)

Note that L > 0 implies θ̇ > 0. Therefore, we need σ̇′a < 0 to satisfy the above
equation. We now arrive at a necessary precursor for flow liquefaction instability
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during undrained triaxial compression:

σ̇′a < 0 (2.19)

Equation 2.19 suggests that during an undrained triaxial compression test, a soil
specimen may encounter flow liquefaction instability only if it is undergoing a re-
duction in effective axial stress, hereby referred to as axial softening. Prevalence of
axial softening prior to onset of instability has been documented in the past [21].

Remark 1: It must be noted that equation 2.19 by itself is necessary but not a
sufficient condition for flow liquefaction instability under proportional strain triaxial
compression. It is possible for the assembly to be softening axially, yet still be
stable. As long as q̇ > 0, an assembly will be stable despite axial softening. Onset
of axial softening can be thought of as a warning sign. If the same loading is applied
continuously (sufficiency condition) despite axial softening (necessity condition),
then as long as L > 0, pore pressure will continue to rise and onset of instability
is inevitable. If loading conditions are changed such that L < 0, pore pressure will
drop and the soil will exhibit stable behavior. Also, note that in this context, axial
softening should not be confused with the vanishing of hardening modulus as in
elasto-plasticity theory.

Remark 2: It must also be noted that not all soils are capable of existing in liquefi-
able states. Clays, for instance, are inherently non-liquefiable [44]. Axial softening
in clays should not be taken as a precursor to flow liquefaction instability. Care
must be taken to ensure that the soil in question satisfies the compositional criteria
[44] that make it capable of existing in a liquefiable state.

Geometrical argument for necessity of σ̇′a < 0

To get a more geometrical perspective of equation 2.19, we refer to Figure 2.4a
that shows the evolution of various stress parameters, when a sand is subjected to
undrained triaxial compression such that L > 0. Note that for q̇ = 0, we need
σ̇′a = σ̇′r . This means that we need the slopes of σ′a and σ′r to be equal. From
equation 2.17, we know that the slope of σ′r is always negative. Therefore, the only
way the two slopes can be equal is if the slope of σ′a becomes negative at some
point.
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Figure 2.4: Undrained triaxial compression behavior when L > 0. A = start, P =

Precursor to instability (q̇ ≤ θ̇, σ̇′a ≤ 0), B = Instability, D = Critical State. (a)
Evolution of total and effective axial and radial stresses. Before P: σ̇′a > 0. After
P: σ̇′a < 0. (b) Evolution of deviatoric invariant q and pore pressure θ. Before P:
q̇ > θ̇. After P: q̇ < θ̇.

Extension to proportional strain triaxial compression test
As mentioned earlier, some investigators [19, 20, 22, 42] prefer the use of an al-
ternate response variable to mark the onset of instability for a proportional strain
triaxial test. The alternate response variable can be expressed as ξ = σ′a + 2αpσ

′
r

such that ξ̇ = 0 coincides with the loss of second order work and marks the onset
of flow liquefaction instability; here αp < 0 and is defined in section 2.3. Un-
der undrained conditions, ξ reduces to q. Since the total radial stress is constant,
σ̇′r = −θ̇ and it can be easily shown that even for ξ̇ < 0 to be true, σ̇′a < 0 is a
necessary precursor. Therefore, σ̇′a < 0 is a necessary precursor for onset of flow
liquefaction stability in a proportional strain triaxial compression test.

Excess pore pressures
Since σ̇r = 0, we get q̇ = σ̇a. We can thus express σ̇′a as:

σ̇′a = q̇ − θ̇ (2.20)

Axial softening (σ̇′a < 0) implies:

q̇ < θ̇ (2.21)

Equation 2.21 presents an alternative form of the necessary precursor for flow liq-
uefaction instability under proportional strain triaxial compression. It suggests that
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axial softening or loss of effective axial stress occurs when the pore pressure in-

crement is greater than the increment in deviatoric strength (Figure 2.4b). Note
that as long as q̇ > θ̇, pore pressure rise will be in check and there will be no ax-
ial softening. This can be also be seen in the experimental results of Castro [13].
Mathematically, equations 2.19 and 2.21 are equivalent. Also, note that while de-
riving equation 2.21 from equation 2.19, we did not make any assumptions about
the imposed strain path. Therefore, equation 2.21 holds for any proportional strain
path in a triaxial test, not just the isochoric (or undrained) strain path.

Discussion
We belabor the importance of equation 2.19 (or 2.21) with some historical perspec-
tive. We refer to Figure 2.4. In the past, liquefaction was analyzed at point D.
Thereafter, the concept of flow liquefaction instability was defined whereby point
B was thought to be crucial to understanding liquefaction. The instability concept
has proven to be very useful and a lot of progress has been made in understanding
the macro and micro mechanics at the onset of flow liquefaction instability [3, 19,
20, 22, 42, 66]. Now, we propose that significance should also be given to point P
since attainment of point P is a necessary precursor for getting to point B, assuming
the same loading is applied continuously (sufficiency condition). The concept of a
precursor has potential to further improve our understanding of origin of flow lique-
faction. For instance, equation 2.21 sheds some light on the stable behavior of soil
when L < 0 (such as dilative assemblies under undrained conditions). In such as-
semblies, pore pressures drop (θ̇ < 0). Since the assembly continues to strengthen,
q̇ > θ̇ is always true and the necessary precursor for onset of instability is not met.

Remark 3: Note that the proposed necessary precursor is only applicable under
idealized condition of proportional strain triaxial compression. An understanding
of the physics underlying the origin of flow liquefaction instability under idealized
conditions provides us with motivation to look for precursors to instability under
different loading conditions, such as soil subjected to constant deviator stress load-
ing, or a soil under more complex and general field conditions. Such a concept
could prove to be very useful while monitoring static liquefaction in the field such
as slope stability and landslides.

Remark 4: Although Figure 2.4 assumes an isotropic initial state of stress, the
result should apply to anisotropic initial state of stress as well, since no assump-
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tions were made about the initial stress state. However, in the case of an anisotropic
initial stress state, it is possible that the soil may be susceptible to spontaneous liq-
uefaction, whereby there is a rapid drop in deviator stress at the onset of undrained
or proportional strain loading (e.g. [80]). In such a case it may not be possible to
detect the aforementioned precursors. Although equations 2.19 and 2.21 will still
be satisfied, they may not be able to serve as precursors or warning signs.

2.5 DEM Simulations
The objective of this section is to present simulation results to support our analysis.
To that effect, we performed discrete element method (DEM) simulations. DEM is
a numerical model that describes the mechanics of an assembly of particles [17].
We’ll first briefly describe the contact model and then describe our simulations.

Description of the contact model
Figure 2.5 shows the schematics of the model employed to describe the contact
between two particles. The microscopic constants used in the simulations are sum-
marized in table 2.1.

Normal 
Spring Dashpot

No-tension Joint

Tangential 
Spring

Shear Slider

Rolling Spring

Rolling 
Slider

NORMAL CONTACT TANGENTIAL CONTACT ROLLING CONTACT

Figure 2.5: DEM contact model

The simulations were modeled after [29]. We employed the MechSys programming
library to implement our DEM simulations.

Simulations
We simulated a polydisperse assembly of 1290 particles. The radii of the particles
were uniformly distributed within a range of 0.05 to 0.5 cm. We simulated loose



25

Table 2.1: Microscopic constants used in the simulations.

Constant Description

Kn = 5000 kN/m Contact normal stiffness
Kt = 2500 kN/m Contact tangential stiffness
µ = 0.3 Microscopic friction coefficient
Gn = 0.16 s−1 Normal viscous coefficient
Gt = 0.0 s−1 Tangential viscous coefficient
ξ = 0.12 Rolling resistance stiffness
η = 1.0 Plastic moment coefficient

assemblies and dense assemblies. All assemblies were prepared by subjecting a
virgin assembly to isotropic consolidation under drained conditions. Loose assem-
blies were obtained by isotropically consolidating an assembly to 100 kPa. Dense
assemblies were obtained by isotropically consolidating an assembly to 700 kPa
and then unloading it back to 100 kPa (giving us an over-consolidated assembly).
All tests were conducted using dry spheres. Drained triaxial compression condi-
tions were approximated by imposing a constant total radial stress (σr = 100 kPa),
and subjecting the assembly to axial strain increments. Proportional strain triaxial
compression conditions were simulated by subjecting the assembly to an imposed
dilatancy βp, wherein the radial strain increment is proportional to the axial strain
increment. Equivalent pore pressures were inferred using equation 2.17.

Results
Figure 2.6 shows the stress-path of ‘loose’ and ‘dense’ soil under drained and
undrained triaxial compression conditions. Undrained triaxial compression is a spe-
cial case of proportional strain triaxial compression where the imposed dilatancy
βp = 0. As expected, under undrained triaxial compression, loose sands exhibit
unstable behavior, whereas dense sands exhibit stable behavior.

In addition to undrained triaxial compression, we also simulated proportional strain
triaxial compression tests with an imposed dilatancy of (i) βp = 0.6, and (ii)
βp = −0.43. We verify that given the right conditions, a loose soil that lique-
fies under undrained triaxial compression, may be stable under proportional strain
triaxial compression. Conversely, a dense soil that is stable under undrained triaxial
compression may liquefy under proportional strain triaxial compression. Figure 2.7
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Figure 2.6: Evolution of stresses in the four sets of assemblies. UL: undrained
loose, UD: undrained dense. Note the occurrence of instability and phase transfor-
mation in the UL and UD assemblies respectively.

shows the volume change or natural dilative tendency β of the ‘loose’ and ‘dense’
assemblies under drained triaxial compression. In addition, it also shows the im-
posed dilatancy βp during proportional strain triaxial tests. Note that for βp = 0.6,
the flow liquefaction potential L reduces for both loose and dense assemblies. Con-
versely, for β = −0.43, L increases for both assemblies. The imposed dilatancy
line forms a datum from which one can determine L. If L > 0, pore pressures
rise. If L < 0, pore pressures drop. Figure 2.7 also shows that the loose sample has
a much higher susceptibility for liquefaction, something well known from experi-
mental observations, but that can be clearly quantified by measuring the dilatancy
inconsistency β − βp, which we call the flow liquefaction potential L. L helps to
visualize how a dense sample can become susceptible to liquefaction, and how a
loose sample can exhibit stable behavior.

Figure 2.8 shows the behavior of ‘loose’ and ‘dense’ assemblies under proportional
strain triaxial compression. As expected from Figure 2.7, βp = 0.6 stabilizes the
assemblies, while βp = −0.43 makes them unstable.

Finally, we demonstrate the plausibility of axial softening (or reduction of effective
axial stress) as a necessary precursor for onset of instability. Figure 2.9 shows the
evolution of total and effective axial and radial stresses for an unstable assembly.
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Figure 2.7: Natural dilative tendency (β) in loose and dense assemblies vs imposed
dilatancy (βp). DL: drained loose, DD: drained dense. Note the inconsistency of
βp with β. For βp = 0.6, the flow liquefaction potential L reduces for both loose
and dense assemblies. Conversely, for β = −0.43, L increases for both assemblies.
The imposed dilatancy line forms a datum from which one can determine L. If
L > 0, pore pressures rise, making an assembly susceptible to flow liquefaction. If
L < 0, pore pressures drop and the assembly exhibits stable behavior. We also see
that the loose sample has a higher susceptibility to flow liquefaction.

In this case, it is a loose assembly under undrained conditions. Figure 2.10 shows
likewise for a stable assembly, in this case, a dense assembly under undrained condi-
tions. Note the occurrence of axial softening in the unstable assembly (Figure 2.9a)
and lack of it in the stable assembly (Figure 2.10a). Applying the same loading con-
tinuously (sufficiency condition) caused the assembly in Figure 2.9 to experience
flow liquefaction. The stress evolution in Figures 2.9 and 2.10 occur for any sta-
ble/unstable assembly under proportional strain triaxial compression. For instance,
a dense assembly that is unstable (for example, if βp = −0.43) has stress evolu-
tion corresponding to Figure 2.9. A loose assembly that is stable (for example, if
βp = 0.6) has stress evolution corresponding to Figure 2.10. Furthermore, Figures
2.9b and 2.10b show the clear difference that induces liquefaction in unstable sands
and not in stable sands. It is clear that the increment of pore pressures becomes
greater than the increment of shear strength at point P, which marks the onset of
axial softening as a necessary condition for liquefaction. In stable samples, such as
that shown in Figure 2.10, pore pressures rise initially, but not at a rate sufficiently
high to provoke axial softening. Note that we have presented simulations only for
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Figure 2.8: Evolution of stresses under proportional strain triaxial compression. (a)
Loose assembly. (b) Dense assembly. Note how βp = 0.6 stabilizes the assemblies,
while βp = −0.43 makes them unstable.

samples with an isotropic initial state of stress. Although our theoretical analysis
did not make any assumptions about the initial state, behavior of samples with dif-
ferent initial conditions must still be verified experimentally or numerically.

Remark 5: For the simulation shown in Figure 2.9, axial softening occurs at about
10% of the strain needed for onset of flow liquefaction instability. This shows why
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Figure 2.9: (a) Axial and radial effective and total stresses in an unstable assem-
bly, in this case, loose assembly under undrained triaxial compression. Note the
occurrence of axial softening (see inset corresponding to point P) and subsequent
instability (B). At instability, note that σ̇′a = σ̇′r and σ̇a = σ̇r . (b) Evolution of
deviatoric invariant q and pore pressure θ. Before P: q̇ > θ̇. After P: q̇ < θ̇ (see
inset corresponding to point P).

the concept of a necessary precursor is a powerful tool. If the necessary precur-
sor is met, and the same loading is applied continuously (sufficiency condition),
then the soil will experience flow liquefaction. This provides us with motivation
to investigate and look for necessary precursors under different initial and loading
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Figure 2.10: (a) Axial and radial effective and total stresses in a stable assembly,
in this case, dense assembly under undrained triaxial compression. Note that there
is no axial softening and the assembly continues to strengthen. (b) Evolution of
deviatoric invariant q and pore pressure θ. Note that q̇ > θ̇ at all times.

conditions. Such a concept could prove to be very useful while monitoring static
liquefaction in the field such as slope stability and landslides. If a soil is deemed
“at risk” (via some as yet undetermined precursor for field conditions), it could be
monitored and steps be taken to mitigate the effects of the instability.
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2.6 Conclusions
We defined a new flow liquefaction potential L for determining flow liquefaction
susceptibility during proportional strain triaxial compression. The potential is a
function of inconsistency between the natural dilative tendency β and the imposed
dilatancy βp, i.e., L = β− βp. If L > 0, pore pressures rise, whereas if L < 0, pore
pressures drop. An analysis of L provided us with a micro-mechanical interpreta-
tion of why given the right conditions, a loose soil that contracts during drained
triaxial compression and liquefies under undrained triaxial compression, may be
stable under proportional strain triaxial compression. Conversely, it also provided
us with an interpretation of why a dense soil that dilates during drained triaxial
compression and is stable under undrained triaxial compression, may liquefy un-
der proportional strain triaxial compression. The undrained loose case is a special
case of proportional strain triaxial compression (where βp = 0), under which a
soil can liquefy. Flow liquefaction criterion L provides an elegant framework to
visualize how a soil can liquefy despite volume changes; this can happen during
seismic shaking in the field, or under static loading when there is differential pore
pressure generation between adjacent soil layers with different densities. Unequal
pore pressure generation can lead to pore water being injected into certain layers
and being extracted from other layers, causing volume changes. Furthermore, since
L > 0 is necessary but not sufficient to induce flow liquefaction instability, we
analyzed the stress evolution of proportional strain triaxial compression and inves-
tigated the mechanics of the test leading up to flow liquefaction instability. We
arrived at reduction of effective axial stress (or axial softening) as a necessary pre-
cursor for flow liquefaction instability. Axial softening occurs when increment of
pore pressure becomes greater than the increment of shear strength. In fact, for the
simulation shown in Figure 2.9, axial softening occurs at about 10% of the strain
needed for onset of flow liquefaction instability. This shows why the concept of
a necessary precursor is a powerful tool. After attaining the precursor, the same
loading must be applied continuously (sufficiency condition) for the soil to experi-
ence flow liquefaction. This provides us with motivation to investigate and look for
necessary precursors under different initial and loading conditions. Such a concept
could prove to be very useful while monitoring static liquefaction in the field such as
slope stability and landslides. However, if the initial stress state of the soil is such
that it is susceptible to spontaneous liquefaction, then the concept of a necessary
precursor has limited applicability. Furthermore, care must be taken to ensure that
the soil in question satisfies the compositional criteria needed to make it capable of
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existing in a liquefiable state. For instance, clays are inherently non-liquefiable and
will not exhibit liquefaction-like behavior even if they satisfy the necessary precur-
sors. Lastly, note that the term ‘softening’ in this context should not be confused
with the vanishing of hardening modulus as in elasto-plasticity theory.

In sum, the current work has taken some important steps towards understanding
the mechanics of origin of flow liquefaction instability under proportional strain
triaxial conditions. It complements the present understanding of the macro and
micro-mechanics at the onset of flow liquefaction instability, and enables a deeper
understanding of the phenomenon.
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C h a p t e r 3

FLOW LIQUEFACTION INSTABILITY AS A MECHANISM
FOR LOWER END OF LIQUEFACTION CHARTS

[1] U. Mital, T. Mohammadnejad, and J.E. Andrade. “Flow liquefaction insta-
bility as a mechanism for lower end of liquefaction charts”. submitted. 2016.

3.1 Introduction
The state-of-the-practice uses the “simplified procedure” [71] for evaluating lique-
faction susceptibility of soils. Based on this procedure, liquefaction charts have
been developed that correlate soil resistance to earthquake-induced stresses. Labo-
ratory studies typically quantify soil resistance in terms of void ratio or relative den-
sity. On the other hand, field studies typically resort to Standard Penetration Test
(SPT), Cone Penetration Test (CPT), or shear wave velocity (VS) measurements to
quantify soil resistance. As pointed out by Dobry and Abdoun [24], this creates
a disconnect between laboratory and field measurements. Moreover, liquefaction
charts are inherently empirical in nature since they have been developed using case
histories. Therefore, there is a poor understanding regarding the underlying physics
of these charts, which makes extrapolation into regimes with insufficient case his-
tory data difficult. To get the most out of liquefaction charts, it is vital that research
be carried out to incorporate more physics in these charts [33]. Studies have been
conducted in the past (for example, [9, 10, 24, 33, 78, 79]) to bridge the gap between
physics and empiricism. This paper seeks to take another step in that direction.

One of the criticisms of liquefaction charts is that although they give useful infor-
mation regarding triggering of liquefaction, they do not inform an engineer about
the effects of liquefaction [24]. In this paper, we hypothesize that the lower end
of liquefaction charts corresponds to unstable flow liquefaction. This informs us
about the mechanism of liquefaction at the site, and helps us understand the effects
of liquefaction at the lower end of liquefaction charts. In the following sections,
we start by reviewing a prevailing explanation about the mechanics of the lique-
faction charts [24]. Based on this explanation, we will formulate our hypothesis.
Finally, we will present some results of our numerical investigation supporting our
hypothesis.
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3.2 Background
Recently, Dobry and Abdoun [24] proposed an explanation for the mechanics of
the entire liquefaction curve. They proposed that liquefaction charts are essentially
a combination of curves of increasing cyclic shear strain (γc). If a soil is subjected
to Nc cycles of cyclic shear strain greater than γc, pore pressure develops leading
to liquefaction. The lower end corresponds to normally consolidated sand (K0 =

0.5) with γc ≈ 0.03-0.05%. The explanation for the upper end is more speculative.
It is proposed to correspond to overconsolidated (K0 = 0.75-1.0), preshaken, and
geologically aged sands for which γc ≈ 0.1-0.3%. Note that the requisite cyclic
shear strain γc for the upper end is approximately 10 times that for the lower end.
This is because the pore pressure build-up is much smaller for the upper end. The
aforementioned quantities correspond to an earthquake magnitude of Mw = 7 (for
which Nc = 10 [71]), and an effective initial confining pressure of p′0 = 50 kPa.
Figure 3.1 presents a summary.
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Figure 3.1: Summary of explanation of liquefaction charts as proposed by Dobry
and Abdoun [24]. This corresponds to the earthquake magnitude Mw= 7 and the
effective initial confining pressure, p′0 = 50 kPa. Soil resistance can be quanti-
fied using either normalized SPT resistance (N1)60, normalized CPT tip resistance
qC1N , normalized shear wave velocity VS1, or relative density DR. The loading
experienced by the soil is quantified using the cyclic stress ratio (CSR).

In a triaxial setting, the loading experienced by the soil is quantified using the cyclic
stress ratio (CSR), defined as:

CSR =
qcyc

2p′0
(3.1)
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where qcyc is the the magnitude of uniform cyclic deviatoric stress imposed on the
soil sample, and p′0 is the initial confining pressure. Furthermore, the cyclic stress
ratio that is just enough for soil to liquefy is called the cyclic resistance ratio (CRR).
The deviatoric stress may be defined as q = σ′1 − σ

′
3, while the confining pressure

may be defined as p′ = (σ′1 + 2σ′3)/3. σ′1 and σ′3 are the effective axial and radial
stresses, respectively. Note that the initial confining pressure may be either isotropic
or anisotropic.

3.3 Mechanics of liquefaction charts
Based on the explanation proposed by Dobry and Abdoun [24], we hypothesize that
the lower end of liquefaction charts corresponds to sites that are susceptible to flow
liquefaction; while the upper end corresponds to sites susceptible to cyclic mobil-
ity. To understand this better, it would be useful to review the definitions of flow
liquefaction and cyclic mobility.

Flow liquefaction is an instability that can be triggered at small strains when the
applied shear stress is greater than the residual or the steady state strength of the
soil [44, 79]. Assuming incompressibility of pore water and undrained loading
conditions, the stress path eventually reaches a peak value. Instability is triggered
when the soil is loaded beyond the peak of the stress path [44]. This peak also
coincides with the vanishing of second order work [31]; under the constraints of
undrained loading, that is equivalent to the hardening modulus reaching a limiting
value [3, 4], as well as vanishing of the liquefaction matrix [61]. Once instability
is triggered, the unstable soil loses strength and undergoes large deformations (Fig-
ure 3.2). The confining pressure drops, but may or may not drop all the way to zero.

Cyclic mobility, on the other hand, can occur when the applied shear stress is lower
than the residual or the steady state strength of soil [44, 79]. It involves progres-
sive degradation of shear stiffness as the effective pressure drops with each load
cycle, leading to accumulation of strains. Unlike flow liquefaction instability, there
is no clear-cut point at which cyclic mobility initiates [44]. The strain accumulation
seems to accelerate once the effective stress path reaches the steady state line [44,
79]. An empirical criterion to mark the onset of liquefaction (regardless of it being
flow liquefaction or cyclic mobility) is the attainment of 3% shear strain [34]. In
this work, we will use the 3% strain criterion to mark the onset of cyclic mobility.
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Figure 3.2: Schematic for flow liquefaction during cyclic loading (a): Effective
stress path (q vs p′). (b) Shear stress (q) vs shear strain (γ). The dashed line
represents the steady state line. Note that the applied shear stress is greater than the
steady state strength.

Figure 3.3 shows schematic diagrams of the cyclic mobility phenomenon.
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Figure 3.3: Schematic for cyclic mobility during cyclic loading (a): Effective stress
path (q vs p′). (b) Shear stress (q) vs shear strain (γ). The dashed line represents
the steady state line. Note that the applied shear stress is lower than the steady state
strength.

It is important to note that the mechanics of strain accumulation are different for
flow liquefaction and cyclic mobility. In the case of flow liquefaction, strains start
accumulating rapidly after the onset of instability [44]. After instability, the assem-
bly liquefies of its own accord, following a monotonic path without the need for any
external loading. Failure is sudden, signifying a high pore pressure build-up. How-
ever, in the case of cyclic mobility, even though strains start accumulating more
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intensely once the the stress path reaches the steady state line, the strain accumula-
tion is not as intense as during flow liquefaction. The assembly does not lose shear
strength and become unstable. It needs to be continually subjected to cyclic loading
to cause further strain accumulation. If there is stress reversal, the confining pres-
sure may drop to zero. If there is no stress reversal, the stress path simply moves up
and down the steady state line [44]. Significant strains may develop over time with
a more gradual pore pressure build-up. Note that the shear strain corresponding to
steady state in the flow liquefaction case (Figure 3.2) is much larger than the final
shear strain shown in the cyclic mobility case (Figure 3.3). However, for the sake
of clarity, the difference in their magnitudes has not been highlighted.

Various experimental results show that onset of flow liquefaction instability occurs
at values of shear strain lower than 3% (for instance, [14, 37, 76, 81, 86]), which is
the empirical strain criterion used to mark the onset of liquefaction[34]. Given that
the lower end of liquefaction charts has been proposed to correspond to sites that
liquefy at lower values of strain, it seems plausible that the lower end of liquefaction
charts corresponds to sites susceptible to unstable flow liquefaction. Similarly, since
the upper end of the charts has been proposed to correspond to sites that liquefy
at higher values of strains due to a much smaller pore pressure build-up, it seems
plausible that the upper end of liquefaction charts corresponds to sites susceptible to
cyclic mobility. Figure 3.4 summarizes the proposed hypothesis. In the remaining
part of the paper, we numerically investigate the lower end of a relative density
based liquefaction chart and also simulate the effect of static shear on a loose soil.
These simulations help provide support to our hypothesis.

Liquefaction charts as a function of relative density
Liquefaction charts were first proposed as a function of relative density [72]. Since
then, a number of factors other than relative density have been found to be important
in evaluating liquefaction resistance. Nevertheless, charts based on relative density
still provide valuable insight into liquefaction resistance. It has been pointed out
that for recently deposited, normally consolidated, and non-preshaken sands, rela-
tive density is strongly correlated to normalized penetration and shear wave velocity
values [24]. Since the lower end of liquefaction charts corresponds to normally con-
solidated sands, relative density can adequately quantify liquefaction resistance of
soils corresponding to the lower end of liquefaction charts (for a given soil struc-
ture or fabric). In this paper, we use relative density to quantify soil resistance at
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Figure 3.4: Proposed hypothesis. The lower end of liquefaction charts corresponds
to flow liquefaction, while the upper end corresponds to cyclic mobility.

the lower end of liquefaction charts.

3.4 Numerical simulations of undrained cyclic triaxial test
We numerically simulated liquefaction in an undrained cyclic triaxial test, using the
Dafalias-Manzari plasticity model [18]. The implementation details can be found
in [61]. By successively varying the relative density of our numerical soil sample,
we obtained a liquefaction chart as a function of relative density. The lower end of
the chart was found to correspond to flow liquefaction, which was marked by onset
of instability [3, 4, 31, 61]. The upper end did not exhibit unstable behavior and
hence the 3% strain criterion was used to flag cyclic mobility [34]. The simulated
chart is qualitatively similar to the one obtained by Seed and Peacock [72].

Model calibration
Table 3.1 outlines the parameters used in the Dafalias-Manzari plasticity model
[18]. For a brief description of the model parameters, refer to Appendix A. We
calibrated the model to some experiments on Ottawa Sand, carried out by Vaid and
Chern [79]. Figures 3.5 and 3.6 show some of their results, along with the corre-
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sponding simulations which served to calibrate the model. Figure 3.5 corresponds
to monotonic loading. The monotonic simulations capture a very important aspect
of the experiment, namely the peaking of the stress path in loose sands and phase
transformation behavior in the dense sand. Moreover, the location of the steady
state line in simulations is very similar to that in experiments. Figure 3.6 corre-
sponds to a cyclic loading experiment. The cyclic simulation captures two impor-
tant aspects of the experiment. Firstly, flow liquefaction is initiated following the
peak in the stress path, which occurs in the 8th cycle. Secondly, the cyclic stress
ratio (CSR) (Section 3.2) is the same as that in the experiment. Vaid and Chern [79]
expressed their results in a slightly different format and defined CSR as the ratio
(σ′1−σ

′
3)/2σ′3c, where σ′1 and σ′3 are as defined in Section 3.2 and σ′3c is the initial

radial stress. Figure 3.6 uses the definition used by Vaid and Chern [79].

Constant Variable Value
Elasticity G0 125

ν 0.05
Critical State M 1.45

λc 0.065
e0 0.722
ξ 0.9

Yield surface m 0.01
Plastic modulus h0 4.5

ch 1.05
nb 1.1

Dilatancy A0 0.124
nd 5.5

Fabric-dilatancy tensor zmax 4
cz 600

Table 3.1: Parameters for the Dafalias Manzari Constitutive Model

Simulating the liquefaction chart
In order to simulate the liquefaction chart, each sample had an initial pressure of
100 kPa, and was subjected to 10 loading cycles. Ten loading cycles approximately
correspond to an earthquake of magnitude Mw = 7 [71]. As discussed in section
3.3, flow liquefaction was deemed to have initiated when the stress path peaked.
This also coincides with the vanishing of second order work [31], the hardening
modulus reaching a limiting value [3, 4], as well vanishing of the liquefaction ma-
trix [61]. If the stress path did not peak, the cyclic stress ratio (CSR) resulting in 3%
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Figure 3.5: Calibration results for monotonic loading stress paths: (a) Experiments
[79]; (b) Simulations
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Figure 3.6: Calibration results for cyclic loading stress path: (a) Experiment [79];
(b) Simulation. The relative density of the soil is 42.8% and CSR is 0.094.

strain [34] was recorded. By successively varying the relative density of the numer-
ical samples, and recording the approporiate CSR, we obtained a liquefaction chart.
We picked K0 = 0.5 in order to simulate normally consolidated sand. We picked
relative densities over a range of about 30% - 80%. Relative densities lower than a
critical value—DR(crit)—exhibited unstable flow liquefaction (Figure 3.7). Higher
densities made the soil susceptible to cyclic mobility (Figure 3.8). Figure 3.9 shows
the liquefaction chart obtained using our simulations, where the lower end (DR <

DR(crit)) corresponds to flow liquefaction. In our simulations, DR(crit) was approx-
imately 43%. It may be noted that, qualitatively, this chart is similar to the one
proposed by Seed and Peacock [72].

Remark: We would like to point out that although the critical relative density
value DR(crit) ≈ 43% forms the boundary between the lower and upper end of the
liquefaction chart obtained using our simulations, it should not be taken as a bound-
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Figure 3.7: (a): Effective stress path for DR = 42%. (b): Stress-strain path for DR =

42%. Flow liquefaction instability [4, 31, 61] occurs in the 10th cycle, in this case
at a little over 2% strain.
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Figure 3.8: (a) Effective stress path for DR = 44%. (b): Stress-strain path for DR =

44%. Sample does not become unstable although large strains start accumulating.
Onset of cyclic mobility as signified by 3% shear strain occurs in the 10th cycle.

ary between the lower and upper end of liquefaction charts in general. For DR-based
charts, the boundary may vary depending on factors such as the initial stress state,
stress history, and fabric of the sand. For the present set of simulations, DR(crit) ≈

43% seems consistent with the experiments to which the model was calibrated[79].
For VS-based charts, the boundary between lower and upper end may be taken from
the study by Dobry and Abdoun [24]. For clean sands, this boundary corresponds
to VS1 ≈ 160 m/s. For SPT and CPT-based charts, appropriate correlations devel-
oped by Andrus et al. [6] may be used. For clean sands, these may be given by
(N1)60 ≈ 15 and qc1N ≈ 80.

Simulating effect of static shear stress
Simulating the effect of static shear on a loose soil helps us understand why soils
at the lower end of liquefaction charts may be susceptible to unstable flow lique-
faction. The effect of static shear is usually quantified by a static shear correction
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Figure 3.9: Simulated liquefaction chart as a function of relative density; compar-
ison with the Seed and Peacock curve [72]. The critical relative density DR(crit)
separates the chart into a lower and an upper end.

factor Kα, which is defined as:

Kα =
CRR

CRRα=0
(3.2)

Here, α = qs/2p′0, where qs and p′0 are the values of static shear and effective con-
fining pressure, respectively, at the beginning of cyclic loading. CRR is the cyclic
resistance ratio. It is the CSR that is just enough to cause liquefaction. CRR in
the numerator is the value associated with the actual value of α, while CRR in the
denominator is the value associated with α = 0 (isotropic stress state). As will
soon become evident, the liquefaction chart simulated in Figure 3.9 corresponds to
α = 0.375.

We reproduced a Kα curve (Figure 3.10) for DR = 35% under a confining pressure
of 100 kPa. This relative density corresponds to the lower end of DR-based lique-
faction chart (Figure 3.9). We obtained a trend similar to the one in the literature
for soils with low liquefaction resistance [11, 34, 73].
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Figure 3.10: Simulated Kα curve for a loose soil (DR = 35%) corresponding to the
lower end of relative density liquefaction chart; comparison with the curve proposed
by Boulanger [34]

For the set of simulations in Figure 3.10, α varied from 0 to 0.375. For α = 0, the
soil exhibited cyclic mobility. For the remaining initial states, the soil was suscepti-
ble to flow liquefaction. As pointed out by Vaid and Chern [78, 79], with increasing
static shear, loose sands become more susceptible to liquefaction. This can be eas-
ily understood using the concept of instability line [78, 79] and collapse envelope
[2]. As the quantity of static shear increases, the initial state of the sample moves
closer to the instability line, making it more susceptible to flow liquefaction (Figure
3.11).

Figure 3.10 can also be interpreted in terms of the coefficient of earth pressure at
rest, or K0. In a triaxial test, K0 can be defined as:

K0 =
σ′30

σ′10
(3.3)

where σ′30 is the effective radial stress and σ′10 is the effective axial stress prior to
undrained loading. It can be shown that in a triaxial test, K0 and α are related as:

K0 =
3 − 2α
3 + 4α

(3.4)

Physically, 0 < K0 ≤ 1. Within this range, it can be checked that an increase in
α implies a reduction in K0. This implies that lower values of K0 make a loose
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soil more susceptible to flow liquefaction, due to increasing proximity of the initial
stress state to the instability line. Specifically, α = 0.375 corresponds to K0 =

0.5, which is the coefficient of earth pressure for normally consolidated sand. This
implies that a normally consolidated loose soil has an initial stress state that is close
to the instability line. Recall that the lower end of liquefaction charts has been
proposed to correspond to normally consolidated soils (Section 3.2). Furthermore,
as discussed in section 3.3, the lower end of liquefaction charts corresponds to soils
with a low relative density, i.e., loose soils. Therefore, Figures 3.10 and 3.11 give
further credence to the hypothesis that the lower end of liquefaction charts represent
loose soils susceptible to flow liquefaction.

INSTABILITY 
LINE

q

p0

CONSTANT - p0
LINE

qstatic

Figure 3.11: Effective stress state diagram for simulating effect of static shear stress.
The monotonic stress paths serve as approximate envelopes for cyclic loading stress
paths [2]. Note that as the static shear stress (qstatic) increases, the initial state of the
soil moves closer to the instability line.

3.5 Conclusions
The results of our numerical simulations suggest that sites corresponding to the
lower end of liquefaction charts are susceptible to flow liquefaction instability. We
used relative density to quantify soil resistance. The use of relative density is jus-
tified as there is a strong correlation between relative density and penetration val-
ues for normally consolidated sands. As proposed by Dobry and Abdoun [24],
the lower end of liquefaction charts corresponds to sites that are composed of nor-
mally consolidated sands. The work presented in this paper provides additional
insight regarding the effects of liquefaction at sites corresponding to the lower end
of liquefaction charts. It should be noted that our numerical investigation does not
conclusively validate the occurrence of cyclic mobility at the upper end of liquefac-
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tion charts, since relative density is not sufficient to estimate liquefaction behavior
in that regime. The critical relative density that separates a chart into a lower and
an upper end is likely a function of factors like initial stress state, geological and
seismic history, and the fabric of sands. A deeper understanding of how such fac-
tors affect the critical relative density can provide further insight into the physical
mechanism that affects the critical relative density. Regarding sites corresponding
to the lower end of liquefaction charts, liquefaction will occur as a consequence of
an instability, which will lead to loss of soil strength and large deformations. This
is in contrast with cyclic mobility behavior where liquefaction is a consequence of
progressive degradation in shear stiffness; soil does not lose stability. As a result, if
a site corresponds to the lower end of liquefaction charts, an engineer can estimate
not only the loading needed to trigger liquefaction, but also gain some insight re-
garding the effects of liquefaction. For instance, it could be useful in augmenting
the procedure for calculating the ‘Liquefaction Potential Index’ (LPI), as defined
by Iwasaki et al [38]. LPI is used in estimating the severity of liquefaction mani-
festation at the ground surface. A modification could be foreseen where a higher
weight could be used while calculating LPI, if the site in question is susceptible to
flow liquefaction. This would result in a higher value of LPI, which would imply a
greater severity of liquefaction manifestation at the ground surface.

In summary, the overlying objective of this paper was to take another step towards
bridging the gap between physics and empiricism when it comes to using liquefac-
tion charts. The work presented in this paper represents an important step towards
integrating the states of art and practice.
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C h a p t e r 4

EFFECT OF FABRIC ON SHEAR WAVE VELOCITY IN
GRANULAR MATERIALS

[1] U. Mital, R.Y. Kawamoto, and J.E. Andrade. “Effect of fabric on shear wave
velocity in granular materials”. submitted. 2016.

4.1 Introduction
The small-strain elastic shear wave velocity (VS) is a basic mechanical property of
soils and is an important parameter in geotechnical engineering. Together with the
results of standard and cone penetration tests, it helps model the response of geoma-
terials to dynamic loading processes such as earthquakes and vibrations. Recently,
VS has been adopted as one of the indices (in addition to penetration resistance) for
development of liquefaction charts [5, 34, 88]. Liquefaction charts are developed
using the “simplified procedure” and are used to evaluate liquefaction resistance of
soils in earthquake-prone regions [71].

The use of VS as an index to quantify liquefaction resistance is based on the fact
that both VS and liquefaction resistance are similarly affected by many of the same
parameters (such as void ratio, stress state, stress history and geologic age) [5].
Therefore, an understanding of how such parameters affect VS helps in understand-
ing the effect of such parameters on liquefaction resistance of soils. For instance,
the effect of parameters such as relative density, stress state, and geologic age on soil
resistance indices such as VS are accounted for, and consequently their effects are
incorporated in the evaluation of liquefaction resistance [34, 88]. Another impor-
tant parameter whose effect is widely acknowledged to have a significant influence
on liquefaction resistance is grain arrangement, or fabric [34]. Experiments have
shown that the method of sample preparation, or the depositional environment, can
significantly affect soil fabric and cause soils with the same stress states and relative
densities to behave differently [46, 47, 62]. In fact, the effect of fabric has been es-
tablished as a major concern when it comes to testing field samples in the laboratory,
on account of sampling disturbance destroying the grain fabric. Quantification of
in-situ fabric is still an open problem, and hence considerable judgement is needed
in order to map laboratory test results to field conditions.



47

Given the effect of fabric on liquefaction resistance, it seems reasonable to expect
that fabric also affects VS. Indeed, Stokoe et al [75] proposed empirical correlations
relating VS to confining stresses where the proportionality constant is believed to be
a function of soil fabric. Micro-mechanical studies have also been conducted that
explore the effect of soil structure or fabric on small-strain shear modulus Gmax,
which is proportional to VS [1, 63, 89]. Such studies are important in order to quan-
tify the effect of fabric while assessing liquefaction resistance.

In this paper, we conduct numerical simulations to investigate the effect of fabric
on shear wave velocity (VS) of soils. We use the ‘level set discrete element method’
(LS-DEM) [39, 41] and show that two granular assemblies, with the same stress
state and void ratio but different fabric, can exhibit different liquefaction behavior.
Subsequently, via a numerical implementation of the bender element test [49, 64,
74], we also obtain different VS estimates for the two assemblies. Our results sug-
gest how fabric can affect both liquefaction behavior and VS of a granular assembly,
suggesting that VS can act as a proxy to account for the fabric effect while eval-
uating liquefaction resistance. We observe a possible correlation between fabric
anisotropy and VS anisotropy, quantification of which could imply that a knowledge
of VS anisotropy in the field would give us insight regarding the micro-mechanical
structure of in-situ soil. For laboratory testing or simulation of soils, this could help
in selection or development of a sample preparation technique that yields a similar
VS anisotropy as that in the field. Furthermore, a comparison of in-situ fabric and
laboratory fabric could aid researchers in more accurately mapping laboratory or
simulation results to field conditions.

4.2 Simulation Methodology
Our numerical investigation was conducted using the ‘level set discrete element
method’ (LS-DEM) [39, 41]. LS-DEM is a variant of the discrete element method
(DEM), which is a numerical method that describes the mechanics of an assembly
of particles [17]. LS-DEM enables an accurate depiction of irregular particle shapes
using level sets. In this work, we used a 2D level set representation of caicos ooid
grains as obtained by Lim et al [52], following the characterization methodology
proposed by Vlahinic et al [83]. The caicos ooid grains were obtained in dimensions
of pixels. These were rescaled assuming a pixel size of 0.10952 mm2, yielding a



48

mean grain area of 5.4 mm2. Thickness of grains was assumed to be 1 pixel length.
Table 4.1 outlines the values of model parameters used in the LS-DEM model. Our
time step was equal to 1.36 µs, which is smaller than the critical time step required
for stable DEM analysis [77].

Table 4.1: Model parameters and values used in the LSDEM model

Model parameters Values
Inter-particle friction 0.3
Wall friction 0
Normal contact stiffness 2.74 × 108 N/m
(Particle and wall)
Particle shear contact stiffness 2.47 × 108 N/m
Particle density 2.7 × 103 kg/m3

Global damping 5 × 103 s−1

Contact damping 0
Time step 1.36 × 10−6 s

Fabric quantification
We quantified fabric using the classic 2nd order fabric tensor based on contact nor-
mals [40]:

Fi j =
1
N

N∑
c=1

nc
i nc

j (4.1)

where nc
i is the i−th component of contact normal at contact c. The fabric anisotropy

A is defined as:
A = 2(F1 − F2) (4.2)

where F1 and F2 are the major and minor principal values, respectively, of the fabric
tensor. The orientation (θF ) of F1 may be used to define the orientation of fabric
anisotropy A. We can use a 2nd order Fourier expansion to obtain the probability
density P(θ) of contact normals [12]:

P(θ) =
1

2π
{1 + A cos 2(θ − θF )} (4.3)

where θ is the orientation of a contact normal. A perfectly isotropic fabric will
be circular in polar coordinates, whereas an anisotropic fabric will tend towards a
‘peanut’ shape.

There are many different ways to quantify fabric. Kuhn et al [45] provides a good
review. The anisotropic stiffness of a granular assembly is inherently linked to the
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directionality of force chains. Therefore, choosing contact normals as a basis for
fabric quantification seems justified.

Granular assembly generation
Our objective here was to obtain two granular assemblies with similar stress states
and void ratio but different fabric. Figure 4.1 summarizes our methodology to ob-
tain an initial assembly. Computational limitations necessitated the use of an un-
conventional approach to assembly generation. An initial assembly of 800 grains
was first developed (explained below) which was duplicated and placed in a 2x2
grid, resulting in 3200 grains. This resulted in clear interfaces visible at the bound-
aries of the individual 800 grain assemblies. To remove the interfaces, the assembly
was first isotropically consolidated to 100 kPa, then a central bin of grains was per-
turbed at an angle of 45 degrees. The inter-particle friction was then temporarily
turned off, and the assembly allowed to relax, resulting in a stress-free assembly
with grains densely packed together. The inter-particle friction was turned back on
and the assembly was isotropically consolidated to 100 kPa.

To obtain the 800 grain assembly, grains were placed in a hexagonal packing such
that no two particles were in contact with each other. The aspect ratio of the packing
was approximately 1:2, with the approximate dimensions being 5 cm × 10 cm. The
assembly was then isotropically consolidated to 5 MPa, then unloaded to 100 kPa,
and then subjected to constant volume biaxial loading to change the aspect ratio to
1:1. The resultant assembly had a predominantly vertical fabric (not shown). The
inter-particle friction was then temporarily turned off, and the assembly allowed to
relax, resulting in a stress-free assembly with grains densely packed together. This
assembly was then duplicated to generate the 3200 grain assembly (as described
above).

The resultant 3200 grain assembly, isotropically consolidated to 100 kPa, was then
subjected to two different loading histories, in order to generate two assemblies
with similar stress states and void ratio, but different fabric anisotropy. The initial
fabric of the assembly is shown in Figure 4.2. We refer to the two assemblies as
‘assembly 1’ and ‘assembly 2’. The loading history for assembly 1 involved simple
shear loading, sheared to an angle of 20 degrees, and subsequently sheared back to
0 degrees. This gave the assembly a pronounced diagonal anisotropy (Figure 4.2),
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800 GRAIN ASSEMBLY 
(2:1 ASPECT RATIO)

800 GRAIN ASSEMBLY 
(1:1 ASPECT RATIO)

3200 GRAIN ASSEMBLY 
(2X2 GRID OF 800 GRAIN 
ASSEMBLY)

3200 GRAIN ASSEMBLY 
(AFTER PERTURBATION)

Figure 4.1: Initial assembly generation

with the fabric oriented at an angle of 34 degrees clockwise with the vertical. The
assembly had a resultant void ratio of e = 0.17, and a stress state of p = 85 kPa,
and q = 30 kPa. Here, p = (σ1 + σ2)/2 is the volumetric stress (or pressure), and
q =

√
(σ2 − σ1)2 + 2σ2

12 is the deviatoric stress. σ1 is the lateral stress, σ2 is the
axial stress, and σ12 is the shear stress.

The loading history for assembly 2 involved two stages of loading to match the
stress state of the first assembly. First stage was isotropic unloading, and second
stage was axial loading at constant lateral stress, resulting in the same p and q as
assembly 1. The fabric anisotropy of the second assembly was predominantly ver-
tical, oriented at an angle of 5 degrees counter-clockwise with the vertical. This
was very similar to the initial assembly, oriented at an angle of 7 degrees counter-
clockwise with the vertical (Figure 4.2). The assembly had a resultant void ratio of
e = 0.15 (which is very similar to the void ratio of assembly 1).
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Figure 4.2: Fabric anisotropies of different assemblies. (a) Initial assembly with A
= 0.19, θF = -7 degrees. (b) Assembly 1 with A = 0.34, θF = 34 degrees, Assembly
2 with A = 0.25, θF = -5 degrees. Here A is fabric anisotropy and θF is fabric
orientation measured clockwise from the vertical, as defined in section 4.2.

4.3 Liquefaction behavior
Liquefaction behavior is associated with undrained, or constant volume loading.
Here, the assemblies were subjected to biaxial loading, with axial compression un-
der constant volume constraint. Results are shown in Figure 4.3. Assembly 2,
whose fabric anisotropy is largely aligned with the direction of axial compression
(vertical) shows stable strain-hardening behavior. However, assembly 1, whose
fabric anisotropy is oriented at angle of 34 degrees to the vertical, shows extensive
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strain-softening associated with liquefaction behavior. Figure 4.3 clearly demon-
strates how two assemblies with the same stress state and void ratio can exhibit
different behavior if their fabric is different.
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Figure 4.3: Liquefaction behavior results. (a) deviatoric stress (q) vs volumetric
stress (p). (b) deviatoric stress (q) vs axial strain (ε2). Assembly 1 exhibits ex-
tensive strain-softening associated with liquefaction behavior, whereas assembly 2
shows stable strain-hardening behavior.

The high strength of assembly 2 is expected in light of contact orientations as visu-
alized in Figure 4.2. A high contact anisotropy in the direction of loading facilitates
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load transmission through the granular assembly, and makes the assembly more
dilatant. [50, 67].

4.4 Shear velocity estimation
Having seen the two assemblies show distinct liquefaction behaviors, we now seek
to estimate the small-strain shear velocities of the two assemblies. From the preva-
lent understanding of VS-based liquefaction correlations, we expect assembly 2 to
have a higher vertical VS than the assembly 1.

Different approaches exist to estimate the shear velocity or shear modulus of a gran-
ular assembly. From a theoretical standpoint, early investigations studied the be-
havior of two equal spheres pressed together by a normal force and then subjected
to a shearing force [56, 57]. Subsequent theoretical investigations considered an
aggregate of equal spheres in a cubic packing [23] and in a face-centered cubic
lattice [26]. Experiments on a rod of steel spheres [26] demonstrated that shear
velocity predictions obtained from theories of perfect spheres can not be expected
to agree closely with experiments on real granular soils. Early experimental inves-
tigations to study wave propagation in sands involved the ‘resonant-column test’
[30, 35]. This test subjected a vertical column of sand to longitudinal or torsional
oscillations. More recently, an alternate experimental technique called the ‘bender
element test’ [49, 74] was developed. Over the years, the bender element test has
gained popularity owing to its simplicity and ease of use, and has also been imple-
mented numerically using the discrete element method [54, 64, 65]. This makes the
numerical bender element test an excellent candidate to estimate shear velocities in
our granular assemblies.

Numerical bender element test
The bender element test consists of a transmitter element that generates a shear
wave, and a receiver element that detects the transmitted disturbance. We chose a
bin of particles as the transmitter element. In simulations, as opposed to experi-
ments, it is possible to know the displacement of each particle. Therefore, instead
of having a single particle act as a receiver, we tracked the shear displacement for a
central column of grains (away from the boundaries) along the entire length of the
assembly (denoted by grains colored with a black to white gradient in Figure 4.4).
This simplified the analysis as it became convenient to identify shear waves. The
assembly was discretized into bins with approximate dimensions 40 × 40 pixels,
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or 4.4 × 4.4 mm2. We plotted two-dimensional contours of the central column of
particle displacements along the direction of propagation. In the contour plot, the
zero crossings of the received signals were clearly visible as a distinct contour line.
The average slope of this line was then taken as the shear wave velocity [65]. Figure
4.5 shows the bender element test results for an 800 grain assembly, isotropically
consolidated to 50 kPa. The transmitter bin was the bottom-most bin of the central
column. The slope of the zero contour line yielded a shear velocity estimate of VS

= 202 m/s.

TRANSMITTER 
BIN

CENTRAL COLUMN 
WITH RECEIVER BINS

Figure 4.4: Illustration of how shear displacement is tracked for a central column
of grains. The central column is denoted by grains that are colored with a black to
white gradient.

We used a square wave input with a rise time of 100 time steps and amplitude of 1
pixel. A square wave is a robust input signal that contains all the frequencies [49].
A drawback of the square wave is that the system response necessarily exhibits a
‘near-field’ effect due to faster moving compressional waves [68]. As a result, it
is often not straightforward to determine the arrival of the shear wave. Although
the point of first inflection is sometimes considered to be a fair estimate of shear
wave arrival [82], research suggests that the arrival of the shear wave does not
correspond to a distinctive point in the signal [54]. Various signal interpretation
techniques exist to aid in estimating shear wave velocity in an experimental bender
element test[65, 87]. For our purpose, since we have access to displacement of each
particle, we tracked the shear displacement for a central column of grains along the
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Figure 4.5: Shear velocity estimate for the assembly in Figure 4.4. The blue line
in the contour plot in (b) is the average slope estimate for the zero crossing of the
received signal, yielding VS = 202 m/s. 1 bin ≈ 40 × 40 pixels, 1 pixel length =

0.1095 mm, 1 time step = 1.36 µs.

entire length of the assembly. Note that the area on the contour plot between the
initial noise and the zero contour line corresponds to the near field effect.

Verification exercise
In order to verify our implementation of the bender element test, we also estimated
the shear wave velocity VS by calculating Gmax in a biaxial test. The two quantities
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are related as:

VS =

√
Gmax

ρ
(4.4)

where ρ is the density of the granular assembly. To measure Gmax, an assembly in
an isotropic stress state can be subjected to an axial strain of 10−4. This value of
strain coincides with the value of ‘threshold strain’, as defined by Dobry et al [25].
The threshold strain is the strain value till which all the deformations in the gran-
ular assembly can be assumed to be elastic. In our 3200 grain assembly, isotropic
consolidation also resulted in shear stresses on the walls, typically of the order of
about 1% of the confining pressure. Such a small amount of shear stress was suffi-
cient to generate non-linear stress-strain curves, which disabled the approximation
of elastic constants. Therefore, we resorted to the smaller 800 grain assembly, pre-
pared as described in section 4.2. When the smaller assembly was consolidated to
a pressure of 50 kPa, shear stresses on the wall were negligible (∼ 0.2% of confin-
ing pressure). Axial loading to threshold strain yielded a linear stress-strain curve
(Figure 4.6), making it suitable for computing Gmax, and consequently VS, enabling
a comparison with the VS estimate obtained in Figure 4.5.

Following the approach by O’Donovan et al [64], we conducted a biaxial stress at
constant lateral stress, till an axial strain of 10−4 was achieved. As shown in Figure
4.6, the plot of deviator stress q vs axial strain ε2 is a straight line. The slope of
the plot, which is within the limit of threshold strain, yields the elastic Young’s
Modulus E:

E =
dq
dε2

= 237 MPa (4.5)

where dq is the increment in deviatoric stress, and dε2 is the increment in axial
strain. Note that deviatoric stress q = σ2 − σ1. Furthermore, by monitoring the
lateral strain ε1, we also obtained the poisson’s ratio ν, as shown in Figure 4.6:

ν =
−dε1

dε2
= 0.21 (4.6)

where dε1 is the increment in lateral strain. Gmax was then calculated as:

Gmax =
E

2(1 + ν)
= 97.9 MPa (4.7)

To obtain VS, we need the density ρ of the granular assembly, which was calculated
as:

ρ =
ρgrains × Agrains

Atot
= 2.33 × 103 kg/m3 (4.8)
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Figure 4.6: Biaxial test at constant lateral stress for the 800 grain assembly, up to
an axial strain corresponding to threshold value of 10−4. (a) deviator stress vs axial
strain, yielding an elastic Young’s modulus of 237 MPa. (b) Lateral strain vs axial
strain, yielding a poisson’s ratio of 0.21.

where ρgrains = 2.7 × 103 kg/m3 is the density of grains as specified in Table 4.1,
Agrains = 4.3 × 103 mm2 is the total area of grains in the assembly, and Atot = 4.99
× 103 mm2 is the total area of the assembly. Finally using equation 4.4, the shear
velocity was found to be VS = 205 m/s, which is in good agreement with the VS

estimate obtained in Figure 4.5.

Shear Velocity results
Once verified, we used the numerical bender element test technique to obtain VS

estimates for the two 3200 grain assemblies. The assemblies were discretized into
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bins with similar dimensions as those specified in Figure 4.5, and the transmitter
bin was perturbed horizontally with a square input wave, that had the same rise
time and amplitude as in the 800 grain example used for verification. Since VS is
a proxy for liquefaction resistance, it is reasonable to expect that in the vertical
direction, assembly 1, which showed extensive strain-softening associated with liq-
uefaction, should have a lower vertical VS than assembly 2, which exhibited stable
strain-hardening behavior. We consider VS in the vertical direction since that is the
direction in which the two assemblies were subjected to axial compression. Subse-
quently, we also estimate VS in different directions to investigate the correlation of
anisotropy of VS with the fabric.

Figure 4.7 shows contour plots with average slope estimates, for the 3200 grain as-
sembly 1 and 3200 grain assembly 2. For these plots, the transmitter bin was not
the bottom-most bin of the central column. Different locations of the transmitter
bin along the central column yielded slightly different VS estimates, owing to the
inherent heterogeneity of the assembly. Therefore, multiple tests (at least three)
were simulated with transmitter bins placed at different locations along the central
column in order to obtain statistical estimates of VS.

It is possible that our technique of assembly generation induced significant hetero-
geneities in the grain fabric. For certain tests, contour plots did not yield distinct
contour lines corresponding to zero crossing. Figure 4.8 shows one such test, where
there is a high signal dissipation resulting in the lack of a distinct contour line be-
yond the first few receiver bins. A distinct contour line is necessary in order to
estimate its average slope, and consequently VS. While estimating the slope, we
considered a subset of the contour line to ensure that the average slope line (dashed
blue line in Figures 4.5 and 4.7) passes the transmitter bin near the time step corre-
sponding to initiation of the input wave.

Table 4.2 shows the test results for VS in the vertical direction for assemblies 1 and
2, along with the computed mean values. The paucity of results for assembly 1 is
due to the fact that a lot of tests produced contour plots similar to those in Figure
4.8, and were unable to yield VS estimates. The statistics show that on average,
estimates of vertical VS for assembly 2 are higher than those of assembly 1. Table
4.2 clearly shows that the difference in liquefaction resistance of assemblies 1 and
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Figure 4.7: Contour plots for transverse displacement. (a) assembly 1. (b) assembly
2. The dashed blue line on the plots is the average slope estimate for the zero
crossing of the received signal, which yields a VS estimate (110 m/s for assembly 1
and 148 m/s for assembly 2). 1 bin ≈ 40 × 40 pixels, 1 pixel length = 0.1095 mm,
1 time step = 1.36 µs.

2 (as shown in Figure 4.3), is also accompanied by a difference in their vertical VS.
The assembly that is resistant to liquefaction shows a higher vertical VS, something
that is also expected from the current understanding of VS-based liquefaction corre-
lations [34, 88].
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Figure 4.8: Contour plot for transverse displacement, for assembly 1 with transmit-
ter at bin 7. Note the high signal dissipation and the lack of a distinct contour line
beyond the first few receiver bins, which disables a VS estimation. 1 bin ≈ 40 × 40
pixels, 1 pixel length = 0.1095 mm, 1 time step = 1.36 µs.

Table 4.2: Test results for VS in the vertical direction for assemblies 1 and 2

Bin location Assembly 1 Assembly 2
(Transmitter) VS (m/s) VS (m/s)

1 - 113
2 - -
3 115 -
4 - -
5 - -
6 - 122
7 - -
8 - 148
9 110 142
10 105 136
11 - 126

Mean 110 131

Correlation of VS anisotropy with fabric anisotropy

In addition to obtaining estimates for vertical VS for assemblies 1 and 2, we also
obtained estimates for VS in different directions. This was done to investigate a pos-
sible correlation between anisotropy of shear-stiffness or VS and fabric anisotropy.
We conducted an ‘angle sweep’, i.e., we conducted tests where the transmitter bin
was sheared at an angle to the horizontal to transmit a shear wave at an angle.
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Figure 4.9 illustrates one such test configuration. The central column (denoted by
grains with a black to white gradient) which acted as the receiver was inclined, or
rotated, at the same angle with the vertical. Furthermore, the transmitter bin was
placed away from the boundaries to prevent wave reflections from corrupting the
test results. As observed for vertical VS estimates, different locations of the trans-
mitter bin along the central column yielded slightly different VS estimates, owing to
the inherent heterogeneity of the assembly. Therefore, multiple tests (at least three)
were simulated with the transmitter bin placed at different locations along the cen-
tral column to obtain statistical estimates of VS. As with the vertical VS tests, not all
tests yielded contour plots with distinct contour lines corresponding to zero cross-
ing. For the ‘angle sweep’, the inclination angle θ of the central column was varied
from (−90,90] degrees, in increments of 30 degrees. The angle is positive when
measured clockwise from the vertical. This yielded VS estimates for the entire rota-
tion of 360 degrees since the central column is the same for rotation of θ and θ + 90
(degrees). Figure 4.10 shows the results of the ‘angle sweep’ for assemblies 1 and 2.

TRANSMITTER BIN

SHEAR INPUT 
DIRECTION

Figure 4.9: Illustration of how VS estimates are obtained in different directions. The
central column (denoted by grains that are colored with a black to white gradient)
is rotated at a desired angle with the vertical. The transmitter bin is located in the
central column and is sheared perpendicular to the inclination of the central column.

A comparison of anisotropic VS estimates for assembly 1 (Figure 4.10a) with its
fabric anisotropy (Figure 4.2b) suggests a strong influence of contact anisotropy on
VS. Assembly 1 has the majority of contacts aligned at angle of 34 degrees from
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Figure 4.10: Results of VS ‘angle sweep’, giving estimates of VS in different di-
rections. (a) Assembly 1, (b) Assembly 2. Left: Polar plot with the radius corre-
sponding to VS, and angle corresponding to angle with vertical (clockwise). Right:
Linear plot of VS vs angle with vertical. The error bars correspond to one standard
deviation.

the vertical, and also has the highest VS in the corresponding orientation, suggesting
a strong dependence of shear-stiffness on contact normals. This is not surprising,
since the assembly was subjected to simple shear loading (section 4.2), causing the
contacts to preferentially align along the principal direction of loading.

The anisotropic VS estimates for assembly 2 (Figure 4.10b) do not seem to corre-
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late well with its fabric anisotropy (Figure 4.2b). There is an anomalous peak in
VS at a direction of 60 degrees counter-clockwise from the vertical. While a de-
tailed investigation of this anomaly is beyond the scope of current work, a cursory
investigation suggests a plausible answer. Firstly, it may be noted from Figure 4.2
that while generating assembly 2, the change in fabric from the initial configuration
was minimal. Therefore, as opposed to assembly 1, assembly 2 did not experi-
ence large-scale destruction and creation of contacts. Secondly, we investigated the
fabric anisotropy of increasingly strong contacts. A strong contact is one whose
contact force is higher than the mean contact force of the assembly [12]. Interest-
ingly, for the initial assembly, the fabric anisotropy of the ten strongest contacts
was largely aligned with the horizontal (Figure 4.11a). Furthermore, the fabric
anisotropy of the 10 strongest contacts for assembly 2 was aligned at about 20
degrees counter-clockwise from the vertical (Figure 4.11b). Such anomalous orien-
tation of the strongest contacts was not prevalent in assembly 1 (not shown). This
suggests the possibility of assembly 2 having contacts with high compressive forces
along the horizontal axis as well as along 60 degrees counter-clockwise from the
vertical, which contributed to the high stiffness and consequently high VS estimates
in those directions. Since our fabric quantification did not account for the magni-
tude of contact forces, the aforementioned contacts were averaged out. It is possible
that a more sophisticated fabric estimate that can better capture this effect.
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Figure 4.11: Fabric anisotropies of the ten strongest contacts. (a) Initial assembly
with A = 0.43, θF = 97 degrees. (b) Assembly 2 with A = 1.38, θF = -20 degrees.
The small lobe perpendicular to the main lobe is a numerical artifact caused by
using the Fourier fit as defined in equation 4.3. Here A is fabric anisotropy and θF
is fabric orientation measured clockwise from the vertical, as defined in section 4.2.
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4.5 Conclusions
Figure 4.3 shows that the two 3200 grain assemblies behave differently under con-
stant volume biaxial compression. Table 4.2 shows that the two assemblies also
have different vertical VS estimates, with the strain-hardening assembly having a
higher vertical VS than the strain-softening assembly. In addition, Figure 4.10 shows
that the two assemblies also yield distinct anisotropic estimates of VS. Although
there is some uncertainty in measurements of VS, the trends are clear. Both as-
semblies have the same initial stress state characterized by the volumetric stress p,
deviatoric stress q, as well as a similar void ratio e. The only difference is fab-
ric, which we quantify on the basis of contact normals. This suggests that while
assessing liquefaction potential in the field, VS might serve as a suitable proxy to
estimate not just the prevailing stress state and relative density, but also the pre-
vailing soil fabric. Our results suggest the existence of a correlation between VS

anisotropy and fabric anisotropy—a correlation that can be explored with more de-
tailed micro-mechanical investigations. Such investigations may benefit by the use
of periodic boundary conditions. Results of such future investigations could imply
that a knowledge of VS anisotropy in the field would give us insight regarding the
micro-mechanical structure of in-situ soil. For lab testing or simulation of soils,
this could help in selection or development of a sample preparation technique that
yields a similar VS anisotropy as that in the field. Furthermore, a comparison of in-
situ fabric and laboratory fabric could aid researchers in more accurately mapping
laboratory or simulation results to field conditions.
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C h a p t e r 5

CONCLUSIONS AND FUTURE OUTLOOK

This thesis presented some key developments regarding the micro and macro me-
chanics of soil liquefaction. These developments should facilitate a more physical
assessment of liquefaction susceptibility at the field-scale.

The simplest manifestation of liquefaction occurs when a soil specimen is subjected
to monotonic or static loading under undrained conditions in a triaxial compression
test. By analyzing the mechanics underlying the onset of flow liquefaction in such
a setting, we developed a fundamental understanding of the phenomenon. Specifi-
cally, we defined a flow liquefaction potential L that helped understand soil behav-
ior under conditions of ‘partial drainage’. Flow liquefaction potential L provides
an elegant framework to visualize how a soil can liquefy despite volume changes
prevalent under partial drainage; this can happen during seismic shaking in the field,
or under static loading when there is differential pore pressure generation between
adjacent soil layers with different densities. Unequal pore pressure generation can
lead to pore water being injected into certain layers and being extracted from other
layers, causing volume changes. In addition, by analyzing the evolution of stresses
in a triaxial compression test, we were also able to identify a necessary precursor
for the onset of flow liquefaction instability. The concept of a necessary precursor
can help in identifying at-risk slopes in hydraulic fill dams, spoil tips, and tailings
– slopes that are formed of loose deposits and are susceptible to flow liquefaction
under undrained loading.

A numerical investigation into the mechanics of liquefaction charts revealed that
the lower end of these charts may correspond to sites that are susceptible to flow
liquefaction, as opposed to cyclic mobility. This could arm an engineer with some
predictive power regarding the effects of liquefaction. For instance, it could be use-
ful in augmenting the procedure for calculating the ‘Liquefaction Potential Index’
(LPI), as defined by Iwasaki et al [38]. LPI is used in estimating the severity of
liquefaction manifestation at the ground surface. A modification could be foreseen
where a higher weight could be used while calculating LPI, if the site in question is
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susceptible to flow liquefaction. This would result in a higher value of LPI, which
would imply a greater severity of liquefaction manifestation at the ground surface.

A grain-scale numerical investigation enabled us to investigate the micro-mechanics
of shear wave velocity in a granular assembly. Specifically, we observed how the
anisotropy of fabric, or grain-arrangement, affects the shear wave anisotropy. The
differences in fabric are also accompanied by a difference in liquefaction resistance
of a granular assembly. This suggests that while assessing liquefaction potential in
the field, shear velocity may serve as a suitable proxy to estimate not just the prevail-
ing stress state and relative density – as is the case presently, but also for estimating
the prevailing soil fabric. Our results suggest the existence of a correlation between
shear wave anisotropy and fabric anisotropy, suggesting that knowledge of shear
wave anisotropy could provide insight regarding the micro-mechanical structure of
in-situ soils. Such knowledge could help in translating laboratory test results onto
field conditions, with greater certainty, and consequently refine the field-assessment
of liquefaction susceptibility.

5.1 Future Outlook
Some future research directions are immediately apparent from this thesis. For in-
stance, we identified a necessary precursor prior to the onset of flow liquefaction in
a triaxial compression test. This provides motivation to look for a necessary pre-
cursor at the field-scale. Knowledge of a precursor could be useful if slopes are
fitted with instruments monitoring their deformation, or if slopes are monitored via
remote sensing satellites. Once at-risk slopes are identified, steps could be taken to
mitigate the effects of the liquefaction risk.

We also suggested a modification in the calculation of LPI wherein sites suscepti-
ble to flow liquefaction could be assigned a higher weight. Presently, when LPI is
calculated at a site, all liquefaction occurrences are treated the same, with no dis-
tinction between flow liquefaction and cyclic mobility. Empirical limits based on
existing liquefaction case histories are used to determine whether an LPI value cor-
responds to significant liquefaction hazard at the surface. However, these empirical
limits have been found to vary depending on the location of the hazard [55]. Is it
possible for the LPI values to have more uniformity across regions, if we incorpo-
rate for the different effects of flow liquefaction and cyclic mobility? Chapter 3 of
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this thesis gives us motivation to explore this question.

The results in Chapter 4 suggest a correlation between shear wave anisotropy and
fabric anisotropy. This motivates a detailed micro-mechanical study to explore such
a correlation, so that knowledge of shear wave anisotropy in the laboratory or the
field can be used to reliably quantify the soil fabric. A numerical study via the dis-
crete element method seems the most plausible path, since numerical simulations
permit investigation of grain-scale properties and can be used to develop an appro-
priate fabric quantification. Any correlation proposed via numerical studies must
be subsequently validated via laboratory investigations before it can be tested in the
field.

5.2 Closing Remarks
A more fundamental understanding of the physics of soil liquefaction can aid in
the development of liquefaction hazard maps, which map entire regions and help
identify areas where liquefaction is likely to occur. Development of such maps
is a necessary endeavor to make cities and economies resilient to the effects of
liquefaction. By investigating the micro and macro mechanics, this thesis helps
in a more physical assessment of liquefaction susceptibility and its accompanying
hazards, at the field-scale and the regional scale.
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A p p e n d i x A

DAFALIAS-MANZARI MODEL

Here we provide a brief description of the Dafalias-Manzari constitutive model [18]
in triaxial stress space. Interested readers may refer to the original work to get
a complete description. The model primarily utilizes concepts of kinematic hard-
ening, critical state soil mechanics, and the effect of soil fabric on dilatancy; this
enables it to capture both monotonic and cyclic response of soils under different
loading conditions.

We denote σ1 as the major principal effective stress, σ2 = σ3 as the minor principal
effective stress, and ε1, ε2 = ε3 the corresponding principal strains. We define
pressure p = (1/3)(σ1 + 2σ3), deviatoric stress q = σ1 − σ3, volumetric strain
εv = ε1 + 2ε3, and deviatoric strain εq = (2/3)(ε1 − ε3). We use superscripts e

and p to denote the elastic and plastic parts of strain, respectively, and �̇ to denote
increment in �. With the notation outlined, the incremental stress-strain relations
are:

ε̇ e
q =

q̇
3G

; ε̇ e
v =

ṗ
K

(A.1)

ε̇
p
q =

η̇

H
; ε̇

p
v = β |ε̇

p
q | (A.2)

where G is the elastic shear modulus, K is the elastic bulk modulus, H is the plastic
hardening modulus associated with the increment in stress ratio η̇, and β is dila-
tancy. Note that η = q/p is the stress ratio. The model assumes a hypo-elastic
response, where the evolution of elastic moduli G and K is given by:

G = G0
(2.97 − e)2

1 + e

√
p

pat
; K =

2(1 + ν)
3(1 − 2ν)

G (A.3)

where G0 is a constant, ν is Poisson ratio, and pat is the atmospheric pressure. The
yield surface f is proposed to be:

f = |η − α | − m = 0 (A.4)

This defines a wedge in effective stress space, with α as the back stress, and m as
a constant defining the width of the wedge such that it has an opening of 2mp for a
given value of p. The evolution of α is governed by a kinematic hardening law:

α̇ = H ε̇ p
q (A.5)
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where H is the hardening modulus given by:

H = h(Mb − η) with h =
G0h0(1 − che)
|η − ηin |

√
pat

p
(A.6)

where h is a positive function, Mb is the bounding stress ratio, and h0 and ch are
scalar parameters. ηin is the value of η at the initiation of a loading process. To
calculate ε̇ p

v , we need the dilatancy β that is given by:

β = Ad (Md − η) (A.7)

where Md is the dilatancy stress ratio. Ad is a positive function given by:

Ad = A0(1 + 〈sz〉) with ż = −cz〈−ε̇
p
v〉(szmax + z) (A.8)

where A0 is a constant and s = ±1 according to η = α±m. 〈〉 are Macaulay brackets
and zmax is the maximum possible of state parameter z, which has an initial value
of 0.

The model complies with critical state mechanics by postulating evolution laws for
Mb and Md:

Mb = M exp(−nbψ) and Md = M exp(−ndψ) (A.9)

where nb and nd are positive constant. M is the critical state stress ratio and ψ =

e − ec is the state parameter as defined by Been and Jefferies [7]. e is the current
void ratio and ec is the critical void ratio. ec is obtained according to the relationship
proposed by Li and Wang [51]:

ec = ec0 − λc(pc/pat )ξ (A.10)

where pc is the pressure at critical state, ec0 is the void ratio at pc = 0, and λc and
ξ are constants.
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