
COPYRIGHT @ by 

RANDALL KEENAN KIRSCHMAN 

1971 



EXPERIMENTAL STUDIES 

OF WEAK SUPERCONDUCTIVITY 

Thesis by 

Randall Keenan Kirschman 

In Partial Fulfillment of the Requirements 

for the Degree of 

Doctor of Philosophy 

California Institute of Technology 

Pasadena, California 

1972 

(Submitted November 10, 1971) 



ii 

ACKNOWLEDGEMENTS 

This thesis owes its existence to the work of many 

people, to whom I acknowledge my indebtedness. Among these, 

I would like to specifically name the following people: 

My adviser, Dr. J. E. Mercereau, who undertook the 

task of training me to become a scientist, who made con­

stant suggestions and criticisms, who provided financial 

support, and who oversaw the development of an outstanding 

low-temperature physics laboratory. 

Dr. Harris A. Notarys, who was always available as a 

source of advice, information, and assistance, day or night; 

who frequently put aside his own research to help me; who 

did more than his share in organizing and developing the 

laboratory; who did all this and more on a diet of Chandler 

Dining Hall cuisine. 

Edward Boud and Sandy Santantonio, who made much of 

the equipment I used and taught me many secrets of their 

craft, who did the thousand everyday tasks without which 

the laboratory could not survive. 

Dr. G. J. Dick, a font of ideas, assistance, wit, 

and apparatus. 

Ed Kelm, who provided a great deal of help with the 

technical aspects. 

Dr. G. Duthie and W. F. Baron, who helped with the 

mathematical analysis. 



iii 

Fred Wild, craftsman and philosopher, who sharpened 

many a dull moment with an amusing story. 

I would also like to thank the National Science 

Foundation and the California Institute of Technology for 

financial support that was essential to my work. 

Finally, I would like to thank the North Holland 

Publishing company, Amsterdam for permission to use 

figures 6-1, 7-1, and 7-3, which appeared in Physics 

Letters, Vol. 34A and 35A (1971). 



iv 

ABSTRACT 

Experimental investigations were made of the nature 

of weak superconductivity in a structure having well­

defined, controllable characteristics and geometry. Con­

trolled experiments were made possible by using a thin­

film structure which was entirely metallic and consisted 

of a superconducting film with a localized section that was 

weak in the sense that its transition temperature was de­

pressed relative to the rest of the film. The depression 

of transition temperature was brought about by underlaying 

the superconductor with a normal metal. 

The DC and AC electrical characteristics of this 

structure were studied. It was found that this structure 

exhibited a non-zero, time-average supercurrent at finite 

voltage to at least .2 mV, and generated an oscillating 

electric potential at a frequency given by the Jose~hson 

relation. The DC V-I characteristic and the amplitude of 

the AC oscillation were found to be consistent with a two­

fluid (normal current-supercurrent) model of weak super­

conductivity baEed on E thermodynamically irreversible pro­

cess of repetitive phase-slip, and featuring a periodic 

time dependence in the amplitude of the superconductlng 

order parameter. 

The observed linewidth of the AC oscillation could 

be accounted for by incorporating Johnson noise in the two -



v 

fluid mode 1. 

Experimentally it was found that the behavior of a 

short (length on the order of the coherence distance) weak 

superconductor could be characterized by its critical cur­

rent and normal-state resistance, and an empirical expres­

sion was obtained for the time dependence of t he super­

current and voltage. 

It was found that the results could not be explained 

on the basis of the theory of t he Josephson junction. 
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I. INTRODUCTION 

When the flow of electric current in metals was 

first studied in the early nineteenth century, it was 

found that an electric current flowing between two points 

in a metal always required an electric potential differ­

ence between those two points: the metal was said to be 

resistive. It was found later that an explanation for 

this behavior was that the current carrying, or conduc­

tion, electrons in a metal do not accelerate continuously, 

but undergo collisions with the metal ions and lose their 

kinetic energy. Consequently, current flow in a metal 

would be accompanied by dissipation of electric power. 

During the late nineteenth century there was con­

siderable progress in reaching low temperatures, but it 

was not until after 1908, when Onnes first liquified 

helium and used it as a refrigerant, that the electrical 

behavior of metals was studied at temperatures within a 

few degrees of absolute zero. In the course of a few 

years Onnes had discovered that, for certain metals, as . 

the metal was cooled, there was a temperature at which its 

resistance abruptly dropped to a value lower than he could 

measure (London 1950, Lynton ,1969). Since then, attemp t s 

to determine this resistance have had the result that i t 

is immeasureably small when measured under conditions of 
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thermodynamic equilibrium and in the steady state (File 

and Mills 1963), and its value is believed to be exactly 

zero. 

This situation, in which a metal exhibits zero 

resistance, is called the superconducting state. The 

resistive state of metals mentioned earlier is called the 

normal state. Metals exhibiting superconductivity at low 

temperature, for example tin and niobium, are called super­

conductors. There are other metals, for example gold and 

copper, that are always in the normal state, so far as is 

known; these are called non-superconductors. 

It was found that the superconducting state was not 

merely a state of zero resistance, but that it exhibited 

the ability to expel an externally applied magnetic field. 

This phenomenon of field expulsion, known as the Meissner 

effect, cannot be explained on the basis of perfect con­

ductivity (Lynton 1969). 

In addition, it was found that if the magnetic 

field exceeded a certain value, called the critical field, 

He, superconductivity would be destroyed. For a given 

metal, the critical field was found to depend on tempera­

ture, being a maximum, Hc(O), for T = 0 and decreasing to 

zero as the temperature increased to Tc' the critical 

temperature of the metal. 
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To indicate the typical magnitude of these para­

meters, tin has Tc = 3.72 °K, Hc(O) = 306 gauss, and 

niobium has Tc = 9.46 °K, Hc(O) = 1944 gauss (Lynton 1969). 

Understanding the nature and origin of supercon­

ductivity took many years. In part this was due to exper­

imental difficulties, but primarily it was due to the 

difficulty of arriving at a successful microscopic theory. 

About 20 years after the discovery of superconduc­

tivity it was established that the superconducting state 

could be regarded as a thermodynamic equilibrium state and 

that the transition between the superconducting and normal 

states (either in the presence or absence of a magnetic 

field) was a reversible thermodynamic phase transition. A 

number of phenomenological theories of superconductivity 

were developed at about the same time, many of which have 

not lost their usefulness. 

It was not until 1957 that a microscopic theory was 

developed, by Bardeen, Cooper and Schrieffer (1957a,b), 

that accounted for all the essential phenomena of supercon­

ductivity. An important consequence of this theory was 

that in a superconductor the conduction electrons could be 

considered to be in a single highly-ordered quantum sta t e 

in which their motion is correllated and collissionless. 

Recently, it has been found that superconducti vi ty , 
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and supercurrents, can also exist in situations of non­

equilibrium (Anderson 1966). One such situation is a type 

of superconductivity known as weak superconductivity, 

which occurs in a structure that is entirely superconduct-

ing, referred to as a weak superconductor. A weak super-

conductor may be resistive, in the sense that a supercur-

rent may be accompanied by a finite potential and dissipa-

tion of power. In addition, a weak superconductor can 

produce oscillating electric currents and potentials, 

whose frequency of oscillation has been found to extend at 

least as high as 1010 sec-1 • It will be shown that these 

effects may be explained by assuming a periodic time-

dependence in the strength of the superconducting state in 

a weak superconductor. All experimental evidence indicates 

that these phenomena are confined to superconductors of 

small size, volumes typically being on the order of 10-9 

cm3. 

Weak superconductivity should not be confused with 

the Josephson effect, another situation in which oscillat-

ing currents and potentials arise from a time-dependent 

superconductivity. This effect occurs in the Josephson, 

or insulating, junction, which consists of two superconduc-

tors separated by an insulator which is thin enough to allow 

coupling (Josephson 1962). This type of superconductivity 
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is intrinsically thermodynamically reversible and non­

dissipative, (except in certainjunctions in the case of 

large supercurrent, where a dissipative mechanism may 

come into play (Clarke 1971)). 

In the Josephson junction, however, the time­

dependence is not in the strength of the superconducting 

state, but in its quantwn-mechanical phase. Thus, the 

Josephson junction is not a weak superconductor as the 

term is used here. In spite of their basic differences, 

there are many similarities between the Josephson junction 

and the weak superconductor, which might lead one to 

attempt an interpretation of the phenomena of weak super­

conductivity in terms of the theory of the Josephson 

junction. However, such an approach must prove inadequate 

because of the fundamental differences between the two 

structures in their operation and behavior, which will be 

discussed further. 

Since its discovery, notable advances have been 

made in understanding weak superconductivity; however, 

there is still much to be learned about the physical basis 

of weak superconductivity, the characteristics of weak 

superconductivity and how it differs from other physical 

situations,andhow a weak superconductor interacts with 

external fields. 
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The research discussed in this thesis represents an 

effort to gain a better understanding of weak superconduc­

tivity along these lines, by means of a program of experi­

ments involving a thin-film structure in which, as will be 

shown, there is reason to believe weak superconductivity 

exists. 

Specifically, the following characteristics of this 

structure were investigated: {l) Its low and high frequency 

electrical behavior, (2) The effect of an external magnetic 

field and the effect of external electromagnetic radiation, 

(3) The effect of varying its geometry. From the informa­

tion obtained, a model has been devised and, we believe, a 

better understanding of weak superconductivity has been 

attained. 

A summary of some of the work presented in this the­

sis has appeared in two publications {Kirschman, Notarys, 

and Mercereau 1971, Kirschman and Mercereau 1971). 
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II. PHYSICAL BACKGROUND 

The electrons in a metal, whether normal or super­

conducting, are governed by Fermi statistics, which re­

quires that each occupy a different quantum state. 

2-1. Normal State.--First, consider a metal in the 

normal state. In a rudimentary description the conduction 

electrons fill the states within a sphere in 3-dimensional 

momentum space, referred to as the Fermi sphere (Kittel 

1971). At finite temperature momentum is continually trans­

ferred between individual electrons and the lattice through 

collisions, which tends to keep the sphere centered at the 

origin. In the absence of an electric current the sphere 

remains centered at the origin--its net momentum is zero. 

An electric field applied to the metal adds momentum 

to the electrons and displaces the sphere from the origin, 

which represents a net current proportional to the dis­

placement, and the sphere attains an equilibrium displace­

ment such that the rate at which net momentum is lost to 

the lattice through collisions equals the rate at which net 

momentum is gained from the electric field. Thus an elec­

tric field is necessary to maintain this displacement, and 

it turns out that the displacement of the sphere, and con­

sequently the current, are proportional to the electric 
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field--this relationship is known as Ohm's law. The pro­

portionality is strictly true only for small currents-­

which is the case in practice. 

In the normal state the motion of the electrons is 

uncorrelated and the available energy levels are closely 

spaced, thus arbitrarily small excitations are possible, 

allowing a continuous loss of momentum and energy through 

collisions with the lattic:e, which makes current flow in 

the normal state dissipattve. If the electric field is re-

moved, the sphere, and current, relax to zero in a time 

given by 

1" = 
mo­

ne2 
(2-1) 

where n is the number density of electrons and tr is the 

conductivity (Kittel 1971). This relaxation time, "t", may 

be on the order of 10-9 seconds or less. 

A related parameter is the mean free path, A, 

which is the average distance an electron travels between 

collisions, and is given by 

(2-2) 

where vF, the Fermi velocity, is the velocity at the sur-

face of the Fermi sphere. The appropriate velocity is 

vF because only electrons at the Fermi surface participate 
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in dissipative collisions with the lattice. 

2-2 Superconducting State.--Now consider the super­

conducting state. The following description applies to 

weak or strong superconductivity in general. Although 

electrons in the superconducting state are still governed 

by Fermi statistics, they may be considered to all be in 

the same quantum state. The justification for such a 

simplifying assumption comes from the Bardeen, Cooper, 

and Schrieffer (1957a,b) (BCS) theory of superconductivity. 

This theory first demonstrated that under the proper 

circumstances, in a system of conduction electrons and 

lattice, there can be an attractive interaction between 

two electrons having exactly opposity momentum and spin, 

which dominates the coulomb repulsion, and leads to a net 

lowering of energy of the system. The mechanism shown to 

mediate this interaction is the exchange of lattice phonons 

(quantized vibrations of the ionic lattice) between the two 

electrons; however, additional mechanisms have also been 

suggested (Matthias 1960). Attempts to determine the oc­

curence and size of this 1.nteraction in various materials 

so far have not been successful. 

Since the phonon energy is always very much less 

than the energy of an electron near the surface of the Fermi 

sphere, only electrons in a narrow shell at the Fermi 
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surface can participate in this interaction. The greatest 

lowering of energy would occur when conditions were such 

that there would be the largest number of interactions 

possible to fonn opposite-momentum pairs of electrons. 

This situation P•evails if all pairs have exactly the same 

center-of-mass momentum. Therefore, in the BCS theory it 

is hypothesized that the superconducting state is a highly 

ordered one in which (at o°K) as much as possible, electrons 

near the Fermi surface occupy states in pairs with opposite 

momentum and spin. 

A further consequence of the theory is that the 

system has a single ground state--the BCS ground state. An 

excitation made by removing a superconducting electron from 

a state with momentum p not only destroys the pair (p,-p) 

of which it is a member, but also eliminates a large number 

of pairs which could have interacted to occupy the states 

with momentum p and -p. Thus any excitation raises the 

energy of the system by a comparatively large amount, which 

means that the ground state is separated by a finite energy 

gap from the excited states. The size of the energy gap, 

Ll(T), which is temperature dependent, is given by the 

theory (Lynton 1969). At O°K it is 

{2-3) 
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A typical critical temperature, Tc' of 4° K gives an energy 

gap, ~(O), of about 1.4 meV. The gap ~(T) decreases with 

increasing T, vanishing at Tc. 

A current flow in a superconductor--a supercurrent--

corresponds to a displacement of the Fermi sphere as in the 

normal state. However, the energy gap makes it extremely 

unlikely for momentum and energy to be lost through colli­

sions and the supercurrent does not require an electric 

field to sustain it. Current flow in a superconductor is 

thus a metastable state which experiments have shown has a 

relaxation time greater than 3 x 1012 seconds (100,000 

years) (File and Mills 1963). 

On the basis of the BCS theory, if all electron pairs 

have the same center-of-mass momentwn, then the motion of 

the electrons is correlated over macroscopic distances 

and they behave as though they were in a single quantum 

state, referred to as the macroscopic quantum state. The 

wavefunction of this state may be represented as 

'f (r,t) = a(r,t)eie(r,t) (2-4) 

where the amplitude, a(r,t) and the phase, e(~t) are 

chosen to be real functions of position, r, and time , t 

(Feynman, Leighton, and Sands 1965). 

2-3 Coherence Distance.--The energy associated with 

tl'le wavefunction '¥ contains a term that is proportional to 
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the integral of (d't'/dx) 2 , so any spatial variation in 'fl 

increases the energy. Thus, it might be expected that to 

preserve superconductivity spatial variations of./' and e 

cannot be too rapid, or the additional energy would make 

the superconducting state thermodynamically unfavorable 

with respect to the normal state. The BCS theory confirms 

this expectation, and gives a minimum distance, 5 , over 

which the wavefunction can vary drastically. 

The following d1:mensional argument gives a correct 

estimate for ~o , the . coherence length in most pure metals 

without imperfections, where the electronic mean free path, 

A, is large compared to so . At the Fermi surface a 

change in energy of .A corresponds to a change in momentum 

of ~p=(m/pF)6, where pF is the momentum at the Fermi sur­

face and is equal to mvF. Thus Ap = A/vF. The uncer­

tainty relation is used to convert~p into the length ~ 0 , 

and thus 

~ 0 = -fl£ ( 2 - 5) 

Using the typical values A= 1 meV, and vF = 108 cm/sec 

(Kittel 1971) gives 50 ~ io-4 cm. 

For superconductivity in impure metals, alloys, a nd 

certain pure metals where A<< ~o, collisions tend to disrupt 

the superconducting state and the coherence length i s given 
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by 

(2-6) 

~e Gennes 1966). 

2-4 Macroscopic Quantum State.,~-Although the wave-· 

function o/ has the same form as a single electron wave­

function it may be interpreted in a different way. If o/ 
were the wavefunction of a single electron then l~l 2dv 

would be the probability of finding the electron in the 

small volume dV. If the volume dV were examined once, the 

electron would either be there--giving acharge e, or would 

not be there--giving a charge O. If the average were taken 

of many examinations the result would be an average charge 

equal to e\'fl 2 • In the case of the macroscopic quantum 

state, where many electrons are in the same state described 

by '\',l'fl 2 dV is the probability of finding any one of many 

electrons in the volume dV, and one examination is the 

eqivalent of making many examinations in the preceeding 

case. Thus the probability density 1~12 of the macro­

scopic quantum state, 'fl , of superconductivity may be iden­

tified as the electric charge density f. Therefore, let 

a(F,t) =~(F,t)' (2-7) 

and 

'f(r,t) =Jf (¥,t)' ei0(r,t) 
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It has been found that an electron may be decribed 

as a wave packet. In such a case it would seem reasonable 

to expect the evolution of this wave packet, which would 

give the motion of the electron, to be described by a wave 

equation. It turns out that this is the case and that the 

appropriate wave equation is the Schro.edinger equation 

(Eisberg 1961). 

It is assumed here that the same Schroedinger equa­

tion can be applied to the macroscopic quantum state of 

superconductivity, which arises from a large number of 

electrons, in other words that the wavefunction describtng 

the macroscopic quantum state may be substituted into the 

Schroedinger equation,whioh is 

(2-9) 

(Feynman, Leighton, and Sands 1965). Substituting (2-8) 

into the equation and equating real and imaginary parts of 

both sides yields for the imaginary part 

and for the real part 

(2-10) 

-q2A2 -2qM\ve 

(2-11) 
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In the presence of current sources and sinks, the 
~ 

supercurrent density js will be of interest. It is re-

lated to f by the continuity equation, 

{2-12) 

It turns out that the right hand side of (2-10) is a per­

fect divergence and thus 

{2-13) 

It can be seen that any constant independent of r 
and t added to e will not affect the experimentally ob­

servable variables ;hand f • Only differences in e between 

two points can be determined. This indeterminacy in e 

just means that there is an arbitrary phase factor in 'f. 

Because there is a minimum distance,$, in a super­

conductor, the relations given above are not local ones 

relating the variables at a point: averages over distances 

on the order of ~ must be made. In order to comply with 

this restriction, all distances over which the variables 

change will be assumed large compared to ~ in what follows. 

Now apply these results to a superconducting wire 

(or film), of cross section, s, small enough that it may 

be considered "one-dimensional," in the sense that the only 

variation of ~ and e is along the length of the wire-­

which is chosen to be the x axis. The criteria which 
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insure one-dimensionality will be discussed later. Suppose 

the wire is of length L and that the ends are connected to 

boundary pieces of strong superconductor at x ~ 0 and 

x ~ L; "strong" meaning that the superconducting density 

is large enough to be considered constant in the boundary 

pieces for the currents considered here. 

Let 89 be the phase difference between the ends of 

the wire: 

be "' s: V6d (2-14) 

2-5 .Supercurrent States.--Suppose a supercurrent Js 

flows through the wire. For convenience the gauge in which 

-zero magnetic field corresponds to A = 0 will be used. 

Suppose also that the magnetic effects from the supercurrent 

jscan be neglected: the justification for this assumption 

will be given later. Then from (2-13) 

I = sj =~~ s s m L (2-15) 

Now consider the phase difference, fl,0, evaluated on]y 

at the ends of the wire: .60 = e(L) - e(o). Since the 

phase is periodic in 21t , this phase difference, ~e, is 

indeterminate by 2 7r n and does not uniquely determine Sa, 
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or the supercurrent js• Thus for any boundary condition 

on .66 there corresponds an infinite number of current 

states, differing in supercurrent by 

Lil = ~ s mL (2-16) 

2-6 Potential Difference.--Equation (2~11) may be 

applied by evaluating the variables in the boundary pieces -at 0 and L, again taking A = O. This gives 

;n2 ( 1 2 ) IL + - -v=q 
2m f 0 

(2-17) 

In the boundary pieces ..f is constant so the last term can 

be neglected. Likewise, since j 8 c<.fVS and j 8 is equal in 

the two boundary pieces, the third term may also be neglec­

ted. In general, for instance in the middle of the wire, 

the last two terms cannot be neglected. They can be ne­

glected here only by virtue of the special, but not unreal­

istic, boundary conditions imposed. Thus 

• 
-fi( Se) = -qV (2-18) 

• 
where ( be) = eL-e~from {2-14) and Va ~L -~0 is the electric 

potential difference between the ends of the superconduct­

ing wire. 

It has been found {Feynman, Leighton, and Sands 1965, 
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De Gennes 1966, Lynton 1969) that the appropriate value for 

q is -2e, which indicates that superconducting electrons 

act in pairs, in some sense, in accord with the pairing in-

teraction in the BCS theory and the occurrance of the quan­

tity 2e in the flux quantum, <fo= h/2e. Thus 

• 
.fl(& e) = 2eV (2-19) 

Therefore, if a potential difference, v, exists be-

tween the ends of the wire, the phase difference must in­

crease monotonically in time according to equation (2-15). 

Note that this is just the result expected classically on 

the basis of a collisionless group of electrons in an 

e lee tric field. 

2-7 Instabilities.!..!! Superconductors.--However, the 

process of increasing supercurrent cannot contine indefin-

itely, because eventually a current will be reached which 

is large enough to destroy superconductivity. This comes 

about when the quantum phase, e, goes through a period of 

2 7C. in a distance comparable to ~. 

A more complete description is as follows: A conse­

quence of the BCS theory (Bardeen 1962, Schmid 1969) is 

that the density of superconducting electrona, ~ , de­

creases with increasing momentum p and vanishes for 

P~Pc~f (refer to section 2-3 where 6p was used for Pc)• 

Because the supercurrent, j
8

, is proportional to 
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.f P, js as a function of p increases from zero through a 

maximum, j , at p and falls to zero for p = p • The re-m m c 
tion Pm<p<pc is unstable (Schmid 1969) and in this region 

j 6 decays spontaneously and rapidly to zero. It turns out 

that Pm = Pel .fj (Bardeen 1962) • Thus the maximum super­

c urren t, jm, flows when 

(2-20) 

2-8 Transitions Between States.--One way that the 

wire can remain superconducting with a potential across it 

is by means of. a mechanism that reduces the phase differ­

ence ~e, and thus the supercurrent, j
5

, as required by 

equation (2-19). This can come about through a transition 

from a high current state to a lower one which also satis­

fies the boundary condition on AS. Such a process in which 

the phase de and current js change will be referred to as 

"phase ·Slip." 

Suppose L~27'C{3'~~105, then from equation (2-20) 

the maximum SS will be 27r, and the maximum Is (the criti­

cal current) will be ~Ia from equations (2-15) and (2-16). 

The next lower current state will be &e - O, Js = o. In 

this case the phase can slip only by 2 ?t. • 

Now consider the general case L :=i.in2 ?t-{f 'S • The 

maximum, or critical,supercurrent Isc is nD.Is and there 

are n+l supercurrent states (including Is = 0) in all. 
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Thus the phase can slip by 27t'.., 411'.., ••• , 21t.n. 

It was possible to describe the weak superconductor 

during the process of increasing supercurrent by assuming 

that at each moment it was in thermodynamic equilibrium--

that the process was a succession of equilibrium current 

states. 

The phase-slip process--a transition between 

equilibrium states--is not itself an equilibrium process 

and thus cannot be described by the equations used above. 

So far, no analytical treatment of the phase-slip process 

exists; however, it is still possible to arrive at some con-

clusions regarding it. 

2-9 Energ;y.--It is possible to get an estimate of 

the energy difference between current states. Associated 

with each state is a potential energy which is the .same for 

each state and a kinetic energy K which may be estimated as 

JL 1 2 ~s 1 2 .e_s L 
K = - mvs ~ ~- mvs e 

0 2 e 2 
(2-21) 

Using (2-15) gives 

K~l~ I 2 (2-22) 
2 .f eS S 

The difference in energy between adjacent states, i and f, 

is thus 

A K$:d~ .fm;;S ( Isi 2 - Isr 2 ) (2- 23 ) 
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1 h ( 41K:i::::::- - Is1· - Isf) 2 2e 

where the relation I8 i-Isr=AI8=.f~8 from equation (2-16) 

was used. A similar result has been obtained from the 

Ginzburg-Landau theory of superconductivity {Langer and 

Ambegaokar 1967). 

2-10 Kinetic Inductance.--It is well known that 

there is an inductance due to the fact that an electric 

current creates a magnetic field. This inductance will be 

referred to as the magnetic inductance, cl.M. Any change in 

the current, I, through an inductance ;/...M is accompanied 

by a voltage V = £..~ dI. This reflects the fact that 
dt 

electric power, VI, must be supplied to change the energy 

in the magnetic field created by the current, I. The cur­

rent has an "inertia"--it takes energy to change the value 

of the current. 

In a superconductor there is another inductance, in 

addition to the magnetic inductance, which will be referred 

to as the kinetic inductance, 'l:.K· The kinetic inductance 

arises from the fact that any supercurrent flow causes a 

spatial variation of e and thus increases the energy of the 

superconducting state--changing the supercurrent requires 

energy. To obtain the value of J:_K' equations (2-15) and 

(2-19) give the following time-dependent relationship be-

tween V and j s 

mL dis 
v~--

2eys dt 
(2 - 25) 
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thus 

{2-26) 

Kinetic inductance may be thought of as the mechani­

cal inertia of the superconducting electrons--which behave 

as free particles. Roughly speaking, the electrons have 

an energy that depends quadratically on their velocity-­

and thus also depends quadratically on the supercurrent. 

In reality the kinetic inductance is not independent 

of the magnitude of the supercurrent, especially for .super­

currents close to the critical current (Jm), due to the 

non-linear dependence of j on p (section 2-7). s 
The kinetic inductance may be related to experiment-

ally measurable quantities by expressing it as 

t.._ _ mL _ ( h )( ..f31 t m )( L ) 
K - 2e1 s - 2e -n .P s 21( "/Js (2-27) 

From section 2-7 

(2-28 ) 

thus 

t._ = (h x 1 x L ) 
K 2e Jes 21("\(31~ 

(2-29) 

x_ _ ~o ( L ) 
K - lc 21t{31S 

(2-30) 
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For the superconducting structures considered here 

it will be shown that the kinetic inductance is larger 

than the magnetic inductance when the requirements of one­

dimensionali ty are satisfied. 

2-11 Penetration Depth.--If a superconductor is 

placed in a magnetic field, the field penetrates a short 

distance into the surface. The approximate behavior can 

be obtained from equation (2-13) with ve = 0 and the 

equation 

from electromagnetic theory (Jackson, 1962). The solution 

of these equations is that inside the superconductor the 

field and supercurrent decay exponentially with distance 

from the surface. The decay constant is called the pene­

tration depth,~, and is given by 

(2-32) 

This result was first given by London and London (1935) 

using a different line of reasoning. The penetration 

depth of a superconductor, A , is temperature dependent, 

approaching oo as T approaches the critical temperature 

of the superconductor, since .f is vanishing ~ The exact 

temperature dependence is 
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where AT = T - T (De Gennes 1966). In addition, in c 
"dirty" metals, with A<:< so,~ is increased by the factor 

1. 
($o/l\.) 2 (De Gennes 1966). 

2.12 Flux Quantization.--Suppose that a closed path 

is taken in a bulk superconductor, far enough (many pene­

tration depths) inside that the currents are negligible. 

Then the condition Js= 0 on equation (2-13) coupled with 

the facts that ~ ve = 2 rt:n (n an integer) and ' A = ~, im­

plies~= nh/2e. That is, for any closed path lying entire­

ly in superconductor, the flux is quantized in units of ~o= 

h/2e ~ 2 x 10-7 gauss-em2 (Byers and Yang 1961, Parks and 

Little 1964). Note that if n ~ 0 then there must be a 

singularity in the superconductor: a hole, or a normal 

spot where the field penetrates called a "vortex" (De Gennes 

1966, Lynton 1969). 

2-13 Josephson Junction.--Because the Josephson 

junction exhibits behavior similar to that of a weak super­

conductor, it will .be referred to occasionally and a brief 

description will be given here as background. 

The Josephson junction (Josephson 1962) consists of 

two auperconductors separated by an insulating barrier 

which is thin enough to allow coupling. 

The situation may be described by two macroscop i c 

quantum states--one for each superconductor--and two 
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coupled Schroedinger equations. The solution of these 

equations is 

(2-34) 

(2-35) 

where j
0 

is a constant with the dimensions of a current 

density, whose magnitude depends on the strength of the 

coupling, and subscripts 1 and 2 refer to the two super-

conductors. 

Thus for V = O, the supercurrent j 5 in a Josephson 

junction is constant with respect to time and is propor­

tional to the difference in phase between the two sides of 

the junction. For V ~ 0 the phase difference increases 

with time and the supercurrent oscillates • 
....... 

The term in the vector potential A reflects the fact 

that the supercurrent in the junction depends on the mag­

netic field, which causes the Josephson junction to exhi­

bit a modulation of critical current in an applied field. 

In the junction, supercurrents which cross the insulating 

barrier by different paths in the presence of a magnetic 

field interfere with one another to produce this modula­

tion as shown by the following analysis. 

Let the barrier lie in the y-z plane, so that the 

supercurrent flows in the x-direction. The supercurrent 

at any point (y,z) depends upon the integral of the mag-
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netic vector potential across the barrier at that point 

according to equation (2-35). Thus in the absence of a 

magnetic field the supercurrent density, js, is the same 

for all points (y,z) and the maximum, or critical, current 

is j
0 

times the area of the junction. 

In the presence of a magnetic field, Ax varies in 

the y-z plane, and due to the sine dependence of js on 

Ax, the magnitude of the current density varies sinusoid­

ally in the y-z plane. When the current density is inte­

grated over the y-z plane to obtain the critical current, 

the currents at different points interfere. Thus, the cri­

tical current of the junction has a periodic dependence on 

the magnetic field. 

The effect is analogous to the Fraunhofer diffrac-

tion of light passing through a slit, and gives the same 

interference pattern. It is important to note that the 

minima in the critical current as a function of B are not 

all equally spaced: the two minima about B = O are twice 

as far apart as the others. 
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III. MODELS OF WEAK SUPERCONDUCTIVITY 

3-1 Repetitive Phase Slip.--A possible model of 

weak superconductivity is that the supercurrent at finite 

voltage results from a process of repetitive phase-slip, 

at an average rate which satisfies equation (2-19): 

?;a/21'C = v I d(.o• 

One crude way of visualizing the process of phase-

slip is the following: Imagine that .f and e are plotted 

in polar coordinates, with the x-axis as the polar axis, 

as shown in figure 3-1. 

For a superconductor with I= O,.f is constant and 

a may be set equal to zero from O to L. If a voltage is 

applied the (f ,a) line "winds up" into a helix around 

the x-axis as shown in figure 3-la. When the helix be­

comes "tight" enough--! equals the critical current--one 

of the loops untwists by passing through the x-axis, and a 

lower current state is reached--the phase has "slipped" 

{figure 3-lb). This process of winding up and losing a 

loop repeats as long as there is a voltage. The process 

may be thought of as a type of relaxation oscillation in 

which the supercurrent builds up and decays repetitively. 

For long structures (L »~) there would be many loops 

along the length of the weak superconductor, which could 

introduce randomness in the phase-slip process, in that 
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Fig . 3-1. Plots of _r and 8 versus x in a short (L :::::::10~) weak superconductor. 

(a) "winding up"--66 increases, (b) phase-slip transition from higher to 

l ower current s t ate--Se decreases by 27r: (it is assumed that fl0 has not 

appreciably increased during the transition). 
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any one of the loops, or more than one loop, could be lost 

during a phase slip. For short structures L~lo~, however, 

only one loop would be allowed for I~Ic, which would elim-

inate randomness from the causes given above. 

In order to wind up the helix and go from a lower to 

a higher current state, energy must be supplied to the weak 

superconductor according to equation (2-24). If it is as-

sumed that the energy associated with the supercurrent is 

dissipated (for instance as heat or electromagnetic radia­

tion), then to sustain the process of phase slip would re­

quire that power be suppli.ed to the weak superconductor. 

This picture of the phase-slip process in a voltage-

supporting weak superconductor as a thermodynamically ir-

reversible cycle is the origin of the idea that it is a time 

dependence in the amplitude of the order parameter which is 

responsible for the dissipation in a weak superconductor. 

In contrast, since the average supercurrent in the 

Josephson junction is zero (equation 2-35), the junction is 

intrinsically reversible and non-dissipative. In a real 

Josephson junction there is dissipation due to dielectric 

loss in the barrier, electromagnetic radiation, or flux flow 

(section 3-3). 

3-2 Two-Fluid Model.--In order for the helix to lose 

a loop and the phase to decrease,f must go to zero momentar­

ily over a distance of at least 5, which means that super­

conductivity is destroyed in a short section of the weak 
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superconductor. However, the adjacent parts of the wire 

remain superconducting and tend to restore superconducti­

vity where the slip has occurred (see Langer and Ambegeokar 

1967, Little 1967). 

This picture suggests a "two-fluid" (nonnal current 

and supercurrent) model, in which there . is a normal current 

In equal to (V)/R, where (V) is the time-average voltage 

applied to the weak superconductor, and R is its effective 

resistance; and a supercurrent, Is, which oscillates between 

O and Ic, and whose time-average value, <rs), lies between 

O and Ic. The total current, I, equals In + Is• Thus, when 

the weak superconductor is driven by a current source, a 

change in the supercurrent as it oscillates is compensated 

by a change in the nonnal current (Ain)· This model thus 

predicts an oscillating potential 

(3-1) 

for phase-slip by 2~. 

3-3 Flux Flow.--There is another mechanism that could 

accomplish the reduction in phase required if a superconduct­

or is to support a voltage. This mechanism involves a motion 

of vortices (section 2-12) known as "flux flow'' (Strnad, et al 

1964, Tinkham 1964, Volger, et al 1964, Kim, et al 1965). 

If a superconducting wire (or film) is carrying a 

1-~reat enough current, a quantum of flux--a "vortex" -- may 
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penetrate one side of the wire and be driven across by the 

Lorentz force to emerge on the opposite side, bringing about 

a reduction in phase between the ends of the wire of 2 tt:. • 

If only one quantum of flux is in the wire at a time the po­

tential developed by this process will consist of pulses 

generated at a rate V = (V)/<f(0 in accord with equation (2-19). 

The height and width of the pulses depend on the details of 

the flux flow process, but their integrated area must be (v)V. 

If the pulse width is short compared to the time between 

pulses (l/v), then F-0urier analysts gives the root-mean-

1quare (RMS) amplitude of the first AC component at the fre­

quency v as 

VRMS = ..,/2'¢.f) (3-2) 
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IV. DESCRIPTION OF SUPERCONDUCTING SAMPLES 

To study weak superconductivity it was necessary to 

have a structure--in which the phenomenon existed--whose 

parameters could be varied over a wide range in a control­

lable manner, and which would give reproducible results. 

In addition, from the standpoint of experimental 

convenience, it was desired that this structure be easy to 

fabricate, and be mechanically rugged and stable. 

A superconducting structure was developed (Frieberts­

hauser, et al 1968, Clarke 1970) with these requirements in 

mind and was found to meet them to a high degree. This 

structure will be referred to as the NM (Notarys-Mercereau) 

structure. 

"Weak" in reference to weak superconductivity is a 

relative term, which means that in a weak superconductor 

the density of superconducting electrons .f , is small rela­

tive to p in a "strong" superconduct~r. 

4.1 Weakening.--In the NM structure the weakening is 

brought about in a thin film of superconductor (with transi­

tion temperature Tc) by depressing the transition tempera­

ture to T~ <Tc in a localized region. 

The superconducting electron density !' in a super­

conductor is strongly dependent on temperature, T, being 

maximum for T = 0 and approaching zero as T increases to 
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the critical temperature. Thus if Tc is significantly less 

than Tc there will be a range near Tc where the localized 

region is weak compared to the main film, as required. 

In the NM structure the transition temperature is 

depressed in the localized region by a material inhomogen­

iety. This allows the superconductivity to be weakened 

without mechanically weakening the film. 

In these structures the transition temperature is 

depressed in a controllable manner by underlaying the super­

conducting film with a narrow strip of normal metal lying 

perpendicular to the direction of current flow. 

Most of the experiments were done with structures 

using tin (Sn) as the superconductor and gold (Au) as the 

normal metal; however, a few structures of lead-copper 

(Pb-Cu) and indium alloy-copper (Indalloy-Cu) were also in­

vestigated. These combinations give T6<Tc as required. 

In the case of Pb-Cu structures, in addition to the 

narrow Cu underlay, the entire Pb film is overlayed with Cu 

while still under vacuum. This procedure has the dual pur­

pose of protecting the exposed Pb from rapid oxidation, and 

of lowering the transition temperature of the lead by the 

proximity effect to temperature accessible in liquid helium. 

It is known that lead and copper do not alloy at all 

(Hansen 1958); thus the depression of transition tempera­

ture in Pb-Cu is entirely due to the proximity effect 

(Smith et al 1961, Hilsch 1962, De Gennes 1964) a name given 
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to the phenomenon in which the superconductor is weakened 

by being in intimate contact with a normal metal. 

Gold and tin form alloys and intermetallic compounds 

(Hansen 1958) which have transition temperatures lower than 

pure tin (Allen 1933). Chiou and Kolkholm (1964) and 

Kolkholm and Chiou (1966) attributed the depression of 

transition temperature of Sn films underlaid with Au or 

Ag to the presence of intermetallic compounds which they 

observed. 

This indicates that in the case of Sn-Au NM struc-

tures the predominant effect responsible for depressing the 

transition temperature is alloying rather than the proxim-

ity effect. 

The transition temperature of the weak section, Tc, 

was controlled by varying the relative thickness of the 

superconducting and normal metal films, and was set at tem­

peratures between 2°K and 3°K for Sn-Au structures. 

In the present work a thickness ratio of .25 (Au/Sn), 

gave a depression factor T~/Tc in the range .5 to .8, de­

pending upon absolute thickness of the films and age of the 

structure. This compares reasonably with the results of 

Kolkholm and Chiou (1966) who find Tc/Tc~ .5 and Simmons and 

Douglass {1962) who find T~/Tc:::-::..7 for films of Sn under­

layed with Au an4 Ag, respectively, with a thickness ratio 

of .25 in both cases. 

4-2 Fabrication.--For these experiments the following 
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fabrication procedure was found to be the most satisfac-

tory, in that it could be carried out most easily with the 

available equipment and techniques. 

A glass substrate was coated with collodion, which 

was then slit with a razor blade. The normal metal was 

evaporated through this slit and deposited onto the sub­

strate. The sample was then removed from the evaporator 

to remove the collodion and excess metal by dissolving the 

collodion. The excess metal lying on top of the collodion 

had to be torn from the thin strip of metal deposited on 

the substrate. For this procedure to be successful, the 

metal had to adhere strongly to the substrate, which, when 

the metal was gold, presented a considerable problem in sub­

strate preparation. This problem was solved by using a 

certain type of glass or by chemically cleaning and treat­

ing the glass surface. 

After removal of the collodion and excess gold, four 

spots of indiwn were soldered to the corners of the sub­

strate to form electrical contacts. The sample was tnen 

cleaned and replaced in the evaporator and a film of super­

conducting metal was deposited on top of the substrate, the 

strip of normal metal, and the indiwn contacts. The entire 

sample, including substrate, was about 1 cm2 by about lto2 

mm thick. 

The weak section was originally made several mm wide 

and later reduced to the desired width, w, by scratching 



the metal films away with a needle, to produce the struc­

ture depicted in figure 4-1. 

The metals were evaporated in a vacuum of 3 x lo-5 

torr from a molybdenum boat heated by passing current 

through it. The thickness of the deposited film was deter­

mined by completely evaporating a known amount of metal in 

a fixed source-substrate geometry which had been previously 

calibrated by measuring the thickness of deposited films 

with an optical interferometer. 

Due to the limitation of the evaporating technique 

and equipment the normal metal had to be exposed to air be­

tween the evaporations. It was found that when the normal 

metal was gold it could be exposed for days without impar­

ing the operation of the completed superconducting struc-

ture. However, when the normal metal was copper, enough 

oxide formed in one day to render the completed structure 

inoperative. 

Also, for this reason as well as others, the super~ 

conductor could not be deposited first. This indicates 

that the metals must be in intimate contact, since the ox­
o 

ide of tin under these conditions is less than 20A thick 

(Kubaschewski and Hopkins 1962). 

This structure has the important advantages that its 

geometry and dimensions are known and controllable, and its 

normal-state resistance and critical temperature are also 
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Fig. 4-1. (a) Geometry of NM weakly-superconducting thin-fillll structure; length, J. , 
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controllable. 

The NM structure is convenient experimentally be­

cause it is relatively easy to make, its characteristics 

are stable and reproducible, and it is mechanically rugged. 

These structures were used repeatedly, when necessary, over 

a period of several months, the only precaution being to 

store them in a dessicator between uses. 

There was some variation in sample parameters {for 

example, T~) among different samples made under the same 

conditions, and variation in a single sample due to aging. 

However, it was found that in spite of such variations, the 

behavior of a particular sample was determined by the value 

of its parameters at the time of the experiment, and was in­

dependent of its history. 

The Sn-Au structure was the only type studied enough 

to observe the effects of age. As a Sn-Au structure aged, 

its transition temperature T6 increased, approaching Tc for 

the tin film, indicating a gradual dispersion of the gold 

into the tin. 

4-3 Other ·Structures.--In regard to weak superconduc­

tivity, the NM structure is not unique: effects attributable 

to weak superconductivity have been observed in a variety of 

other structures. Among these are the Dayem bridge (Ander­

son and Dayem 1964): a thin film of superconductor with a 

restriction; structures consisting of a sandwich of super-
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conductor-normal metal-superconductor (SNS) (Meissner 1958 

and 1960, Clarke 1969, Bondarenko et~ 1970); the 

point contact (Kanter and Vernon 1970a,b; Zimmerman and 

Silver 1964, 1966) made by pressing a superconducting point 

onto another superconductor; and the tin whisker or wire 

(Webb and Warburton 1968). 

These other structures were not used in the present 

work because of various disadvantages associated with them. 

For example, the Dayem bridge does not have a geometrically 

well-defined weak section, its small size makes it diffi-

cult to fabricate, and its useful temperature range is 

small. The SNS structure has a large cross-sectional area 

which gives it a low resistance and makes measurement of 

its electrical characteristics difficult. The point con­

tact does not have a well-defined geometry, and the nature 

of its structure is difficult to determine. In addition, 

it is unstable and fragile. The tin whisker is fragile and 

lengths of a few microns are difficult to obtain. 

4-4 Size of Structures.--For these experiments, NM 

structures were fabricated to cover the following range of 

dimensions for the weak sectioni length, .1.. , f:J lf- to 50f4- ; 

width, w, ~ 5}'- to 2 mm; thickness, d, 300 R to 3000 R. 
How do these dimens i ons compare with 'A and .S in 

the weak superconductor? Experimentally ~(T = 0) is about 

500 R for Sn (Lock 1951). In the temperature range of these 

experiments, f is a fraction of its value at T = 0 and thus 
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A(T) is several times 1(0). In addition, the term ~o/l\. 

contributes a factor of ~ 5, so for these films A is at 

least ~1 f'- (see section 2-11). The thin-film structures 

used here have a maximum thickness, d, of 3000 -R, thus d/2 

<~and a magnetic field paralled to the film plane pene­

trates the film approximately uniformly. As will be shown 

later (section 6-1), S is at least ·3f- for these struc­

tures. 

The question now arises whether these structures sat­

isfy the requirements of one-dimensionality as defined ear­

lier. A criterion for one-dimensionality is that both w 

and d be approximately equal to or less than ~ and 5 . It 

can be seen that d satisfies this requirement, but w is 

clearly much larger than either " or 5 . 
The requirement that w be less than A and 5 may 

be relaxed if it is assumed that phase-slip will occur 

. whenever the existence of a vortex is energetically unfavor-

able. 

The energy per unit length, N, for a vortex line in 

a bulk superconductor is 

L ~o )2 
N=\~ (4-1) 

(De Gennes 1966). In a thin film (d<<A) the vortex is lar-

ger and requires more energy because the shielding currents 

are constrained to flow in the film and are less effective. 

(De Gennes 1966). The energy for a vortex in a thin film is 
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( 4-2) 

Using the values for d, A, and ~ given above gives 

an energy E~2 x io-l9 joules. The energy available in the 

weak superconductor to form a vortex is t1Kic2 • Setting 

these two energies equal gives Ic ~ 100 ft-A as the minimwn 

supercurrent necessary to allow the existence of a vortex. 

In these experiments, structures were operated with 

Ic in the range ~lfA to ,_.L mA. Thus the samples were opera­

ted in both the regime where flux flow is forbidden and 

where it is possible. However, even in the regime where 

flux flow is possible according to the argument above, it 

still may not occur because it is energetically less favor­

able than phase-slip or is forbidden for other reasons. 

The subject of flux flow will be considered again 

in sections 7-2 and 7-3 in connection with the experimental 

results. 

In sections 2-5 and 2-6 it was stated that the vector 

potential could be neglected for these films. The justifi­

cation for doing so is as follows (see Langer and Ambegaokar 

1967). 

Let the film lie in the xz-plane, centered in the 

y-direction, with the current j 6 flowing in the x-direction. 

Slnce the thickness of the f ilm d i s small compared t o the 

penetra t ion depth, A , the current will be distributed uni-
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formly in the y-direction, and the resulting field inside 

the film will be 

(4-3) 

Thus in the gauge used here 

(4-4) 

Now compare js and the second term in equation (2-13) 

namely 
(4-5) 

where equation (2-32) for A was used. Thus since y~d/2 

is small compared to A the second term in equation (2·13) 
.... 

in the vector potential, A, may be neglected. 

In addition, this shows that in the case of a time 

varying supercurrent, in a film which is thin compared to 

A, the magnetic inductance due to the A term is small com­

' pared to the kinetic inductance due to the ve term. 



Vo GENERAL EXPERIMENTAL TECHNIQUES 

5-1 Temperature Control.--The superconducting struc-

tures used in these experiments were brought to low temperarures 

(1-4°K) by immersing them in a liquid-helium bath contained 

in a dewar, which was immersed in turn in a liquid-nitrogen 

bath contained in a larger second dewar. 

The boiling temperature of liquid helium depends on 

its vapor pressure, and this fact allows a range of temper-

atures to be reached by pumping on the helium with a vacuum: 

pump. For the apparatus used in these experiments, the ap ­

proximate range was from 4.2°K at atmospheric pressure to 
0 

1.4 K at 2-3rnm, the lower limit of the vacuum system. To 

maintain the temperature constant at a selected value, a 

mechanical pressure regulator was used. 

Measuring the electrical characteristics of the super­

conducting structures involved voltages on the order of 10-7 
-8 -1 to 10 volts, and sample impedances on the order of 10 to 

-3 10 ohms. Thus a reasonable amount of care was required 

in design and construction of the apparatus. The means 

taken to prevent invalidation of the data by interference 

are considered b·elow. 

5-2 Internal Interference.--At finite temperature 

there is noise in any system due to thermal fluctuations. 

In the case of electrical conductors it may be thought of 

as arising from ·the random fluctuations in occupancy of 
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states by electrons near the Fermi surface. At low frequen­

cies (hw«kT), such as in these experiments, this noise is 

called Johnson noise. 

Johnson noise is present in the superconducting 

structure itself when it is in a resistive state. Measuring 

the intrinsic noise of the superconductor was one part of 

the research and is discussed in section 7-2. 

In order for measurements on the sample to be degrad­

ed, the apparatus connected to the sample would have to de-

velop noise in the sample comparable to its intrinsic noise. 

To eliminate this possibility circuits which included the 

sample were kept at a high impedance relative to the sample. 

External circuit impedances were at least IK.0. at room tem­

perature and at least 10.0. at liquid helium temperatures. 

Since the sample resistance was .1.0. or less, the external 

circuits may be considered as current sources. 

Using the appropriate formula for lohnson noise: 

(5-1) 

1 
where i is the noise current in amps-hertz-2 and R is the 

resistance of the noise source in ohms, it can pe seen 

that the quietest sample (.lJ"l. at 4°) creates about 5 x 

-11 __ l 
10 Amp-Hz 2 of noise current whereas the external cir-

-12 l cuitry at wors t creates only 5 x 10 Amp-Hz-2 of noise 

current in the sample. 
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The total noise power in the sample can be estima­

ted as follows. A typical inductance of a sample was on 

-8 the order of 10 henry or greater; combined with a sample 

resistance of .lil or less gives a maximum bandwidth of 

-107 Hz. The total noise current from the sources consi­

dered above in a bandwidth of -107 Hz would be about 2 x 

10-8 amp, corresponding to a power of 4 x lo-17 watt in-

duced in the sample. Thus the noise was insignificant com-

pared to the signal that was being measured which had a 
-~ power level on the order of 10 watt or greater, as will 

be shown later. 

5-3 External Interference.--A number of precautions 

were taken in order to eliminate pickup of unwanted electro-

magnetic signals from outside sources. Sensitive electrical 

leads and apparatus were shielded and grounded. Electrical 

leads were kept short and leads connected to the sample from 

outside were provided with filters. 

Any effects produced by interfering signals from 

broadcasting stations, electrical machinery, and the like, 

would be uncorrelated with experimental conditions and in 

addition would depend on the time of day, and the location 

of the apparatus. Such effects were looked for, but were 

not observed. 

As an added precaution against unwanted signals or 

noise in the laboratory, many of the measurements were made 
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with all apparatus and the experimenter inside an electro­

magnetically shielded enclosure. The only electrical con­

nection with the outside was the power mains, which were 

well filtered. It was found that the results were identi­

cal for experiments performed inside or outside of the 

shielded enclosure, confirming that adequate precautions 

had been taken originally in the design and construction of 

the apparatus. 

5-4 Magnetic Shielding.--The experiment was sensi­

tive to variations in the magnetic field, since the elec­

trical characteristics of the superconducting structures 

which were being investigated depended strongly on the ex­

ternal magnetic field, as will be described in detail later. 

To reduce interference from the ambient magnetic 

field, as well as electric fields, the dewars containing 

the sample were surrounded by two concentric, cylindrical 

mu-metal shields. Inside the shields the static magnetic 

field level was a few milligauss, and the time-varying com­

ponent, principally at 60 Hz, was tens of microgauss. 

The degree of sensitivity of a particular sample de­

pended on its geometry. When experiments were done on the 

more sensitive samples, for which the tolerable field vari­

ation was a few milligauss, a lead shield was placed in the 

heliwn bath to further reduce field variations, and a coil 

placed near the sample was used to cancel any remaining 
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static field (the method used to set the field to zero will 

be described later). This coil was also used to apply a 

net field to the sample. 

5-5 DC Measurements.--In order to measure the direct­

current {DC) characteristics of the low-impedance sample a 

four~terminal connection was used as shown in figure 5-1. 

A direct measurement of the DC characteristic of the sample 

would have been difficult due to the low voltages involved, 

as well as the problems of currents generated by the thermo­

couple effect and drift. To avoid these difficulties the 

measurement was made using a "lock-in" (synchronous detec­

tion) technique with the reference frequency between 100 

and 1000 Hz {but not at a multiple of 60 Hz to avoid inter­

ference from the power mains). 

Two methods were used to measure the characteristics. 

In both cases the sample was biased by a DC current source 

connected to two of its terminals, and the other two termi­

nals were connected to the input of the lock-in amplifier. 

In the first method, the DC bias current, I, was 

chopped at the reference frequency, and the voltage pulses 

appearing across the sample were fed to the input of the 

lock-in amplifier, which measured the amplitude of the fun­

damental AC component of the pulses. Consequently, the out­

put of the lock-in was proportional to the voltage, V, the 

sample would develop if a steady current I were passing 
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through it. This repetitive measurement allowed the DC 

characteristic to be obtained using AC techniques, and 

would yield a V versus I curve as the DC bias current (I) 

was swept. 

In the second method, a small AC current ('-l_µA) was 

added to the DC bias current; thus, the output of the lock­

in amplifier was proportional to the dynamic resistance, 

dV/dI, of the characteristic curve at the bias point. This 

method yielded a dV/dI versus I curve as the DC bias cur-

rent was swept. 

To eliminate any DC currents that might flow due to 

thermocouple effects, capacitors were inserted in all pos-

sible current loops, with the exception of the circuit used 

to current bias the sample. The bias circuit consisted of 

a voltage source of several volts connected to the sample 

through a high resistance. For .the level of accuracy in 

these experiments, the error introduced in the bias circuit 

by thermally generated voltages, on the order of millivolt~ 

was insignificant. 

5-6 RF Measurements.--Measurements were also made 

of the oscillating electric potential produced by the super­

conducting structures at the Josephson frequency, V = V/<fo• 

This oscillationg potential was typically in the range of 

lo-8 to io-7 volts, corresponding to a power level in the 

sample on the order of io-12 watts. The oscillation was 
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detected at frequencies of approximately lOMHz and 30MHz. 

In order to couple the low-impedance superconduct­

ing sample to an amplifier, the sample was made part of an 

LC resonant circuit which was also contained in the helium 

bath, as shown in figure 5-1. However, the impedance of 

the resonant circuit seen by the sample was not made so low 

that it loaded the sample significantly (loading was 10% at 

worst, and usually considerable less). The Q of the reson­

ant circuit, and consequently its bandwidth and impedance, 

were varied, which produced the expected effects to be dis­

cussed later. The resonant circuit determined the band­

width of t~e entire detection system which was typically 

.2 MHz at 30 MHz and .03 MHz at 10 MHz. 

The resonant circuit was connected to a fixed-fre­

quency detection system consisting of a superhetrodyne 

radio frequency (RF) amplifierand tuned detector. Thus the 

RF detection equipment was directly connected to the super­

conducting structure and did not rely on electromagnetic 

radiation for coupling. For purposes of determining the 

amplitude of the oscillation produced by the sample, the 

apparatus was calibrated with a RF signal of known ampli­

tude applied at the input to the first amplifier. 

The apparatus was designed so that the DC character­

istics and high frequency oscillating potential could be 

measured concurrently. 
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5-7 Sensitivity.--The ultimate sensitivity of the 

measurements was limited by noise generated in the measur­

ing apparatus. In the case of the DC measurements tre 
noise was that generated in the input of the lock-in ampli­

fier which was at room temperature, and allowed an ultimate 

sensitivity of a few nanovolts. In the case of the RF meas­

urements the noise was that generated in the resonant cir­

cuit at liquid helium temperature which gave an ultimate 

sensi.tivity of about lOnV, which is the value expected for 

Johnson noise in the resonant circuit. 
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VI. DIRECT-CURRENT CHARACTERISTICS 

6-1 Behavior Above T~.--Above T' all samples had a 
~- -- c 

DC characteristic that gave a straight line on a V-I plot. 

The magnitude and temperature dependence of the resistance 

of the samples were as follows. 

At room temperature (300° K) a measurement of the 

resistance of a sample represented mainly the resistance 

of the main film of superconductor, which was in the normal 

state, and gave a value of approximately 1 ohm per square 

for Sn-Au structures. This gives a resistivity of 10 x 

-6 10 ohm-cm which is in reasonable agreement with the 
-6 

accepted bulk value of 11.2 x 10 ohm-cm (NBS 1961). 

As the temperature was lowered the resistance de­

creased, and at 4.2° it was less than the room temperature 

value by about a factor of twenty. The corresponding re-
-6 sistivity was .4 x 10 ohm-cm, which is 40 times the bulk 

value for pure tin at this temperature, which is l.O x 

10-8 ohm-cm (NBS 1961). This descrepancy is due to con-

tributions to the resistivity from impurities and the fin­

ite thickness of the film, both of which limit the mean 

free path of the conduction electrons. 

Experimentally, it is found that the density of con­

ductions electrons, n, is approximately 3 x 10
22 cm-3 for 

tin, or about .8 conduction electron per atom (Sondheimer 

1952) 1 which gives a value of A.I' 4 -11 2 
~ 1. x 10 ohm-cm • 
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Thus the accepted resistivity for pure bulk tin gives ./\.= 

1.4 x 10-3 cm. For a film 1000 .R thick d/A-0.007, and the 

expected ratio of film resistivity to bulk resistivity is 36 

(Sondheimer 1952), in good agreement with the observed value 

of 40. 

There is an abrupt drop in resistance when the main 

film becomes superconducting at its critical temperature T , c 
which is about 3.8° ~ for Sn. The resistance remaining be-

low Tc (but above Tc) is the normal-state resistance, R, of 

the weak section itself, and is determined by the composi­

tion and dimensions of the weak section. In these experi­

ments the value of R ranged from about .5milto .5.().. For a 

weak section 1000 j thick R is approximately .5.n.per square 

for Sn-Au and about 1.0. per square for Pb-Cu and In-Cu. 

This gives a resistivity of 5 x io-6 ohm-cm and a mean free 

path of '.::d 300R for the weak section in a Sn-Au structure, 

assuming that the material in the weak section has n approx­

imately the same as n for tin. Thus, using formula (2-6) 

the coherence distance at absolute zero, 5 (0), is -10-5 cm 

or O.lj"-• 

The temperature dependence of 5 is 

(6-1) 

(De Gennes 1966). Thus for the temperature range of these 

experiments,AT/Tc~.l, ~(T) is approximately .3por greater. 
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6-2 Behavior Below T6.--Below the critical tempera­

ture of the weak section, T', the V - I characteristic is 
c 

no longer a straight line, but exhibits a zero-voltage 

supercurrent as shown in figures 6-la and 7-1. The max-

imum value of this zero-voltage current is called the cri-

tical current, Ic. 

6-3 Temperature Dependence of Critical Current.--Ic 

is temperature dependent, being 0 at T6 by definition, and 

increasing with increasing AT= Tc-T. Over the temperature 

range in these experiments (ll.T/T6~.l) the dependence of Ic 

on T was found to be approximately exponential. 

However, comparing this dependence to any theory is 

difficult, because these experiments were designed with 

other purposes in mind and the experimental situation was 

far from ideal with respect to determining the dependence 

of Ic on T. 

For these samples, the magnetic modulation period was 

less than 100 milligauss, thus Ic was sensitive to fields on 

the order of a few milligauss. Fields greater than this 

were produced by the current flowing in the sample for mod-

erate critical currents. In addition, the large values of 

w/~ for the samples (30 and up) caused the field through 

the weak section of the sample to be distored and tended to 

make the samples even more sensitive to a magnetic field. 

As a result of such complicating factors, the depen-

dence of Ic on T seen here cannot be taken as characteristic 
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of a weak superconductor. Determination of the depend-

ence of Ic on T under more suitable conditions has been 

made by Notarys (1971), who found aL\T2 dependence for NM 

structures of the type used in the investigations described 

here. Dayem and Wiegand (1967) also find a AT2 dependence 

of Ic for T close to Tc in the Dayem bridge (Anderson and 

Dayem 1964). A similar dependence has b.een observed by 

Meiklejohn (1964) in tin films which contained a few percent 

of indium. He ascribes the observed temperature dependence 

to the presence of the impurity (indium). 

At present there is no theory to account for this de­

pendence. The Ginsburg-Landon theory of superconductivity 

predicts a~T3/2 dependence for a pure homogeneous super­

conductor (Bardeen 1962). 

6-4 Magnetic Field Dependence.--At any given tempera­

ture below T~, Ic is a periodic function of the external 

applied magnetic field perpendicular to the plane of the 

film. As shown in figure 6-2, Ic is a maximum for B = 0 

and has equally spaced minima and maxima as a function of B. 

For an explanation of this effect, consider equation 

(2-13), integrated around the edge of the weak section. For 

such a closed path, 

(6-2) 

Thus if 

.fl21t'n -:/: 2 e~ , (6-3) 
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or 

f ;i nl!_ = n f o 
2e 

(6-4) 

there would be a circulating current in the weak section. 

This circulating current would raise the energy of the 

superconductor and thereby decreas.e the critical current. 

Thus the critical current would be a periodic function of 

~' the flux in the weak section, and consequently of the 

applied field B, with period given by ~Q/AREA (Parks and 

Little 1964). This effect is present in any superconduc­

tor, but only becomes important in a small superconductor, 

such as the NM structure. 

Experimentally, it has been found that the period 

of the modulation is given by the flux quantum, <f0 , divided 

by an effective area of the weak section. The effective 

area is larger than the actual area, iw, by a factor which 

depends on the ratio w/.£: for w/l near 1, the factor is near 

1, and for w/J near 40 the factor is about 10. This effect 

is due to a distortion of the magnetic field by the super­

conductor which concentrates the f ield in the weak section 

(Notarys 1971). 

The V-I characteristic, and magnetic modulation due 

to a small field perpendicular to t he plane of the film, 

were found to be essentially the same when a Sn-Au weak 

superconductor was placed in a uniform, constant magnetic 

field of approximately 100 gauGs paralle l to the film (wi t h-
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in one degree) and perpendicular to the current in the weak 

superconductor. 

Actually, the entire V-I characteristic is modula­

ted by an external field--at finite voltage the current 

goes through minima and maxima as a function of field. 

This is illustrated in figure 6-1. Curves a and b were 

taken at the same temperature, curve a was taken with B = O, 

Ic a maximum; curve b was taken for B ~ O, with Ic at a 

minimum. However, it was found that for higher values of 

V and I, the interference became less well defined: the side 

peaks disappeared and the pattern was replaced by a single 

broad peak centered at B = o. The effect is illustrated in 

figure 6-3 which shows the dependence of V on B for four 

values of the current, I ·. As I and V were increased the 

magnetic field pattern was seen to disappear when I was 

about three times Ic for Ic in the range of lOf-A to 100 f<-A. 

It has been suggested (Yu 1971) that the disappear­

ance of the interference pattern is due to a time-varying 

magnetic field produced by the oscillating current in these 

structures, which tends to average out the fine structure 

of the pattern and leave only a broad peak. 

6-5 Finite-Voltage Supe,rcurrent.--The dif'ference be­

tween V-I characteristics with and without an applied field, 

such as a and b in figure 6-1, is taken as a measure of the 

time-average supercurrent, <I8), at any voltage V. It is 

asswned that any supercurrent has been suppressed, and that 
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curve b is the normal-state characteristic of the weak 

superconductor. The time-average supercurrent obtained in 

this way has been found to remain finite and constant out 

to at least .2mV for weak superconductors of Sn-Au. 

For structures with short weak sections (1'-414), 

and low critical current (Ic,...lOfA), it was found that (Is) 

was approximately Ic/2 for (V)~IcR• In other words, for 

large I, <v> tended asymptotically to the value 

<v> = (I + Ic/2)R. (6-4) 

On the basis of the two-fluid model presented in 

section 3-2 this result is consistent with repetitive phase 

slip between supercurrent stat&s Is = Ic and Is = o. Using 

the two-fluid model, the weak superconductor may be simu­

lated by a circuit consisting of a parallel combination of 

a resistor with value R, representing the normal current I n 

and an inductor with value equal to the kinetic inductance,tK 

(section 2-lOJ. representing the supercurrent Is• For such 

a circuit, at high voltage (<v)~IcR) the supercurrent in­

creases from 0 to Ic uniformly in time and <Is>~Ic/2, where­

as at low voltage (<V)~IcR) the supercurrent increases rap­

idly at first and then more slowly, and its time-average, 

(I
5
), is closer to Ic• As can be seen from the experimental 

V-I characteristics {figures 6-la and 7-1), this simple mod­

el is in good agreement with the observed behavior of the 

NM-structure. 
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Stewart (1968) and McCwnber (1968) have developed 

a theory of a general Josephson junction which may be shun­

ted by a resistance or capacitance. Their prediction is 

that in all cases for large I, <v> tends asymptotically 

to the value 

<v> = IR (6-5) 

Hansma and co-workers (1971) have tested this theory 

with shunted Josephson junctions and find good agreement. 

Clarke(l971) finds that in SNS junctions at high voltage 

more current flows than predicted, which he attributes to 

vortex motion in the junction (sections 2-12 and 3-3). 

Thus the V-I characteristic of a weak superconductor 

cannot be explained on the basis of such a model of a 

Josephson junction. 

For longer NM structures (4f_~~~ 50;<-) I 8 was found 

to be more than ~Ic/2, as would be expected for phase slip 

between two current states Is = Ic and Is = Ic-LUs>O for 

phase slip by 2~, or between Is = Ic and Is = Ic-l"l.Als for 

phase slip by 27ln. The exact value of (Is)/Ic depends on 

the relative likelihood of phase-slips by 2?C, 4r, 2Kn, . . . ~ 
which is not known. However, the experimental results tend­

ed to indicate that a larger phase-slip is less likely. 



VII. ALTERNATING-CURRENT CHARACTERISTICS 

7-1 Oscillation.--The oscillating electric potential 

predicted by the phase-slip model in section 3-2 was ob­

served at frequencies of 10 MHz and 34 MHz. 

One method used to detect this oscillation was to 

current bias the weakly superconducting structure and ob-

serve the output of the fixed-frequency detection system 

described in section 5-6 . (see fig~re 5-la). When the bias 

current was swept, a detected signal would be observed 

when the voltage,<v~ satisfied(V')= VD~o' where lln is the 

detection frequency, as shown in figure 7-1. The relation 

<;I>= Vn ~·was exact within the experimental accuracy of the 

voltage measurements, which was about 5%. 

The oscillation was also detected when the super­

conducting sample was DC voltage-biased.(see figure 5-16). 

The voltage source was placed in the helium bath and con­

sisted of a resistor of about 6,µ.0.(a copper wire), which 

was connected across the sample with superconducting leads, 

one of which had an inductance of about io-7 henry. Thus a 

sample with R ~ 10 m.n.was voltage biased only below about 

104 Hz; this avoided loading the sample at the measuring 

frequency. Signals detec t ed by this method are shown in 

figure 7-2. 

Actually, regardless of the external circuitry, the 

sample is current biased :t'or frequencies above a few t enths 
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of a megahertz. This comes about because of the inductance 

of the main film on either side of the weak section, which 

has an inductance on the order of io-8 henries. 

7-2 Linewidth.--In either the voltage-biased or cur­

rent-biased method of detection, the signal was observed to 

have a linewidth. When the linewidth of the signal was 

greater than the bandwidth of the detector,~VD, data such 

as figures 7-1 and 7-2 directly provided a value for the 

linewidth of the oscillation. The linewidths obtained by 

the two methods--current biasing or voltage biasing the sam­

ple--were the same within the experimental uncertainty. 

A series of eleven samples was examined, covering 

the following range of parameters: J = 2f< to 12f, w = 60f-

to 2 mm, d = 300 g to 3000 ~. Nonnal state resistance, R, 

was .6 m.O. to 14 mA. Data for two typical samples are plotted 

in figure 7-3. Here the current linewidth, Ais' obtained 

from current-biasing the sample, as in figure 7-1, is plot-

ted against (Tic)· 

For each of the eleven samples the slope of Ais ver­

sus (TIC) was .5 ± .1, and in magnitude all data fell within 

the limits set by the points in figure 7-3. Similar results 

were obtained for several samples of Pb-Cu and Indalloy-Cu. 

Two procedures were performed to be certain that the 

observed linewidth was not a result of fluctuations in the 

critical current due to thermal fluctuations in the helium 

bath. 
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The first procedure relied on the fact that heliwn 

becomes a superfluid below TA= 2.18° K, and its heat con­

ductivity becomes extremely large (Leighton 1959). Because 

of this, thermal fluctuations in the bath are less below TA 

by at least an order of magnitude than they are above T~ 

(Notarys 1971)0 There was no difference in the data for 

structures which operated above T~ from those which operated 

below TA. In addition, a sample which had Tc slightly 

above T~ and operated both above and below T~ showed no 

abrupt change in the linewidth on going throught TA. 

The second procedure consisted in operating a sample 

alternately in the cold helium gas just above the liquid 

heliwn and in the liquid itself. Thermal fluctuations 

should be greatly different in the two cases. Again no dif­

ference in linewidth was observed. 

It was also observed that the linewidth did not 

change when pumping of the helium vapor was interrupted, 

which reduces temperature fluctuations due to evaporation 

and boiling of the helium. 

As a further check on the experiment, low freqll.ency 

noise from as external source was fed to the sample and the 

signal was observed to widen, as expected. Its intensity 

decreased in a way such that the total power in the signal 

remained constant. 
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The linewidth data may be explained by use of the 

two-fluid model described in section 3-2. The normal cur-

rent is assumed to have Johnson noise given by 

(7-1) 

The appropriate bandwidth, L\w, is assumed to be given by 

the nonnal-state resistance, R, and kinetic inductance,~K' 

of the weak section:Aw.,.R/,tK. This assumption is based on 

the fact that the sample is current biased, rather than vol­

tage biased (see section 7-1) and that it has negligible 

capacitance. Consequently, it would be expected that the 

supercurrent must respond to Johnson noise in the nonnal 

current over the entire bandwidth,.ti.W. Thus 

where equation (2-30) for IrlO~ was used in the last step. 

An equivalent frequency linewidth,flV, may be obtained by 

using the relations dV/dV =1 ~oand dV/dI~R. Thus 

kTicR2 
tlv2 - (7-3) - ~.3 

Equation (7-2) ·appears in figure 7-3 as a straight 

line and gives a reasonable good fit to the data. Thus the 

two-fluid model and the analysis given above appear to be a 

convenient way to interpret noise effects in the NM weakly­

s uperconducting structure. 
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An analysis of noise appropriate to an insulating 

junction, such as the Josephson junction, has been made by 

Dahm and co-workers (1969). The functional dependence of 

the linewidth on the parameters T, I, V, etc. predicted by 

this analysis does not agree with that observed for the NM 

weakly superconducting structures. In addition, for large 

values of the current, the observed linewidth is smaller by 

a factor of 4 than that predicted on the basis of the theory 

of Dahm and co~workers. 

7-3 Amplitude.--The absolute amplitude of the oscil­

lating potential was obtained by multiplying the intensity 

of the detected signal by its linewidth. Reduced data from 

three samples are shown in figure 7-4. 

It can be seen that for (V~IcR the RMS AC potential, 

v, obeys 

{7-4) 

in agreement with the result expected {equation 3-1) for 

the model of weak superconductivity presented in section 

(3-2). As pointed out in section 4-4, for large Ic there 

is a possibility of flux flow in these structures. For 

flux flow 

( 3-2) 

with which the data for large Ic are in agreement, whether 

or not flux flow is actually occurring. 
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7-4 Effects of Magnetic Field.--For most of the 

measurements of linewidth and amplitude the external mag-

netic field was adjusted as nearly as possible to give tbe 

maximum Ic• From knowledge of the modulation it was as­

sumed that for maximum Ic the net applied field was zero 

and that any small residual field had been cancelled. 

A question naturally arises as to the possible ef-

fects on the data of a non-zero net applied magnetic field. 

To answer this question, a number of experiments were per-

formed in which the magnetic field. was varied over many 

modulation periods and data on linewidth and amplitude were 

taken as before. When B was varied, the observed linewidth 

and amplitude were observed to change, as did the critical 

current. However, the observed linewidth and amplitude had 

the same dependence on Ic as for B = O. In other words, 

the linewidth and amplitude are determined by T, ·R, and Ic, 

regardless of the applied field B (even though Ic depended 

on B). 

7-5 Empirical Summary.--For structures with l short, 

less than about Llf-, the experimental results for the DC and 

AC characteristics are summarized in the following empirical 

formula 
t 

Is(t) = Ic~B) [l + cos2e/-ri]v(t' )dt 1) 

0 

(7-5) 

If the stTucture is current biased--which is almost always 

the case--then in addition 
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V(t) = (I-I5 )R (7-6) 

This formula for the supercurrent is similar to 

that for the Josephson junction, equation (2-35), but in-

eludes an additional term to reflect the excess supercur­

rent and the dissipative nature of weak superconductivity 

discussed in section 3-2. 

The solution of equations (7-5) and (7-6) is 

V(t) = 21/Ic(l-I/Ic)E 
1 + E'. sin Wt 

which yields 

and 

where 

(V{t)) = i!<r-rc)'R 

v(t)/(V{t)) = {2' (~l-E2' -1)/~ 

w ::: 2?C(V(t)) , 
- ~o 

-1 
E ;: ( l-2I/Ic) 

(7-7) 

(7-8) 

(7-9) 

(7-10) 

The DC characteristic given by equation (7-8) is 

plotted in figure 6-la using only the measured values of 

R and Ic, and is seen to agree well with the measured V-I 

curve. 

From equation (7~7) it can be seen that for I>>Ic 

1 
v~2372IcR and V{t) has a small harmonic component and a 

DC component. For r~Ic(E~-1), V(t) is strongly anharmonic 

--pulse-like--and v ~f2' (V), as would be expected for flux 

flow (section 3-3). These results are plotted on fi gure 

7-1+. In both regions there is good agreement with the data. 
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7-6 Effect of Resonant Circuit.--It was hypothesized 

that when the high Q LC resonant circuit was connected to 

the sample there might be a distortion in the DC V-I curve 

near V = ~ VD due to loading of the sample by the resonant 

circuit or due to a tendency of the sample to oscillate at 

the frequency of the resonant circuit over an extended range 

of bias current, I. At present there is no theoretical 

basis for acceptance or rejection of such an hypothesis. 

Such an effect was carefully looked for experimen­

tally but was not observed. The absence of an observed ef­

fect could be due to the hypothesis being false, or due to 

the coupling of the sample to the resonant circuit being so 

slight that the effect was unnoticeable. 

It was observed that when the current through the sam­

ple was greater than Ic, the background noise level in the 

RF detection system was lower than when the current was less 

than Ic• This effect was due to a change in Q of the reson­

ant circuit due to the appearance of the normal state resis­

tance of the bridge above Ic• The direction and magnitude 

of the effect were found to be compatible with such an inter­

pretation. When a low Q resonant circuit was used, the ef­

fect disappeared. 

An experiment was also done to see if the structure 

could be loaded by coupling it to an external spin system to 

produce a distortion in the DC V-I characteristic. 



75 

In this experiment a substance known as DPPH (diphen­

ye picryl hydrazyl) (Holden et al 1950, Townes and Turkevich --
1950, Hutchison, et al 1952) in the form of a powder was --
placed directly on top of the weak section of an NM struc-

ture. DPPH exhibits a strong, sharp paramagnetic spin re­

sonance in a magnetic field at approximately 2.8 MHz/gauss. 

The experiment was done in a magnetic field which was varied 

from 50 - 200 gauss, parallel to the plane of the film and 

both parallel and perpendicular to the current in the super-

conductor. This arrangement was calculated to load the NM 

weakly superconducting structure significantly assuming a 

coupling between the spin system and the weak superconductor 

of lo-4 or greater. 

No effect attributable to the presence of the DPPH 

was observed in the V-I characteristic despite repeated at­

tempts. As in the case mentioned at the beginning of this 

section, this may be due to insufficient coupling, or due 

to the fact that loading the weak superconductor does not 

cause a distortion in the V-I characteristic which would 

also explain the observation reported at the beginning of 

this sectione 

7-7 Harmonics.--In addition to the main signal at a 

sample voltage V = Vn~' a signal was occasionally observed 

when the sample voltage was one-half this value, atVn = 

2V/<\>o (see figure 7-5). This signal is due to harmonic gen­

eration by the sample. Such signals were observed only when 
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IcR~(V), which would tend to support the hypothesis that the 

oscillation deviates markedly from a sinewave for IcR~(V). 

The harmonic signals were always weak which makes an accur-

ate estimate of their amplitude impossible. 

Only the signal corresponding to the second harmonic 

was identified. Whether higher harmonics were present is 

not known as it is likely that they were too weak to be de­

tected. It is also possible that signals such as that in 

figure 7-2 indicate the presence of a harmonic, or harmonic~ 

which blend into the main signal on the low voltage side. 

7-8 Phase Slip by Multiples of 21(.--In section 2-8 

it was argued that in structures with a long weak section 

L>>lO~ there could be phase slip by 4x, 6~, .... If such 

were the case there would be an oscillation for which V = 

nv~since the reduction in phase which occurs during phase 

slip need occur only a fraction as often when each reduction 

in phase is greater. 

A signal satisfying (V>= 2V1>.was observed in a Sn-Au 

structure with 1-::::.141<, in addition to the usual signal at 

(.V)= V ~·· This would tend to indicate that the coherence 

distance in the weak section at the temperature of the ex­

periment {for which ll.T/Tc ~ .02) was on the order of • 7ff, 

e; i ving ~ ( O) ~ .15f· This is in good agreement with the value 

predicted from the experDnental DC characteristics in sec­

LLons t) -1 anJ 6- 5 , assuming that the e f f ect :i ve len ;~L lt, L, of 
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the weak section is approximately equal to its geometric 

length, J, for these structures. 

7-9 External Radiation.--If external radiation of 

frequency Wis applied to these structures, constant-vol ­

tage "steps" can be made to appear in the DC V-I charac ­

teristic, as shown in figure 7-6, at voltages given by V = 
11 n _w, n an integer. 

2e 
In a similar manner, steps can also be made to appear 

in the DC characteristic of a Josephson junction by appli­

cation of external radiation. In the case of the Joseph-

son junction, an analysis is possible because the basic 

equations are known (see section 2-13). In the case of a 

junction that is voltage biased at DC, the equations are 

e(t') - 2e(v + v cos~ t') - .fl. 0 1 1 ' (7 - 11) 

where V0 is the DC voltage and v 1cosc.J1t 1 is the applied sig­

nal; and 

I 5 (t) =I sinJte(t')dt' 
0 0 

(7-12) 

where I 0 is a current that depends on the junction and con­

ditions of the experiment. Thus 

I 5 ( t) = I 0 s 1nf~ i: (V0 + v1 cos"'i_ t ')dt} {7-13) 

whtch yields 

(7-14) 
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ternal radiation at approximately 500 MHz applied. 
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where °" is a constant of integration. 

The right-hand side may be expanded in terms of 

bessel functions to give 

Is(t) = r0f{Jn(2~V1 sin[(n~ + 
2~V0)t +°"]}(7-15) 

n=-oo ~ 

to determine the resultant DC characteristic, Is (t) must 

be averaged with respect to time. Due to the sine term 

all terms average to zero except when the sineis a const-

ant, that is, when 

(7-16) 

as expected. When this equation is satisfied, (Is{t))~o, 

and there is a constant voltage step. These steps may be 

thought of as the DC component resulting when the internal 

and external oscillations, or their harmonics, mix. 

A similar result will be obtained if the empirical 

equation (7-5) for weak superconductivity is used in place 

of equation (7-12), although the exact nature of the solu­

tion will be different. 

The noise which gives rise to the broadening of the 

oscillation in the NM structure should also affect the ob-

served steps. This is supported by experimental evidence: 

it was found that steps could not be produced for external 

radiation below a frequency on the order of /::).V, the line-

width given by equation 7-3. For these experiments D.V 

ranged from -1 MHz to -100 MHz. 
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In addition, the rounding at the edges of steps is 

in qualitative agreement with that expected from noise ac­

cording to the analysis in section 7-2. 

Another effect of external radiation on these NM 

structures is that ·' for frequencies in the microwave region 

("'10 GI1z), the critical current, Ic, initially increases 

as the applied microwave power is increased from zero (Not­

arys and Mercereau 19b~). 

Such an effect was also observed by Dayem and Wiegand 

(1967) and Anderson and Dayem (1964) for their aonstricted 

thin film structures. So far, no explanation for this 

phenomenon is known. It has been looked for in the Joseph­

son junction but has not been observed (Dayem and Wiegand 

1967). 

7-10 Radiation by NM Structures.--Since there is an 

oscillation in these weakly superconducting structures, and 

since they couple to external radiation, it is clear that 

they radiate some electromagnetic energy. However, tn~ir 

low impedance, on the order of .ll\. or less prevents them 

from coupling well to free space or ordinary antennas and 

would. lead one to believe that the power radiated would be 

a very small fraction of the total RF power available. 

A confinnation of this fact was made by a calori.met­

r:l.c measurement which showed that within the experimental 

accuracy of 10%, all the electrical input power t o one or 
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these structures was converted to heat in the structure it-

self. A sample with R~.l[). was used and Ic ranged from 

approximately lOrA to 1 mA. Input powers less than lo-9 

watt were measured. Of the total input power, the portion 

associated with the oscillation ranged from a few percent 

to about fifty percent depending on the experimental con-

ditions. 

7-11 Crossed Currents.--Two Sn-Au NM structures were 

made with the gold strip extended on either side of the weak 

section as shown in figure 4-lb. The two gold strips were 

connected to an isolated current source to study the effect 

of a current, Iz, in the weak section perpendicular to the 

bias current. DC and AC measurements were made in the same 

manner as before using current biasing. 

The only effect was a displacement of the V-I charac-

teristic along the I-axis by an amount equal to a fraction 

of the crosswise current Ix. The fraction was different for 

the two structures and was about t. 
This algebraic addition of currents can be explained 

by assuming that the current Iz does not flow across the 

weak section perpendicular to the bias current, I, as orig-

inally intended. Instead, due to some asymmetry where the 

gold strip joins the structure the current Iz flows into the 

tin first and then across the weak section parallel to the 

bias current. For these structures w was 200f; ](, 2/-' and d, 

1000 ~. Obviously this geometry is not suitable for doin8 



the experiment originally intended. 
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