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1. ABSTRACT

The experimental portion of this thesis tries to estimate the
density of the power spectrum of very low frequency semiconductor noise,
from i0—6'3 cps to 1. cps with a éreater accuracy than that achieved in
previous similaf attempts: it is cohcluded that the spectrum is l/fa
with o approximately 1.3 over most of the frequency range,‘but appear-
ing to have a value of about 1 in the lowest decade. The noise sources
are, among others, the first stage circuits of a grounded input silicon
epitaxial operational amplifier. 'This thesis also investigates a pecu-
liar form of stationarity which seems to distinguish flicﬁér noise from
other semiconductor noise.

In order to decrease by an order of magnitude the pernicious
effects of temperature drifts, semiconduétor "aging", and possible
mechanical failures assoclated with prolonged periods of data taking,

10 independent noise sources were time-multiplexed and their spectral
estimates were subsequently averaged. If the sources have similar
spectra, it is demonstrated that this reduces the necessary data-taking
time by a factor of 10 for a given accuracy. :

In view of the measured high temperature sensitivity of the
noise sources, it was necessary to combine the passive attenuation of
a special-material container with active control. The noise sources
were placed in a copper-epoxy container of high heat capacity and medium

heat conductivity, and that container was immersed in a temperature con-

trolled circulating ethylene-glycol bath.



vi

Other spectra of intereét, estimated from data taken concurrently
with the semiconductor noise data were the spectra of the bath's con-
trolled temperature, the semiconductor surface temperature, and the power
supply voltage amplitude fluctuations. A brief description of the equip-
ment constructed to obtain the aforementioned data is included.

The analytical portion of this work is concerned with the follow-
ing quéstions: what is the best final spectral density estimate given
10 statistically independent ones of varying quality and magnitude? How
can the Blackman and Tukey algorithm which is used for spectral estima-
tion in this work be improved upon? How can non—equidistant sampling
reduce data processing cost? Should one try to remove common trands
shared by supposedly statistically independent noise sources and, if so,
what are the mathematical difficulties involved? What is a physically
plausible mathematical model that can account for flicker noise and what
are the mathematical implications on its statistical properties? Finally,
the variance of the spectral estimate obtained through the Blackman/Tukey
algorithm is analyzed in greater detail; the variance is shown to diverge
for ¢ 21 in an assumed power spectrum of k/lfla, unless the assumed

spectrum is "truncated".
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CHAPTER 2

INTRODUCTION

Why is flicker noise important?

Nature has been generous in displaying many kinds of noise.
Semiconductors, in particular, are mainly affected by five kinds: thermal
noise, generation-recombination noise, partition noise, shot noise and

(1)

flicker noise. Thermal noise is well understood in principle and is
attributed to random collision of carriers within the lattice. Genér-
ation-recombination noise refers to the random generation and recombina-
tion of hole-electron pairs, and of carriers with traps.(z) Partition
noise has been explained essentially in terms of a carrier current being
split into two parts that flow to different electrodes.(l) Shot noise
has had more than its share of attention for many years and has been
found to be caused by the random emission of electrons and photons; more
recently, a simple shot noise picture has reasonably described such
effects in.diodes, transistors, FET's and avalanche diodes.(l) Flicker
noise refers to the noise whose spectral density is observed to increase
as frequency decreases; it is also known as "excess ﬁéiée", "1/f noise",
1

contact

noise"; indeed, it is quite ubiquitous: it was discovered in tubes,(3)

(5).
(8)

"semiconductor noise"”, "low frequency noise", "pink noise", and

in quartz crystal oscillators,(u) semiconductor diodes, resistors,
light sources,(6) field effect transistors,(7) bipolar transistors,
thermistors,(8) carbon microphones,(9) thin films,(lo) biological mem-

' (11) ; ¥ £12)
brane potentials, the frequency of the rotation of the earth,



(13)

and even galactic radiation noise. One is indeed very tempted to
suspect the presence of an underlying physical law that would explain
the existence of flicker noise in so many different physical situations.

Flicker noise is important in prepise experimentation. Whereas
any desired precision can be obtained for a mgasurement contaminated
with white noise by increasing the duration of the experiment, a measure-
ment with results whose accuracy is limited by 1/f noise may not be

(1k)

improved by prolonging the data-taking time. In a typical applica-
tion a quartz crystal was used in a slave oscillator; were it not for
flicker noise which produced frequency fluctuations of at least three
parts in 1013,(15’16) the precision of ten second interval measurements
whaln b Bettor than ome part ARi3gh T 1P

Several formal theories have been presented in the past trying
to explain flicker noise. Experiments with germanium by McWhorter(lg)
showed that there exists a set of surface states with a relaxation time
of the order of minutes; the physical model suggested is a plausible one
and also applicable to FET's and to semiconductor filaments,. Fonger(l9)
and Watkins(zo) extended the model to junction diodes and transistors,
and recently Van Der Ziel(l) further developed this theory on the model
that the carriers in the material interact with trapping levels at some
-depth in the surface oxide by tﬁnneling. The mathematics of it are
fairly straightforward and concise, yet the underlying implication is
that if one measures long enough to estimate spectra at low enoggh

frequencies he will indeed find a leveling-off of the spectral density

estimate,



Somewhat along the same vein, though concerned more with the
matheﬁafics of it, D, Halford(lh) has shown that any class of "reasonable"
time-dependent perturbations (such as a series of exponential decays
appropriately scaled in amplitude and time) occurring at random can result
into l/f spectra for frequencies in an arbitrarily lerge but finite range.

(

Schonfield and Barnes 22) have also advanced a method of generating
l/f noiée which pays special attention to the shape of each of the pertur-
bations; yet a physical explanation of an l/f spectrum extending over more
than a couple of decades of frequency would require postulating the -exist-
ence of very specially shaped disturbances which would be hard to justify
on physical grounds.

Mathematically inclined researchers, on the other hand, have

claimed that it is the blind extrapolation of the 1/f behavior to f = 0

which incorrectly suggests that the total energy is infinite ("infrared

(5)

catastrophe"); based on some recent experiments by J. Brophy

suggest-
ing a peculiar lack of conventional stationarity in 1/f noise samples,
Mandelbrot(23) conjectures that the "infrared catastrophe" paradcx is a
consequence of applying the usual Wiener mafhematics on a sample which is
not stationary and thus not eligible for that mathematics; accordingiy he
introduces the concept of the "conditional spectrum” to be applied to
‘such "sporadic functions",

The mathematics of spectrum analysis is a topic in itself having
gone through three or four eras of improvements. An pften-uSed in the

past and intuitively appealing way to estimate power spectral densities

is by means of the "periodogram". As is discussed in Section 3.1., how-



ever, the periodogram gives an estimate of spectral density which is in
sdme cases quite questionable; it thus proved unsatisfactory. The
estimation of spectra via mean lagged products originally advanced by
Blackman and Tukey,(zu) instead, proved effective in answering many
questions and provided insight about the essential limitations of the
problem, It is via mean lagged products that the spectral estimates of
the experimental portion of this thesis are arrived at. Indeed, it takes
considerably fewer arithmetic operations to calculate approximstely one-
tenth as many mean lagged products as there are data points, and then to
Fourier-transform the results, than it does to calculate all the Fouiier
coefficients of a time series. Yet the very straightforwardness of this
approach suggests that some improvements could be made to optimize the
computational operations involved such as the recording of data points
which are not equally spaced in time, Such questions are considered in
detail in Section <Q.1.

A new algorithmic process for calculating with great computational
efficiency the spectrum of a time series has been advanced by Tukey(26)
under the name of the' Fast Fourier Transforﬁi There are at least two
somewhat different approaches to implementing the”Fasﬁ Fourier Transform:
~ one due to Cooley and Tukey (the CT method), and another programmed by
Sande along lines suggested in lectures by Tukey. The fast Fouriler trans-
form requires on the order of 2Tlog2T arithmetic operations (where T is
a power of 2) whereas the convolution operations in computing mean lagged
products require approximately nT multiply-and-add operations for n

data points and for a maximum lag of T . 1Indeed there are a variety of



p&tential applications of the fast Fourier transform, especially when
quick estimation of the frequency content of a nonstationary signal are
essential.

The theoretical analysis of the Blackman/Tukey algorithm (and
of other algorithms) is incomplete in that it is not known how the
quality of the final spectral density estimate deteriorates if the input
data déviates from various assumptions built into the Blackman/Tukey
algorithm,

On the experimental side, prior spectral estimates have not gone

below the f = 10—6'00

(25},

is of questionable reliability at the low fredquency end for

ps frequency; worse yet, the best available such
estimate
reasons related to the mathematics of the spectral estimator used. The
fundamental difficulty in obtaining reliable spectral density estimates
at very low frequencies is that excessively long data-taking periods are
required, during which all pertinent equipment must be highly stable and
insensitive to environmental variables such as temperature, line voltage
fluctuations, etc.; indeed, it can be readily appreciated that the
experimental difficulties assoclated with a doubling of the data;taking
period from one month to two months are considerably less than half of
the difficulty involved in moving from a two-month to a four month data-
“taking period.

This thesis deals extensively with the above theoretical guestions;
it also extends the experimentally measured spectral density estimates by
an octave at the low end, while concurrently giving more reliable esti-

mates at such frequencies as the lO-6cps figure mentioned above,



It appears from the foregoing that the problem of flicker noise
has some very specific areas where questions are walting for answers and
mathematical procedures need improvement. Is semiconductor flicker noise
such that it indeed does not go like l/f to sufficiently low frequencies
but levels off instead? Is flicker noise perhaps nonstationary in a
specific measurable way? What mathematical yet physically plausible
model can result in 1/f noise and be consistent with the observed statis-
tics of the experimental portion of this thesis? How can one optimize
the well-developed mean-lagged-product approach in the sense of achieving
higher computational efficiency?

It is hoped that this thesis will provide consideragle light on

the above questions, too.

5 | PRESENTATION OF THE MATERIAL

In a dissertation dealing with a number of interrelated topics,
the particular order of presentation is, to a degree, a matter of sub-
jective choice.

The material in the present work is'presented in a way which
appears most logical to this author, and which will facilitate understand-
. ing even by a reader who is not a specialist in this particular field.

Spectral estimation mathematics are discussed first with some
emphasis on why this apparently well-known topic presents some difficulties
in experimental practice.

A detailed exposition of the particular spectral estimator used

in the experimental part of this work is presented next in order to provide



the necessary ground work on which subsequent analyses are based. This
author is well aware that the reader may not be familiar with specific
steps in the algorithm at this stage. Accordingly, Chapter 5 considers
in adequate detail those aspects of the estimator which the reader may
not see the Jjustification for.

The reliability of the final estimate is of major importance in
explaining why some, possibly unfamiliar, steps are included in the
estimator; this is discussed in Chapter L4 which precedes the detailed
analysis of such unfamiliar steps.

Chapter 6 points out some major sources of possible distortion
of the spectral estimate as obtained experimentally.

Chapter 7 considers some mathematical and physical implications
of flicker noise and compares those with the experimental evidence avail-
able.

This is followed by an application-oriented consideration of
cost-reducing data-taking or dafa—processing algorithms; this chapter
is motivated by the generally high expense involved in obtaining reliable
low-frequency spectral density estimates,

This concludes éhe theoretical portion of thi; work. Chapter 9
considers the experimental set-up used in this work as well as the reasons
for the particular choices made., By this time, all necessary background
information has been presented for a meaningful evaluation of the actual
experimental results obtained; this is done in Chapter 10 which presents
and discusses experimental results in the chronologicél order in which
they were obtained; this approach has the advantage of indicating why

certain improvements were necessitated on the experimental set-up while



this work was in progress; the final spectral density estimate is thus,
naturally, given last and it is accompanied by other data relevant to
1t

Very little material is of clearly peripheral nature, and such
material is relegated to appendiceé.

Except for the material on the spectral estimator for a single
stochastic process and the associated elaborations on some pgrts of
Chapter 5, this work is entirely the work of this author except for
contributions in the form of thought-provoking discussions by this

" author's thesis advisor.



CHAPTER 3

SPECTRAL ESTIMATION

3.1 General

Before settling on a specific mathematical technique for esti-
mating the spectral densities of the noise sources for this tﬁesis, it
was deemed worthwhile reviewing other than the latest techniques; aside
from gaining insight into the specific difficulties of mathematical
spectral density estimation, it was thought that some refinement of an
older, intuitively "natural" approach known as the periodogram might

produce a usable algorithm for a "good" estimate., Letting

Xp(£) = | x(8)e™® at . , (1)

(& ot i

and assuming ergodicity, then the quantity

()]
Xk T
28 b

8,(f) = —= (2)
called the "periodogram", appears to provide a power spectral density
estimate of the random brocess x(t), te[0,T] . In particular, letting
T - , would (incorrectly in some cases) suggest that

lim S(f) = S(f) = True Spectral Density,
T o ©

This procedure has been shown(27) to fail for a large class of examples,

such as for real gaussian processes. The "catch” is that although
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Lin E[S,(£)] = S(f) (3)

T—aoo

where E 1is the expectation operator, the variance

lag(e)] = Bley(e)-Els () (1)

will not necessarily tend to zero,‘as T =® , Bpecificaliy, it has

been shown(27) that for a real gaussian process
2 2 :
o”[8,(£)] = {E[s4(£)]} (5)

_for all T . It follows that the variance of ST(f) does not approach
zero in the limit as T - ® for all f such that S(f) > 0; that is,
the estimate ST(f) .does not converge in the mean to the true spectrum
for any frequency except possibly those for which S(f) =0 .

The next logical step is to go back to the definition of the power
spectral density and try to apply it to a discrete time series with the
minimum of distortion. This is the Blackman and Tukey(zu) type spectral
estimator and it is through the use of this estimator that the experi-
mental results of this thesis are derived. The estimator is basically
a plausible finite-difference approximation to the eﬁact definition of

spectral density given by

s(£) —=—J'" R(T)e it g4 . (6)

Since one has available at best a small number of sample functions
extended in time rather than an extended number of short-duration sample

functions, ergodicity of the autocorrelation and of the mean are essential

Ig28)

assumptions. Specifically, it has been show that the necessary and



T

sufficient condition for the ergodicity of the mean is that

dh
vn 2 [ R(mar =17 (7)
T -7

where R(T) is the autocorrelation function and 1 is the mean of the
(stationary) process; the necessary and sufficient condition for ergo-
dicity of the autocorrelation has been shown(28) to be

ek
lin %J: (1 - 55) c(r,\)ar = 0 (8)

for any given A where ¢(7,)A) 1is the autocovariance of the process

x(t + A) x(t)

Whereas to test for the ergodicity of the mean it is sufficient to know
N (which in practice is never known éxactly) and R(T) , testing for the
ergodicity of the autocorrelation requires knowledge of fourth-order
moments not readily available from a finite duration sample function.
Assuming ergodicity, the autocorrelation of a continuous

stochastic process x(t), te(-=,®) is defined for any T as

1 %
R(T) = ol L | x( + T)x(t)at (9)
-T

The closest equivalent to this definition for a discrete time series of

n samples taken at equidistant sampling intervals is

n-r
~ x(qaT) ¢ x[(g+r)aT] (10)

C(raT) = BZ-L_r
a=}
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=80 o2 o=

with c(-ra1) & co(er) : (11)

These C(rAT)'s are Blackman and Tukey's "mean lagged products", where
AT is the sampling interval, | 4

In order to have a reasonable variance for S(f) at the low
frequencies, it is shown below that it is necessary to restrict m to a
value much less than n ; m in this work is taken equal to n/100 or
n/lO depending on whether a single source or 10 noise sources are
being tested.

Distortion has already been introduced by an impligit time
window associated with the finite length of the sample function chosen,
Forgetting momentarily such subtle issues as prewhitening, transforma-
tions and windows, the effects of which have been amply discussed in the
literature,(2u>’(25) the Fourier transform of the function C(rAT) is
needed next. The problem is that in the finite-difference approximation

C(rAT) 1is not defined for times other than
t=ke+Ar, k=0, £1, 22, ..., (n-1)

Blackman and Tukey have selected the-intuitively plausible

‘alternative to the Fourier transform of C(rAT)

m-1
v(£,) = AT[c(0)+2 T c<th>c032§£ + C(mAT)cos rx)] (12)
g=1 :

where waAT =rqn/m , and r =12, ... m (13)
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It is interesting to point out that Eq. (12) can be looked upon
as an approximate Fourier transform of the finite-length staircase shown

in Fig. 1 below.

» G(0)

P

Pig. 1

Modified Autocorrelation Function

It is clearly important that this approximation is most valid if
the truncated C(gAT) has nearly the same Fourier transform as the non-
truncated C(gAT) ; this, in turn, implies the desirability that C(qAT)
have a small magnitude outside the ImATl band.

The result of Fourier—transformiﬁg this quantity is equivalent
to the convolution of a "window" with unity height and width 2mAT |,
centered at the origin, convolved with C(kAT) which is in principle
known over a much longer interval, |kATI< nAT

Then letting V(fr) . V, for notational simplicity, V_ of

r
Equation (12) is

( ' }
* .
Vy. ~ F.T {C(kAT) * F.T.[D_(T)] (1)
where:

DO(T) is the aforementioned window

B, is the Fourier transform

* stands for convolutions.
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The well documented topié of optimal windows is discussed to
some extent in Section 5.2; for the present introductory purposes, suffice
it to say that a smoother window than DO(T) above, results in lower
variance of the final spectral density estimate.

Considering that the Blackman/Tukey estimator is the best avail-
able estimator in terms of accuracy, computational economy, and conceptual
simplicity} it was actually used for the data processing of the experi-

mental part of this thesis.

3.2 The Estimator Used in this Experiment

The exact algorithm used in deriving a spectral density estimate
in the experimental part of this work is that given by Blackmen/Tukey's
original paper(zu).

The steps indicated below may not be all immediately obvious, and
the reader is referred to the .aforementioned original presentation; a few
aspects of the algorithm which are of special interest in the present
work are elaborated upon in detail in Chapter 5.

The purpose of this presentation of the algorithm at this-par-
ticular stage in this work is to provide the essential definitions,
symbols, and notations used thrpughout this work, Reference will be made
‘to these equations in later sections.

Given n equidistant data samples

X, fel 35 nle .

form the "prewhitened" set of data samples

k
A A
5

n-X) . k =9 in this work. (15)
Ji=0

par 0 T i
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where Ai's are appropriate constants.

Form the mean-lagged products,

n-k
o 2
n-k-r a-
4, o 1 y _fe=1 =
c(raT) = Cr = DR a7, zq $i, L——;;E;—Zj (16)

n-k)-r =1 q
q- .

The mean-lagged-products equation (16) is functionally different
to a smali degree, from Equation (10) in that it incorporates removal of
the mean as well.: This rather peculiar way of removing the inean has been
extensively analyzed by Blakemore, and will thus not be elaborated upon
. in this work.

Compute the "raw spectral density estimates"
~m-l

V.= AT[C + 2.8
r o -1

qri
chos—ﬁ— + C_cos rr] (a7)

Compute the refined ("windowed") spectral density estimates

U = = 3 e ok e “‘1
T 23'l Vf-l+ a'o Vi+ al Vi‘+l ) =25 (n\ ) (18)

Postgreen the above refined spectral estimates by dividing each Ijr by

2
|Y;| to obtain the aliased spectral estimates

T gs,(c) | ' (19)

where ‘{r depends on the prewhitening performed earlier, which, in turn,
depends on the (guessed or approximately estimated) power spectral density
of the process in question. ‘

De-alias the above aliased spectral estimates to obtain the final

dealiased estimates given by
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8(2,) = 5,(2.) -El [s (K% - £ )+ 8 (5= + £)] (20)
Although the S appearing in the summation should be the true
spectral density, in practice it must be an estimate or an experimental
value that is used to effect the dealiasing.
For notational simplicity, the ébove notation will be adhered to
in this work, and no special symbols such as i will be used to denote
an estimate, unless it is not clear from the discussion whether a quantity
is an estimzte or not.
The significénce of prevhitening, postgreening, "windowing", aﬁd

de-aliasing will be dezlt with to some extent in Chapter 5.
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CHAPTER 4

RELIABILITY OF THE SELECTED ESTIMATOR

The estimator V(fr) given in Equation {12) is a linear function
of the mean-lagged-products which,'in turn, were defined to be functions
of random varisbles (the raw data); as such, V(fr) is a random variable
itself, having a mean and a variance.,” It is in terms of its mean and
variance therefore that we can answer the pertinent question'"how good an
estimator is it?". The computational details have amply been explored by
; both Blackman and Tukey's original presentation of the estimator(ZM) and,
subsequently, by Blakemore's review and additional analysi; of some of
its properties.

The reason for studying the variance of the spectral estimate is
twofold:

1) We want a measure of the accuracy of the final estimate.

2) We specifically want to observe if the variance of the
estimate increases for any particular shape of power spectra,
and, if so, in what way.

Trying to analytically express the variance of the spectral
estimate is no straightforward task. Blackman and Tukey started by
.calculating the covariance between the spectral estimate at two differ-
ent frequencies; this approach also provides the correlation between
adjacent estimates, In the interest of deriving a variance expression
which is simple to use for quick evaluations, Blackmah and Tukey and

subsequently, Blakemore, had to resort to simplifying assumptions; such

assumptions have no bearing on the eligibility of a particular stochastic
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process to be analyzed by this éstimator, but only imply that the vari-
énce of the estimator will then be harder to calculate. The afore-
mentioned assumptions are that =x(t) is a sample function from a zero
mean stationary gaussian stochastic process. The resulting covariance
can be written as in Reference (24).. Iet Qi(f)* denote the Fourier
transform of a window Di(T) whose shape may or may not be rectangular;

then, for the continuous data case,

Covi{S(fl),S(fz)}a;% j[Qi(fwfl) * Qi(f-fl)3[Qi(f+f2) ‘
| = : (21)
+ Qi(f - fz)]r(f)df i

where

4 ] ot 2o e Z20%) (
r'(f) = S{f+ P8 (L =" . e T 22)
'L R
and TN = nAtT . The desired variance, thus reduces to

2 1 s ;

ls(£)] ~ | [6;(f + £) + Q (£ - £)] T(£)as (23)

-0

The need for some simpler-loocking measure of the quality of the
estimate S(fi) is obvious, and an additional simplifying assumption is .
thus in order. The motivation for this assumption is purely mathematical
in that it greatly simplifies the actual computation of ['(f) given in
Equation 22, Indeed, the only functional form of S(fi) for which the

variance, Eq. (23), has been evaluated is the case of S(f) = K, where

*
i is a bookkeeping index of different window shapes; see Section 5.2.
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K = constant, This case is of particular interest because,as is shown
later in this work, "prewhitening" of any nonconstant power spectrum is
highly desirable because among other reasons it appears to result in

lower variance of the estimated spectrum,

4,1 Exact Spectral Estimate Variance for Prewhitened Processes

‘Let the prewhitened spectrum S(f) be approximated by a constant.

Then

ZSMZZMhF
e df'," where K =5
(ZﬁTNf‘)

.
D{die' b J K prewhitened

This integral is extensively tabulated, and its derivation will

not be repeated here. The result is

thn ZKZ

znTN TN

r(s) =

The derivation will thus continue from this stage.

(o]

2
var[S(fj)] = % J [Qi(f+fj) + Qi(f-fj)] r(f)af

-0

For computational simplicity the analysis will proceed with the zeroth

_ window, D_ of width 2 T, =2 mAT , Substituting i =0 in Eq. (23)

-above, vields -

3 2
var = % J[Qo(f+fl) + Qo(f-fl)] r'(f)

2K2 /sinZﬁfTM
where F(f) = T— and Qo(f) = 2 TM K—-—Z—;t?-,f—-

M



20

1
ver = g J [Qi(f+fl) + Qi(f—fl) + ZQO(f+fl)Qo(f—fl)]K2df
R e
3 2o K 31n2[2ﬁ(f+fl)TM] ek
5 Ty J [2x(Ff+f )T i :;}
- lM
2.2 Wi
(:i+ 2L K" | sin“[2n(£-£))T,] &
T J 5 zj)
N o [en(e-£,)T,]

ar

T

(;'+ yTPK? f sin[2x(£-£))T, ] * sin[ex(f+r )T, ]
N (oo}

[Zn(f-fl)TM][Zn(f+fl)TM]

Let the first additive term on the right hand side of the last
equation be denoted by Il , the second one by I2 and the third by I

It is well known that

oA

f sinzfax-b) AT

(ax-b)*

and that

" sin(ax+%) | sin(ax+?) gy o X 8i
J ax+k ax+4 T ik-1d

-0

In our case

k = +2nf; T, , 4 =-2nf;T, , k-t = bnf T,
é i g - F R, and therefore
var = I, 5 5 4
2.2 2 2 2 )
Ry 2T e . 2T K g = hTMK n s1nhnflTM
TN ZKTM TN ZnTM TN ZKTM EEflTM
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e EM : EM . 2T, sln(hfln:M)
KZ N TN TN (HﬂflTM)
2T <
M sin2 T
= _T§ (L + —§$—i) where ¢ = 21, Ty (24)

An approximate, and simpler, way to estimate the integral

©

var[S(fl)] R;E%g j[Qi(f+fl) + Qi(f-fl) + 2Qo(furfl)Qo(f-fl)]K2 ar

“is as follows.

Avoiding the inconclusive result,

. sinz(znfTM)
lim Qog(f) = dam ——-——5—2—————— = undefined,
TM =< TM4” Iu it
one observes that
sinL(f-£.) £
Jo 7 B
I e

L(f—fj)

is a function of a given shape which "shrinks" in width as L increases,

without changing shape, as shown below.

F
A L_‘

fras . s

L, >> L,
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When this function F 1is multiplied by 18 , it becomes spike-like in

behavior as a factor of an integrand; in fact, it behaves in this con-

text as a delta function of weight

” sin® 2xT {P-1.)

2 | Mty SH e o
iy df = —— ¢ 47" = 2T
M J 2 20T M M
o (Z:tTM(f-f‘J.)) M
hence
Foatinl]) i ’ Dor sl
var[S(f)] o J [ZTM 6(f+f-l) + 2T, 6(f-i‘l)]S (£)af
N - - ] 5
29
== s%(0) .
N

which agrees basically with Eq.(2k4).

In a similar way, one can approximately evaluate the variance for
other windows. The details can be found in Ref. 24 and are not repeated
here. For the commonly used windows (usually referred to as Q"QZ and QB)-

the result is;:

var-‘[S(fj_ )] =K % Sz(fj) i (=5%

"where K is slightly less than 1 , the actual value'depending on both

the index 1 and the frequency fj -

4,2 Variance Considerations for 1/|(f)| Processes.
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The question raised next is if this spectral estimate's vari-
ance can be analytically derived for a more complicated power spectral

density; the bothersome case of

S = K/fl

is of great interest in the frameﬁork of this work.

‘ . Difficulties may be foreseen if one thinks of the problem as a
regular integration of a diverging integrand; l/f does divérge, after
all, at f =0 . Arbitrary truncation of the 1/f behavior is a way
out, although a poor one as shown below.

The two questions of significant interest are:

(a) Does the estimate's variance of an assumed K/|fla power
spectrum diverge for certain values of o *?

(b) If so, what is the significance of "divergence" of the
variance for actual experimental data—pr&cessing situations? The per-
tinent question thus is: which is the critical exponent) o,

2 A a I Lo .
a>0 in 82 K/lf| , above which)variance of the spectral estimate
diverges? The question 1s of practical interest in evaluating spectral
estimates of unprewhitened processes; it i1s also of theoretical interest
in that it establishes once and for all the gritical value of the param-
‘.gter & below which the "infrared catastrophy" does not exist as a
possibility.

Ietting Hi(f;f ) 2 Qi(f+fl) + Qi(f~fl)’ Equation (23) becomes

@

var; {S(fl)] = % J[Hi(f;fl)]zf(f)df

©



Substituting S(£) = K/[£]% in

(£) = b ] 5o () oy’
() = S(f+y)s(f-y)(—=—=) dy

. g e s g [SinZWTN’fz 2
ields war:{sS(f.)} = |[H.(£;£,)] . . dy |[df
L 1 s _i o 1 L_i |f+y|a If_y]a ZnyTN J J

It can readily be seen that the quantity in the brackets will

diverge for those values of the parameter «a where

fee]

fe 7
J lxla

-0

dx

will diverge.

It is quite clear that the above integral will diverge for o = 1
but will not diverge for 0 s a <1

Since the quantity in the brackets is part of the integrand of
vari[S(fl)] , and since the divergence is in no way "undone" by the rest
of the integrand, vari[S(fl)] will diverge, too.

In the interest of completeness it is of interest to consider if
the above results hold for sampled data systems too.

If, in the derivation of the spectral variance of sampled data
systems, the appropriate mathematical changes are made tc allow for the

(2k)

sampled nature of the input data, it has been shown that for equi-

distant sampling
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[oe]

R 2 T
wnfu) = F | n2ees gEor (0as
-0

z
L l : r -] I' e r q. i 3
T Lqé- Q;(f + 2mAT AT) o Q'l( T 2mAT T KT-)J g,(rl)df
where .
o s 2
I ' /sin2xynAT
Parlf) = & | 8(2 + y)8(2 - ¥) \nsinZnyAf) & -

-0

where n, AT, m, are constants. Consider FAT(f) first. Let

s(£) 2 x/|5]”

[ee]
o 2
K K sin2xynAT
& (f) =L I o5 * T dy
AT (0 a sin2xyAT.
-0 |f+yl If'yl 0 y
Clearly, the analysis which indicated divergence for o =l for

continuous data systems applies equally well to sampled data systems.

It is important to consider, at this stage, what the implica-
tions of the above results are in an actual experimental situation. The
experimental results to be presented later do imply a nearly l/f
spectrum over a remarkably wide range. However, they do not appear to be
consistent with an infinite variance for the spectral estimate., It may
well be that this seeming discrepancy is due to the experimental proce-

dures used in taking data.



It does appear quite plausible, however, that some form of
variance-increase must be expected if a noise source is not prewhitened
prior to subsequent data processing. This will be discussed further in

the final chapter of the thesis.

4.,2.1 Effect of Truncation of the Assumed Spectrum on the Variance.

" Assume a power spectrum of the form
A

\- \_f

-

I
|
|
|
!
]

F

The brief analysis which indicated divergence for the nontrun-
cated spectrum makes it trivially obvious that the estimates variance
does not diverge if the power spectrum is in reality truncated, but

grows beyond any bound as the truncation frequency approaches zero,

4.3 Discussion of the Variance Considerations

The desirability for prewhitening even in actual experimental
) *
situations was indicated above , and the spectral variance for the zeroth
window was evaluated. Reference 24 includes derivations of the spectral

.variance for other windows.

*Variance considerations are not the only considerations pointing towards

the desirability of prewhitening. Intermodulation distortion considera-
tions, for example, are least damaging if the analyzed spectrum is
relatively flat, In addition, References 24 and 25 analyze in considerable
detail why the spectrum of the noise source should not vary significantly
over distances of a few 1l's ; these analyses will, naturally, not be

repeated here. ZTM
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Even these results, however, are the consequences of a set of assump-
tions whose violation can only increase the true estimate's variance.
These assumptions are:

(a) Ty << Ty » this assumption was invoked by Blackman and
Tukey in simplifying integration iimits while deriving Equation 23
(25)

above, Blakemore has shown that a consequence of not satisfying
this inequality can be evaluated by replacing Qi by Q; in this
general expression for va%ﬁs(fj)]; Q; is found to be a weighted sum
of more than one "window", and the predictable effect is to increase
the numerical value of the variance.

(b) A potentially serious disadvantage of time-multiplexing
used to reduce the overall data-taking period is the possibility of
statistical correlation among the multiplexed sources. Every effort
has been made to eliminate such effects in the experimental part of
this thesis, and, indeed, no such obvious correlation has been detected
in the data on which the final results are based. In the worst case,
that of compiete correlation between noise sources, the spectral esti-
mate's variance can increase tenfold, as shown in part 5.5.

In view of the aforementioned considerations, the evaluated
expression for the spectral estimate's variance
EM

it

2
NS (fj)

var[S(fj)] =K

is too optimistic.
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Although the effect of violating the Ty << T, assumption has
not been quantitatively determined to any great accuracy, and although
no means have been devised for precisely measuring the amount of
correlation between noise sources, it is the opinion of this author that
a value of K =3 1is a realistic 6ne for the_present work,

It must be stressed at this stage that it is very hard to
quantitatively appreciate the degree to which the various assumptions
used in deriving the above expression were satisfied; it is hard, for
instance, to measure how truly "white'! an unknown power spectrum has
become after being prewhitened by a filter designed to prewhiten K/fl
spectra only.

Given that TM/TN = 1/10 per noise source, for each and every
sampling rate used in this work, and that 10 noise sources were multi-

*
plexed , the above variance expression becomes

var[S(f :
Q o VG O e e

S(f )

For a gaussianly distributed random variable S(fj) (a plausiblé assump-
tion), this means that 68% of the time the estimate would be within 17
percent of its average value; we thus basically have a "17% estimator".
“This result is further elaborated on in Section 5.2 beiow.

In conclusion, Equation (25) means that if variance is important,

givep TN’ TM must be kept small; but then, as will be shown in Section

*
This is analyzed in detail in part 5.5 below. Equation (45) shows that
the variance is then reduced by a factor of 10.
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5.2, the time window Di(T) gets narrow and its transform widens; this

in turn affects the frequency resolution adversely. Much has been

written, some helpfully, on this point; the need to balance bandwidth

of a spectrum estimate, which it is desired to make narrow, versus the
estimate's statistical stability, which i£ is desired to make great, is
commonplace. It is quite obvious that where the detection of specific
frequeﬁcy peaks is of interest, such as a "radar cross section" problem
where each extra frequency peak may amount to an extra corner of the
oncoming missile), frequency resolution is of great importance. In flicker
noise measurements, on the other hand, where a reasonably smooth spectrum
is almost always the case, the concern of statistical stability will be
great; a happy medium is thus chosen. Obviously there is the alternative
of a longer TN, i.e., a longer data taking period which will be bene-
ficial to both frequency resolution and statistical stability; the problems

then are ones of equipment instability during the low-sampling speed runs.
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CHAPTER 5

CONSIDERATION OF PARTICULAR STEPS IN THE ESTIMATOR USED IN THIS WORK

While the Blackman/Tukey estimator is used in this work, the
justification for some particular aspects of it may not be immediately
obvious.

This section does not attempt to repeét the entire theory
behind the Blackman/Tukey estimator; specific topics are only treated
to the extent necessary to justify particular choices iﬁ this thesis.
For a thorough background, the reader is referred to References 24 and

255

5.1 Prewhitening and Postgreening

Section 4.3 above has discussed some of the reasons for the
desirability of prewhitening. Experimental work for this thesis indi-~
cates an increased variance of the spectral estimate if it is obtained
without prewhitening; Figures 2 and 3 below show two ordinary-looking
noise source outputs and the two corresponding spectral estimates for
each one of them obtained with no prewhitening and with prewhitening;
the increase in variance is quite evident.

What is needed is a filter Y(f) such that -
2 2 a3
s (£) = [¥(®)|" s () , where [¥(D)|® = |£] , |£] < 55%=

The filter will be periodic in frequency with period 7%F~ like the

aliased spectral density (aliasing is discussed in Section 5.3 below.)

Letting
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|Y(f)l2 = Bo & 2Blcos PR 2B2cos £ e IRALE
k
= z Bycos 2mLE (26)
==k

k clearly is determined by the degree qf the desired accuracy, and
the Bz's are determined by imposing the desired analytic expression
on the left hand side of this equation.

A finite summation is required for computer implementation.

Furthermore, it is desired that the finite summation be zero at £=0 .

(25)

Imposing these requirements results in the following expression:

1

e by
g=1 2% 7?

5 cos (20T £ AT) : (27)

lv(e)|? =

Il b
Il o~

o
ﬂz 2=1

.

which defines the (k+1l) constants B and hence the prewhitening fil-

g
ter in the frequency domain. It is only practical to prewhiten data
in the time domain. One such scheme is proposed by Blackman-Tukey
in the discrete case the prewhitened data are formed from the raw

1

x,'s by

k
z, = Z AT e F=14" " hu-k

25)

Blakemore has shown( that the Ai's can be viewed as the
sampled-data version of the impulse response of a linear filter;

‘~accordingly, they are obtained from the filter characteristics, the

*
This time domain approach is clearly preferable, since prewhitening

can then be done before any subsequent data processing, as desired.
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B 's, by self-convolution, which yields

2 2 b 2
Ao Ly Al + e Ak

P e

g ARy * oo By By

o8]
[l

s
1

=2
]

K AoAk (28)

=]
I

The solution of these nonlinear algebraic equations, whem <dnverted,

(25)

gives the desired Ai's . It was found by Blakemore that very
adequate results were obtained with k =9 (i.e., 10 Ai's).

The inverse procedure, 'postgreening", is quite simple in the

frequency domain; we are passing the power spectrum Sz(f) through a

1 A

filter which is g § ‘that “is,
[Y(£) | |£]
1 i :
S (f) = —————= 8 (f) = 8 _(£f) (29)
pe lY(f)lz z |fl z

The procedure thus involves simple division of each frequency-domain

estimate.

5.2 "Windows"

It is desired to concgntrate the main lobe of Qi(f) (see
equation 21) near the zero frequency and to minimize the area under
the side lobes; whereas the reduction of the side lobes of Qi(f)
implies a smoothly changing time-domain window Di(T), the desired

concentration of the main lobe implies a flat and blocky Di(T) -
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Different attempts at a happy compromise of the above con-
flicting requirements have resulted in different windows Di(T), i
being just a bookkeeping index.

The original work of Blackman/Tukey has indicated éhat the
theoretical variance of the final spectral estimate is approximately
the same for all usual windows except the zeroth one, DO(T) which
has twice the variance associated‘with it

The window used in this work is the "hanning'" window

1 T
= = LS <
D,(T) = 5 (1 + cos T, ) It| <
: (30)
= 0 jx] > &,
The corresponding Fourier transform is easily obtained to be
1 i 1 1 ;
Q,(£) = 5 Q (f) + ZIQ (f + 57) + Q (£ - 57)] (31)
M M
where sin 27f TM
Qo(f) 4 2TM 2nf TM (32)

Since multiplication in the time domain is equivalent to con-
volution in the frequency domain, and since convolution in sampled-
; : (24)
data systems amounts to a discrete summation, it has. been shown
that "windowing" is preferable in the frequency domain because it only

“"amounts to a simple summation.

For the window chosen, we simply have

Up=0.25V__, + 0.50 V_+0.25 V_ : (33)

-1 +

Since this is an extensively documented topic, it will not

be pursued any further in this work.
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5.3 Aliasing and De-Aliasing

Since one cannot tell how many wiggles a certain signal has
between two successive sampled values without some a priori knowledge
of its spectrum, it is possible that high frequency energy can mas-
querade as energy at lower frequencies. ' This follows trivially from
the associated mathematics, as shown below, and is often referred to
;s Haliasing''.

Applying the estimator given by Section 3.2 to an infinitely

long stationary random process yields(zs)
e /
i degls & ’
S (e B B S : (34)
q=—-00
Thus
o q
= ol s i e
SA(fr) S(fr) o+ qél ‘S(AT fr) + s(AT + fr)] (35)

where the notation of Section 3.2 is adhered to.
Since S(fr) is never estimated in practice at frequencies

e the arguments of S(fr) above are all positive.

-
2t °
The sketch below indicates the aliased frequencies corresponding

to an estimate-frequency fr

—e /: e + Gomnt 4#———-uﬁ>f
f v hax Yot 3/2 4t L7813

It follows that all one needs to do to remove this bias from

the estimate is to subtract the quantity
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[ee]

J IS £ ) A ae £ )]
q=1

where the spectra at these frequencies must either be obtained through
other measurements or be estimated.

For a typical K/f spectrum with AT = 100 sec, n = 10,000
data points, m = 100 discrete frequency estimates, the estimator used

1 =3

in this work will provide estimates from f = 7 v 4o 5 xX10" ~secps’ o

1 -5
PR O O X 1 ]
7[m=100]AT 5x10 cps , that is, two decades in frequency. Let us
first consider the aliasing correction at the low-frequency end. Its

nearest alias is at [ZEj}iaﬁ-— 5><10—5

] = 10“2 cps, and has a magnitude
oS R/E = K><102 , 1.e., three orders of magnitude smaller than the

spectral density at the low frequency end.

Similarly, the second nearest alias is at approximately 10_2
cps with magnitude
K X 102
the third nearest alias is atlapproximately 2 X 10_2 cps with magni-
tude

%»X K x 102 S erc.

The overall sum of aliases is therefore

2K[2 x 10% + 10% + +++]

If only a few aliasing terms are allowed to exist, then this quantity
is much smaller than

= % 10
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Appendix B discusses the effects of a large number of alias-
ing terms.

In the high frequency end of the estimated spectrum, aliasing
results in significantly more distortion.

For a highest frequency estimate at

DN vl -3
f = Y Cthe 5 XX eps
with magnitude
Ry K><1O3
7 3

the first alias is at 5 XlO_Bcps with magnitude %(K><103). The

second alias is at 15 XlO—Scps with magnitude }S(K X103), etc. The

total aliasing is thus

K ><103 + K XlO3 + K.><103 2 K.XlO3 e K?<103 NI A
5, 15 15 25 25

which is a growing number as more terms ére added. This shows that
aliasing is a definite problem even for 1/f spectra, and even more
of a problem for 1/|fla, o <1 spectra.

It also shows the de-aliasing algorithm. From simple mathe-
matical considerations; the sum of the aliases will not diverge
however, for spectra of the type l/|f|a, i L $

A low-pass filter to cut off the high frequencies at a rate
faster than 1/f dis, thus, clearly desirable. Given the cutoff fre-
quency of the low pass filter associated with the process being
measured, the above equations provide the de-aliasing algorithm; this
algorithm was, in fact, used in de-aliasing spectral estimates of this

work. A detailed example of the procedure is given in Appendix B.
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Since an ideal low-pass filter is unrealizable, a single RC
filter was, instead, used in this work. Ideally, different RC filters
with appropriately scaled timed-constants ought to be used for dif-
ferent sampling rates; this is not essential, however, for two reasons:

(a) The aliasing effect is always a measurable quantity.

(b) The above "appropriaée” time constants can amount to
very sizable capacitors for the lowest sampling rate runs. If, for
examplé, AT = 10,000 sec, the highest frequency estimate ig at
1

E-X 10_4cps; an appropriate RC filter would then have to have

T =RE 22 XIOASec

Keeping in mind that it is desirable to keep noise pickup to a minimum,

and that the input impedance of the voltmeter ought to be much larger

than the series resistor R, one can select
R = 1 megohm

in which case C = 1/5 Farad, which is an outrageously large value for
any realizable capacitor.

It is of interest to point out that in reality, of course,
there exists an effective built-in low-pass filter in any semicoﬁduc—
tor, since there is always a frequency above which the semiconductor
is capacitive in nature. It is desirable for practical purposes,
‘however, not to depend cn the unknown capacitive nature of the semi-
conductor for de-aliasing purposes.

The particular choices of low pass filters used in the experi-
mental part of this thesis are discussed logically together with the

experimental results themselves. Further discussion on de-aliasing is
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relegated to Appendix B.

5.4 Constant Mean Removal

Most derivations concerning stochastic processes are tradi-
tionally carried out for zero-mean processes for notational simplicity;
ordinarily there is no loss of generality in so doing, since one can

always redefine a new set of processes through a simple linear trans-

formation

(t) - M (36)

Xnew(t) c Xold

where i(t) is an n-dimensional vector in the most general case.
Unfortunately, there may actually be a loss of generality 1f a
complicated sequence of linear and nonlinear transformations is per-
formed on the zero mean process; the original stochastic processes do
not appear explicitly in the final result, and a final substitution of

the type given by Eq. (36) is thus out of the question. There are two

‘options at that stage; one either rederives the algorithm for a non-

zero-mean process and is thus able to analytically account for the
bias which may appear at the end, or one simply takes the mean out of
the random function before any data proceésing.

All the stochastic processes treated experimentally in this

work had nonzero means; in fact, in the case of the ten multiplexed

" noise sources, different nonzero means were actually imposed on each,

for purposes of identification.
The question of what is the best estimate of the mean comes
first. It would be the sample mean if the noise process was a sample

from a normal distribution of known variance; it would be a
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conditionally unbiased, sufficient and consistent estimator of the
true mean. But the process isn't always gaussian. Experimental
results where a sizable linear trend or a low-frequency sinusoidal
variation were superimposed on the data are discussed in Section 6.1
below. The conclusions drawn there are that the final result is
practically unaffected despite thé imposed distortion, and they
strongly support the intuitive belief that any estimator of the mean
which is more refined than the sample mean is totally unnecéssary.
The estimated mean can be removed from the data at any of
many stages of the Blackman/Tukey algorithm; it can be removed from

each data point Ez(t) by simple subtraction,
n(t) =x () -H (37)

its square can be removed from the computed correlation function

R (1),

R (1) =R (1) - 2 (38)

or an appropriate more complicated function of it can be removed from
the raw spectral estimates or from any other stage of the algorithm)

(25)

in principle. Blakemore has worked out the computational details
indicating that either of the two approaches suggested by Egs. (37)

“"and (38) give, predictably, very comparable results in terms of bias;
indeed, there appears to be little reason, if any, to consider remov-
ing some complicated function of the mean from still some other stage

of the overall algorithm. As can be readily seen from Eq. (16), the

mean was removed in the experimental results by a method very analogous
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té that suggested by Eq. (38).
Since the quantity removed from the data is really an
'approximation to the true mean, one is concerned what the effect cof

an inaccurately approximated mean removal is.

5.4.1 Effect of removing an inaccurately estimated constant mean

If the data x(t) is indeed a sample from a stationary zero

mean noise process n(t) plus an additive constant M ; that is, if

x(t) = n(t) + M (39)
then the correlation functions are

R (1) = R (1) + M2 (40)

and removing (Mz) from the approximately one hundred mean lagged
products 1is on the average equivalent to removing (M) from the
approximately ten thousand data points usually recorded for each run.
The quantity (M), however, is a random variable and its com-
puted value need not coincidé with the true mean of the process
x(t) ; it is of interest, therefore, to have an understanding of the
effect of a poor estimate of the true mean of the process x(t) on
the corresponding spectral density estimate for that process as
obtained by the Blackman-Tukey algorithm.
An estimate of the true mean which is smaller or larger in
absolute value than the true mean, will result in mean-lagged-
products which are correspondingly larger or smaller in algebrgic
value than the true values. This effect can be easiiy modeled mathe-

matically by letting
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o actual _ ., true (41)
oy x

A

waen: € i = mean-lagged-products computed using the estimated

value of the mean of the process in subtracting M2 .

Czrue = corresponding coefficients obtained by using the
(unknown) true mean of the process.
A = the unwanted additive constant resulting from a

poor estimate of the mean of the process; it can
be positive or negative.
The actual algorithm for spectral estimation will now be uéed to trace
the pernicious effects of the above quéntity AT
The raw spectral density estimates are computed according to the

formula
- ars

v, =41 [Cx 2 ézl C c08 <= + ¢ cosrs]
For all estimates in this research, m = 100 . If the C?ctual ;

-~

. £ T
i e[0o,m] , above are replaced by the corresponding Cirue+ A , then

i ; 99 '
yootimated o ttey ort MG e SRR G TORE
T (o) q:l q m i m
99

C cosrr+ A cosrx] =AMt [C + 2% . C cos EX, ¢ cosrr] +
m o i m m

99 =
{AT[A + 2A §=l eo8 Son i cosrrx]} . Thus,
v estimated _ Vtrue £ {(8) » AT[L + 2 29 L arrc ]}
A =V, Y1 o8 1gg * cosTX
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Iet: (1 + cosrx) é Ki; this can be either zero or one.

99

Iet: [1+ 2 gzlcos + cosrx] =G

qrsx
100 T

The quantity within the braces is of interest. Given specific constant
values for the error A and the sampling period AT , the frequency
dependence of the error is given by tableibelow.

The error introduced is of alternating éign, hence the distortion
of the final result cannot be an overall increase or decrease of the true
magnitude of the spectral density.

The magnitude of this distortion can be appreciated by assigning
typical numerical values to the parameters involved. For a sampling
period of AT = 100 sec. and a plausible error of mean estimation of

*
~ 0.2 volts the additive error Gl at the low frequency end of the

]
estimate is
G~ (4 x 1072)(10%)(1.725 x 107%) = 6.9 x 107 volt? sec

The corresponding typical numerical value Vlestlmated

determined experimentally for that sampling period is approximately 7db
or
estimated

: pren
vy = antlloglo(0.7) ~ 5.01 volt~ sec.

which is four ordersof magnitudé larger; minor inaccuracies in mean
estimation are thus of no consequence for high sampling rates.
For a sampling period of AT = 10,000 sec. and a plausible error

of + 0.2 volts, the worst additive error, G, 1is

*

This value is based on the noise amplitude values actually recorded after
adequate amplification, and is consistent with the rest of this discussion
which is based on the same values.
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-2 k. -4 -2 2
G,y ~ (b x 107°)(107)(1.725 x 107 ') ~ 6.9 x 10 “ volt” sec

The corresponding numerical value observed experimentally for this new
sampling period is approximately 20 db or

viStlmated = antilog, , (2). = 100 volt® sec

again, four orders of magnitude larger.
. It follows that accurate mean estimation is unnecessary when the
amplitude of the noise source measured is of the order obsef&ed in this

research.

5.5 Multiple Noise Source Treatment

As Chapter 9, which deals with the experimental setup, discusses
in detail, 10 different noise sources were time-multiplexed for the final
spectral density estimate.

The following questions are of immediate interest:

a) What is the best estimation technique if the individual
spectral estimates of 10 independent noise sources are available?*

b) How is the answer to the first question modified if the 10

noise sources are correlated?

¥

An essential set of assumptions for a meaningful comblnatlon of estimates

" from multiple noise sources is that:

a) The noise sources are statistically independent.

b) The noise sources have power spectra which may only differ by a multi-
plicative constant.

Assumption (b) is satisfied to a reasonable degree as evidenced by indivi-

dual spectral density estimates of various noise sources., Assumption (a)

is also satisfied to an extent discussed both theoretically below, and

experimentally later.
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In trying to answer the first question, the conditional maximum
likelihood estimator of the mean(3o)approach is a likely candidate for an
estimator. For purely algebraic convenience and for lack of any evidence
to the contrary, it may be assumed that the 10 available estimates sj(fi)
at each discrete frequency (i) are samples from a normal distribution
héving some variance G? . In accordance with the definition of the
maximum likelihood estimator, one wants to maximize

P(ng) - P(§(HEP§H)

p(S) 7
where p is the unknown mean, S is a 10-dimensional vector, and p(u)

is a measure of any available a priori information concerning the value

of what is wanted; in the absence of any such information, the solution

s(31)

. 10 p(§/u) = 0 . L
Su

leads to the conditional maximum likelihood estimator of p . Doing the

algebra, yields:

10 5
=5 2,-10/2 = :
log p(S/n) = logﬂ?ndj) / exp = 1
20
dJ
(43)
10
= - %9 log ZHU? - —lg z (S.—u)2
J 205 =1 J

Setting the derivative equal to zero and solving for p ,
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This is all very nice and seems to validate one's intuitive feel-
ing that this should be the case; if the real data are considered, héwever,
certain doubts are raised. Figure 4 is a plot of the raw data obtained
from the 10 noise sources used in part of the experimental part of this
thesis for a particular sampling rate. As can be seen from that figure,
the individual outputs appear to vary considerably in relative amplitude;
the corresponding individual spectral estimates are thus, quite predict-
ably, shifted in magnitude from each other, The simple averaging 0{
Equation (45) would then, in essence, attenuate the contributions of the
least noisy sources, and at the same time amplify the overall trend and
random spectral fluctuations of the "noisy" noise sources; this would in
turn invalidate any claim that the variance of the e§£imated mean p(g)
"is one-tenth that of just "any" individual spectral estimate Sj(fi) g

The noise observed as raw data from each noise source is, as will
be discussed in Section 9.2, essentially that of the first stage of a
high gain d.c. amplifier. An off-the-shelf remedy for the above observed

nonuniformity of the output amplitudes of the individual noise sources

would then be to scale them all through appropriate multiplicative
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constants; this can be done either on the raw data itself, or on the
individual spectral estimates Sj(fi) ; the latter is preferable be-
cause of the highly reduced amount of computational work involved, and
also because it eliminates the likely possible need for an iterative
procedure where a noise gain is guessed from the raw data, and the effect
on the spectrum is then observed in preparation for the next guess.

A A closer look at the data plot of Figure 4, however, indicates
that over and above the aforementioned difficulty, the individual noise
sources display outputs which are significantly different in nature;
noise source #h is "popcorning"* with a time constant of a few hours;
noise sources #e,h,‘deviate considerably from their sample mean, while
other sources display still different behavior. One is thus left with
the impression that perhaps some noise sources ought to be attenuated
and others amplified in inverse proportion to their "quality". Quality
should be measurable then, and the only sensible yardstick is how close
each particu;ar noise source comes to the mathematical model used in
deriving the spectral estimator.

In developing the estimator in Section 3.1, it was found'
necessary to assume: (a) Fourth order stationarity of the noise source.
(b) Ergodicity of the mean and of the autocorrelation.

The first requirement (on which the second is essentially de-

pendent) is at best hard to check; even second order ("wide-sense")

¥
"Popcorning" refers to an output whose mean fluctuates between two or
more well-defined levels; the Hausition times can be random with
different transition probsbilities associated with each state.
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stationarity which is all that is required for ergodicity of the mean is

hard enough to verify experimentally. The fundamental difficulty involved
here is that one must agree on a minimum time span over which stationarity
can be expected. It is mentioned earlier in connection with Figure 4 that

' with a time constant often exceeding 6

noise source #h is "popcorning'
hours; it follows that for that particular source, stationarity is not an
accurate assumption for experimental runs shorter than a few times the
above time constant; thu;,noise source #h would be of relatively poor
quality for the short duration runs but not necessarily so for the long
duration (low sampling rate) ones.

Checking for ergodicity of the mean is relatively simple if thé

analytic expression of the autocovariance or of the autocorrelation is

available. Specifically, it has been shown that if
* :

lim R(T) # ° (46)

T @ .
the ergodic theorem is not satisfied,

No such scheme is as yet available for checking for the ergodic-
ity of the autocorrelatibn.

As can be deduced from the above discussion,.checking the
‘.fquality" of each noise source is a rather subjective matter, basically
based on:

(a) How stationary is the mean of that source during that par-

*
ticular run?

*
This is not easy to check in an experimental situation.
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(b) How smooth is the corresponding estimated spectrum?

'These criteria are by no means complete; as was shown earlier,
they are at best usable guidelines in assessing the "quality" of a
particular noise source.

Figure 5 shows histograms of the absolute value of the amplitude
distributions of each of 10 noise sources used in deriving preliminary
estimatés in experimental work, in an attempt to assess the stationarity
of each, somewhat less subjectively,** The presence of a gaussian shape,
or absence thereof, is of no great significance in this context, since
the only place where a gaussian assumption was used was as a mathematical
simplification in deriving a simple-looking property of the estimator,
namely its variance. A significant feature observable in these figures
is that the shape of the distribution-of the amplitudes of the first half
of some noise sources differs from that of the second half; does this imply
nonstationarity? Not necessarily: stationarity has no built-in time
interval during which it must be displayed. Stationarity is, thus,
difficult to check, even through the use of such histograms. It appears
that the only valid conculsions that may be drawn from Figure 5 for the
time being are that a particular recording of a run.at a particular time
is not as useful as it could have been at another time. Reference will be

‘made later on, to these figures in Section 7.1.2 in connection with the

*
This is a measure of quality in the sense that, for example, a popcorning
source with just one level shift during the run in question is not a good

source.
A _

The statistical properties of the sources will be examined later in this
work,

ek
This is a relevant measur??gf quality for reasons related to the spectral
variance., (See Blakemore'~”/for details).
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expected statistics from a postulated mathematical model of flicker

noise;

A highly relevant point of interest is the question "at what
frequency (for each run) should the weighted averaging be attempted?”.

The high frequency end is a poor choice in that it is most affected by

aliasing; the low frequency end is also a poor choice in that it is very

susceptible to bias. A rational and convenient, however arbitrary, choice
is a frequency near the middle of the range for which that particular run
has provided spectral estimates.

The scheme actually used in averaging the 10 individual spectra
in this work involved the following steps:

1. Find the average value of the ten spectra at f = fc where fc is
the frequency in the middle of the range availlable.

2. At that one frequency find the appropriate € multiplicative factors
O, Kel[2,10] such that a1l 10 individual spectra have the same
magnitude as one of them.

3. Repeat steps 1 and 2 for f = fc + % ARS gnaarrs s fc - % AF where
AF 1is the total frequency span available. Record the new multiplica-

tive constants obtained as BK and Yg o

; Qg + BK + Yy
4, The quantities 3§, = , Ke[2,10] are the unweighted
n 3

multiplicative factors sought.

5. Through good judgment based on the discussion of the present section
assign weights 0.8 < & < 1.2, Ke[1,10] to the 10 noise sources

respectively.
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6. The final "weighted" average spectrum is then given by

10 o, + B, + ¥ *
= ¢ (2K g - [5.(£,)]yic[1,100] . ()
FO N K=1 3

where ozl = Bl =5‘l =81 =1

= quantity of interest at this stage is the variance of the
final estimate. 1In order that the result be a usable one, it is neces-
sary to use Eq. (25) which gives the variance for a single noise source
as a starting point; the further assumption that SKSK(f), Ke[2,10] are
samples from a gaussian distribution [not a very accurate assumptién
but a realistic one] simplifies the mathematics considerably. It was

shown in Eq. (45) that

" 1 10 & st
alsi(£;)] == = s.(s,)
10 j=1

Replacing Sj(fi) by 8jsj(fi) in the equation above, is a step in the
right direction towards approaching the assumption of gaussianly dis-

tributed spectral estimates., Hence

> G s :
ils(£;)] = 3= ?:153 s,(£5) . (48)

¥
As explained in the experimental part of the thesis, S_(f.) is obtained
- Ragiey
at 100 frequencies for such data

*% A
The symbol will be used, as an exception, in this section only, to
indicate an estimate because it is not always clear; this is consistent
with the notation convention adopted since Section 3.2.
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Since fi[S'\(fi)] is the sum of 10 gaussian random variables, it is itself

a gaussian random variable having a mean and a variance of its own.

s (32)

- g ) E e
E{H[S(fi)]} & Ig §=lsj(fi) =‘H =M [?(fi)] (u9)
and
A 2 gt 20 10 % = cgae
E(Als(e)] -ul J =5 BT 8(£;)8,(;) - w

10 j=l e=1

30, 30" - - ~
= o8 At 98 (f.) (50) .
0% el el T ES

where E is the expectation operator, and p was defined in Eq. (49).

Now recalling that in general

o Bl B ]

and that for uncorrelated gaussian random variables (therefore independent
ones) having the same mean (assured by the incorporation of éK's in the

expressions)

Elx,x,] = Elx;] Elx,] = pqu, = o

‘Equation (50) simplifies to(33)
2
c
2 1 Z 2 1 2 2 2 j
A R e L T —(10% - 10" - g
0]
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where G?‘ is the variance of each individual spectral estimate given by
Eq. (25) earlier, i.e.,

2 T
Var [Sj(fi)] = uz[sj(fi)] —T-i—: :

In other words, the variance of the result of multiplexing 10
noise sources for time Ty is the same as the variance of the result of

having 1 noise source and measuring it for time lO'TN, assuming that
the appropriate multiplicative constants have been incorporated as above.
This is so if and only if the individual noise sources are not correlated.
The magnitude of the subjectively assigned coefficients §i- has been
deliberately kept close to unity because doing otherwise would result in
an increased variance of the final estimate, according to the discussion
earlier in this section; in fact the Very presence of these near-unity
(but not always unity) multiplicative constants is part of the reason for

allowing a variance of

3T
ver[s(£;)] = 'T}M / s%(z,)

For the overall final sﬁectral estimate as opposed to the computed figure

of
{T
"'.T.% / Sz(fi)

(for windows other than the zeroth window, as already stated.)
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One additional point related to the above is a consequence of the
fact that any one given noise source could exhibit a behavior which could
be more acceptable for one sampling speed than for another; accordingly,
no attempt was made to associate any one noise source with one subjective
quality coefficient §i for all sampling speeds associlated with that
particular source.

. While the criteria and the narrow ranges related to the assign-
ment of a particular §i have been already given, the actual 50
coefficients*have not because they would be relatively meaningless with-
out proper substzntiation; such substantiation, if it were to be complete
would require the insertion of 50 raw-gata plots and another 50 pre-
liminary spectral density estimates.

It must be stressed that in dveraging the final spectral density
estimates, it was not the logarithms of the individual spectral estimates
which were linearly averaged but the actual individual spectral estimates
themselves. Since the assignment of the subjective factors %i required
human intervention before any further computer processing, and since the
individual spectral estimates were deliberétely punched in data éards in
logarithmic form for easy evaluation, the "averaging” computer program
had to reconvert each of these.numbers to their antilog equivalents,

“average them, and reconvert them to one final set of 100 logarithms rep-

resenting the 100 discrete estimates.

¥
Corresponding to 10 coefficients for 5 different sampling rates.
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CHAPTER 6 .

COMMON SOURCES OF BIAS IN THE ESTIMATE

If the assumptions of ergodicity, stationarity, and appropriate
spectral smoothness needed in deriving the Blackman/Tukey estimator are
met, if the unprewhitened power spectrum of the source is indeed 1/f ,
if the raw dataare not hiding a sharp spectral peak, then we can have
some faith in the final estimate; but we have no usable test for
checking the ergodicity of the autocorrelation and we have no test for
checking high order (or any order, actually) stationarity. Applying
this estimator's mathematics to the ineligible noise source may, and
does, result in final estimates which are "reasonable-looking', well
within the variance bounds of Eq. (25), yet heavily biased.

Experience from some hundred different spectral estimates
obtained from an equivalent number of.noise sources indicates that
there are a few persistent and identifiaﬁle common sources of spectral
estimate bias plot.

The spectral density of a disturbance which is uncorrelated
with the "signal", in this case noise, is theoretically additive to
the signal's spectral density; indeed, given n(t) and d(t) as the
stochastic representation of a noise in time and of ; corresponding
-disturbance, then, assuming wide-sense stationarity and defining

S(t) = n(t) + d(t),
RSS(T) = E{[n() + dt)][n(t+1) + d(t +T1)]}

= E[n(t) n(t+1)] + E[d(t) d(t+T)] = Rnn(T)+Rdd(T) (51)



60

with the cross-products vanishing in the limit. Then,

5_(f) = j R (1) O e j R (1) ¢ 5_(£) +5,(£) (52)

There are three points of interest at this stage:

a) A finite-duration random process S(t), t € [0,T] which
has a seemingly out-of-place delta function or unit step or something
similar in it, cannot be called "stationary'" as such. Although it
could indeed have resulted from some stafionary ensemble, it is not
very realistic physically.

b) The algorithm used in this work for estimating spectral
densities is based on many assumptions discussed already, which we?e
imposed by the practical limitations of the actual problem; deviation
from such assumptions, consequently, results in biases of various
kinds. Equation (52) is thus, at best, only approximate in the expéri—
mental part of this thesis; an equivalent relaéion must be obtained
which is based on the numerical details'of the actual algorithm used
in spectral estimation.

c) Spectral density estimates should not be expected to be
additive on the log scale which is used in this work.

The raw data distortions most often encountered which result
in bias of some form are shown in Fig. 6 below. A Aelta function in
time, whose amplitude is much larger than the r.m.s. value of the
noise, like the one simulated by the digital computer on Fig. 6a, is
not too common; it can be caused by an uncorrected error in the raw
data, or by an unintentionally introduced card-punching error while

manually correcting for a multiplexing-synchronization error. Spectral



P20 N PN NS AR MANAIG ANy | AN sttt

it A A AP

[ ——

N st o Mt Y

'WMMVV% s L

i W\.\ﬁ”“-"\"""’\’ oy A A asitapn ‘v‘.'-.o’l‘{"f“;, 4 J

6c

1_‘..]
e
g2

-

.
P
tJe
)
—N
:U
o
3
o)
i3
(§3]
P
J'\
'.J
[4d)
S
-

3
SV

s}
LJe
3
~
i
—
I—o
pare
()
Ton
o)
J
=
b
()
-
&
(5
f< -
®)
e
pod
o

'2]
Vo

™M



62

*
density estimates were obtained from all noise sources used in the

final spectral estimate, with computer-created delta functions of
amplitudes of ~ %-v, -lv, and =-2v ; these amplitudes are not much
larger than the typical noise deviations, but are certainly represen-
tative of the situation encountered in actual experimental runs. The
lower left-hand side of Fig. 7 shows the expected gradual "whitening"
of the undisturbed spectral density estimate of noise source No. 1 as
the aﬁplitude of the spike in the time domain is increased.

Figures 7 through 11 indicate the anticipated result, namely
that a particular disturbance such as a single data point out of 1000
being displaced by the mean by a given amount results in a specific
additive spectrum; this additive spectral density is independent of
the particular noise source and is, naturally, not very distinguishable
if the spectral density of the noise:source itself is of considerably
larger magnitude.

A more common source of spectral estimate bias caused by a step
type disturbance of the raw data is simulated and depicted in Fig. 6b.
It is almost invariably caused by a missing data card which throws the
remainder of the data off the preciously gﬁarded multiplexing syﬁchron—
ization. A simple mathematical derivation of the "extra spectral

density to be added" is quite misleading; assuming f(t) = A U(t), then
N q

T T
% 2 Rt A2
R(t) = 1lim 5T U (e)de =5 1im ?T— dt = 5 (53)
T = oo T T = o 0.

*
Estimates were obtained for one only sampling speed; it is believed
that this provides an adequate measure of a noise source's nature for
the purposes of this section.
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and S(w) = AC §(w) .

. This is certainly not the effect obtained experimentally and
depicted in the lower right side of Figs. 7 and 8. What is observed
there is a bias on the low frequency side of the spectral estimates
which makes the estimate look steeper than it really is. Blakemore(ZS)
has shown that for the simplified case where A > > S variance, the
above-observed bias is to be expected as a consequence of the interaction
of the data with the window. This case is complicated by the fact that
it arises from "interchanging" sources. which means that the general noise
level is different on the two sides of the step. Since such an event
occurs on all 20 records it cannot escape detection,

Whereas the power spectrum for a unit step function in time is a
spike at the origin, as Eq. (53) indicated, the power spectrum for the
rectangular pulse pT(t) of the half-width T is not. Its Fourier
transform is easily obtained by direct integration

L 28 inT

w

hence the power spectrum

S 4
T Tw

Depending on the width of the center lobe of the last equation above, one
can expect anything from an additive "white" spectrum to an addiﬁive
spectral density biasing mainly the low frequency edgé of the unbiased
spectral density estimate. This is readily confirmed by the plots in

the middle of Figs. 7 and 8. As with delta-function-type disturbances,
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the amount of additive spectral energy is determined by the disturbance-
parameters and by the data-processing algorithm, and is independent of

the particular noise source; this is readily seen in Fig. 10 which depicts
a "noisy" source whose unbiased spectral gensity energy is sufficiently
large to "mask" the additive energy of the digturbance.

One might be tempted at this stage to try to increase the "signal
to noise" ratio, "signal" being the 1/f noise and "noise" being all such
step-like disturbances; this way, bilases of all the aforementioned kinds
should vanish, This is not always possible, however; quite often, the
step-like disturbance is caused by a malfunction of either the regulated
power supply or the temperature regulator; this is perceived by the first
stage of noise-creation, and no amount of subsequent amplification can
subsequently selectively discard that disturbance only.

' source. This new type is treated

Fig, 11 depicts a "popcorning'
in great detail in Ref. 3L4. A quick glance at the steepness of the
spectral estimate's low frequeﬁcy side might suggest the distorting
presence of one (or more) superimposed rectangular pulses in the raw
data, in line with all the discussion of this section; indeed, there are
such pulses, only they are part of the noise. Removing them digit-
ally would produce an artificial array of data, representing nothing
physical; keeping the noise source as it is would steepén the overall
final estimate; yet the latter can hardly be called "distortion" or

"pias" since "popcorning" does exist in semiconductors and is as natural

as flicker noise itself.
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6.1 Linear Trend Removal

The question of linear frend removal from a zero mean process
<5veraged over the available time) will now be considered.

One is concerned with the presence of a specific and simple kind
of nonconstant-in-time sample-mean: a linearly varying mean., The under-
lying reluctance to generalize to other forms. of time dependence is the
fear of throwing away low-frequency information in the process of mean
removal.

Fig. 10 has shown convincingly that an obviously extraneous time
dependence of the mean whose period was about one-tenth the data length
had no noticeable effect on the estimate. Having reﬁoved it would cer-
tainly have caused no foreseeable deterioration of the estimate's quality.

The traditional noise source whose mean varies linearly with time
is computer-simulated in Figs. 12 and 13 from two otherwise genuine noise
sources of constant mean, and the spectral estimates are ccmpared. As
can be readily seen, the effect of a linear mean shift by about 50 times
the standard deviation had practically no effect whatsoever on the
accuracy of the result. In short, there is no need at all for removing
either any reasonable linear trend or any other nonlinear trend which is
slowly varying so that its main power comes from frequencies too low to
affect the spectral estimate.

What is left then to worry about is a slowly véfying extraneous
disturbance whose characteristic time constant is at least an order of
magnitude smaller than the total length of the run, and is nonlinear, too.
Such a disturbance is, conveniently, rather unlikely on physical grounds;

disturbances tend to be, for the most part, either abrupt, or character-

istic of some aging process and hence monotonic.
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CHAPTER 7

FURTHER GENERAL THEORETICAL CONSIDERATIONS

Physical reasoning, as well as experience from other kinds of
noise, seem to suggest that flicker noise is the result of a superposition
of a veiy large number of repetitive - though not periodic - disturbances.
As it is not the goal of this thesis to venture into the physics of semi-
conductors, the emphasis in this chapter will be on the details of

mathematical models.

7.l Mathematically Modeling the Flicker Noise Mechanism

The little available literature on this topic seems to concentrate
on either of two extremes: one deals exclusively with semiconductor
physics, while the other deals exclusively with mathematical models having)
for the most part, little contact with reality; a typical example of the
latter approach is summarized very briefly below.

Given an ergodic ensemble of functions, whose ensemble average is

zero and whose ensemble-autocorrelation is assumed to be
Ro(T) = A 8(7) (55)

hence its power spectrum is

Sp(w) =k . : (56)
then if one assumes that
3 gle) oo g(t) = £(¢) ‘ (57)
(27)

then utilizing the well-established relation

2
S%(w) = |o Sf(w) (58)
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one obtains

k

l—lz— (59}
@

SRRl =
g( )
If one now defines § f(m)(a)) to be the m-fold integral of f(t) , then

8 By = —E_ (60)

and to describe flicker noise it is enough to let 2m =1 .

This mathematical device of fractional order of integration gen-
erates flicker noise from white noise; it is due to Barnes and Allan.(zz) |
The author of this thesis fails to see any practical use associated with
fractional orders of integration.

Something much more concrete and tangible is clearly needed in
providing a formal justification for flicker noise. The specific questions
that this section considers are the following:

a) Can the physically plausible model of a summation of "random telegraph
signals" result in 1/f noise? If so, what are the necessary con-
straints?

b) Does the above model imply either the existence or the absence of any .
specific probability distribution?

5) How do  the experimental data obtained in this work compare with the
anticipated predictions from the above theoretical considerations?
This question is also treated in Section 7,L.2 below.

Puckett(3u)has very recently worked out the mathematics giving the

autocorrelation and spectrum of a single but generalized random telegraph



75
signal where the expected time spent in one state does not necessarily
coincide with the expected time spent in the other state.
For the simpler case of a common semirandom-telegraph-signal x(t)-
taking the values +B or -B with zero crossings which are Poisson dis-
tributed with an average frequency A , ﬁany texts,(35’28)established

the following relation for the associated autocorrelation:
R_(T) = 82 o~2M : (61)

The power spectrum follows trivially by Fourier-transforming the above,

namely: :
Sx(m) = j 52 e-ZKITle-ijdT (62)
2 L
Bln) =B —o—s (63) -
o i 4

Sketches of RXX(T) and of Sk(w) appear in Fig. 1llha below:

L R (t) 4 S(w)
2
I8 ek
=SS > e >

Fig. lha
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Quite clearly, there exists a point, w somevwhere in between these

f J
extremes where the slope of Sx(w) is that of some k3/f spectrum
which would pass through that point; the region "near" that point will,

accordingly, be "almost" like k3/f: Mathematically speaking, one

requires that value of w = wp and of k3 which results from the simul-
taneous solution of
' La?y k : :
8,(0) = s = 2 =5 (o) (65)
I+ w
d d :
5 [8,(@)] = 55 [5, ()] (66)

that is, letting MXBZ =k, and = k, for notational convenience,

Eq. (66) becomes

2klw Y k3 3
Ay (67)
(k2 + W) w

The positive real solution of the simultaneous equations (66)
and (67) provides the desired ®p

It is clear now, that by superimposing many iﬁdependent random
‘ telegraph signals of appropriately scaled B's and A's one can synthe-
size a spectral density displaying a k3/f behavior over arbitrarily
many decades of frequency. The rule for selecting such "appropriate"
parameters to artificilally synthesize a k3/f spectrum will cléarly
depend on the amount of "ripple" one will allow in the resulting spectrum,

as illustrated in Fig. 1lhb;



log

Ripple from Superposition of Many Telegraph
Signals to Form a K/f Process.

Fig. 1hp

The existence of such a discrete set of parameters is rather unlikely;
it is physically more plausible to assume the presence of a continuous
distribubtion in A and B .

Any further arguments specifying physically realistic numeri-
cal upper and lower limits for the distributians of A and p , are
bound to get deeply involved with the kinetics of the oxide layers of
the semiconductors; this is not‘the purpose of this work. It is of
direct interest in the framework of this research, however, to examine
the mathematical.bmplicgtions of the model introduced in this section.

It has been a peculiar trend in the past to misinterpret the
aﬁplications of the Central Limit Theorem and to take it for granted that
‘s, summation of an infinite numbér of any independent random processes has
a gaussian distribution, In fact, a closer look at the mathematics of
the Central Limit Theorem indicates that this is patently false in some
cases,

(28,36)

Many texts establish the unidimensional central limit
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theorem: given N statistically independent random variables

xi,ie[l;N] and defining

A = o
z = — Eoax] L% —REY. (68)
/N i1 T 2 L
where X is the mean value of the xi's , and such that z =0 , and
cz = Gi = (the shared variance of all random variables regardless of N),_
then o
B i
b b = .
lim | Pz(z)dz = J Sl Ay (69)
oo & a an/by

Indeed the central limit theorem does not at all imply that P,
approaches the gaussian density function, but that the integral of P,
between fixed limits approaches the Qalue of the integrated gaussian
density function between the same limits. In other words, the opera-
tions of limit-taking and integration are not always interchangeable.

(37)

Mathematically inclined researchers have pointed out that a set of
sufficient conditions for pz(z) itself to be gaussian as N - @ in Eq.

(69) is that

2 g

a) O) + «es + O (70)
5@

b) J x> fi(x)dx < ¢ = constant, o > 2 (71)
-0

Indeed, (70) is easily satisfied if the given random variables

have all equal variances. Equation (71) is satisfied if all densities
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fi(x) are zero for |x| > e, (71)

What is of relevant interest in this work is not the undimensional
central limit theorem which was presented above to highlight points which
will subsequently be harder to pinpoint in view of the forthcoming mathe-
matical complexity. It is the multidimensional central limit theorem
which is of interest here. We have been observing a process, the output
of a noise source, and have been wondering if indeed it could have re-
sulted from a summation of many random telegraph waves; having shown that
it could, we are presently trying to see if the so-modeled noise source

(38)

is then gaussian, as was commonly believed, or not.

We have k samplings of the no?se sources output; these compose
a k-dimensional vector which contains all the available information on
that source; accordingly, we can think of the contributing individual
telegraph signals as a set of N K-dimensional vectors, too. The de-
velopment of the multivariate cgntral limit theorem exactly mirrors the
development of the corresponding one-dimensional theorem referred to

earlier in this section; the development proceeds through the use of the

joint characteristic fungtion
a® e JwyXqt. . Joy X
_ | I » 2 g k
M&(aﬁ}aé, ...ak) Jim"'J ‘x(XJfXZ""xk)e dx, .. .dx, (72)

and is well documented in relevant textbooks: Given

=

N ™M=

z = (Zl’ Zos ---Zn) ! Xiy* ' (73)
i=1 . ; & :

=

*The normalization = is such that the covariance matrix [AX] = [AZ3 3
/N
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where each k-component vector X5 is statistically independent of all

others, i.e.,
N
p(xl.xz...xk) =j;? pég) (74)

and assuming that each such x5 has the same density function .

5 2
with zero mean, covariance matrix [AX] and characteristic function MX
then

lim () = expl- 3 & [A] & (75)

N—

and the density is obtained by taking the inverse transform.of (75) above.
It is of great interest that here, again, as N-®, pz(z) does not neces-
sarily converge to a gaussian density; the fundamental "catch" is that if
P, contains impulses, multidimensiondl or unidimensional, so does By 3
regardless of the numerical value of N - What does always become
gaussian in the limit is the di;tribution function FZ

In the interest of completeness, letting k = 1 in (75) above
yields

lin ¥,(0) = exp(- § 0hyq0) = exp(- § ofo?) (76)
N—oco

which is in accord with the one-dimensional central limit result stated
earlier in Eq. (69).

Can this theoretically-derived result be easily checked against
available experimental evidence? The unfortunate answer is a flat "no";
given a set of time-sampled values of a noise source can only result in

a histogram-looking plot of the probability density estimate; any such
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histogram, by its very nature, befogs the issue as to whether or not it
is an envelope of a much finer structure, and if so, what is that struc-

ture.

A histogram of that type which estimates the probebility density
is shedding some light on the fashionable talk about a lack of station-
arity that some researchers(s)have observed in their noise sources of

flicker noise,

T.l.2 Related Experiment Evidence

It has been noted(39)that the inference that the spectral power
density remains inversely proportional to zero frequency implying infinite
total noise power is appropriate only for stationary random processes.
Reputable researchersin this field(39)have claimed that 1/f noise may not
be stationary in the usual sense, but rather may possess a weaker form of -
conditional stationarity.

The first recorded attempt to examine the statistics of 1/f noise
goes back to 19% ;(uo)the experiment's failure has subsequently been
attributed(5)to the measurement technique's inability to detect any "con-

(5)

ditional stationarity”. A subsequent attempt by J. Brophy'”‘claimed to
have observed some significant statistical difference“between 1/f and
‘ Nyquist noise: specifically, although the probability amplitudes of
both types of noise were similar, the variances of the distributions of
different samples fluctuated considerably in the case of 1/f noise, Al-

though that experiment's published report was somewhat oversummarized, no

attempt was made to duplicate it because of the enormous amount of data
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handling required to obtain, for example, 100 sample variances. This
thesis, having already documented the presence of "popcorning" noise
sources whose time constant is occasionally of the order of 8-10 hours,
makes it obvious that taking 100 "good" sample variances at 2-3 dif-
ferent sampling rates would take a prohiﬁitively large amount of time
and computer time, '

. What is of interest in the context of this work is to actually
observe the probability distributions of the various raﬁ data-sets from
which the final experimental results of this thesis are obtained. Are
the amplitude distributions truly gaussian? How do the shapes differ
between two different halves of each unknown data-taking session? What
consequence does that have on stationarity considerations? What can one
infer from these amplitude distributions as to the corresponding raw
data or even spectral estimate?

Figure 5 above shows the distribution of the absolute values of
the amplitudes of all ten noiée sources for each sampling speed used;
each "run" is artificially split into two halves for stationarity obser-
vation considerations.

A bell-shaped plot of a zero-mean process whiph displays more
than one peak is indicative of a noise source which has two or more
preferred "states" and whose sample mean may be neither- of those; this
is typical of "popcorning"” noise sources and, occasionally, of error in
the multiplexing-synchronization, as explained in Chapter 9 below.

A rather "flat" plot reminiscent of low-pass-filtered wﬂite noise
is suggestive of a noise source which is uniformly distributed in ampli-

tude; this is somewhat of an oversimplified statement, however, in view
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of the fact that the plots are essentially histograms which can take any
of twenty discrete values,

Any striking difference in the amplitude distribution between
the first and the second half of an experimental run tends to imply non-
stationarity; alternatively, howevér, it ﬁay only imply, for example,
that the noise source's intrinsic time constants are large, perhaps as
large as references (1) and (18) have suggested that they may be. Ap-

(5)

proaching the stationarity question through Brophy's way'” ‘by making
histograms of the variances of many different runs, is a venture of

: questionable use for two reasons:

a) Since the time constants involved from the physics of the
semiconductors may be large,(l)one will have to take long-lasting runs.
Time-multiplexing is inapplicable, since it is the changing statistics

of only one source that one is after. If each run is one month long,
getting 30 variances would require equipment of extremely good stability.
Indeed, it would be next to impossible to avoid environmental influence
from creeping.into the system. The results would thus be highly question-
able.

b) Since no physically sensible upper limit has yet been de-
termined for the intrinsic time constants of semiconduétor kinetics, one
would still wonder if, perhaps,-each run should have been even longer!

Normalized distribution plots of the absolute value of the
amplitude were made for two noise sources on probability paper, so that

the gaussian shape of the plot could be verified easier. The longest

available records were selected, so that the nature of the statistics of
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the sources in their most interesting regions could be studied,

Noise source #h, depicted in Fig. 15a below was selected because
its linear plot (already presented in Fig. S earlier) appeared to
resemble the familiar bell-shape to a considerable extent. Its probabil-
ity-paper graph verifies this. |

Noise source #9, depicted in Fig. l5b.belm$\vas selected because
its linear plot displayed a peculiar dip near the peak of the bell-shaped
curve. Its probability-paper graph depicts this peculiafity at point X
on the graph because the integral of the bell-shaped curve increases only
slightly as the area under the aforeméntioned "dip" is integrated.

There are two points of interest at this stage:

a) Since these graphs are graphs'of the absolute value and not
of the algebraic value of the amplitudes, the distribution is postulated
to be symmetric around the mean. This fact is reflected on the probabil-"
ity-paper graphs, too.

b) Even if the curves seem truly gaussian, it is important that
they have resulted from histograms. Accordingly, they are at best en-
velopes of a true distribution.

This section has attempted to experimentally determine the
amplitude-distribution of two noise sources whose spéctra are believed
'.to be 1/f in nature. It ﬁés been found that, within the limits of
reasonable experimental accuracy, the sources are gaussianly distribu-
ted in amplitude. This is in agreement with the theoretical discussion
of Section 7.1 with the understanding that the experimentally oﬁtained

distribution curve is only the envelope of the true distribution.
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CHAPTER 8

COST REDUCING DATA-TAKING ALGORITHMS

The sampling technique discussed so far where the available
samples are spaced equally in time has been motivated by sheer con-
ceptual and computational simplicity; nowhere in the derivation was
any attempt at optimization made.

- The first part of this analysis deals with the following
situation: Suppose it is of interest to obtain an estimate‘at a
very low frequency by increasing drastically m of Eq. (12); this
will clearly result in an estimate of very high variance, but the
interesting question is the following: Since it is evide?t from

n-r

} x[(qAT)] * x[ (q+r)AT] (77)
q=0

Sima
: & Bit i

that there will be, percentagewise, more terms in the sum for r

's

small than for r large, the reliability of the low-indexed Cr
will be statistically better than the reliability of the high indexed
ones; how wiil this reflect on the reliability of the spectral esti-
mates at low frequencies and how at high frequencies? Is it "best"
to have a constant number of terms in the summation of the afore-
mentioned Eq. (77)? :

Even in the usual cases-where TM/TN is of the appropriate
order of 1:100 or thereabouts, are we perhaps determining some of the

mean-lagged products with unnecessary accuracy? Couldn't we approach

the economy of the fast Fourier transform and yet stay away from its
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algorithmic complexity by refining our present algorithm?

The second part of this analysis considers the following question:
How can one process samples taken at a known but not constant rate?
Is there any condition to be satisfied by the times at which sampling

is made? Can we get alias-free sampling through this approach?

8.1 Non-Constant but Non-Random Sampling

It has been seriously hinted in the past(24’25)

that the develop-
ment of "the right" sampling algorithm, where samples are taken at
nonequal but prescribed nonrandom intervals of time would do such
wonderful things as optimize data processing, eliminate the need for
de-aliasing, etc.

As the derivations and discussion below suggest, such hopes are,
unfortunatelx unrealizable.

It is of interest to start this discussion by expanding the

fundamental equation (17) above as follows:

Vl = AT[C +2C cos(loo) -+ 2C2 cos(loo) + "'*'Cloocos(ﬂ)]

(78)
V2 = AT[C +2C cos(loo) - 2C2 coq(loo) -+ ----+C100cos(2ﬂ)]
VlOO = [Cd-2C1+ 2C2— cee —2099 + ClOO] (79)

~Indeed, "fitting cosines to the data'" is a misleading oversimplifica-
tion, in that every single ''raw estimate" depends on all autocorrela-
tion coefficients. The degree of dependence of any one 'raw esimate"
on a particular C

i is directly related to the actual power spectral

density of the stochastic process being considered.
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It thus follows, in answer to the questiom posed in the intre-
duction to this chapter, that there is no need to reduce the
reliability of the low indexed Ci's unless the cost of an excessive
number of digital cross correlations becomes prohibitively éxpensive;

(26)

indeed, it has been shown that the autocorrelation is the most
expensive step of the entire procedure used in this thesis; such
shortcuts as the "Fast Fourier Tr;nsform" have been devised in an
effort to by-pass the expensive correlation-taking. It is in such
cases that the algorithms suggested below could be of use.

The motivation is to record and subsequently process no more
data points than are enough to provide an almost equal number of Ci's
for all desired i , i€ [0O;m], m to be pre-specified. Although the
total number of recorded data points is kept constant for both the
"01ld" (Tukey) and the "new'" algorithms, the time span required for
data-recording for the '"mew'" algorithm is somewhat longer. Quantita-
tive comparison is made later.

In the following sampling algorithm, for instance,

_.~ Sampling Instances

F il

99[0#'951"9} ~o.
Time axis .

if we are to collect T, points, this will take 3/2 the time it would
take to collect the same number of points without any skipping.

The relative abundance of the various Ci's is now clearly
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No. of Co's is  100% "N
Cl's is 50%. s 0.
Cz's is 50% = m,
C3's is 100% * m Assuming 1N >> 6
C,'s is 50% * m
C5's ie ete. *M

The above information is plotted as "éPACING B" in Figs. 16
and 17. (In Fig. 17, m is allowed to increas indefinitely up to TL,
assuming T, = 10,000. From Fig. 17 it can be seen that-for large m
there exists a higher abundance® of Ciﬁm's than if scheme "A" (the
Tukey approach) had been used. This is to be expected since we are
sampling for a longer time; the price we pay, or seem to, is that some

mean lagged products are not quite as reliable, (e.g., C C2, ete, are

1°
50% * 1 available only).

This is not as bad as it seems to be; the difficulty can be
somewhat alleviated by adjusting these unreliable values through a
weighted averaging with adjacént reliable values. 1In so doing, we have
essentially sacrificed some frequency resolution.

Along the same line of thought, one can consider similar,- yet

more sophisticated algorithms, e.g.,

el © T i
(Scheme C)

i€
J— ]-p*— | | A

\{-

*
Not relative to higher indexed ones but as compared to the Tukey

algorithm.)
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whose relative availabilities of Ci's are shown in Fig. 16 and Fig. 17;
for that scheme the time factor ‘expansion is 2/1 , that is, twice the
time is needed to gather a total of M, data points than if the Black-

man-Tukey algorithm were used.

8.1.2. Mathematics Pertaining to Nonconstant, Nonrandom Sampling

The problem of processing data obtained at unevenly spaced,
nonrandom, but known times, can always be reduced, as discussed below,
to one which can be treated by the Blackman-Tukey algorithm which has
been extensively discussed. The obvious penalty for so doing is the
irrevocable loss of any and all potenfial benefits that could be
inherent in a scheme where data points are not evenly spaced. A curve
would thus be fitted, through simple digital processing, through the
available points of C(Ti), and the value of the resulting curve could
subsequently be read at equidistant intervals, as indicated in Fig. 18
below; from that stage on, the usual algorithm, namely the sequence of

C(r) === Times at which C(T) can be computed.
l ,-A"“‘“»".d " ' e
—=""Least Squares'' fit through above

/’/"._Za-" 4
y points.
// ; : ‘
e B //ﬁ”’,/”””\Tlmes when C(t) is read for further
%ﬁkg#// processing.

NG

oy

l
|
|
!

<11
| |
| |
| |
| |
| .1

[
|

Fig. 18. Autocorrelation Sampling
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steps outlined in Section 3.2, can be used as is; such an approach is
not in the least disreputable, since the resulting accuracy should not
be, on the average, any worse than that obtained from data collected
at equally spaced time intervals.

An alternative approach will provide considerably more in-
sight into the nature of uneven saﬁpling{

It can be recalled from Fig. 1 that the Blackman-Tukey algo-
rithm involved fitting a staircase-like function through C(kAT)
such that the transition in the magnitude of the resulting c;rve

1

occurred halfway between every two subsequent Ti s ; the function was

defined as“'zero at T > T .
LY

Figure 19 below suggests a very analogous approach tailored for

uneven sampling.

o e e gl e M tior.

g a1 0
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The following related points of interest should be mentioned:

(a) Unless the sampling scheme is periodic with period much
smaller than TN , the record length, any one C(Ti) will be the
result of one, or at most, a very few cross-correlation multiplications,
and will be very unreliable.

(b) If the sampling scheme.is pufposely not periodic, then the
aforementioned unreliability of the lagged products can be compensated
for by the greatly increased number of the now available lagged

1

products. Indeed, if the T, s are not, loosely spesking, linearly

related, there can be up to

, “) mM |
m = (2 m—“ﬁ_z)! 5 (80)

such products (e.g., in the case of random sampling where time is also

recorded) .

For a typical m = 10,000 this amounts to

1
L 3 lO8 products

2(9,998)! = 2

As this thesis is not concerned with random sampling, a topic in-
itself, we will not pursue the consequences of this scheme any fur-
ther. .

In the following it is assumed that through a data-taking
scheme such as the one described in Chapter 3, mean lagged products

C(Tk), k € [0,m] have been obtained through the use of

c(r,) = 0y £{t) = r) (81)

N x
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where the summation extends over all pqssible intervals which are Ty
in width; Ty is the number of such available intervals and depends
on the particular sampling scheme used, as is obvious from this dis-
cussion, and on the record length.

Fourier transforming the function depicted in Fig. 19 yields

the analytical expression of the estimator as follows

% T
S(E) = J GLrY o & dp s J C(T)cos WT dT
T

_®©
T1+12
T 2
= 2 ] C(T)cos WT 4T = 200 = + 2 J C1C°s<m1) dt
0 Tl/2
T2+T3 e
+ 2 J z Czcos(wTZ) dtiE v 4 2 J Cmcos(wrm)dT
T l+’r 2 Tm-— 1+Tm
2 : 2 (82)

Carrying out the integration gives:

2 1

2 2

e T]

+ 2C€.cos sz{fé}——:—r—l—} o

S(E) = COTl + 2C1COS Wty [ 2 5

B T :
m m=-1y] °
.+ 2Cmcos (me) [ A (——2 -+ 5 ]] = CoTl+ [Clcos(le)]T2

+ Cz[cos(mTz)](TB— Tl) + ¢+ + C cos me(Tm- Tm_l) (83)
Defining T = 0, and Lo | for notational convenience yields
m-1
8(6) = 1,6, 5 106y~ conlyn IT, oo = %, 10 L ook we (T -7 ;)

i=1
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or, letting the nonexisting TI be defined identically equal to

m|+l
Tlml for notational simplicity, then

T

5o = |
~T

N =

TI |_1]6(1~Ti)dt (84)

m
_g C, cos wTi[Tli]+1- ¢

Interchanging summation and integration gives

e 1 m '-ini
S(f) = J [ = ) Ci[Tli|+l-—Tlil_l]G(T—Ti)] e dt (85)
-00 = i
A
where T—(m+1) el
T é i ¥
m+1 m
which is the estimator's expected value. . .

The traditional question at this stage is how this estimate
S(f) dis related to the true power spectrum of the stochastic process.

Equation (85) can be rewritten as

% . m -,
S(f) = I ‘2_ z C(T) 6(T—Ti)[T|il+l—TliI"l] e dt
~m
Hoern [ _ini 2 4
= E-_g [Tli|+l-Tlil_l] J c(t) 5(T—Ti)e at (86)

and, by the convolution property of the Fourier transform,

m 3 iw

Ty
I RNV RR CRCLG)

]

ne>

where P(f) F.T.[C(T1)] and is equal, to an approximation, to the

"true spectral density' of the process in question.
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C) stands for convolution. Simplifying yields

1 5 m —iwri
S(f) = 3 P(5) ® Ngl (Tpg |41~ Ta]-10¢ (87)

This important relation, aside from implicitly evaluating how 'good"
S(f) is, provides a necessary condition between the Tk's such that

the estimate is nontrivial, namely that
m -3WT,

z (Tlil+l - Tlil_l) e g + 0 : (88)
-m

In the interest of completeness, it is easily shown below that

Eq. (87) is a generalized version of the Blackman-Tukey relation given

in Eq. (90). 1Indeed, letting Tlil+l - Tlil_l = 2AT and letting
+m >+ in Eq. (86)
A (o]
S(£) =% .« 281 ) J ¢, (1) § (1-iA) T ar
-0 S
-=CO

and through the use of the transform pair

(o] (ee] k
4t ) Bty =T S(F - (89)
k=00 k==
reduces to
S(f) = of B (90)
Lt At :

which is a restatement of Eq. (34), if S(f) is replaced by SA(fr)

and P(f) by S(£) .

Equation (89) could form a convenient starting point to

elaborate on whether or not appropriate ti's exist, such that alias-
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free spectral estimates can be obtained through the generalized estim-
ator of Eq. (85)
It follows from (89) that if and only if
m -iwT

i
_g (Tlil+l - Tyg)-1)e = k; §(f) (91)

then only

S(£) = k, P(£) | (92)

where kl and k2 are appropriate multiplicative constants. Equation

(91) can be rewritten as

- ?
_g (T|gj41 = Ta]-1) 08 vty = k 8(5) (93)

and it is quite clear that, even if lm! were allowed to increase
beyond any bounds, the left-hand side of Eq. (93) could not result to
2 single delta function.

This result, disappointing as it may be, is of gignificance in
that it says something about the "generalized" estimator of Eq. (85):
that particular estimator as it is defined in this section cannot
give unaliased estimates regardless of any elaborations such as ére—

vhitening, statistical analyses, and the like.

.

8.2 Alternate Cost-Reducing Data Processing Algorithms

All the above algorithms necessitate the construction of a

somewhat fancy master clock, which will determine the uneven sampling

X
A string of delta functions can result from an infinite summation of

cosines. Z G(t—Tl—kT) =%~+ %— Z cos k.%g(t—Tl)
k:—OO k=1
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times, and the insertion of a "flag" in the data every -time the
"scheme-cycle'" is repeated (unless, of course, one has total faith
in the infallibility of the apparatus). An alternative approach is
to use even sampling and to use some very elementary statistics and
process no more data than are required fo; a given accuracy; this
approach has the advantage that it takes the.burden off the lab and
into the computer's hands, which are friendlier.

(41)

~Statisticians have observed that a very conservative limit

of statistical error is given by

n
) la-d]?
1

3 SO, Ly (94)

R

where d , in our case, can be the value of the last additive term in
Eq. (77) and d is the mean so far, i.e., the (possibly unfinished)
estimate for that particular mean lagged product. The main program
could thus be modified somewhat to compute R every, say, 10 points
after the first 100 additive.terms, and compare it with the |d~—§1
at that time; should 10 consecutive such operations indicate that
|d-—a1 < R , the program would stop doing any more multiplications

for that particular Ci -
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CHAPTER 9

LOW FREQUENCY SPECTRAL ESTIMATION EXPERIMENTS

The experimental part of this thesis is concerned with obtaining
reliable spectral density estimates of semiconductor flicker noise, The
present section covers the designs of some of the electronics used and
the motivation for their use; included are designs of noise generators,
electronic implementation of automatic data collection, environmental
parameter's attenuation, and auxiliary equipment design.

Specific statements as to which design was used in what stage of
the experiment are made in Chapter 10 where the experimental results are
presented; also discussed in Chapter 10 are the observed reasons why the
various design improvements were undertaken, The final experimental

results are given in Chapter 10,

9.1 General Considerations

Recent developments related to the kinetics of the oxide traps
in semiconductors and the associated long time constants involved(l)
have revitalized the faith that 1/f noise should stop being 1/f at
some very low frequency, thereby resolving once and for all the paradox

of the "infrared catastrophe” discussed in Section 2.

Concurrent developments in the realm of mathematics have pointed
out that an often observed lack of the assumed stationarity and the con-
sequent application of the traditional mathematics to an ineligible
physical situation might explain the paradox of the "infrared catastrophe".

The motivation for the extensive experimental investigation of

low frequency l/f noise reported below is to obtain reliable experimental
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evidence of the behavior of flicker noise at frequencies even lower than
have been reported so far. Indeed, it is not the intent of the experi-
mental portion of this thesis to attempt to verify any of the many

flicker noise models put forth by solid state physicists or mathematicians,
although some of the results of this work may help one to select the most

promising models.

9.2 Noise-Source Design

The prime motivation behind the selection of the source of noise
chosen has been to use a real-life semiconductor operating in a real life
situation. Four years ago, when this research started, real life was
somewhat different from today insofar ag semiconductor technology is con-
cerned. A d.c., amplifier, "Mark II", utilizing discrete components and a
carefully matched pair of transistors in a differential input configuration
was then designed by H. C. Martel; spectral density estimates (reported in
Chapter 10) and measurements of.this noise source, such as its temperature
sensitivity, dictated the subsequent use of a 2N2060 dual-in-line package
of a temperature—matched_pair of bipolar transistors in the input stage.

A schematic dlagram of these noise sources is given in Fig. 20. Power

~ density estimates were obtained down to lO-u'2 cps with the above improved
noise source, referred to as "Mérk ITI" hereafter. As discussed later in
Chapter 10, in connection with "Mark III", it became quite apparent at
this stage that the accuracy of the results would increase if the wvarious
drifts associated with temperature, supply voltage, and semiconductor
"aging" were reduced through shorter data-taking periods. Time-multiplex-

ing ten statistically independent noise sources (for a tenth of the data-
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‘Sehematics for Mark II and III
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taking time needed if only one noise source were used) would provide
results'of, theoretically, the same accuracy as has been shown earlier,
In practice, the accuracy could be even better since the various drifts
would have only a tenth of the time to display themselves.

Recent advances in integrated circuits have taken the operational
amplifier out of the laboratory and into an extremely wide range of ap-
plications., Further advances in monolithic integrated circuits and
hybrid thick film devices, plus startling decreases in prices, have made
operational amplifiers an obvious choice in areas where they were not
even considered earlier. It was, therefore, appropriate that integrated-
circuit operational amplifiers be used as the ten noise sources for the
best controlled spectral density estima£es to be reported in this work.

It is significant that the attempt to measure the noise character-
istics of one transistor alone is not entirely defected by utilizing a
grounded input differential amplifier. Indeed, if the reasonable assump-
tion 1s mads that each of these.two paired transistors is a statistically
independent sample from an ensemble, then the measured spectrum is the
same as that for a singl? transistor except for a multiplicative constant.

In the interest of keeping up with the present state of semi-
~ conductor technology, and of avoiding repetition, a brief circuit analysis
will be given for the noise soufce utilizing integrated circuit operational
amplifiers only; many of the arguments carry through to the discrete-
component noise sources with minor modifications; for specific details
pertinent only to the discrete component noise source; Blakemore(zs)has

an adequate analysis.
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Many considerations enter into the design of a noise source, not the
least of which is that the final design represent a typical one rather

than a laboratory attraction.

The fundamental non-inverting circuit shown in Fig., 21 is used

exclusively.

=3 K

/7E:-JVVfﬂVVV w~n—NV¢ANNu~~»~

- 4

°"‘“‘“‘“‘:J7 F

Pig, 21

¥

Because of very high gain (approxiﬁately 100 db) required to make
microvolt noise voltages large enough to be reliably read by standard
laboratory equipment, drifts as well as voltage and current effects are
most important in noise-source design. Input voltage offset (due to un-
equal base-emitter voltages in the input transistor pair despite manufactur-
ing attempts to minimize it) is there; so is current offset, which is
’Qaused by current leaking into the input terminals of the amplifier; both
vary with supply voltage, and with temperature, thereby causing voltage
drift. D.C. balancing techniques are thus needed to overcome input off-
sets; high quality regulation of the ambient temperature and the supply
voltages is also essential to minimize drift and will be discussed in

Sections 9.3 and 9.4 below. Offset voltage adjusting is achieved by
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simply providing the small constant d.c. bias voltage needed at the dif-
ferential input. A straightforward implementation of this idea is shown

in Fig. 22, The complete schematic of the noise source is shown in Fig.

23.

The gain is easily obtained to be

E R + R, + R
o o

1 3 ' ( }
EO (96)
El Rl + R3
VG o
S0K 4w ey
o e L e — VY 5T
2., i s
T i
M 100K, I e
% 4
7 S =2 oy e s
é M 8 \)Q J’ / £
7 2, 1
s /17

Pig. 22

ana the total offset voltage-adjustment range from the cascaded voltage
divider is * V gi (referred to the input).
The effec{ of having assumed infinite bandwidth and zero output
impedance are of very little consequence for the specific purposes of this

experimental work; in fact, a low controllable bandwidth is highly desir-

able if aliasing is to be minimized; h.f. spurious oscillations are also
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Fig., 23

Schematic Diagram of one noise source made of I.C.'s only.
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eliminated by drastically reducing the closed loop bandwidth of the
amplifiers,

Through force of habit from the discrete component days, one
could argue that the noise observed at the.output of the noise source
of Fig. 23 is basically that of the first two ﬁransistors in the dif-
ferential input circuit, since any other noise would have to be beta
times larger amplitude in order to be equally significantf Although a
complete schematic of the particular operational amplifier used is
available(hS)with each "transistor" clearly marked, it is this author's
opinion that such a discrete component analysis is of little interest
for two reasons:*

a) The integrated circuit op-amp is an entity in itself; it is
an electronic component which can survive no more surgical
d%“fection than a single transistor or tube. |

b) Although the first "stage" of amplification is mostly
responsible for thé observed noise, a more realistic and
accurate view is to consider the entire op-amp as a "noise
source".

One is thus referring to the noise properties of the amplifier,

‘9.3 Design of the Power Supply

In an attempt to prevent power-line voltage fluctuations from

affecting the data, batteries were originally used to supply the Mark II

*
The integrated circuit manufacturer could, of course, modify the design
of the circuit and this would be of considerable interest, then.
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noise source. Both dry and rechargeable nickel-cadmium batteries were
tried; unfortunately, the batteries' voltage drift caused by gradual
discharge and by room temperature fluctuations was excessive. A highly
regulated power supply was thus constructgd in the conventional pattern
shown in Fig.2% below. Two cascaded stages of a series pass transistor
driven by a differential voltage-sensing tranéistor-fair formed the heart
of this supply which was used to power the Mark III noise source,

In the absence of any linear trends or oscillations in the raw
data suggestive of regulator inadequacies, experimental measurements of
the degree of regulation actually required were taken only later in con-
nection with a new power supply for the ten integrated-circuit noise
sources. |

In keeping up with the technological improvements in integrated
circuits, the supply which powered the ten integrated-circuit noise
sources utilized integrated circuits itself. The pA723 monolithic volt-
age regulator made by Fairchild Qas selected; it consists of a tempera-
ture compensated zener, an error amplifier, a low-level series-pass
transistor and some currgnt limiting circuitry, all very much in the
pattern of earlier discrete component designs; external series-pass
~power transistor was used to handle the current needed by all ten noise
sources. The complete schematicvshown in Fig. 25 has been measured to
have a .05% voltage regulation; that is, for an input voltage fluctuation
of 3V the output voltage fluctuation should not exceed 1.5 mV at any
load. The need for a measure of the actually desired degree of regula-
tion is now obvious. Is the above .05% truly representative of the

behavior of the circuit? If so, is this regulation enough? How important
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is the fluctuation of the power supply's ambient temperature? These
questions are all answered experimentally below.

The question of the true (measured) voltage-regulation character-
istics of the voltage regulator is the simplest to answer. Assuming a
linearity in the regulation characteristics, the input voltage was
varied through the use of a variac, just enough to produce a reliably
measurable change in the output; it was found necessary to reduce through
the regulator the "constant” output voltage to less than 10 volts so as
to gain an extra decimal figure of resolution in the digital voltmeter.
The regulation was found to be well within the advertised limits mentioned
earlier.

Direct measurement of the required voltage regulation by time-
multiplexéd recording of both the regulated voltage and of the noise
sources is next to impossible with a four-digit digital volt meter; a
fluctuation of * £ mV on a 15V d.c. voltage would simply not be detected.

A free-running multivibrator, followed by a cascade of frequency
dividers was therefore constructed as shown in Fig. 26a, and was used to
induce square wave voltage excursions of MO.mV p.p. amplitude and.ap-
proximately 10 minute period on the nominally regulated B" line to the
noise sources, as shown in Fig. 26b.

The time-multiplexed response of nine voltage sources and the
offending stimulus were digitally recorded and are shown in Fig. 27 and
28. A 40 mV p.p. variation on the + side only of thevpower supply
produces obvious output response of varying degrees, but of the order of

1V p.p. This amounts to an error-amplification of approximately 25, The
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unregulated input voltage to the regulator, however, was measured and

found not to exceed 1V p.p. over a period of 30 days; this amounts to

o s | -
1V = unregulated voltage change 1.5 m;l
'3V.~J= pAT23 attenuation = .25 mV

2 = factor inserted because the
negative voltage will also
change in the algebraically
opposite direction 2%

which, when amplified by the above-measured "error amplification" of 25,
gives 6.25 mV maximum attributable to input voltage fluctuations.
However, the typical raw data output excursions are about 1V p.p.

hence

power-supply caused maximum voltage excursions

observed raw noise output voltage excursions

This is not obviously negligible. Noise source #7 does not seem to be
excessively sensitive to supply-voltage fluctuations in Fig. 28. Figure
37, however, appears to suggest that noise source #7 is quite sensitive
to voltage fluctuations; this is not so, though, because noise soﬁrce #7
is, in fact, responding to temperature fluctuations and not to voltage
fluctuations; indeed, the voltage fluctuations observed in Figure 37 are
"themselves caused by the primary disturbance which is the temperature-
regulating current applied to the thermostatically-controlled heater;

this current~drain affects the line voltage which, in turn appears as a

"power-supply-disturbance".
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Noise source #7 was replaced for all subsequent runs as discussed
in more detail later in this section.

It may be noticed from Figs. 27 and 28 that there is a sudden
transition in the noise sources' outputs after about 23 hours of data
taking, and a subsequent return to the original state. These low changes
of state were produced by deliberately altering the ambient temperature
of the voltage regulators, so as to measure their exact §usceptibility to
such environmental changes.

By removing the forced-air cooling from the power supply, the
surface temperature of the case of the pAT23's was raised by 60°F, as
measured by a contact thermocouple*. The effect on noise output as seen
in Figs. 27 and 28 is, on the average, less than one volt; assuming a
linear dependence over small temperature changes this amounts to 17 mV/oF,
and since the typical raw noise output voltage amplitudes are about 1V,

and the typical room temperature variations are about ZOF,

Effect of room temperature on noise through power supply

= 3.4% max,
Observed raw noise output voltage excursions :
The comment: made earlier in this section in connection with the
. effect of the power supply variations on the final spectral estimate apply
here, too. In this case of temperature fluctuations, héwever, experiments
have revealed the presence of a single, rather well-defined, prominent

frequency of approximately 1 cycle per 20 minutes. This rather unusual

*
Precision calibrated thermocouple was borrowed through the courtesy of
the Optical Radiation Corporation, 2626 S. Peck Road, Monrovia, Calif.



118

frequency was carefully traced and was found to be the frequency of the
thermoétatic system controlling the temperature of the liquid bath in
which the noise sources were immersed . [The line voltage was also
affected due to the non zero impedance of the {10V line; this indirect
effect, however, is negligible because of the higher attenuation of the
system to voltage variations (.6%) than to temperature fluctuations
(3.4%)1.

Since noise source #7 in Fig. 37 appeared to be affected quite
significantly, it was replaced. No significent residual response was
observed at this frequency in any of the final data-runs. In any case,
a small component at this frequency would not affect the general trend

of the spectral response in the range 1 cps to 10—6'3

30

cps, but would at

most appear as a small peak near 10~ pS.
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A final word on the somewhat periodic excursions of noise source
#9 in Fig. 28. As will be shown later in this chapter, noise source #9
is particularly sensitive to temperature fluctuations. The very low
frequency sinusoidal fluctuations shown in Fig. 28 are believed to be
caused by the slow time constant of the thermostat of the refrigerator

itself, to be discussed shortly.

9.4 Temperature Regulation

Whereas a Dewar flask was chosen for the Mark II and Mark III
noise sources based on intuitive notions of "thermal insulation", this
sort of a passive attenuator was found unsuitable for the subsequent more
careful work, Indeed, the thermal characteristic of an average size
Dewar flask are such that a measured 1 watt of heat dissipated inside it
can almost linearly raise the inside tempgrature to 160°F within three
days and still keep raising it. Such an ambient temperature is hardly
among the naturel and average situations where a circuit is usually
utilized.

The approach ultimately resorted to in this research was to
combine active temperature control, to be discussed in detail in Section
9.&.2, with a more sophisticated passive attenuation scheme, to be dis-

.cussed below.

9.4,1 Passive Attenuation

From an intuitive point of view, the properties desired from the

attenuator's material are:
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a) low heat conductivity, but not so low that the inside tem-

perature builds up too high;

b) high specific heat capacity so that transients will be

attenuated through dissipation.

The heat equation

or . 1 _

: ot k
where

1 p(@)

k k

o)

o is the

C is the

k is the

k is the

o)
and ; is the

was thus resorted to.
In swareness of

infinite series for the

v2p (97)
o(x) | (6)
density

specific heat capacity
thermal diffusivity

thermal conductivity

polar position vector

the notoriously slow convergence of the resulting

heat equation, the geometry was severely simpli-

fied to the one-dimensional case illustrated in Fig. 29 below.
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Fig, 29
Equation (104) then becomes

2
T o
RS B S T = T(x,0)
ot BXZ o
oT =0
o | x=0
T(L,t) = A sin ot + B

The specific algebraic eipressions are far too lengthy to make it worth-
while to repeat them heré. There are some quantities-of significant
‘ interest, though, which have been derived from the above.
the slab side next to the fluid is subjected to oscillations, it is in-
teresting to know how the slab attenuates these oscillations as a function

of frequency (by the time these oscillations have reached the other end of

the slab.)

Assuming that
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The steady state ratio of the amplitudes is, after a very con-

siderable amount of algebra, found to be

22 B Ly &
k -
R= = th + 3ok wmz i - L2 o)
T ol S XS S K
16L | 16L 16L

to a first approximation (neglecting higher order terms in the infinite

series). As a quick check, one may notice that

a) IimR = 1
L-0

b) 1limR = O
(D-—)CO

c) limR = 1
w0

which agree with intuitive expectations..

Thermal properties of materials were then considered in an attempt
to find a material of convenient cost, weight, mechanical properties, and
noncorrosive, with precisely known thermal properties so that the exact
effect of temperatures and heat flows could be found from the derivations
of this section; the material would have to have higﬁ heat capacity and
' average corductivity. One-inch thick aluminum met all criteria except
Acost and weight, A special epoxy-like substance made locally to specifi-
cations, courtesy of the Magnetika, Inc. of Santa Monica, California,
solved the problem,

To verify the existence of the advertised properties of‘the mate-

rial, a 9-inch cube was constructed and placed in a controlled-temperature
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bath; calibrated thermistors coﬁnected to the amplifiers shown in Fig.

30 constructed for that purpose were installed to measure the tempera-
ture of the outside and of the inside walls of the box; time-multiplexed
digital recordings were then made of deliberately created temperature
changes on the bath's temperature; plots of the "inside" and "outside"
temperatures were then made. Finally, the digital computer was asked %o
simulate the characteristics of the above temperature-fluctuation
attenvating box and to come up with a plot of what the inside temperature
would have been if the parameters claimed and the associated mathematics
summarized earlier in this section were correct.* Fér completeness, to

eliminate the unlikely

wm“ﬂl———'—ANVWV l

é“:ﬂ{ -r‘-‘ERMl%T‘:ﬁff 3 o \
i - “
\/ ‘t;,l’/:/ % J_,. f\7 5 ¥ 4 AR, —

<Y
+ 5 (-~ 2 Lo o

\\129 ﬁﬁ"
s X t |
y Qﬂfﬁ WM, ~
7

(Note: The high common-mode and supply rejection of this
circuit give a null independent of supply voltage;
null drift is negligibly small, The design is by
Fairchild Applications Dept.)

Temperature Amplifier
Fig. 30

¥
A measure of the frequency response of the attenuating box was given by
Eq. (100).
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possibility of temperature spikes having been introduced extraneously

or accidentally, all steps involved in, for example, the introduction

of a cold bath-spike, were carried out except the actual pouring of cold '
liquid, and the response was observed. Figure 31 displays these results;
the likeness between the computer simulated result and the actually
obtained result is, indeed, striking. Appendix A has all the relevant
mathematical details and discussion of the computer simulation.

A significant quantity, in the interest of assuring that the
circuits be operating under normal conditions, is the steady-state
temperature rise inside the passive attenuator.

In the steady state case where the outside temperature is held
constant through active control, to Ee.described later in Section 9.4k.2,
the applicable equation is a simplified version of the generalized heat

condition equation

p(F)e,(¥) (1) = a(®b) + aiv[k(E, t) VB, 6)) (101)

where

r- calories 1 %

k = thermal conductivity in Lfec-cm-d9greesi
%% = G Tor séeady state
Q = internal energy source in SEE%EEEE
p = density in grams/cm3 S nes
CP = specific heat capacity
Equation (101) thus reduces to
Q@) + W) = o (102)

*
The C.G.S. system of units is invoked here.
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But

q = -kr(¥) 4 - (103)

where Xk = thermal conductivity, assuming that heat flows from hot to
eald, k>0 .,

Solving for g in spherical coordinates yields an expression
very similar to the electrostatic equivalent, namely

hnkrori : y

where ro = outside radius

r; = inside radius
Ti = outside temperature
To = inside temperature

1l

For the epoxy material chosen, CP 0.38 calories/°C gram

watt ¢ sec
C

721.86 —3—

0.00468 watts/in.+ °C

tH

0.825 lbs/in3

2

Therefore k = 7.85 x 107 ° is the thermal diffusivity. A ﬁ - inch

thick material was selected. For these values, approximating the 13"
cube by a 13" diameter sphere, substituting wvalues in Eq. (104), and

--solving for T , one cobtains

AT = 5%

for an assumed power consumption of 3W inside the box, a number very
close to the measured power consumptioh of 2.86 watts of all ten noise

sources.
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9.4.2 Active Temperature Contrél, and Overall Setup

A stage of active temperature control in cascade with a stage of
passive control is essentially one more buffer stage insulating the
temperature-sensitive machine from the outside world's random temperature
fluctuations, especially the very low frequen¢y ones.

It has been maintained in the past(ZB)that active temperature
control is difficult to accomplish and maintain over long periods of time;
this indeed may be the case if analog devices such as thermistors are
called upon to do the sensing. A mercury thermometer whose mercury column
makes or breaks an electrical contact, however, presumably does not suffer
from the aging that some analog devices, such as thermistors, are prone to.
A commercially available device such as this, made by the Chemical Rubber
Company, was purchased and used in this endeavor. Its advertised accuracy.
is +.01°¢ . To maintain this accuracy throughout the temperature-
controlled liquid, one cannot tolerate any temperature gradients in the
liquid; furthermore, there should be no time delay between the thermometer's
command to "warm up" tnd the uniform application of heat; since none of
these conditions can be fully realized, an accuracy of 2 x +,01° is a
more realistic* measure for temperature fluctuations.

Many considerations enter into the design of a very accurate,

*The precision thermometer used has an advertised precision of better than
+,01°C; such a claim seems guite reasonable in view of the length of the
mercury column, and no attempt was made to verify it using a higher precision
instrument., In fact, this mercury thermometer was used to calibrate a ther-
mistor circuit (discussed in Section 6.1.3); the thermistor was then used to
measure the temperature variations of the circulating ethylene glycol. The
accuracy figure of 2 x (i.OlOC) is the direct result of these thermistor
measurements.,
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practical - yet not prohibitively expensive - regulator of the temperature
of thé iiquid surrounding a box:

a) The liquid must be highly nonvolatile to avoid constant adding;
it must be noncorrosive, reasonably nonconductive, and of low
viscosity to facilitate agitation to prevent temperature gradients.
It must also not react with the common polyethylene plastic sheets

- used in "waterproofing". Pure ethylene glycol (anti-freeze) met
all the above requirements and was thus selected.

b) The amount of liguid must be minimal so as to minimize time de-
lays for a given amount of stirring, and to raise the frequency
of the heating-cooling cycles so that the effect will be highly
attenuated by the passive attenuator box surrounded by the liquid.
At the same time, need for stirring calls for some extra liquid-
filled space large enough for a propeller. This problem was
solved by substituting a 20 gallon/min pump which created more
than enough stirring, while requiring very little extra liquid.

¢) Heating and cooling must be as evenly and uniformly distributed
as possible. Furthermore, to keep fhe heating-cooling fréquency
high, a large amount of energy should be quickly going in and out
of the liquid. While ohmic heating can easily handle the heating

*
part, no efficient cooling analog seems to be available.

*A small reverse-biased semiconductor cooler was tried; despite its power
consumption of approximately 30W, its cooling ability was not sufficient
for this experiment. Considering the cost and high D.C. power requirements
of an adequately larger unit, a compressor-type refrigerator was judged to
be more appropriate for the purposes of this experiment,.
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Figure 32 shows the physical setup used. The only reason the

pump P is moved outside the refrigerator is that a strong 60 cps magnetic

coupling was noticed when the pump was physically near the noise sources.*
The heater coil circuitry was somewhat of a problem; if a high

current were to be switched on and off, it would be nice to use an SCR

to avoid relay arcing; but then it would be imperative to use a.c. to

commutate the SCR in a simple way; high current a.c., however, is most

likely to be picked up by the noise sources! A happy compromise is shown

in Fig, 33.
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*
The magnetic nature of the 60 cps coupling was first suspected because the
relative orientation of the pump with respect to the noise sources was very

pronounced.,



130

1

Ethylene Glycol

£ 5 S e 50 1 at+ s o
Bath, (Circalatire)

.

,//,Hw Aluminum Cooling Fins

mperatures

for Circuvlatin

& Yo Uil -

3\ ~
]
‘

rr
ICdb &
<

g o il ;
Ambient Temp: 6%C., provided by enclosing
the entire setup shown in this figure inside
a thermoststically-controlled refrigiretor.




131
Figure 34 shows a plot of the temperature of the bath, as moni-

tored by a thermistor and plotted by a chart recorder. Indeed, the
combination of time constants, heat capacities and slight temperature
gradients involved is such that no square-wave output exists; yet it does
not follow that this noisy output contaiﬁs high frequencies alone.

Figure 35 shows the relation between fhe surface temperature
change of a noise source (as measured by a calibrated thermistor in thermal
contact with the first op-amp) and the raw noise itself; For that rather
typical noise source, .OlOC ambient cbange results in a noise source
amplitude shift by no more than four times that source's standard devia-
tion. As Fig. 36 shows, it took a .8°C peak to peak temperature hike in
the surrounding bath to produce the aforeﬁentioned typical shift in the
output of any noise source; were it not for the refrigerator-caused low
frequency sinusoidal temperature variation first observed in Fig. 37

below, it would seem that the temperature control is indeed quite satis-

factory.

9.4,3 Bias Due to Temperature Regulation

If the period of the heating-cooling cycle is prolonged by re-
ducing the heating and cooling powers, the cycle will propagate through
the passive temperature-stabilizer with less attenuation. Figure 37 is
a set of concurrent raw-data plots of seven noise sources, of the noise
source supply before the regulator and, at the bottom, of the bath tem-
perature. The earlier "noisy look” of the bath temperature has.been

replaced by a fairly orderly on-off sequence of cycles with the usual
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superimposed low frequency caused by the refrigerator's own thermostatic

control,

This Fig. 37 shows quite predictably that each source has its own
degree of sensitivity to temperﬁture; one might, in fact, use this in-
formation in evaluating spectral estimaﬁes of individual noise sources,

The power spectrum of a source which is heavily affected by
extraneous temperature and power-supply variations may or may not be
k/lfl in nature any more. In that case it is only logical to suspect
that prewhitening and subsequent postgreening, both assuming k/f
spectral densities, may not be the best scheme of data processing. With
this in mind, the raw data of Fig. 37 were each processed in two ways:
once with 1/f prevwhitening, and once‘without. Figures 38 through L3
depict the results,

Noise sources #l, #2, #3, #6, and #7 of Figs. 38, 39, 40, 4l and
hZ, depict the typical effect of the absence of prewhitening: their un-
prewhitened estimates have sinéularly distorted frequency estimates at
such peculiar periocds at 167 minutes, 83 minutes, etec,

It is indeed quite obvious, in retrospect, that a stochastic
process which is not ex;ctly 1/f will be flatter and, consequently,
best prepared for further processing by the Tukey algorithm if it is pre-
.whitened than if it is left alone as l/f2 or whatever it happened to

be.

Unfortunately, this argument cannot be stretched to cover pro-
cesses which are white in the first place or which go like (1 - e_f), for

example., A "cut and try" iterative procedure might be best in that case.
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A typical example is the bath temperature shown on Fig. 43; both the un-
prewhitened and the prewhitened spectral estimates look almost identical,
thereby suggesting that both approaches process a signal with similar
lack of spectral flatness.*

Finally, Jjust as all proceéses dé not have to be k/f ones,
there is no reason why some unlikely processes could not turn out to be
k/f ones, Figure 4l depicting the spectral estimates of the unregulated
supply voltage shows again the typical low frequency bias of the unpre-
whitened estimate; although no conclusions can really be drawn from that
alone, it is mildly indicative that the true spectrum behaves something

like k/f .

9.5 Automatic Data-Collecting Circuitry

As mentioned earlier, equidistant samples were used in this
experimental project which utilized the Blackman-Tukey estimator of the
spectral density of a process. Although the process of obtaining equi-
distant samples visually displayed on a digital voltmeter was trivial,
the process of accurately recording these readings took a very consider-
able amount of time, which was spent to a great extent in the construction
and troubleshooting of the electronics desighed.

The problem is simple to state: as soon as the digital voltmeter
(dvm for brevity) has settled on its reading consisting of four digits

and scale, a "coupler" must look at one digit at a time, encode it to

. * . » - .
This argument is by no means conclusive, however, because the major effect
of prewhitening is on the spectral estimates variance and not on its mean,



aandtg

-W

g S{r

10 loy

£°)

Prewhitened and Non-prewhitened Spesctral kstimates of the Supply Voltage

M ot
AR AR S\ K S ARSI

AAAAA A I IAAIPAAANIN
Recorded Unregulated B+ Supply Voltage

+16 4 +161
Non-prewhltened : Prewhitened Spectral
Spectral Estimate Estimate.
+7 : TN
' Py £ 220 min,
/ -l. 17
\/\ ﬂﬂ & \ e
\ A | Lo |
=2 Ui Ih 0 s F
ol 'Eip‘,:'wi‘\;\!l | o
RERL VUl R T -
11 5 M
L | W\ﬂ
il .
e ‘ ’l M‘\
-40 35 -30 2511 -40 e s -2y
’ . 10 - logar

10" Yog £

791



145

provide for single-error correcting automatically, then it must be syn-
chronized with a rotating paper-tape punching machine, punch the first
digit, and then return to do the same with the other digits and scale;
at the end it must also punch an "end of reading" mark. For the case of
ten multiplexed noise sources, an extra "end of round" mark is also de-
sirable.

The four-digit digital voltmeter and the seven-channel high speed
paper punching machine were selected mainly because of their availability;
in fact, they were perfectly adequate for the purposes of this experiment.

Once the data had been collected in punched péper tape form, it
was ready for the sequence of steps itemized in Section 3.2, carried out
by the IBM 360/75 computer, with deliberately introduced need for human
intervention between these steps. A block diagram of the data processing
cycle is shown in Fig. 45. The diagram of Fig., 45 is meant to be read in
a clockwise fashion starting from the bottom left.

The noise sources, the regulated power supply, the heater coil
circuitry and the thermister amplifiers have all been discussed individu-
ally in detail above. -

The main precision-clock, whose detailed schematic is shown in
- Big u6, is composed of a 100 KHZ crystal oscillator followed by a cascade
of divide-by-ten frequency dividers; additional provisién for 2x and 5x,
the périods available from the aforementioned dividers, is made through
appropriate digital circuitry shown in Fig. 46. The function of- the
inverter following the clock is to provide a 180° "phase" difference be-

tween the time the multiplexing relay is actuated and the time the volt-



S

PLOT,

D.V. M. 1 S| LEVEL MATEH = PAPE 2~
TAPE
fad HeaTer Couw i %’ "eEnny’ ke i
CrreuITRY ANTIALIASIT G ! S\GrAL DRiv &
FILTER M ECH,
l »| LEVEL MATEN 1. |DPIA S
REGULATE D i
\ PowER SuPPLY T
( LEvEL MATeH U
LRE e o ey | LA LEVEL MATeH ;«‘“! o
Lo 1 PAPE R~
| T e (3 Ko e £
g \y s < MOLYSY TRPE
l | N.Sw1i0 | A 71,;7 NotsY GOCHL:S s PuNCH
l ‘ I . slGNAL AaPUARE W &
|/ N, S.¥ 9 7 Eubd OF CLEAM NG
| / A \ y CNCLE j
/ NS #F / Pt 7 gy
y / 4 - % ¥
f i 7 1 . i 2 o oy
R, w7 Y e s oMY TR,
/ . Sl PR 11 MECHANI CAL To
VA ] T | PR I I -z PUASE SHIFTER By
w--«}»-- N: 8. % & / s e 'TAf:E’
t\\i A i it y o ! RpoTmRyY i 2
\ (4 IR *//% RE LAY i<
W\ : ¢ ALTUATOIR 2
| pp
- Noes Y i
] : MACH A - LANGUAGE
}\ _ & rurn’ PROGRAM MAG. TAPE =3 CARDY ,
{ ‘ -, i
\i N.S *3 } i"’ COMMAND ‘
!\ ¥ " 2 ) ,._‘l e CHECK FOR PROPER “i'?
l l // 2 CRAMPLE Nl MU LTIV PLE XY NG $‘IM£_‘*~J \
i \ NS B2 LN_@——*U 4 ”"\ COoM M :wm_‘ CARDS
| <, P / Tt i
i el f ‘5‘-'4/_ } AUTo M ATIC PLOT.
‘ (S e i =1 ERROR CoRRECT, | proOGR.
o L-—.—..-.-—-—-e—v—v-) Sy
L —_—d T Bt Lnﬁw....--m sugmel 4 o \‘——-;1 :
BATH (
TE rar. MAIN CLOoCK . l : r T?A A
=EMNSOR . o INDIVI DUAL AW DAT PLo TS
- l i : DC ALIASING “*"3\0—-—1 W ECTRA L 'X-( Fo P VISUAL Q,chﬁ:‘ =
!’ LT R EstimArEs YT T i
T PLOTY N2ty v ¢ R aw~
\ o | BATA
L—-—-——-——-........,.“;.., FiNAL PLOTS



147

a) Basic Decimel Divider. ( J-K Flip-Flops used throughout)

& (t‘s

(D

3|

7 [SE T
ol !

_V—“—w [

PR

b) Crystal Oscillator Circuit used.

0

¢) Overall Block Disgram.

100 KHZ Jor s Lo l ».2. 2.0 | |52
Xtal 0501 : :—”>l"?5 #6 [7127

Schematic diacram of lain Clock.
oo




148
meter is told to sample-and-hold.
| As discussed earlier, an antialiasing filter is absolutely neces-
sary even in 1/f noise measurements; a single low-pass R.C. filter was
used in this work; the precise effects are discussed in detail in
Chapter 10 in connection with the experimental results.

The various level-matching networks are essentially for compati-
bility between the inputs and outputs of different circuits; the logical
"zero" of the digital voltmeter, for example, is -24V, and its logical
"one" is -1V. These values must be converted to the input reguirements
of the Translator Logic which expects the logical zero to be'0.0V and the
logical "one" to be +2V, 1V, hence the need for the box marked "level
matching 3". Similar considerations hold for the other "level matching"
networks.,

By far the most interesting, yet highly complicated device con-
structed, is the multiple function rectangle boxed with double lines in
Fig. U5 above. The exact specification of the tasks to be performed by
this device were briefly summarized earlier in this section and are
specifically the following, listed in the order they ought to be pérformed:

a) Read-and-hold the entire reading of the digital voltmeter as soon
as it is available as a B.C.D. output.

b) Get into "ready" positioﬁ as soon as the digital voltmeter trans-
mits the pulse indicating that it is ready to be read.

¢) Wait for appropriate synchronizing signal from the paper tape
punch; this is necessary because the coding and subsequent actual

punching of the first peice of information will be practically

instantaneous.



f)

g)

h)

3)
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Upon receipt of the aforementioned first synchronizing pulse,

code the first digit. The coding is discussed in detail in
Section 9.5.1 below, since it carries the burden of error correct-
ing and error detecting.

Synchronously activate the.paper-;dvance relay and the proper
relays to punch the coded first digit.

Upon receipt of the next synchronizing pulse, 1/60th second later,
code the second digit. Repeat step (e) for that digit.

Repeat step (f) for the third and fourth digits and for the scale
information,

Upon receipt of the sixth synchronizing signal, repeat step (e)

to punch an "end of reading" mark,

Upon receipt of the seventh synchronizing signal, activate only
the paper-advance relay so as to provide for a single-space
separation between adjacent readings on the tape for subsequent
visual inspection.

Upon receipt of the eight synchronizing signal, reset the synchron-
izing signal's counter so that it ignores any further such'signals
until it is ordered again into a "ready" position by the digital
voltmeter for a new reading. :

The complete schematic diagram of the circuit is shown in Fig. L7.

A number of incidental constraints are partly responsible for its com-

plexity:

a)

The total number of bits required to fully describe a single-

error-correcting and double-error-detecting coded decimal figure
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exceeded the available number of bits per vertical column on the
paper tape; each decimal figure, therefore, had to be split into
two parts which were punched sequentially in two successive
vertical columns of the paper tape.

b) No decimal or scale reading could be coded into a series of zeros
(corresponding to no-hole on that column of the tape) because the
paper tape reader automatically disregards such blanks.

¢) Multiple function digital integrated circuits were not available
at reasonable prices at the time of the construction of the unit,
hence the entire logic circuitry was done with inverters, "nor-

gates" and "J.K, flip flops", only.

9.5.1 Error Correclting Coding

Since the most frequent malfunction was caused by marginally-set
synchronization timing resulting in an occasional punching-relay failure
to activate in time, a single-efror—correcting scheme was considered
desirable; additional simple parity checking could then take care of
double errors. The coding devised for the dccasion is shown in Fig. 48,

A total of 8 bits per word is needed per source symbol; an additional bit
is required for an easily visible end-of-word flag, unless one is willing
to settle for a visually unidentifiable flag coded into still another com-
bination of the 8 bits above. The information carrying binary digits are

5 Xy’ X, , while the rest of the binary digits compose the error-

G 7

correcting and detecting schemes mentioned above.

Decoding the pattern of holes on the paper tape is the job of a
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machine language program written by J. Hughes of the Caltech Computing
Center., Four modulo-2 operations are performed in the set of eight

digits into which each symbol is coded; these operations scan for errors, -

and they are
X), ) x5 1é>) x6 & x7 = g
X, & Xy ® xg 1) X, = b &= Modulo-2 addition (105)
=e

xl®x3®x5(—}>x7

The binary number a b ¢ indicates the exact position of the single
error; e.g., if a L I, b=l e=0 dight Xg is wrong and ought to
be changed before any further processing. Digit X0 alone takes care
of detecting any even number of errors through simple parity check.

It may be noted from the coding table of Fig. 48 that the symbol
zero is coded into no-holes-at-all, which is not permissible, as mentionea
earlier., This oversight was found at a later time and was remedied by
punching an Xg whenever all X5, i€ [0,7] were logical zeros,

Fancy and convenient as this scheme may be - indeed, it was used
extensively for all the work before the multiplexed noise sources were
constructed -, it suffers from two disadvantages:

a) It consumes twice as much paper tape as a simple-minded schemé
would, which would funch only the information carrying digits;
this is most significant when te€n noises have to be measured
and the need to change reels in the middle of a run becomes
very pronounced. |

b) Data processing cost of carrying out the aforementioned four
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modulo-2 operations and of implementing the error correcting

.rises unnecessarily high; this judgment is a consequence of the

observation that single errors were actually present in approxi-

mately one out of 6000 symbols, and double errors were
practically absent.

A simple circuilt modification of the original diagram was thus
performed which resulted in punching only the four information digits,
all in one column, reserving one paper tape track for Xg , one for a
readily visible end of reading mark, and one for "multiplexing cycle
completed" mark. An error-detecting scheme was included in the new
machine language program written by James Lo, then with Caltech's Comput-
ing Center staff; the error-detecting scheme simply checks for disallowed
conbinations of hole patterns and reports them as such on the computer
printout,

The electronics implementing the logic were originally built on
two double-sided p.c. boards, whose design and actual construction were
done by this author. After a certain amount of "debugging" and replacing
of 1lhi-pin integrated circuits firmly solderéd in thin copper, a dﬁplicate
was constructed by R. Dukelow with all wiring done with wires rather than

. thin icopper strips.

9.6 Auxiliary Data Collecting Circuits

The "noisy signal cleaner" appearing in the block diagram of Fig.
45 is necessary because the pulse logic J.K. flip-flops need a clean-cut

square wave to operate satisfactorily, whereas the mechanical contact-
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created square wave from the tape punch is noisy.

The "signal cleaner" simply passes the noisy 60 cps from the tape
punch through a tuned 60 cps LC filter which is subsequently squared again
through a Schmidt trigger, or a cascade of saturated d.c. amplifiers. The
circuit is shown in Fig. 50. The schematic diagram of the paper tapé
punch driver is also shown in Fig. L49; the few points of interest are:

a) Protective diodes across the relay coils are inadvisable despite
the prevailing standard practice; they invarisbly prolong the
activated state of the relay beyond l/6O sec, thereby ruining the
punched data.

b) In view of the high d.c. voltages present, experiencé has dictated
the use of series diodes in the-bases of the power transistors to
protect the entire logic circuitry should something go wrong.

To obtain a tangible measure of the quality of the overall data
collection system, the noise output of a source was sampled by the
elaborate data-collecting schemé discussed in this section, and by a
chart recorder (an Easterline Angus milliameter). The digitally processed
data were plotted side by side with the analog-obtained one, and the results

were identical.

. *
9.7 The Paper-Punch Recorder.

As has already been stated, the data were recorded on computer
paper tape before any data processing. For the purposes of this experi-

ment, namely the recording of data at relatively low rates, a recorder

*Teletype Corporation, Model BRP-2
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of this kind was perfectly adequate; the recorder used had a total of
seven binary channels, that is, it could record a maximum of seven bits
at a time. Four bits are adequate for any decimal digit (or.any hexa-
decimal digit, for that matter); one channel was reserved for an "end of
word" synchronization mark while still another channel was reserved for
an "end of multiplexing cycle" synéhronization mark, Some economy could
clearly have been achieved through proper coding of these synchronization
marks but this was considered undesirable because the synchrénization
marks wouldino longer be as obvious for visual inspection.

The most bothersome problem encountered in the use of the paper-
punch recorder itself, was the wear and tear associated with its critical
mechanical settings; this problem was, naturally, mbst pronounced during
the long data-taking runs. Careful inspection of the data collected at
the end of each run at various stages of the data-processing procedure
insured against false date points.

It is this author's opinion that, should long data-taking runs be
made in the fﬁture, the relatively-low cost and high mechanical reliability
of magnetic-tape recorders would make them ideally suited for such appli-
cations. If it is further desired to extend the expgriments to higher
frequencies, a magnetic tape recorder will be necessary and perhaps even

an analog-to-digital converter as well,

9.8 The Computer Program

The computer program used in this work is an expanded version of

an earlier program.(EB) In painful awareness of the truthfulness of the
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slogan that "humans can make mistakes but it takes a computer to really
foul fhings up"? the above "program" is really a sequence of programs
with human intervention between them. Data processing is checked at 5
successive intermediate stages before it is allowed to proceed to the
next stage. The above-mentioned stages are:

a) Convert punched paper tape into binary cards. Check for hole~
punching errors and report each and its exact position. Check
for multiplexer's synchronization, i.e., that no noise source
was either skipped or punched more than once on the paper tape
by mistake;* report any error and identify the suspected data
point,

b) Print out the manuelly-corrected raw data in 10 columns, each
column representing one noise source so that the data can be
readily checked visually before any further processing.

c) Plot the above raw data to recreate the 10 noise sources' out-
puts so that the subsequent 10 individual spectral estimates can
each be appropriately evaluated before spectral averaging.

d) Provide spectral.estimates for eachvof the ten noise sourées in
punched cards, in computer-printed output, and in log-log plots
for evaluation.

e) Average the individual spectra according to the algorithm indi-
cated in detaill earlier.

f) De-alias the estimate obtained from (c) above and plot it versus

*
One typical reason why human intervention between successive segments of
the data-processing algorithm is desirzble is given in Section 9.8.
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frequency on a log-log scale.

It is of interest to point out some pertinent -details associated
with the computer-processing of the data.

Except for punched-paper error detection, the transfer of infor-
mation from paper-tape to binary data cards was done without any other
processing; accordingly, the data points appeared on the cards in the
order they were recorded, that is, time multiplexed. It would thus have
been very desirable to have as many data points per computer-card as the
number of multiplexed noise sources; this was unfortunately unfeasible
because the maximum number of four-digit numbers, each accompanied by its
sign, by the appropriate power to ten, and by the sign of that number is
seven; this allows for a desirable one-blank spacing hetween successive
four-digit numbers. It follows that if one data card was misplaced in
the deck, this created a loss of the necessary synchronization for proper
demultiplexing., It was considerations like this which made it desirable
to inspect the data processing at various stages by dividing the overall
data-processing into smaller segments. Furthermore, it is the above-
discussed possible loss of the necessary synchronization for demultiplex-
ing which prompted the analysis of Section 6 as to the effects of a
step-function in the unprocessed data of any ,one noise source on its

*
corresponding spectral density estimate,

¥
Because of the deliberately set different mean output voltage of each
different noise source (for purposes of identification), a loss of syn-
chronization in demultiplexing clearly results in a step-function change
in the unprocessed data of all ten noise sources.
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CHAPTER 10

SEMICONDUCTOR NOISE EXPERIMENTAL RESULTS

This section concentrates on the results and their interpreta-
tion for the various semiconductor-noise sources measured in this
work; these are: Mark II noise generator, Mark III noise generator,
and the time-multiplexed noise sources constructed of integrated cir-
cuit operational amplifiers.

Extensive experimentation with, and spectral estimation of the
actively controlled bath temperature, of the surface temperature of
the noise-generating operational amplifiers, and of the unregulated
input to the voltage regulator of the power supply have already been
presented; they havé appeared in the appropriate sections above per-
taining to the temperature and voltage regulation used.

While Chapter 9 dealt with the experimental method used in
obtaining spectral density estimates, this chapter deals almost ex—
clusively with the presentation of the pertinent results obtained.

In an effort to avoid duplication, each experimental result
presented in this chapter will not be followed by a repetition of the
discussion of Chapter 9 as to exactly why each change in the experi-
mental set up was made prior to the next series of ékperiments; o
will be presumed that the reader has read Cﬁapter 9 where all such
points are clarified.

The experimental results are presented in their natural
chronological order in which they were obtained.

The mathematical algorithm used has been discussed in great

detail in earlier sections (see Section 3.2 for a comprehensive
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summary) while the experimental implementation of the algorithm has

been discussed in Section 9.7 above.

10.1 Preliminary Power Spectral Estimates (Mk. IT and Mk, ITI)

Throughout the experiments associated with this work, various
low pass R.C. filters were used; it follows that the amount of aliasing
included in the preliminary results may vary from one experiment to
another, depending on the R.C. characteristics used?

The noise sources went through three basic stages of improvement:
the first stage involved a discrete-component differential input con-
figuration shown in Fig. 20, and used a discrete-component regulated
power supply with two cascaded series-pass circuits (shown in Fig. 21).
Temperature stability was achieved (to a limited extent only) through
the use of a Dewar flask enclosing a 1/4-inch thick all aluminum
enclosure of the single noise source.

Approximately 10,000 data points were taken for all single-source
runs, and 100 frequency estimates were made at equidistant frequency
intervals covering two frequency decades.

Figure 51 shows™ the results obtained from that noise source,
referred to as Mark II ('"Mk I" stands for the noise source used by

(25)

Blakemore in his work.)

For de-aliased runs the de-aliasing algorithm discussed earlier was
properly tailored to the particular R.C. parameters used; a detailed
example of de-aliasing is given in Appendix B.

*hFigure 48 does not depict 100 estimates per run because it was plot-
ted by hand using a selected few points from a computer printout.
This was remedied in later experiments, excluding the one depicted
in Fig. 49,
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The R.C. filter asymptotes on this figure are not aligned
with the coordinates but merely indicate the associated attenuation
‘slope; the 3 db point is at 1 cps for the higher-frequency run, and
at another frequency for the low frequency run; as the purpose of
this original set of estimates was basically to test the equipment
and to obtain a crude measure of the required temperature stabiliza-
tion and voltage stabilization, no detailed records were made of the
specifications of the second low-pass filter, or of parameters which
were not of direct interest at that time.

The above set up was found to.be in need of improvement
because of a persiétent linear trend superimposed on the raw data;
the most plausible explanation for this_drift appeared to be a slowly
rising temperature inside the Dewar flask.

Instead of radically revising the temperature regulation set-
up, it appeared simpler to select a temperature-matched set of tran-
sistors housed in the same metal case so that any ambient temperature
drift would nct produce any drift from the differential amplifier.
The power-supply, whose regulation was measured to be better than one
part per thousand was left intact.

Figure 52 shows the power spectral density estimate obtained
with this source; again, as stated, 10,000 data points were recorded
" per run, and 100 discrete-frequency estimates were made per run, each
run spanning two decades in frequency. is time a single R.C.
filter was used for all four runs with 3 db point at 1.5 cps, hence
the increasing aliasing-distortion as the sampling period is increased

in successive runs. This noise source is referred to as Mk III.
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Instead of pursuing the problem .using rather poor noise
séurces and measuring techniques it was decided to optimize both
the qdality* of the noise sources, and the quality of the entire
apparatus. The latter would include improvements of the temperature
stability, of the voltage regulation, and would use 10 time-multiplexed
noise sources (see appropriate theoretical discussion on this point

presented in Section 3.3 .)

10.2 Mark IV Time-Multiplexed Noise Sources

In painful awareness of the ever-present temperature build-up
inside any insulated container, and of the separate problem of what
can gently be referred to as ''operator's fatigue" over the mere pros-—

*, radical improvements

pect of year-long data collection sessions®
were undertaken before the next round of measurements.

The noise sources were redesigned with integrated circuit

operational amplifiers of very low offset, large input common mode

Strictly speaking, no noise source is 'worse' than any other. The
criterion implied here is that the noise source is desired to
exhibit predominantly 1/f spectra; furthermore, its raw data out-
put is desired to be free from the usual sources of bias discussed
earlier in this thesis. Whereas the use of integrated circuits
does not in itself improve the ''quality" of the noise source, the
small physical size of the integrated circuits makes it much easier
to use 10 noise sources instead of just 1, thereby improving the
overall experimental procedure as discussed earlier.

- **If a single noise source were used to produce spectral estimates
down to 10’6-3cps with the same variance as that required of the
combined one of 10 noise sources, a run of about two years' length
would be required.
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range, high gain, low power consumption and exceptional temperature
stability; the circuit appeared in Fig. 23 above and was amply
analyzed in Section 9.2. The voltage regulation was, similarly,
improved through the use of a precision integrated voltage regulator
with a measured line regulation well within .05%, and low temperature
drift through the use of a temperature éompensated reference amplifier;
this circuit which appeared in Fig. 25 above was discussed in Section
9.3. Temperature control, finally, was significantly improved upon,
as discussed in detail in Section 9.4. Most important, the sensiti-
vity of each and every noise source to both voltage and temperature
was actually determined through the direct measurement discussed in
Sections 9.3 and 9.4. 1In the interest of completeness, the effect of
temperature on the power supply alone was also determined. Equipped
with all these "case histories" of the noise sources one could rather
easily spot any disorder in the raw data before any subsequent proces-
sing. It must be stated that during the initial phases of setting up
the 10-noise-source experiment, many different op-amps were tried as
noise sources; on the average, one out of every three was rejected
because it either did not display 1/f noise, or it displayed the
distorting biases discussed at length in Section 6.. It follows, thus,
that the numbers assigned to noise sources trefer to "socket numbers"
"more than to any one op-amp, uﬁless otherwise stated in the text.

- Figure 53a shows the raw data output of noise source No. 5;
its only peculiarity is the persistent presence of a sawtooth wave
appearance; is it "noise'", or not? A new measurement was thus made

at a higher sampling rate, roughly equivalent to passing the raw data
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through a finer grid; the result shown in Fig. 53b hints what the
cause* of the "sawtooth' wave may be; a.groundioop problem was then
found to be the cause of the extraneous square wave. In order to
settle the question of an additional possible "popcorning' noise, the
graph of Fig. 53c was obtained; a hot "spike' was induced in the bath
liquid, and the subsequent gradual resﬁonse verified that the square
wave was not ''popcorn noise' but a response to thermostatic controls.
The reason why the period is about 4 minutes and not the longer time
specified earlier for the refrigerator's own cooling thermostat, is
that this new disturbance is associated with the period of the heat-
ing circuit which heated the ethylene glycol bath with a thermostat
of its own as discussed in Section 9.4 and Figs. 32 and 33. The
period of 20 minutes of Fig. 43 is due to the refrigerator's cooling
%
temperature control .
The first series of spectral estimate measurements of 10 care-
fully chosen sources was compltted in Jénuary 1970 and is depicted in
Fig. 54. A single R.C. filter with a time-constant of .5 sec was used

for all runs, each of which sampled each source at 1000 equidistant

times. De-aliasing was done without the aid of a computer on a .

e

K/f model which thése sources appear to display and was based on

The hint is that the superimposed disturbance is not a gradual one
as the sawtooth wave suggested but an abrupt one; this implies
that it is not a gradual temperature-propagation effect but an
abrupt voltage change in all likelihood.

*%
The effect of the heater's thermostat was hardly noticeable in
recordings of the temperature; it appeared here indirectly through
a ground-loop.



10.105 S(f)

+32

+23
+?jz
+17
gt oA

+7

174

Power Spectral Density Estimates
(sliased and hand-cdealiased)

10 log 3(f) wvs. 10logl(f)

Mk, IV Noise Source

1 cycle/110 hours..
; Aliased Estinates

A/: 1 cycle/Zh hours. fﬁf

4 y 7
! PR
3 ¥
|
% £

; |

£
£

i
i
3
S
i
i

c§cle/1.l hours

2 et
ke L DO
“

97
Adsl

1 cycle/0.27 hours
~

\-‘\ ”“'\A#\

1 cycle/3.3 min,

e

’\\,f\/\/%‘ \

- S5 ~S0 -qs -Y4o -35 -30 ~28 20 oS

Y

10 log (f)

Figure 54



3t

the discussion of Section 5.3; this manual de-aliasing was done only
for a selected few points and e?en at those points it was only
épproximate because of the total amount of arithmetic involved. This
set of plots (Fig. 54) was again made for trial purposes only in the
sense of checking the new laboratory set-up and the new computer
algorithms; accordingly no great emphasis was placed on precise de~-
aliasing.

A closer look was then taken at the raw data from which the
three averaged-up spectral estimates of Fig. 54 resulted. These raw
data, 1000 points per plot, are depicted in Figs. 55 through 64 and

have the following two important characteristics:

(a) Not only the variance, but the '"character" of the noise
of each source is clearly different from that of another

noise source.

(b) The sources designated as No. 2, No. 10, and especially
No. 4 and No. 8 have a few very noticeable l-volt spikes*;
these clearly extraneous spikes are sufficient grounds for
replacing these noise sources. Yet the very prospect of
adjusting another group of sensitive d.c. amplifiers seemed
to hint an alternate possibility. It was conjectured that
one could perhaps "finger-print' each noise source by
recording its raw data output so as to make appropriate
allowances later for biases in their spectral estimates;
this idea was abandoned, however, because it violated the
assumpticn that all 10 noise sources had similar spectra.

g The offending sources were thus replaced by ones whose raw

* :
The magnitudes referred to are the amplitudes of the output of the
noise sources; recall that each noise source is really a 100 db
amplifier, approximately.
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data outputs and preliminary spectral estimates did not

indicate the presence of such bothersome biases.

A major series of data collecting runs were made at 5 different

sampling rates*, each differing by an order of magnitude from the
*%

next . In the interest of checking the variance of the results, the
sampling rates were arranged so that at any one frequency in the range
of interest there are exactly two available estimates, one or both of
which may be just the line connecting two discrete adjacent frequen-
cies at which estimates were made. The number of samples per noise
source per run is about n = 1200. As the purpose of these experiments
was to estimate reliably the very lowest frequencies' spectral densi-
ties, no effort was made to obtain estimates at any frequency which
is higher than five decades above the lowest frequency considered.
One reascn why even such an extended frequency range was considered
was to have sclid evidence of the K/ Ifla behavior in high frequency
estimates in order to accurately de-alias the lowest frequency esti-
mates***; this argument can be invoked in support of obtaining still
higher frequency estimates, but the aliasing effect is then almost

absent due to the single low pass filter utilized. Of course, a five

frequency-decade whose 3 db points were at 2 cps spectral estimate is

!

w

At = 1, 10, 100, 1000, and 10,000 sec for each source.
‘xAlthough the raw data outputs of these sources appear dissimilar,
preliminary spectral estimates established that they all have
similar spectra.

%k
De-a2liasing was done by the digital computer this time and was

based on K/fl:3 noise, where K was obtained through extrapola-
tion at £ = 1 cps; the technique of Section §.3 was, naturally,
used.
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not redundant since it is not oniy the possibility of a low break-
frequency (break in the K/f "law") which is of interest; the low=
frequency spectral behavior as such is of just as much interest, too.

As indicated in Section 9.7, a rather extended sequence of
steps 1s carried out, with various plotted auxiliary results being
produced in the process, before the final "best" result (in the sense
of Section 5.5) is determined. Each distinct sampling-rate run pro-
duced atyproximately 100 pages of computer-printout, a minimum of 10
raw data full page plots if the raw data contain no detectable errors,
an additional 10 individual, aliased, spectral estimate plots, and one
final de-aliased spectral density estimate plot; a total of 120, on the
average, computer-generated pages are thus accumulated per sampling rate,
or 600 Yages for the entire experiment of five different sampling rates:
a coupls of hundred feet of chart recordings of the bath temperature is
also proviuced by the Esterline Angus chart recorder to assure one of
temperat ire stability without occupying any channel of the noisc-source

multipleser, The quantities of greatest interest are:

a) 111 raw-data noise outputs.

b) The final spectral estimates, one for each sampling rate, all
fuperimposed on the same sheet of graph paper.

¢) lJccasional records of péculiar behavior by the noise sources in
support of arguments related to any otherwise inexplicable biases
En the spectral density estimates.

Figures =5, 66, and 67, depict some of the raw data output of all noise

. 3 * -
sources xn which the five final estimates are based. Figures 68 through
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Sampling Rate per Noise Source: 1000 sec
Number of Data Points per Source:® 1200

Recorded Raw Nolise Output.

—~—4$2Auu F——— Vertical Scale: 2 lets per Inch,

MW“\MMNMWMWMM"Wﬂavww‘W AN, b oo A v, e A e Ay

W\—"
Noise Source #l

A A A A A A I\.'\WM N SR T O Nt el g 0 o gt Mk,w 'f.m’“-*w,fww N p MY
b Noise Source j#2

i e R P U Ny e "”Jf%
R L AL ,w“vr'-‘- Pl YT O RGN At o wl,w’ ATV T, N ik M'W‘MM
' Noise Sourcs £3

“\wfw‘\fw v A AR I e seriad o Aty Pk, i APl . LA asms AR vyfv)u,f AR VP LA AN i A e AN g "f\:'

Noise Source #l

MM’A‘ I;f"u“‘/‘.‘&‘h'!‘ymy (.J'n:‘f”) ,‘-. J-,, { LhL 'y ,-' q“lyl,‘»‘” : “'\’H”J\. 1 "u" l[‘{' ﬂﬁl“ !f ) "l’h nl, ’J 'J\H"Mi a,, rr( h ‘

?)lm‘lflx{
\vWHV:\ ARG T ity \"“‘* il i

nL "|
: r L
oise OOUI’C(: b

N A ASTS AL NSRRI ANNAAN S Pt st (7] fovadah mew SAN WA N I M AN WWW’\MWWNNW\/V\MMA‘
Noise Source #6

W"’\»M”ijmw-, ol pr A www i \\Mf WA Moo A e vvwwww/vx/\ww WA MW'
. Noise Source #7
i My By WA 7
V\f"““\r\/\f{\vMu \/w (\'L Al M/\.Arvw W VWA \;»/-:»» ‘«’ W h{/ﬂ(‘ WMHA \/\,W Wanm\JWFWLW \, ‘\W
Noise Source #8

""WWW’W‘"W"" A AL g R st A T -.,—._w‘w"‘"w-u,.’-u&-"‘" '“"WW & W”\’Vh
olse Source #9

‘1
\.) ll”

'r

! | fr'
r/wm”f “'-'.*xt"'!-,l,. rrf g i \,!

% e ._._a.—.

o, KNP i s
poy AR S et AR B 2 iy,

’ “
*v&ﬂu’ g Hesioc JINTRPE AT e At ,w,wy,.w/wwfw 'J’ \}»MM”W ST ,,M«'w.«
Noise Source 10

061



191
T7 depict the aliased spectral density estimates for each of the 10
noise sources used in deriving the final, averaged spectral density
estimate; it must be remembered that the variance associated with each
of those individual estimates is approximately ten times as iarge as
that of the final estimate. Figure 78 depicts the final dealiased
spectral density estimate, Appendix B shows in detail how dealiasing
was done by using the aliased spectral estimate of all individual noise

source as an example.

10.3 Interpretations of Experimental Results of this Work

This final experimental result, depicted in Fig. 78, has the
following interesting characteristic:

It depicts, for the first time, an estimate of the actual spectral

characteristics of semiconductor flicker noise in the uncharted regions

between 10'6 and 10'6'3 cps. The power spectrum appears to be of the
(l/fui ) type over most of the frequency range, except the lowest decade
where it appears to become a (l/f, ) spectrum,
The behavior, subject to variance considerations discussed beiow, is
roughly K/lfla in character; this is still within the broad theoretical

~limits implied by the two major postulated models for flicker noise, i.e.

the "physical" model which attributes the 1/f behavior to associated
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ALIASED SPECTRAL DERSITY

ESTIIATES FOR NOISE SOURCE # 2
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ALIASED SPECTRAL DEISITY
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long time-constants within the semiconductor lattice(l), and the
"mathematical” model which views the 1/f behavior as a consequence
of having used mathemstics which are not applicable to the physical
process under investigation.

In view of the theoretical results presented in this thesis in
relation to the spectral estimate's variance, the experimental result
of Fig. (78) can be expected to be within 17% of its average value, i.e.
within + 2.3 db, only 68% of the time. A subtle point worth mentioning
is that "time" is also logarithmically rather than linearly depicted on
the log-log scales of Fig. (78); that is, the linear length of the log-
log plot of Fig. (78) is not proportional to the "time" that an estimate
is expected to be within a certain band. »

Two specific comments on the results of Fig. (78) are in order
now before any conclusions can be drawn:

a) The apparently disturbing difference between the two estimates
et T n:lo—hcps is indeed explicable with the help of the individual
spectral estimates of Figures (68) through (77). The spectral peak
shown by one of the two estimates is a valid one, and it is present in
the individual spectral estimates in varying degrees;ﬂthe physical cause
for it has been already identified earlier in this thesis. The reason
why this spéctral peak is not easily identifiable bn the "lower"
estimate in the plots is a matter of resolution: as it has been shown

(25)

by Blakemore , the Blackman/Tukey estimator creates distortion in
the detection and reproduction of narrow spectral peaks.

b) The entire graph, including the aforementioned region around
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lO_hcps, is well within the theoretical limit of the variance estab-
lished in this work.

It is interesting to discuss at this point why the %heoretically
predicted divergence of the variance of the spectral estimate of un-
prewhitened l/f noise does not in fact appear in the experimental
results pertaining to unprewhitened spectra. There can basically be
three explanations given for this apparent discrepancy:

1) The variance is a statistical average and, conSequeﬁtly, the
spectral variance need not diverge in any particular estimate or group
“of estimates.

2) The variance cannot be observed becsuse the theoretically
predicted divergence in this thesis did not take info consideration the
actual algorithm used in collecting and processing the data.

3) The variance cannot be observed because of the inherent limita-
tions of the noise source amplifiers and of the measuring equipment which
would "clip" any data sample outside a given range.

While the first of the above explanations is, in principle,
correct, it is not the only reason why the unprewhitened experimental
results of this thesis do not seem to have an infinitg spectral variance,

‘ In fact, the variance of the spectral estimates of unprewhitened l/f
noise obtained in the manner described in this thesis cannot be infinite.

It is, indeed, true that if one or more raw data samples were
of infinite value the resulting spectral variance would be infinite;
this cannot occur in an actual experimental situation; however, because
any such value will be "clipped" by the noise source amplifiers or by

the measuring equipment., Such clipping however, would register in the
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raw data output as a readily distinguishable spike, and this was, in
fact, never observed.

By far the most subtle reason why the spectral variance can
never diverge if the data are processed in the manner described in this
work is the algorithm itself. Specificaliy, the mean value of any one
given noise source was approximately reset to a predetermined constant
prior to each data-collecting run; any noise effect whose frequency is
low enough to appear disguised as a drifting-mean is thus removed even
before the data are recorded; the effect is the same as if a constant
mean is removed from a prewhitened set of data points: the power
spectrun of the noise source is effectively truncated at some very low
frequency in the manner analyzed in detail in Ref. (25). It has been
shown in the present work that a truncated l/f process has spectral
estimates whose variance does not diverge.

While it seems desirable, from a theoretical viewpeint, to
never reset the mean value of a.given rnoise source's output, significant
experimental difficulties can be encountered if this is not done; these
difficulties include the possibilities that:

a) the noise SOurcé's mean change is a result Qge to environmental
only parameters; such a drift can only degrade the final spectral
estimate,

b) The noise source's mean change is indeed a manifestation of
very low frequency noise, but the amount of the change is such that the
noise source is driven out of its linear operating region and into

saturation.
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CHAPTER 11

FURTHER WORK

Despite the time-saving benefits of time-multiplexing, first
introduced in spectral estimation in this york, it appears that spec-
tral estimates at a frequency substantially loyer than the one
presented in this work are not too likely to be calculated in the
foreseeable future because of the data=—%aking times invqlved.

Optimization of a parameter of one's personal choice such as
alias—-free sampling through nonrandom sampling, or high resolution in
frequency have been studied in detail only to show that data-reduction
costs reach disproportionate levels.

One promising area for further work may cover the domain of
recording only the zero-crossing times of the low-pass filtered
stochastic process in question; the associated complexity of the exper-
imental set-up need not be high at all; the mathematics for such a new
data-processing algorithm may be quite challenging, though.

The growing popularity of the "Fast Fourier Transform'" which
is still in its developmental stage, suggests that faster data-
processing technologies may later bring to actual life such rather
exotic techniques as semirandom sampling. Indeed, there is a great
‘demand for fast spectral analysés: Doppler-radar measurements of
orbital objects or traffic, and seismic exploration are typical
examples.

Many theoretical problems, some raised 5y reéults in this

thesis, are of interest: Is there a physical law that explains why
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the variance of a true 1/f' noise is infinite, while that of a
l/(fl_a) is not? 1Is there a physically underlying principle behind
the multiplicity of natural processes exhibiting 1/f noise? This
thesis has gone into considerable theoretical and experimental depth
to answer some questions; in the process is has raised new ones of

even greater interest.



Summary of the Computer Simulation of the Temperature

Characteristics of the Noise Sources' Container

The heat equation is a distributed-parameter equation, and its
infinite series solution is well known to converge notoriously slowly.
A lumped-parameter model was thus substituted using electrical passive
circuit elements, and it was this model which was simulated with the
digital computer.

Realizing that a closed container behaves basically like a
low-pass filter, a three-stage RC filter was analyzed whose six param-
eters were appropriately defined. An infinite cascade of Ré's could
provide an exact equivalent to the heat'equation; a three-stage model,
however, was chosen for the following reasons:

a) Its unit-step response could be easily obtained.

b) It successfully modeled the frequency fall-off obtained

from the heat equation analytically.

c) It successfully modeled the three main layers of the
actual container: the external polyethylene bag, the

epoxy layer, and the air space.
The parameters of the three resistors and three capacitors
were defined so as to match the true "low-pass" character obtained

analytically from the heat equation¥.

%
The analytic expression giving the ratio of the amplitude of the

exciting stimulus and that of the response as a function of angular
frequency was actually used. This expression was derived in Section
613,
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The circuit is

o— ANV — —-—'\'W\MW — NN e o0
le 2 =
f A

l
el =
[risd ] :

Defining

R(t - T,) = response of network at time t to unit step

occurring at time Tk <k

k

and realizing that the quantity desired is the overall response to

many successive step~stimuli of varying amplitudes, we can write
f(t=Tk) = Gfin('rl)R(t--Tl) + Gfin(Tz)R(t—Tz) + .+ OFf (Tk)R(O)

where R(0) = 0 for realizability reasons. This can be rewritten as
RPNl w486 L (r )] RG]

The computer program implements exactly this last equation.

The quantity R 1is of some interest since it really involves

. solving a cascade of linear differential equations, one per stage.

.For the first stage
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dg’

1 ) N
= + e q(t) = R e(t), where e(t) = unit step.

e—t/RC.

t/RC as integrating factor gives Vl(t) = 1-

Using u(t) = e
Using Vl(t) as a forcing~-term to obtain the output from the second

stage gives

RlCl —t/Rlcl R202 't/RZC
L St e *5e e,
173 T2 2 _ e 22

2

“Repeating the procedure once again with considerable algebraic

manipulations yields

2
(Rlcl) e—t/RlCl
1617R;C) (R1C1-R4C4)

V3(t) = ]- ®

2
(R2C2) —t/RZCZ

S e
(RyCy~R;1C1) (RyC)-R4C)

R303 _ --t/RBC3

e
3C37R1C1) (RgG ~R,C))

(R

‘ This concludes the essential derivations associated with this otherwise

peripheral part of this work,
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Appendix B

The aliased spectral estimates of the ten noise sources on
which the final spectral estimate of Fig, 78 is based, were shown in
Figures 68 through 77. This appendix foéuses on the dealiasing
requirements dictated by the particular low-pass filter used in the
experimental runs which produced the final spectral estimate.

The following points are of interest in properly interpret-
ing the discussion of this appendix:

a) The variance of the spectral estimate of any one source is
approximately 10 times as large as that of the final averagéd estimate.

Specifically, for any one noise source

Yvar S, (f,) /’ T
o e o S e

é‘i'(fj )

e o Bora gaussianly distributed random variable Sj(fi) the esti-
mate must be within 567% of its average value 687 of the time. (This

applies to the dealiased estimate).

b) In view of the large variance of the estimate for any one
source, and for computational economy, one dealiasing was performed on
"the aliased final spectral density estimate rather than one dealiasing
for each noise source separately. This was done only after visually
inspecting the 10 individual spectral estimates for the purpose of
being assured that they were all similar in funétional form. The

dealiasing procedure shown in this appendix is to illustrate the
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procedure used on the final estimate.

c) Dealiasing of the final estimate was done by the digital
computer in view of the extensive summations required. The arithmetic
results shown in this appendix are only approximate, although the

mathematical procedure is the same.

d) A single R.C. filter was used for ail data runs; its 3 db
point was selected to be at 2 cps. As shown below, this results in a
progressively larger aliasing effect as the sampling raté is decreased,
especially on the "high frequency portion" of each data run's spectral

estimate.

The aliasing effect will now be examined on each of the five
sampling rates, given that the same low-pass filter was used for all.
Since the summations involved are so extensive, a quantitative measure-
of the effect of aliasing will be given for the spectral estimates at
the lewest and at the highest -frequencies at which spectral estimates
were obtained from each data run.

The fundamental aliasing equation has been shown to be

x v PEE -
S(f) =S (£) + qzl S G St strue(ﬂf* £)

; true “true
aliased

‘Each sampling rate will be considered individually:

1a. Sampling Rate = 1 sample per second

If the true spectrum is K/f , the magnitude at the highest

frequency at which an estimate is made. is
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Approximating the R.C..filter for illustrative purposes as é cutoff

filter at 3 cps, yields

1
Satiased ') = Sprye(?) {211 + & $ep st (B.1)

But 10 log(3.1) = 5 db, hence a 5 db increase is to be expected at the

high~frequency end of the estimate.

1b, Sampling Rate = 1/10 samples per second

Highest frequency estimate at f = .05 cps, with true magnitude

K/ (1/2At) = 20K.

e

I 1
4 +'§§']}

1
Casy=is  C05) {201 + 4o

S
aliased

where the approximating assumption was made again that the low pass

"filter is a cutoff filter at 3 cps. Then,

e "3 1 -
ml%{ﬂl+§+§+-u+§ﬂ}~7J (B.2)

Thus a 7.1 db increase is to be expected at the high-frequency end

of this estimate.
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lc. Sampling Rates: 1/100, 1/1000, 1/10000 samples per second

A similar analysis can be extended to these lower sampling
rates; each such analysis involves a summation of ten times as many
additive terms in equations of the form (B.1l), (B.2), as the number
of additive terms corresponding to the next highest sampling rate.

The overall results are:

3.1 db are attributable to aliasing at f = .5 cps for AT =1 sec
7.1 db are attributable to aliasing at £ = ,05 cps for AT =10 "
8.8 db are attributable to aliasing at £ =.005 cps for At =100 "
10.0 db are attributable to aliasing at £=.0005 cps for AT =1000"

10.9 db are attributable to aliasing at £=.00005 cps for .AT =10000"

A brief look at Figures 69 and 70 suggests that these quantities
are indeed plausible within the increased variance limits for indivi-
dual noise sources discussed above.

The effect of aliasing on the low-frequency end of each data run

will be examined next.

2a. Sampling Rate = 1 sample per second

The lowest frequency at which an estimate is made is

1/[100 * 2At] = 5% 10_3 cps; assuming again a true spectrum of K/f

“implies
<3 4
- Strue(5><10 cps) = 200K
= T
saliased(5><lo ) = §(,005) + s .005) + s(1 + .005)

4°8(2 ~ L005) % B(2 & .005) ++>5
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-3 . i 1l 1
o~ i i = = |
Saliased(sxlo ) 200K.+ 2K[1 + 5+ 3 + ol ] (B.3)

Invoking again the assumption that we have a cutoff filter at 3 cps

yields

L8
Saliased(sx 10 7) = 200K + 3,6K

i.e., the estimate is expected to be 1.87% larger, which on a logarith-

mic scale is less than .1 db,

2b, Sampling Rates: 1/10, 1/100, 1/1000, 1/10000 samples per second
Similar considerations can be applied to the iow—frequency

ends of the remaining four sampling rates; the effect, again, is an

increase in the number of additive terms in equations analogous to

(8.3). The results are For At=

-3 (sec)
Sw 10 “eps 1

1.8% increase (.08 db) is due to aliasing and f

5~ﬂ10’4cps 10

3.8% increase (.16 db) is due to aliasing and f

5 “lO_Scps 100

i

6.1% increase (.26 db) is due to aliasing and f

5 10“6cps 1000

Hh
Il

9.5% increase (.39 db) is due to aliasing and

12.9% increase (.53 db) is due to aliasing and f 5 ‘10—7cps 10000

These quantities are quite small in a logarithmic scale, but
are nonetheless compensated for in the actual dealiasing of the final

spectral density estimate performed by the digital computer.

* -
This effect was, nonetheless, removed in the actual dealiasing per-
formed by the digital computer.
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(Dealiasing was done on each and every estimate for the result of
Fig. 78). The program did not assume a sharp cutoff filter but,

instead took into consideration the actual attenuation characteris-—

tics of the RC filter.
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