
MEASUREMENTS OF MANTLE VELOCITIES OF P WAVES 

WITH A LARGE ARRAY 

Thesis by 

Lane R. Johnson 

In Partial Fulfillment of the Requirements 

For the Degree of 

Doctor of Philosophy 

California Institute of Technology 

Pasadena, California 

1966 

(Submitted May 10, 1966) 



ii 

ACKNOWLEDGMENTS 

It is a pleasure to acknowledge and thank Drs. Stewart 

Smith and Don Anderson for the advice, encouragement, and 

understanding which they have so generously contributed throughout 

the course of this investigation. Thanks are also extended to 

Mr. LaszloLenches for his assistance and patience. The support 

of a National Science Foundation Fellowship for the past three 

years is appreciated. This research was partially supported by 

the Advanced Research Projects Agency and was monitored by the 

Air Force Office of Scientific Research under contract 

AF 49(638)- 1337. 



iii 

ABSTRACT 

A large array has been used to investigate the P-wave 

velocity structure of the lower mantle. Linear array processing 

methods are reviewed and a method of nonlinear processing is 

presented. Phase velocities, travel times, and relative amplitudes 

of P waves have been measured with the large array at the Tonto 

Forest Seismological Observatory in Arizona for 125 earthquakes 

in the distance range of 30 to 100 degrees. Various models are 

assumed for the upper 771 km of the mantle and the Wiechert

Herglotz method applied to the phase velocity data to obtain a velocity 

depth structure for the lower mantle. The phase velocity data 

indicates the presence of a second-order discontinuity at a depth of 

840 km, another at 1150 km, and less pronounced discontinuities at 

1320, 1700 and 1950 km. Phase velocities beyond 85 degrees are 

interpreted in terms of a triplication of the phase velocity curve, and 

this results in a zone of almost constant velocity between depths of 

2670 and 2800 km. Because of the uncertainty in the upper mantle 

assumptions, a final model cannot be proposed, but it appears that 

the lower mantle is more complicated than the standard models and 

there is good evidence for second-order discontinuities below a depth 

of 1000 km. A tentative lower bound of 2881 km can be placed on the 

depth to the core. The importance of checking the calculated velocity 

structure against independently measured travel times is pointed out. 

Comparisons are also made with observed PeP times and the agree

ment is good. The method of using measured values of the rate of 

change of amplitude with distances shows promising results. 
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I. INTRODUCTION 

A seismometer samples the ground motion as a function of 

time at a single point in space. A seismic array samples the ground 

motion as a function of both time and space. An array increases the 

capability of seismic recording from one to a possible four dimensions. 

This thesis will be confined to the study of two- dimensional arrays for 

which case the ground motion is sampled in three dimensions, one in 

time and two in space. 

Arrays and array processing are not new to seismology. 

Early seismologists were well aware of the necessity fo r recording 

a seismic disturbance in both space and time. The seismological 

observatories which were located throughout the world formed their 

array which they processed by reading the station bulletins and seis

mological summaries. The networks of stations which were 

established by some observatories formed arrays of smaller 

dimensions. Earthquakes cannot be located without some form of 

array processing. More recently, the measurements of surface 

wave phase velocities and studies of focal mechanisms have depended 

greatly upon the array concept.. The particular noise problems of 

exploration geophysics led quite naturally to the use of arrays and 

the techniques for the design and processing of arrays have been 

highly developed in that area of geophysics. 

In spite of the fact that the array concept had long been a 

basic part of seismology, the particular types of arrays and array 

processing with which this thesis is concerned have been developed 

only in the past decade. As a result of the nuclear test ban negotiations 

which began in 1958 the VELA UNIFORM program was set up under 

the direction of the Advanced Research Projects Agency (ARPA) in 
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1960. Under this program six seismic arrays were constructed in 

the continental United States. Although the impetus for this emphasis 

on seismic arrays was due to the nuclear surveyance problem, their 

implementation was greatly facilitated by technological developments 

in the fields of data handling and also by the increased availability of 

large digital computers. 

The basic purpose of the arrays constructed under the VELA 

UNIFORM program was to increase the signal to noise ratio. As a 

result, the magnitude threshold of detectable events was lowered and 

a better approximation to the actual signal obtained so that identifi

cation criteria could be applied with more confidence. These ob

jectives of the program are reflected in certain common character

istics of the arrays. All are designed for the study of teleseisms. 

Site locations with low ambient noise levels have been chosen. Since 

the signal being studied must retain a high degree of coherence across 

the entire array, the size of such an array is limited. At the same 

time the array dimensions should be of the order of one wavelength 

of the signal; further increases in size give an array better azimuthal 

resolution. The requirements for constant surveyance have dictated 

that the data be recorded at a central point in parallel channel form 

and that at least some of the array processing be in real time. The 

density of the array is determined by balancing efficiency against 

cost. 

Although the two array functions of detection and identifi

cation are aimed at the study of the source, such operations cannot be 

carried out without adequate knowledge of the propagation path. 

Furthermore, the arrays themselves are a powerful tool for 

increasing this knowledge. Thus a third objective of the array 

program has been a comprehensive study of the elastic properties 
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of the earth. The experimental results of this report are confined 

to this third area, although some of the techniques presented are 

equally applicable to the other two. 

The literature pertaining to the design and use of arrays is 

voluminous and spans many fields such as radar, radio astronomy, 

accoustics, antenna theory, information theory, and data processing 

in addition to geophysics. The references of this paper are mainly 

from the geophysical literature; more comprehensive bibliographies 

can be found in the Texas Instruments report (1961) and Birtill and 

Whiteway (1965). 

The best known properties of the mantle of the earth are the 

seismic velocities obtained from the study of travel time curves. 

The method of obtaining these data has changed very little in the past 

fifty years. Improvements have been mainly in the quality of the 

data and the removal of systematic errors. The raw data are the 

travel times from earthquakes. The method of analysis consists of 

plotting travel time versus epicentral distance, smoothing the data 

and fitting it with a curve, estimating the apparent velocity which is 

the first derivative of the curve, and integrating the apparent velocity 

by the Wiechert- Herglotz method to obtain the velocity in the earth 

as a function of depth. Scatter in the data may be introduced by 

errors in the determination of the hypocenter and origin time, by the 

failure to properly account for the variations in the crust and upper 

mantle structure at both the source and receiver, or by the mis

reading of the first motion on the seismogram. Valuable information 

may also be lost when scatter of this type is removed by smoothing. 

An array, which can be used to measure apparent velocities 

relatively directly, has an attractive potential in that the measure

ments are not measurements of absolute time and are thus free from 
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many sources of error. The determination of a more accurate 

phase velocity curve with an array may reveal features which had 

previously been lost in the process of smoothing and differentiation. 

This reasoning provides the motivation for the present project. 

Amplitudes of the seismic waves have also been considered. 

Gutenberg has shown that such data are a very useful aid to the inter

pretation of the travel time data. The question of whether an array 

with calibrated standard instruments can provide meaningful infor

mation about the variation of amplitude with distance has been 

investigated. 

As indicated by the title, this thesis concerns itself with the 

presentation and interpretation of experimental data on the velocity 

distribution in the earth's mantle, which were obtained from an 

analysis of teleseismic P waves recorded on a large array. 

Following this introduction some of the definitions and conventions 

necessary for a discussion of array processing are presented in 

Section II. Section III is a brief review of linear methods for 

processing seismic arrays. Section IV contains one example of 

nonlinear processing. Section V is a practical application of array 

techniques to a specific array ~t the Tonto Forest Seismological 

Observatory in central Arizona. In Section VI the experimental 

results are presented along with the details of analysis and inter

pretation. Section VII is a summary. 
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ll. FREQUENCY-WAVENUMBER REPRESENTATION 

OF SEISMIC WAVES 

A. Frequency-Wavenumber Space 

To an observer confined to the surface of the earth a seismic 

wave can be characterized by its frequency f and its horizontal 
..... ..... 

phase velocity C. Equivalent to C is the wavenumber vector 

(ll-1) 

which is a vector parallel to the direction of propagation with a 

magnitude equal to the inverse of the wavelength. Letting kx and 
..... 

k be the orthogonal projections of k, we see that a monochromatic 
y 

plane wave propagating with a constant phase velocity is uniquely 

represented by a single point G(f, k , k ) in a three-dimensional 
X y 

frequency-wavenumber space. With this point we associate a power 
..... 

density function G(f, k) which is equal to the square of the amplitude 

of the plane wave. The above description is summarized by saying 

that the monochromatic plane w~ve 

..... ..... 
X·C ..... 0 

Z(t, X) = A exp [ i2nf ( t - 2 ) ] 
o o 1c 1 

0 

is represented in frequency-wavenumber space by the density 

function 
..... 

..... * ..... 
G(f, k) = A A o (f - f ) o (k -

0 0 0 

fC 
0 ) 

1c 12 
0 

(ll-2) 

(II-3) 
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where the * denotes the complex conjugate and the 6 denotes a 

delta function. In such a representation the non-dispersive broad

band seismic pulse 

-+ -+ 
oo X• C 

Z(t, X) = J' A(f) exp [i2nf(t - 0 
) ] df 

-OO lc 12 
0 

(II-4) 

becomes 
-+ 

* fC 
G(f, k) = A(f) A(f) 6(k- 0 

2 ) 1c 1 
0 

(II- 5) 

which is just a straight line through the origin with a slope equal to 

C 
0

• A dispersive pulse would be represented as a curved line in 
-+ -+ 

f- k space. This representation of seismic waves in f- k space is 

particularly well suited to the description of seismic signals or 

noise which are known only in a statistical sense. In this case 

G(f, k) is defined over a volume of f- k space and can be thought 

of as a type of probability density function. 

B. Space and Time Correlations 

Consider the case where the plane wave of equation (II-2) 
-+ 

is observed at two different locations separated by the vector b.x. 

Then the cross correlation between the ground motions observed at 

the two locations is given by 
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.... lim 1 J T _.. * _.. _.. l/1 (r, t:.x.) = T _..(X) 2T Z(t, X) Z(t + rr, X+ 6x) dt 
-T 

~ ~ ~ ~ ~ 

1. 1 T * X· C (X+ilx)· C 
=T1m 2TJ A(f) exp[-i2nf (t- _.. 2)JA(f)exp[i2TTf (t+T- 0 )]dt 

_.. (X) - T 0 I c 0 I 0 I co I 2 

_.. _.. 
* I LlX ·C 

= A(f) A(f) exp [i2nf ('I" - --...-0 
) J 

o 1c 12 
0 

(II-6) 

_.. 
The three- dimensional Fourier transform of tj;( rr, r:.x) is 

(X) 

Jff tj;(rr, 6"i) exp[-i2n(fr- k. Lli)J drrd£\X' 

(X) _.. _.. 

r:.x. c 
III * 0 _.. _.. _.. 

= A(f) A(f) exp [i2TTf
0 

( tr - .... 2 ) ] exp [- i2n(frr- k • 6x)] d rrd6x 
_(X) IC0 l 

.... 
* 4 fC 

= A(f) A(f) 6(f- f) 6(k -~) 
0 1~1~ 

_.. 
= G(f,k) (Il-7) 

This points out the general result that the temporal and spatial 
.... 

correlation function tj;(T, 6x) and the power density function in 
_.. .... 

f- k space, G(f, k), form a three-dimensional Fourier transform 
.... ... 

pair. Thus tJ;(r, 6x) and G(f, k) are equivalent representations of 

seismic waves. In working with data which has been sampled in both 

time and space the mathematics usually become most tractable when ... 
expressed in terms of tJ;(rr, 6x), whereas the physical operations 

.... 
involved are most easily visualized in terms of G(f, k). 
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C. Intuitive Approach to Array Processing 

-+ 

Let us now use the f- k space representation of seismic 

waves to illustrate an intuitive approach to array processing. 
-+ 

Consider the problem where a P wave with a velocity C P arrives 
-+ 

at an array at the same time as a Rayleigh wave with a velocity CR. 

We want to separate the P wave 'signal' from the Rayleigh wave 

'noise'. Such a situation is illustrated in Figure (1-a). Assume we 

have the time traces from a dense horizontal array of vertical 

seismometers. 

The effect of band-pass filtering is shown in Figure (1-b). 
-+ -+ 

The pass band is a slice of f- k space parallel to the k plane. Such 

filtering includes some of the noise, and also leaves out some of the 

signal so that distortion results. 

The effect of summing all of the seismometers is shown in 

Figure (1-c). The pass band is a cylinder parallel to the f axis. 

Again note that the pass band includes some of the noise and only 

part of the signal. 

The effect of shifting the seismometers in time so as to 

align the P wave on all of the traces before summing is shown in 

Figure (1-d). Noise is still included in the pass band but the signal 

is no longer distorted. 

From these simple examples we can intuitively see that a 

better type of processing would be a combination of the three 

operations, time shifting, summation, and frequency filtering. A 

result such as that shown in Figure (1-e) would then be possible. 

The signal distortion is small and only a small amount of noise is 

included in the pass band. An even more desirable result, which 
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could be obtained by applying frequency dependent weighting factors 

to the channels before summing, is shown in Figure (1-f). 

This example shows the potential of array processing as a 

means of separating in the time domain two waves which are 

separated in the frequency-wavenumber domain. It also presents an 

intuitive sketch of a method for achieving this separation. A third 

result which is implied is that the signal and noise must be separated 
-+ 

in f- k space if array processing is to be effective. Fortunately, 

such a situation is very common in seismology where compressional 

waves, shear waves, and surface waves all travel with different 

velocities. The situation in other fields, such as radar where all 

waves have a common velocity, is not so fortunate. 

D. The Problems of Aliasing and Resolution 

It is well known that for the case of a sampled time series, 

the resolution of the series is a function of its total length, and 

aliasing in the frequency domain is controlled by the rate of sampling. 

Analogous concepts exist for a series which is the result of sampling 

in space. To illustrate this consider an array of J seismometers 
-+ 

where the j-th seismometer is located at X. and its output is given 
• J 

by zl(t). The result of summing the outputs of the seismometers is 

J 

Y(t) = ; I Zj(t) (II-8) 

j=l 

We define the frequency-wavenumber response of an operation upon 

a sampled time and space function as the ratio of the output to a 

monochromatic plane wave input 
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-+ _, 

X·C 
A exp [i2nf ( t- 2°) J 

o 1c ,, 
0 

(II-9) 

-+ 
Thus the f- k response of the summation operation expressed above 

is 

J 
-+ 1 \ -+ 

H(f, k) = J L exp[-i2n k • 

j=1 

-+ 
X . ] 

J 
(II-10) 

-+ 
Now consider a linear array with a uniform spacing of tJ.x 

-+ 
and a total length of X • In this case it is easy to see that 

-+ -+ -+ 
H(f, k) = H(f, k + b.k) (II-11) 

whenever 

-+ -+ 
b.k • b.x = integer (II-12) 

This is an example of aliasing in the wave number domain as a result 

of uniform sampling in the spatial domain. Next let the number of 

elements in the linear array become very large while holding the 
-+ 

length X constant. In the limit we have 

-+ -+ 

H(f k) __. sin(nk · X) 
' -+ -+ 

(II-13) 
nk · X 

This illustrates the point that the resolution or aperture of the array 

is limited by its maximum dimension. It also illustrates the existence 

of side lobes. Robinson (1964) has pointed out that for uniform 

weighting of a linear array, very little improvement in resolution is 

achieved by using more than 10 elements. 



11 

For the more general case of a two-dimensional array, 

wavenumber aliasing still exists if the seismometers are located 

on a systematic grid (Burg, 1964), while the aperture and side 

lobes for a dense packing of elements on a circle of radius X 

approaches the limit 

_, 
H(f, k) _, J (2rrkX) 

0 
(ll-14) 

Birtill and Whiteway (1965) have plotted the wavenumber responses 

for a number of different array geometries and the properties of 

wavenumber aliasing, aperture size, and side lobes are well 

illustrated. The shape of the aperture and its side lobes can be 

controlled to a certain degree by weighting the elements of the 

array before summing and this problem has received considerable 

attention in the literature. 
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ill. LINEAR ARRAY PROCESSING METHODS 

In this section we will give a brief review of some of the 

linear processing schemes which have been proposed for seismic 

arrays. None of the results are new. 

A. Assumptions about the Signal and Noise 

Consider an array of J seismometers spread out on a 

horizontal plane where the position of the j-th seismometer is given 
--+ 

by X.. The ground motion which is recorded at the j-th seismometer 
J . 

will be called channel j and denoted by ZJ(t). We will be primarily 

concerned with the sampled or discrete version of Zj(t) which we 

will denote by zj • 
n 

We suppose Zj to be composed of two parts, the signal Sj n n 
and the noise Nj . 

where both sj 
11 

n 

and Nj have zero means. 
n 

(ill-1) 

Consider Nj(t) to be a random variable with a probability 

function F(Nj (t) ). Thus we can refer to the expectation value of any 

function of Nj (t) as 
co 

(ill-2) 

In most instances the noise will enter into the mathematics in terms 

of its covariance matrix, whose elements are defined by 
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N . __ k 
'''·k( m, n) = E [NJ ~- J 't'J m n (ill-3) 

Note that 

(ill-4) 

If we assume that the noise is wide- sense stationary in time we can 

write 

(ill-5) 

whereas the assumption that the noise is wide-sense stationary in 

space is implied by 

(ID-6) 

White noise has the covariance matrix 

N N 
1/J.k(m, n) = o l/J·k J . mn J 

{ID-7) 

and noise uncorrelated between channels has the covariance matrix 

N N 
l/J .k(m, n) = o .k l/J .. (m, n) 

J J JJ 

In certain cases it will be necessary to assume that the 

signal is also a random variable which is wide- sense stationary 

in time and has the covariance matrix 

s . _k 
1/J.k(n-m) = E [SJ ::r-] 

J m n 

(ID-8) 

(ID-9) 
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In such cases we will also assume that the signal and noise are 

uncorrelated, i. e. 

(ill-10) 

More typically we will assume that the signal is an unknown wave 

form which is the same on all channels except for a time shift ~. 
J 

which may be either known or unknown. Thus we have 

sj == s 
n n + ~-

J 
(ill-11) 

Digital filtering of channel j can be expressed by 

M 

I (ill-12) 

m=-M 

where the aj are 2M + 1 filter coefficients. Such a filter has zero 
m . . 

phase shift when al == al . Often it is convenient to shift the m - m 
channels in time so that a par ticular plane wave traveling across the 

array will be aligned on all of. the channels. For a wave with 
-+ 

velocity C the shift for channel j is given by 

-+ -+ 
X. · C 

~ - --"-] --=--
j- lcl 2 

(ill-13) 

A prime (') will be used to indicate that the operation of time shifting 

has been performed. Thus the result of time shifting, filtering, and 

summing J channels will be expressed by 
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J J 
Y' = \ . aj zj' = .\ aj zj 
n L. m n+m L m n+m+~. 

j=1 j=1 J 

(ill-14) 

In the case of time shifting, modified covariance matrices will be 

defined by 

N,( )-N ( _ j k] l/J;k n - m - t/J .k n- m + ~k- ~.) - E [N c:~ N (.l J J J m+ .., . n+ ..,1 J { 
(ill- ; 5) 

s, ( )-s ( ) - [ j k t/J .k n - m - t/J .k n - m + 13k- 13 . - E S c:~ S f3 ] 
J J J m+..,j n+ k 

(ill-16) 

With these preliminary assumptions and definitions behind 

us we can now consider the basic problem of linear array processing: 

Given the J channels of sampled time data obtained at the locations 
-+ 
X., how can they be combined in a linear manner so that the signal is 

J 
enhanced with respect to the noise in some optimum sense? In the 

sections that follow four of the main methods of linear processing will 

be considered: time shift and summation, multichannel Wiener 

filtering, unbiased minimum variance estimation, and maximum 

likelihood estimation. Since all of these methods have been described 

in the literature, the mathematical development of the methods will be 

only briefly outlined here. We will emphasize the assumptions about 

the noise and signal upon which each of the methods is based and also 

the sense in which the output is considered to be optimum. After 

putting the methods adjacent to each other in a common notation, we 

will be in a position to compare them and examine their relative 

merits. 
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B. A Note on Frequency Filtering 

Before proceeding it should be pointed out that in what 

follows very little attention will be devoted to the matter of simple 

frequency filtering where such filtering is not unique to the problem 

of array processing. Thus such things as whitening filters, equi

lization filters to compensate for differences in channel responses, 

or narrow band filters to take advantage of frequency separation of 

signal and noise will not be discussed. However, it should be 

emphasized that such filtering is important in array processing for 

the same reasons that it is important in the analysis of a single 

channel. As long as linear filters are used they can be applied to 

the individual channels of an array before processing or to the 

processed output without affecting the basic results of the array 

processing. 

C. Time Shift and Summation 

The mathematical basis of this method, the most obvious 

of the array processing schemes, has been pointed out by Kelly and 

Levin (1964) and the following is a summary of their results. 

Assume that the signal is the same on all of the channels 

except for an unknown time shift. The processing criterion is that 

the signal should be a least squares fit to the data. 

We want to minimize the expression 

f: f (Zj - S )2 L L n + ~- n 
j=1 n=1 J 

(ill-17) 
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where we have taken the time interval of interest as being finite 

(n:: 1, ... , T), and where 13. is a function of the unknown phase 
J 

velocity as given in equation (ill-13). It can be shown that 

minimizing the above expression is equivalent to finding the phase 
.... 

velocity C which maximizes the sum of the cross correlation 

functions between the channels 

J 

I (ill-18) 
j, k::1 

.... 
Having determined C, the least squares estimate of the signal is 

the sum 

J 

s = .!_ \ zj 
n JL n+l3. (ill-19) 

j::1 J 

The development outlined above is not dependent upon any 

assumptions about the noise. However, when the noise is random, 

gaussian, and uncorrelated between channels it increases with 

summation as /J. Since the signal increases as J, the signal to 

noise ratio :increases as /J. This is the basis for the familiar 

statement that the maximum improvement in the signal to noise 

ratio achieved by the summation of J channels in the presence of 

uncorrelated noise is /J. 
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D. Multichannel Wiener Filter 

Developments of this type of processing in both the time and 

frequency domain can be found in Burg (1964), the Texas Instruments 

report (1961), and Kelly (1965). Experimental results are given by 

Backus, et. al. , (1964) and the Texas Instruments report (1961). 

Assume that the covariance matrix of the noise is known 

and is wide-sense stationary in time, that the covariance matrix of 

the signal is known and is wide- sense stationary in time, and that 

the signal and noise are uncorrelated. The processing criterion is 

that the variance of the difference between the array output and the 

known signal should be a minimum. 

After filtering the individual channels with the coefficients 

a~ and summing, the array output is 

(ID-20) 

j=l m=-n 

Thus we want to minimize the expression 

(ID-21) 

as a function of the filter coefficients aj where we have let S0 

m n 
denote the signal at an arbitrary reference point. It is straight-

forward to show that minimizing this expression is equivalent to 

solving the system of J(2M + 1) linear equations of the form 
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J M 

I I a~ { Sl/1 jk(n- m) + Nlf;jk(n- m)} ~ Slfljo(m) (j=_1, ... J ) 
m- -M, ••. M 

k=1 n=-M 

for the unknown ak . 
n 

E. Unbiased Minimum Variance Estimation 

(ill-22) 

This method is given by Kelly {1965) and the following is 

essentially a summary of his results. Limited experimental results 

can be found in the Lincoln Laboratory report (Dec., 1964). 

Assume that the covariance matrix of the noise is given and 

is wide-sense stationary in time. Assume that the signal is the same 

on all of the channels except for a known time shift. The processing 

criteria are that the output should be an unbiased estimate of the 

signal and that the variance of the output should be a minimum. 

Time shifting the channels of the array in accordance with 
.... 

the known phase velocity of the signal C , filtering with the 

coefficients bj and summing results in m' 

J M 

Y' = n I I bj zj' 
m n+ m 

j=1 m=-M 

J M 
bj (S + Nj ) = I I (ill-23) 
m n+m n+ m+ i3. 

j= 1 m=-M J 

The requirement that the mean of Y' be an unbiased estimate of the 
n 

signal results in a set of 2M+ 1 equations of the form 
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6 
m 

The variance of Y' is given by 
n 

m = -M, ••. , M (ill-24) 

(ill-25) 

If we minimize this as a function of the bj and include the restraints 
m 

of equation (ill-24) via the method of Lagrange multipliers, we arrive 

at a set of J(2M + 1) equations of the form 

J M 

I I bk Nt/1, ( ) L ( j = _1, .•. J ) 
n jk n - m = - m m - - M, ••. M (ill-26) 

k=1 n=-M 

where the Lm are the Lagrange multipliers. These equations can 

be solved for bk in terms of the L and then substituted in equation n m 
(ill-24) to eliminate the Lm. An equivalent procedure is to define 

bJ + 1 = L 
m m 

(ill-27) 

Nt/IJ+ 1,k(m- n) = Nt/lk,J+ 1(m- n) = (1- 6k,J+1)6m,n 

and then we have a set of (J + 1) · (2M + 1) equations of the form 

J+1 M 

I I bk Ntf;! (n- m) = 6. 6 ( j=:, · · · J + 1 ) 
n Jk J, J + 1 m, o m--M, ... , M 

k=1 n=-M (ill- 28) 

which are to be solved for the filter coefficients bk. Note that the 
n 

minimum variance of the output which is obtained with these filter 

coefficients is given by L • 
0 
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F. Maximum Likelihood Estimation 

Generalizations of this method for the case of seismic 

arrays are given by Kelly and Levin (1964) and by Kelly (1965). 

Assume that the noise is gaussian with a known covariance 

function. Assume that the signal is identical on all channels except 

for an unknown time shift. The processing criterion is that the 

likelihood ratio, which is the ratio of the probability that the signal 

is present to the probability that the signal is absent, should be a 

maximum. 

Let all of the channels be of length T (Z~; n = 1, ... T) and 

for the moment consider them to be lumped into a single random 

valued vector Z. Let the inverse of the noise covariance matrix 
N -
-.J1! be denoted by ~. Then the probability function of the noise is 

given by 

1 1 * F (N) = N exp [- 2 ~ cp ~ ] 
- 2TT I 3ft I 

(lli-29) 

The likelihood ratio is 

F(N = Z- S) 
.t= ----=F~(~~,...::==-=~.;;=) (lli-30) 

Minimizing this as a function of ~ and reverting to our previous 

notation we have a set of T equations of the form 

N . 

L cpjk(n+ ~j' m+ ~k)S~ (n= 1, ••• T) 

m=1 (lli-31) 
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where S0 is the unknown signal at some arbitrary reference point 
m 

and where we have tentatively assumed a value for the phase velocity 
....; 

of the signal C so that the 13 . might be fixed. By solving the above 
J ....; 

set of equations for many different values of C we can maximize the 

likelihood ratio as a function of both the signal shape and phase 

velocity. 

The maximum likelihood approach is conceptially quite 

different from the other methods described in this section. Whereas 

the other methods have as their objective an increase in the signal 

to noise ratio, the likelihood ratio is a statistic which is formulated 

as an aid to making a decision. Given a set of data we wish to decide 

if a signal is present or not. By filtering with the coefficients derived 

from the above set of equations and then calculating the log likelihood 

ratio and basing our decision on its value, the probability is a 

maximum that we will decide a signal is present. Note that we could 

have formulated the problem to make any of a number of decisions 

such as the arrival time of the signal, the polarity of the signal, or 

the time delay between the signal and a similar signal following it. 

This points out the versatility of the maximum likelihood approach. 

Cramer (1946, p. 499} shows that under rather broad assumptions a 

maximum likelihood estimate has minimum variance. 

G. Comparison of the Methods 

Let us now compare the four methods of linear array 

processing which have been discussed. First note that the time 

shift and summation method is the only one of the four which does 

not depend upon a knowledge of the statistical properties of the 

noise. This method has a maximum improvement in the signal-to-
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noise ratio when the noise is uncorrelated between channels. It can 

be shown that the other three methods have a minimum improvement 

in the signal-to-noise ratio when the noise is uncorrelated between 

channels and that in this case all of the processes are essentially 

equivalent to the first process of time shift and summation. Thus 

we conclude that if the noise is uncorrelated between channels, the 

best linear processor is a simple time shift and summation. Further

more, if the noise is known to be correlated between channels, we can 

always do better than the time shift and summation method by using 

one of the other processes. Henceforth, we will consider only these 

latter three types of processing: multichannel Wiener filtering, un

biased minimum estimation, and maximum likelihood estimation. 

It can be shown that w1der certain assumptions the outputs 

of the latter three types of processing are all essentially equivalent. 

Capon and Greenfield (1965) show that for Gaussian noise the unbiased 

minimum variance estimation and the maximum likelihood estimation 

yield identical results. Kelly (1965) has shown that multichannel 

Wiener filtering is equivalent to unbiased minimum variance esti

mation followed by a one- ch:annel Wiener filter which takes advantage 

of any frequency separation of signal and noise. Kelly and Levin 

(1964) show that multichannel Wiener filtering has the same relation

ship to maximum likelihood estimation. Thus the differences in 

these latter three types of processing lie in the ease in which the 

processes can be synthesized in the time domain and in the facility 

with which the known properties of the signal and noise can be 

incorporated in the input data of the process. 

The equations for the multichannel Wiener filtering and also 

the unbiased minimum variance estimation can be solved by inverting 

a Toeplitz matrix, and an algorithm exists for doing this. However, 



24 

the maximum likelihood estimation leads to a more complex set of 

equations and no convenient algorithm for doing this has yet been 

presented. 

The maximum likelihood estimation does have the advantage 

that it contains a means of estimating the velocity of the signal c in 

addition to its shape whereas the other two methods do not explicitly 

contain such a capability. 

The multichannel Wiener filtering formulation differs from 

the other two methods in that it does not assume that the signal is a 

plane wave crossing the array with a fixed velocity. Thus it is the 

only one of the three methods which can be easily adapted to the case 

of a dispersive signal. 
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IV. NONLINEAR ARRAY PROCESSING 

In the previous section it was pointed out that when the 

noise is well organized, effective linear filters can be designed to 

eliminate it. However, when the noise is uncorrelated between 

channels, the optimum linear filter is a simple time shift and 

summation. In such a situation nonlinear processing methods are 

an attractive possibility for attaining greater degrees of separation 

between the signal and noise. 

In this section we will consider one such nonlinear method 

which has been developed for processing a large array where the 

separation between seismometers is large compared to the distance 

over which the noise is correlated. This method is very similar to 

the one developed by Shimshoni and Smith (1964} and extended by 

Sax and Mims (1965). Both of these papers are concerned with 

multicomponent data but this is not crucial to the method. 

As is true with most nonlinear processes, rigid theoretical 

justification is very difficult and we shall rely mostly upon experi

mental results for justification of this particular method as an 

effective means of array processing. 

A. Design of the Filter 

Assume that the various channels of the array have been 

reduced by linear means to only two channels which we will call z1 

and z2
. Assume that each of these channels contains independent, 

wide- sense stationary, white noise and that each contains an identical 

broad band signal of duration less than 2T where T is a time para

meter. Following the notation developed in Section m we have 
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(IV-1) 

Consider the correlation function over a window 2T + 1 as defined by 

(IV-2) 

m=-T 

Stated in terms of the correlation functions, our original assumptions 

are as follows 

1 2 2 1 
N N 9 ('1") = N N a ('1") = O 

n n 
(IV-3) 

1 2 
N Sa ('~") = N Sa ('1") = O 

n n . 

We now define a set of 2W + 1 filter coefficients as 

1 2 2 1 
z z a ('1") + z z a ('1") 

An ( '~") = 1 1 n 2 2 n 
z z a (0) + z z a (0) 

n n 

(IV-4) 

This reduces to 



A (T) = 0 
n 
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when S is contained in the 

interval (n - T, n + T) 

when s is not contained in 

the interval (n- T, n + T) 

(IV- 5) 

The output of the process is obtained by convolving An(T) with the 

average of z1 and z2 over a window of length 2W where W is a 

second time parameter. 

w (zl + z2 ) 
y = \ A ( T) n + T n + T 

n L n 2 
(IV-6) 

T=-W 

B. The Effects of the Filter Window 

The characteristics of this filtering operation are very 

dependent upon the parameter W. When W is equal to T the 

frequency response of A ( T) is given by 
n 

= 
8u(f) · 

cr2 + Su(O) 

a (f) = 0 
n 

when S is contained in the 

interval (n - T, n + T) 

when S is not contained in 

the interval (n - T, n + T) 

(IV-7) 

where 8u(f) is the power spectrum of the signal. With this choice of 

W the filter is equivalent to an amplitude factor which depends upon 

the signal to noise ratio in series with two matched filters. Such a 

filter would be very useful in detecting a weak signal but would 

introduce a considerable amount of signal distortion. 
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When W is equal to zero the filter reduces to a single 

amplitude factor. 

s 
A (O) = u(O) 

o cr2 + Su(O) 

A (0) = 0 
0 

when S is contained in the 

interval (n - T, n + T) 

when S is not contained in 

the interval (n 7 · T, n + T) 

(IV -8) 

This filter acts much like a gate which does not admit pure noise, 

passes both signal and noise with no attenuation when the signal to 

noise ratio is large, and passes both signal and noise with increasing 

amounts of attenuation as the signal to noise ratio decreases. Such a 

filter would be useful for recovering strong signals with minimum 

distortion. 

On the basis of the behavior of the filter for the limit values 

of W, it seems intuitively reasonable that as W varies from 0 to T 

increased detection ability will be gained at the expense of increased 

signal distortion. Thus it may be possible to find an intermediate 

value of W which results in a satisfactory compromise between these 

two factors. 

To illustrate the effect of W in a more qualitative manner, 

consider the example of a signal which is one cycle of a sine wave 

centered at n = q and having a period of 2Q 

S 
. 1il1 

= S Slll
n Q 

s = 0 
n 

(-Q < n- q < Q) 

(IV-9) 

otherwise 
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If we assume that the sampling interval is small enough so that sums 

may be approximated by integrals and chose T > Q then it is easy to 

show that 

A (T) = n~s2 

2 
cos nT[(1- J2l)+l_ sin(2n1Ti)] (IV-10) 

q a + n Q s Q Q 2rr Q 

The situation which results when the signal is present and the noise 

is small is shown graphically in Figure (2). The spectrum of the 

signal is u(f) and the transfer function of the filtering operation is 

shown for three different values of W. 

C. Experimental Results 

The foregoing discussion was intended primarily to show 

the motivation behind this particular approach to nonlinear processing. 

S~veral matters such as the nonlinear response of the process, the 

response when the signal is only partially contained in the correlation 

window, and the effect of noise have been neglected. These effects 

are best illustrated by empirical results. 

Consider first the inherent nonlinearity of this process. This 

results from the fact that the process varies with time and at any one 

instant depends upon the present properties of the signal and noise. 

The nonlinearity can be examined as a function of the two parameters 

of the process, the correlation window (2T + 1) and the filter window 

(2W + 1). The effect of T is shown in Figure (3) which shows the 

process output for different values of T when the input is a pulse of 

duration 2Q. The filter parameter W is equal to T /2 in all cases. 

Figure (4) is a graph showing the same effect. As the amplitude of 
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the input, the pulse shown in Figure (3), was varied. The peak to 

peak amplitude of both input and output were measured and their 

ratio plotted in Figure (4). The amplitude is expressed as a ratio 

to the full scale output of the fixed point computer on which the 

analysis was performed. The conclusion is drawn that the process 

becomes more linear as T increases which is consistent with the 

obvious limit that the process should be linear for T very large. 

The increased pulse distortion shown in Figure (3) for the case 

T = 3Q/2 is actually due to the parameter W which is maintained 

at T/2 and thus is larger for the case T = 3/2 Q than for the case 

T = Q. A factor which is not illustrated here is that the noise 

energy which enters through the correlation window increases with 

the window length. For this reason it is usually best to choose the 

window only slightly greater than the signal duration. The effect of 

varying the filter window (2W + 1) is shown in Figures (5) and (6) 

for the case where the input is a pulse and the correlation window 

is equal to the pulse length. Figure (5) shows that the linearity is 

essentially independent of the parameter W. Figure (6) shows, 

however, that the pulse distor~ion increases as W increases. This 

distortion results fr om the fact that filtering is an averaging process 

which tends to smear out a finite pulse. 

On the basis of these results, it has become standard 

procedure to choose W equal to T/2 and (2T + 1) equal to the 

expected pulse duration when using this particular nonlinear process. 

Unless stated otherwise, these choices will be assumed in the 

remainder of this report. 
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Figure (7) is an attempt to estimate the effect of noise. 

The first line shows four different amplitudes of the same signal 

which was added to two samples of seismic noise to form the two 

inputs z1 and z2. The fourth line is the result of processing z1 

and z2. Note that the process effectively suppresses the uncorrelated 

noise when the signal is not present but passes a combination of both 

signal and noise when the signal is present. 

The process described here is a first attempt at designing 

a nonlinear process for extracting a reasonable facsimile of a signal 

from uncorrelated noise. Many extensions and improvements are 

possible. This method consists essentially of using the cross 

correlation function as a filter. Improvement may be possible by 

. constructing a filter from a function of the cross correlation function 

such as a weighted average or the logarithm. The use of a tapered 

cross correlation window may also prove helpful. Even in its 

present unsophisticated form, the process has been extremely useful 

in isolating secondary P waves of teleseisms recorded on a large 

array. Some of the results will be given in Section V. 
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V. APPLICATIONS TO TFSO 

A. The Tonto Forest Seismological Observatory 

Operation of the Tonto Forest Seismological Observatory 

(TFSO) began officially in April of 1963 under the direction of the 

Air Force Technical Applications Center (AFTAC) as a part of the 

VELA UNIFORM project. It was designed for use both as a standard 

seismological observatory and also as a research tool for obtaining 

data which would be helpful in constructing other arrays. The center 

of the array is near Payson, Arizona, in central Arizona about 90 

miles northeast of Phoenix. One of the reasons for selecting this 

site was the very low ambient noise level. 

The permanent array at TFSO consists of a 3 km 31 element 

circular array (four concentric circles) of short period vertical 

instruments and a 10 km 12 element linear cross array of short 

period vertical instruments. Horizontal instruments have also been 

installed at alternate sites of the cross array. In addition, several 

long period and broad band instruments are maintained in a vault. All 

instruments are connected by · cable to a central point where they are 

recorded on develicorder film and on analog magnetic tape. 

B. The Extended Array 

In 196 5 the array was temporarily extended by the addition 

of eight Long Range Seismic Measurement (LRSM) mobil vans. Each 

van had six instruments, three short period and three long period, 

and at any one time the data of four instruments was telemetered to 

the array center at TFSO. This report is based on data obtained 
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from the 12 element array consisting of the four end points of the 

linear cross array at TFSO and the eight LRSM mobil vans. 

Hereafter, we will refer to this as the extended linear cross array 

or simply as the extended array. Site locations for the extended 

array are given in Table 1 and also shown on the map of Figure (8). 

The NW-SE leg and the NE-SW leg of the array have maximum 

dimensions of 325 km and 285 km, respectively, and lie along 

azimuths of 131 degrees and 41 degrees, respectively. The center 

of the extended array has been taken to be the site Z21 at TFSO which 

has latitude 34. 29 Nand longitude 111. 27 W. The short period 

vertical channel from two of the LRSM mobil vans, JRAZ and WOAZ, 

actually consists of the sum of a 3. 5 km 7 element circular sub-array. 

Between the dates of April 15, 1965, and August 31, 1965, 

the data from the short period vertical instruments of the extended 

array were recorded on develicorder film and on analog magnetic 

tape for the use of Cal Tech. The present report is based on the 

analysis of this block of data. Short period horizontal data were 

also recorded on analog magnetic tape for about half of this period 

but these have not been analyz;ed yet. The data on the magnetic 

tapes have been processed on the Cal Tech hybrid analog-digital 

computer which was designed and programmed for handling data of 

this particular type. 

C. Instrument Response 

The extended array of short period vertical instruments 

contains two slightly different seismometers. The four sites at 

TFSO have Johnson-Matheson seismometers with free periods of 

1. 25 sec and 0. 33 sec galvonometers while the eight LRSM mobil 
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vans have Benioff seismometers with free periods of 1. 0 sec and 

0. 20 sec galvonometers. The two response curves are shown in 

Figure (9). 

D. Wavenumber Response 

An expression for the wavenumber response of an array, 

which describes the response of a summed array to a plane wave 

input, has been given in equation (II-10). This response has been 

calculated for the extended array and contoured in 3 db intervals in 

Figure (10). The widths of the aperture at the center of the K plane, 
-1 about 0. 0035 km , corresponds to roughly the inverse of the 

maximum dimension of the array. In terms of phase velocity, this 

means that for a 1 cps wave traveling with a phase velocity of 15 
J 

km/sec the sum of the extended array has a potential resolving power 

of approximately 1 km/ sec. Also note that the side lobes are the 

most pronounced along directions parallel to one of the legs of the 

array. This is one of the disadvantages of crossed arrays. Birtill 

and Whiteway (1965) have pointed out that these side lobes are 

greatly reduced if one considers the correlation between the sums 

of the two legs of the array. 

E. Crustal Structure 

In most instances one is interested in the properties of 

seismic waves as they emerge from the mantle and thus it is 

desirable to remove the effect of the local crust which separates 

the mantle and the array. This requires knowledge of the velocity 

structure of the crust. The Branch of Crustal Studies of the U. S. 

Geological Survey conducted a seismic refraction survey at TFSO, 
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which consisted of two reversed profiles that approximately coincided 

with the two legs of the extended array. Warren, et. al., (1965) have 

published an abstract of the results and additional unpublished data 

were supplied by Warren. They found that the Moho was at an 

almost constant depth of 34 km along the NW-SE leg of the extended 

array. Along the NE-SW leg the Moho dips to the NE and its depth 

increases from about 22 km at the SW end of the profile to about 40 

km at the NE end. Evidence for an intermediate layer was present 

but not conclusive, the average crustal velocity was about 6. 2 km/ 

sec, and the sub-Moho velocity was 7. 85 km/sec. Niazi (1965) found 

similar results from a study of teleseisms recorded on the linear 

cross array at TFSO. He suggested that the dip of the Moho may be 

as great as 8 degrees to the NE near the center of the array. 

Gravity data (Biehler, unpublished map, 1964) were also 

used to help determine the crustal structure. These data suggest 

a general thickening of the crust in a NE direction. They also 

indicate that the structure is roughly two-dimensional with the axis 

of uniformity in a NW-SE direction. The observed data along the 

NE-SW leg of the extended aJ;ray is plotted in Figure (11). Also 

shown are two models of the crustal structure along this leg and 

the theoretical gravity anomalies for such structures. Densities 

were derived from the velocities by an empirical relation given by 

Talwani, et. al., (1959). The first model has a crust with a uniform 

velocity of 6. 2 km/sec and a depth determined from the seismic 

refraction results. In the second model the crust has been modified 

so as to approximate a latteral gradient in the average crustal 

velocity. 



36 

The fact that the second model results in a much better fit 

to the observed gravity data is regarded as evidence that the average 

velocity increases in a NE direction. However, from these results 

it is not possible to determine if the velocity gradient is actually in 

the crust as shown or in the upper part of the mantle. For the 

determination of the delay of teleseismic waves, such a distinction 

is not of great importance. 

Press and Biehler {1964) have shown that it is very 

reasonable to assume a correlation between the gravity anomaly 

and the delay of seismic waves. Two other studies of teleseismic 

time anomalies for the extended array (Lincoln Laboratory Report, 

1965; Dean, 1965) have both indicated a time anomaly, approximately 

-0. 5 sec, for the array site farthest to the NE, NLAZ. Assuming a 

lateral gradient in the crustal velocity helps to explain this anomaly. 

On the basis of these data and arguments, a crustal model 

was assumed for each site of the extended array. Such models are 

given in Table 2. The crustal velocity is an average one. Decom

posing the crust into layers of differing velocities would perhaps be 

a better approximation to the ~eologic situation but simple calcu

lations show that it would have a very small effect on the delay time 

of teleseismic waves. The inclusion of a dipping boundary in the 

crustal models means that for a particular site, the time delay of 

a seismic body wave has an azimuthal dependence. For a dip of 5 

degrees and a phase velocity of 15 km/sec this effect amounts to 

± 0. 1 sec. 
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F. Measurement of Relative Arrival Times 

Given the geometry of an array and the crustal structure 

underlying it, Tables 1 and 2, it is now possible to calculate the 

relative arrival times at the various array sites as a function of 

the phase velocity and azimuth of the incident seismic wave. Assume 

that below an elevation E 
0 

the velocity is a function of radius only and 

that the velocity at E is V . Then a seismic ray can be o m 
characterized by the constant ray parameter 

r sin i 
p=-- v (V-1) 

where v and i are the velocity and inclination of the ray from the 

radial direction at any radius r. Next, assume that over the 

dimensions of the array the variations of p with distance from the 

source, 1:::., is approximately linear, i. e. , 

dp = constant 
db. 

(V-2) 

A more complicated variation of p with 1:::. could easily be incorporated 

if it were thought to be necessary. 

Referring to Figure (12) let 0' be a reference point in the 

array and 0 a point directly below it at the elevation E
0

• Let A' 

be one of the array sites, and A be a point directly below it at the 

elevation E . Let the source be at an azimuth w and denote the 
0 

difference in the distance to the source between 0' and A' by t::.A. 

Consider the seismic wave with ray parameter p
0 

which arrives at 

the point 0 at time T
0

• To a first approximation the same wave 

will arrive at the point A at the time 
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and the ray parameter at point A will be 

dp 
0 

PA =Po+ 6A d6 

(V-3) 

(V-4) 

We now wish to calculate the time required for the wave 

to travel from A to A'. Above the elevation E the wave will be 
0 

regarded as a plane wave. Referring again to Figure (12), let the 

elevation of A' be E A'' and let the crust-mantle boundary below A' 

be at an elevation EM and let it have a dip D in the azimuthal 

direction o • Above this boundary the velocity is taken to be V c 

and below it is assumed to be VM. Then according to the results 

of Appendix A1 the wave will arrive at A' at the time 

1 
E A I - E 0 . EM- E A I { v c v c . 2 2} 

T A, = T A + V cos 1 + V V: cos v- [ 1 - ( V: sm v) ] 
M c M M 

(V-5) 

where i is the angle of incidence of the wave in the mantle given by 

(V-6) 

and R is the radius of the earth. The angle between the wave front 

and the crust- mantle boundary has been denoted by v and can be 

calculated from 

cos v = cos i cos D - sin i sin D cos ( o - w) (V-7) 
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By combining equations (V- 3) and (V- 5) it is possible to calculate 

the arrival time of the wave at any point A' relative to its arrival 

time at the reference point 0. 

The horizontal phase velocity of the wave at the reference 

point 0 is given by 

and thus 

R+E 
c = 0 

0 p 
0 

c dp 
0 0 

- p d~ 
0 

(V-8) 

(V-9) 

Thus, given the array geometry and its crustal structure, we can 

calculate the relative arrival times at the array sites for any wave 

having a phase velocity C and distance derivative dC /d~. 
0 0 

Conversely, given the relative arrival times, we can calculate the 

phase velocity of the incident wave. 

The foregoing equations and the data of Tables 1 and 2 have 

been used to calculate tables 'of relative arrival times for all azimuths 

of interest at 0. 2 degree intervals and all phase velocities between 

8. 0 km/ sec and 26. 0 km/ sec at 0. 2 km/ sec intervals. The reference 

~ime for the relative times is taken as the average of the arrival 

times at the sites Z74 and Z63. Vah1,es of dC0/d~ can be determined 

by an iterative procedure since they have a second order effect. 

Initial values are assumed, a curve of C 
0 

versus ~ constructed 

from the data, new values of dC / dll determined, and the process 
0 

repeated. Two iterations are usually sufficient. 
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Relative arrival times of teleseismic P waves are 

measured on enlarged copies of the develicorder film and also on 

digital versions of the analog magnetic tape records. The measure

ments on the tape records, which are made with the aid of a 

computer, are superior to the film measurements since they avoid 

the possibility of optical distortion. The computer reads the 

magnetic tape records, digitizes the data at a rate of 10 samples 

per second, shifts the array channels in time by estimated amounts, 

and then displays the channels in parallel fashion on a direct writing 

visicorder. The time shifts are adjusted manually until it appears 

to the eye that the event of interest is aligned on all of the channels. 

Another program is available which automatically determines the 

necessary time shifts by maximizing the correlation function between 

the various channels. This program is sometimes used to assist 

the eyeball interpretation but it cannot be relied upon completely 

since it is sensitive to noise and sometimes gives obviously wrong 

results. As in the case of the theoretical calculations, the relative 

arrival times are determined with respect to the average arrival 

time on the two channels Z74 and Z63. 

The measurement of relative arrival times has the advantage 

that it does not depend on an accurate recognition of the first motion 

and the times can be computed from any part of the waveform. In 

practice they are usually computed for the first prominent peak and 

the first definite zero crossing of the waveform and the results 

averaged. The arrival time of the first motion is measured for the 

channels of Z74 and Z63 and the re.sults averaged to yield what is 

taken to be the absolute arrival time for the center of the extended 

array. 
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Having determined the relative arrived times, the calcu

lated tables are searched for the velocity and azimuth which 

minimizes the root mean square error between the observed and 

calculated times. The error is determined by the equation. 

J 

CJ= c} I (V-10) 

j=1 

where J is the number of channels and t.Tj b and t.Tj al the 
0 s c c 

observed and calculated relative arrival times, respectively, for 

the j-th channel. The absolute arrival time, phase velocity, 

azimuth, and root mean square error are all recorded. If the 

error is greater than 0. 1 sec the measurements are rechecked. 

· G. Measurement of Relative Amplitudes 

It is also possible to measure the relative amplitudes of 

a seismic wave at the various sites of an array. The use of an 

array to measure the rate at which amplitude is changing with 

distance is potentially a more · sensitive method than the usual one 

of measuring absolute amplitude at a single station. The array 

method of relative amplitudes is essentially independent of the source 

and propagation factors such as magnitude, radiation pattern and 

attenuation along the path. The use of such data in conjunction with 

array measurements of phase velocity may reveal properties of the 

velocity structure of the mantle which were previously concealed 

by the averaging process which had to be used. 

The personnel at TFSO daily calibrate each seismometer 

of the extended array with a 1 cps sine wave and calculate its 
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magnifiCation. (Average magnification at TFSO is about 560K.) 

At Cal Tech the standard practice. has been to measure the amplitudes 

of a particular event on enlarge.ments of the develicorder film. The 

period and one half the peak to peak amplitude are measured for a 

prominent portion of the first two cycles of the event. This measure

ment can be reduced to an equivalent ground motion by taking account 

of the optical magnification involved in enlarging the film, the 

magnification of the seismometer system for that particular day, 

and the f:J;equency response of the seismometer as given in Figure (9). 

The equivalent ground motion is calculated in this manner for each 

channel of the array and the results plotted as a function of the 

relative distance from the source. The resulting points are fitted 

with a straight line and its slope and intercept at zero time determined. 

The latter is taken as the absolute amplitude at the center of the 

array. 

There are reasons to suspect that one of the major sources 

of error in the determination of relative amplitudes on the extended 

array is the measurement of period. Teleseismic waves normally 

have a dominant period in the 0. 5 to 3. 0 sec range. Examination of 

the seismometer response curves given in Figure (9) reveals that in 

this range a small error in the period measurement can cause a large 

error in the equivalent ground motion. This problem is intensified 

by the inherent difficulty of measuring the dominant period of a pulse 

in the presence of noise. 

H. Application of Nonlinear Methods 

As pointed out in Section 3, the choice of the optimum 

processing method for a particular array is determined primarily 
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by the characteristics of the noise. Dean (1965) and the Seismic 

Data Laboratory Report (1965) present the results of signal and 

noise analysis for the extended array at TFSO. The Texas 

Instruments Report (1965) contains a noise analysis more applicable 

to the 31 element circular array. Dean (1965) concludes that signal 

and noise correlations decrease with an increase in either the 

frequency or distance, that the noise appears to be r andom between 

two sites separated by more than 30 km, that the signals retain 

some correlation up to 800 km, and that signal correlation pre

dominates over noise correlation for all distances greater than 3 km. 

The preceding results concerning the noise properties 

indicate that the linear processing methods discussed in Section ill, 

which depend upon well organized noise for their efficiency, would 

be severely limited if applied to the extended array. Because of 

this, most of our efforts have been directed towards developing, 

the nonlinear methods of Section IV into an effective processing 

scheme for the extended array. Another reason for going to nonlinear 

methods is pointed out by Birtill and Whiteway (1965). They showed 

that the wavenumber response appropriate for the correlation between 

the sums of the two legs of a cross array is considerably better than 

that obtained by summation alone. Such a calculation was made for 

the extended array and the results are contoured in Figure (13). A 

comparison of this figure with the summation results of Figure (10) 

shows that both the aperture width and the magnitude of the side lobes 

are smaller for the nonlinear correlation method. 

These reasonings and the experimentation that followed have 

led to the adoption of a processing scheme for the extended array 

which has proved very satisfactory for the analysis of teleseismic P 

waves. Although the method is nonlinear in principle, an attempt 
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was made to retain some of the desirable properties of linear 

processing, such as a reasonably small amount of signal distortion. 

Figures (14), (15) and (16) are the result of applying the 

complete array processing scheme to a teleseism from northern 

Chile. The earthquake occurred on May 2, 1965, was at a depth 

of 117 km and had a magnitude of 5. 5. The epicenter was 66. 9 

degrees from TFSO at an azimuth of 137. 0 degrees. Figure (14) 

is a reproduction of the original 12 channels of data. Traces 1 to 

6 correspond to the NW-SE leg of the array and Traces 7 to 12 to 

the NE-SW leg. The data have been sampled at a rate of 10 samples 

per second. 

Figure (15) is the output of the array processing program 

for the input data of Figure (14) after they have been given time 

shifts appropriate for a phase velocity of 17. 2 km/sec. Traces 1 

and 2 are just reproductions of two of the original data channels, 

channels Z70 and Z67 in this case. Trace 3 is the normalized sum of 

all 12 data channels. Trace 4 is the normalized sum of the 6 channels 

on the NW- SE leg of the array after a digital filter has been applied to 

each individual channel. Trace 5 is a similar result for the NE- SW 

leg of the array. The digital filters are arbitrary and may be 

different for each channel. In this case only two different 21 point 

filters were used and these were chosen so as to compensate for the 

different frequency response of the two different types of seismometers 

used on the extended array. Trace 6 is the average of Traces 4 and 5. 

Trace 7 is the vela time code. Trace 8 is the result of applying the 

nonlinear processing scheme described in Section IV to Traces 4 

and 5. A 1. 0 sec correlation window was used and an 0. 5 sec filter 

window. The filter coefficients at each instant have been constructed 

according to equation (:W-4) with the exception that a small positive 
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constant has added to the denominator. This increases the 

numerical stability of the calculations and can be thought of as a 

small level of constant noise. Trace 9 is a reproduction of Trace 8 

at a reduced scale of 1/4. Trace 10 is similar to Trace 8 except 

the filter coefficients are not normalized for the signal and noise 

power. That is, the procedure is identical to that used to obtain 

Trace 8 except the denominator of the filter coefficients as given 

in equation (IV-4) is set equal to 1. 0. Trace 11 is an attempt to 

determine the polarity of the seismic pulses. It is the result of 

convolving a typical seismic pulse with Trace 8. The first arrival 

may be inserted as the typical pulse in order to pick out later 

arrivals having the same shape. For the most part, this trace 

has been of little value. Trace 12 is the zero-lag normalized cross 

correlation between Traces 5 and 6, which is the center point of the 

nonlinear filter and is given by equation (IV-4) with T = 0. This 

trace is not synchronous with the other 11 channels and leads them 

by 2. 0 sec. 

In Figure (16), the nonlinear filter output, Trace 8 of 

Figure (15), is shown for several different values of phase velocity. 

Several of the prominent phases are labeled on the trace where they 

appear to be best developed. 
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VL VELOCITY MEASUREMENTS OF TELESEISMIC P WAVES 

Jeffreys and Gutenberg both made comprehensive studies of 

the travel times of teleseismic body waves and constructed velocity 

models for the mantle on the basis of these studies. The data of 

both studies consisted primarily of first-arrival times of principal 

phases, although Gutenberg supplemented this with amplitude data. 

In studies such as these the velocity model is constructed by plotting 

the first-arrival times, fitting them with a curve, determining 

apparent phase velocities from the slope of the curve, and then 

numerically integrating the phase velocity data by the Wiechert

Herglotz method to determine the velocity as a function of depth. 

Note that in the procedure mentioned above the measurement 

of the apparent velocity depends upon the determination of the slope 

of an empirical curve. Errors in origin times and epicenter locations 

contribute to the scatter of the data. In fitting such data the experi

menter is faced with the problem of separating real variations from 

scatter due to errors, and the result is the smoothest possible curve 

which is consistent with the data. 

Thus there is a na~ral bias against abrupt changes in the 

slope of the curve. Such a bias does not have a very important effect 

upon the travel time curve itself, but it may lead to the elimination of 

certain character of the apparent velocity curve. 

Problems of this type can be avoided to a large degree by 

measuring the phase velocity with an array, because the phase 

velocity is measured in a more direct manner and the determination 

is not influenced by error in the origin time. This reasoning was the 

basis of the present project of using a large array to measure phase 

velocities of teleseismic P waves in the 30 to 100 degree range. 
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A. Collection of the Data 

All teleseisms in the period April 15 to July 25, 1965, 

which wrote a clearly observable direct P wave at TFSO have been 

cataloged and their distance and azimuth from TFSO calculated by 

using the epicenter coordinates given by the U. S. Coast and 

Geodetic Survey. 

Absolute and relative travel times as well as amplitudes 

were measured and phase velocities determined by the methods 

outlined in Section V for a total of 125 teleseisms. The results 

are listed in Table (3} and plotted in Figures (17}, (20} and (22). 

All distances and times appearing in the table and figures have been 

corrected to a source depth of 33 km assuming a Gutenberg model 

of the earth. The times also contain an ellipticity correction which 

amounts to a maximum correction of 1. 8 sec for this data. At 

least 6 and in the majority of the cases all 12 channels of the array 

were operating and readable for the events listed. Obvious after

shock sequences were avoided since they usually give very similar 

results, which leads to an unequal weighting of the data. 

The root- mean- square errors of the phase velocity 

determinations are included in Table (3) as a measure of the goodness 

of fit. The times were read to the closest 0. 1 sec and the generally 

small value of the root- mean- square error reflects the fact that it 

was possible to obtain reasonably good fits between the observed 

relative arrival times and the values predicted for a particular 

velocity; it also indicates that the crustal model used to predict the 

relative arrival times is reasonably appropriate. The data have been 

grouped according to azimuth and in the various figures each quadrant 

has been given a separate symbol. No obvious azimuthal dependence 
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appears in the data and this can be taken as additional evidence that 

an appropriate crustal model has been used in the reduction of the 

data. These comments about the crustal model should be interpreted 

with caution, however, because it is difficult to separate the effects 

of the crust from other effects along the propagation path. Further

more, other crustal models could probably be designed which would 

fit the data equally well. These comments also should not be taken 

to imply that the mantle is laterally homogeneous; however, no mantle 

variations were required to remove an azimuthal dependence. 

In the worst possible case two waves which differ in phase 

velocity by 0. 2 km/ sec would cross the array with a relative time 

difference of 0. 1 sec, which is the accuracy of the time measurements. 

Thus it is believed that the average error of the phase velocity 

measurements is ± 0. 2 km/ sec. The scatter in the data appears to 

substantiate this estimate. Epicenters are from the refined 

determinations of the Coast and Geodetic Survey except for those of 

July which are based upon the preliminary determinations. 

This report is based upon earthquakes with epicenters 

between 30 and 100 degrees from TFSO. Thus the deepest points 

of the observed waves lie between a depth of about 800 km and the 

earth's core. This corresponds to all of Bullen's region Dan~ a 

portion of region C. Below a depth of 1000 km the velocity models 

of Gutenberg and Jeffreys are in fair agreement and both are 

relatively smooth. This latter fact is the basis of many arguments 

for chemical homogeneity in the lower mantle. A comprehensive 

summary of the present state of seismic knowledge concerning this 

region as well as the rest of the mantle has been provided by 

Anderson (1966). 
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B. Interpretation of Phase Velocity Data 

The phase velocity data have been plotted in Figure (17) and 

the solid line labeled CTP4 is a smoothed fit to the data between 30 

and 100 degrees. The fit is good at distances less than 85 degrees 

but the number of rather low phase velocities at larger distances is 

a surprising result. An attempt to correlate the velocities at this 

distance with azimuth failed. The triplication of the phase velocity 

curve as shown by CTP4 appears to be the best interpretation of the 

data. The dashed line labeled CTP3 in Figure (17) is a more con

ventional interpretation of the data which ignores the lower velocities 

at large distances. 

In either case the velocity structure of the lower mantle is 

clearly more complicated than the standard structures of Jeffreys 

or Gutenberg. In addition to the complexities beyond 85 degrees, 

points of increased curvature in the phase velocity curve appear at 

distances of 36, 43, 51, 60,' 68 and 76 degrees. It should be 

emphasized that the curve shown in Figure (17) is the smoothest one 

consistent with the data. The accumulation of more data and the 

examination of later arrivals may tend to increase these second-order 

discontinuities. 

Given a phase velocity curve such as that of Figure (18) it is 

possible to calculate the velocity as a function of depth by the Wiechert

Herglotz method. This consists of evaluating the integral 

r log ( - ) = -
R 

6 

I -1 c (/1) 1 
. cosh ( ~) d/1 (IV-1) 

0 
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for each point on the phase velocity curve. The velocity corre

sponding to r is then given by 

v = .!: C(6} 
R 

(VI-2) 

The validity of the results obtained by this method depends upon the 

assumption that the quantity r/v is monotonically decreasing with 
depth which may not be true in a low velocity zone. There appears 

to be no published evidence for such a zone in the lower mantle and 

it seems very unlikely that the effects of an appreciable low velocity 

zone, such as that proposed for the upper mantle, could have gone 

unnoticed by the many investigators of teleseismic P waves. We 

shall proceed to assume that r/v is monotonically decreasing in the 

lower mantle. An exception may be the extreme bottom of the mantle 

where the effects of the core boundary complicate the data. Some 

investigators, such as Dahm (1934), have proposed a decrease in 

velocity with depth for this region. 

Because our data does not extend to zero distance, it is 

necessary to assume a velocity model for the upper mantle. Then 

the earth is stripped by the method of ray tracing to an appropriate 

depth and the Wiechert- Herglotz method applied to the phase velocity 

curve which would be observed at this depth in order to determine 

the velocity at greater depths. 

In order to determine the effects which the assumed upper 

mantle model has upon the velocity- depth relation calculated for the 

lower mantle, the procedure was repeated for five different upper 

mantle models. The earth was stripped to a depth of 771 km in each 

case. The results are plotted in Figure (18}. The resulting 

structures and the upper mantle models are as follows: 
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CTPl - Jeffreys upper mantle. 

CTP2 - Gutenberg upper mantle. 

CTP4- Modified version of Z model of Niazi and 

Anderson (1965). 

CTP5 - Similar to CTP4 with higher velocities, 

especially near the top of the mantle. 

CTP6 - Similar to CTP4 with higher velocities 

throughout the upper mantle. 

In order to be consistent with the phase velocity measure

ments which were computed assuming a velocity of 7. 85 krn/ sec at 

the top of the mantle, all of the upper mantle models were constrained 

to have the same velocity at this point. This does not have an 

appreciable effect upon the results. 

As noted previously, the model CTP3 is based on the dashed 

curve of Figure (17) which ignores the low values of observed phase 

velocities beyond 85 degrees. Except for the bottom 250 krn of the 

mantle it is identical to CTP4. In a study based upon travel times 

alone, this would be the most probable interpretation. 

From Figure (18) it is clear that the primary effect of the 

upper mantle models upon the lower mantle structure is a slight shift 

in the complete curve. An exception occurs near the junction of the 

assumed and calculated models at a depth of 771 km where the data 

suggests a rather pronounced second-order discontinuity. On the 

basis of the data presented here it is impossible to select one of the 

five upper mantle models as the "correct" one. The model CTP4 

will be adopted for later comparisons and calculations because its 

upper mantle is based on the results which Niazi and Anderson (1965) 
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obtained from the analysis of data which was also recorded at TFSO. 

This model is also convenient for comparison because it is inter

mediate to those considered. 

As mentioned previously the general shape of the velocity 

profile in the lower mantle does not depend critically on the velocity 

assumed for the upper mantle. At this stage the variation of velocity 

with depth is our main concern. For the sake of comparison the 

model CTP4 has been plotted in Figure (19) along with the models of 

Jeffreys and Gutenberg. 

Note the pronounced discontinuity at a depth of about 840 km 

for the CTP4 model. Unfortunately, the close proximity of the 

discontinuity to the bottom of the assumed upper mantle model makes 

an exact interpretation of its depth and abruptness difficult. However, 

consideration of the fact that it exists for a wide range of upper mantle 

structures (Figure 18 ) leaves little doubt that it is real. One should 

also keep in mind that this may be only a part of a feature which 

begins at a shallower depth. 

The Gutenberg model also has a discontinuity at a slightly 

greater depth. Anderson (1966) summarizes evidence for an upper 

mantle discontinuity starting between 600 and 700 km. It should also 

be noted that the 720 km level marks the lower bound for tectonic 

activity. Anderson (1966) also points out that the ratio of 

compressibility to rigidity reverses its trend at about 800 km and 

suggests that the boundary between Bullen's region C and region D 

can probably be placed between this depth and 1000 km. Thus the 

second order discontinuity which we have proposed for a depth of 

840 km is consistent with observations if we interpret it as the 

termination of a region of relatively rapidly increasing velocity 

which begins between 600 and 700 km. The models CTP4, CTP5, 
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and CTP6 of Figure (18) have this type of structure. Future work 

of extending the phase velocity curve to shorter distances should 

clarify this feature. The study of later arrivals will be particularly 

important in the interpretation of future work on the upper mantle. 

Another second-order discontinuity of the CTP4 model 

occurs at a depth of 1150 km which again is slightly shallower than 

a similar discontinuity in the Gutenberg model. Evidence for this 

discontinuity appears on the phase velocity curve between 45 and 50 

degrees. Other less pronounced indications of second-order dis

continuities occur at depths of about 1320, 1700 and 1950 km. The 

effects on the phase velocity curve appear at distances of 55, 65 and 

71 degrees, respectively. Also note that below a depth of 1500 km 

the CTP4 model has significantly lower velocities than those of 

Gutenberg or Jeffreys. 

Proceeding downward to the region near the core boundary, 

we observe that the CTP4 model differs considerably from those of 

Jeffreys or Gutenberg. The CTP4 model has a region of almost 

constant velocity of 13. 50 km/sec between depths of 2670 and 2800 

km and then rises abruptly to a value of 13. 65 km/ sec at a lower 

bound of 2881 km. The region adjacent to the core could be approxi

mated by a high velocity layer between 50 and 100 km thick. Note 

that there is actually a slight decrease in the velocity near a depth 

of 2790 km, but as expected, the critical quantity r /v remains 

monotonically decreasing. If we were to assume the more conventional 

interpretation represented by the model CTP3 in Figures (1.7) and (1.8), 

then the velocity rises smoothly to a value of 13. 71 km/ sec at a depth 

of 2866 km. This is close to the 13. 70 km/ sec value found for the 

base of the mantle by Gutenberg. Further comments about the core 

boundary will be deferred to a discussion of PeP travel times which 

follows later. 
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C. Interpretation of Travel Time Data 

In addition to relative travel times, absolute travel times 

to the center of the array were also measured. These are plotted 

as residuals from the Jeffrey$-Bullen (JB) Tables in Figure (20). 

The data show a considerable scatter which is not unusual for times 

based upon earthquakes. However, it is obvious that the times are 

predominantly late compared to the JB Tables. This is characteristic 

of TFSO. For instance, the West Virginia earthquake of November 25, 

1964, was at a distance of 24 degrees and had a JB residual of +3 sec 

(Seismic Data Laboratory, 1965). The recent Long Shot explosion 

was at a · distance of 52 degrees from TFSO and had a JB residual of 

-2. 5 sec (Seismic Data Laboratory, 1966). However, this was at 

least 1 sec later than the average of other stations for this event. 

An important check on the velocity-depth structure which we 

have calculated from the phase velocity data is that it should be 

consistent with the observed travel times of P. Note that the phase 

velocity and travel times are determined independently in the present 

method, whereas this is not true of the conventional method of using 

travel times to derive a velocity structure. 

Travel times were calculated for the model CTP4 and plotted 

in Figure (20). A 33 km thick .crust with a velocity of 6. 2 km/sec was 

assumed for the calculations. There appears to be a real discrepancy 

between the observed and calculated times. The calculated times are 

late at large distances and exhibit a strong dependence upon distance. 

It appears that the model CTP4 may have a region of too low velocity. 

Such a region could be in either the upper or lower mantle but since 

the upper mantle is an assumed structure we will consider it first. 
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The hypothesis that the upper mantle of the model CTP4 

contains velocities that are too low can be checked by considering 

the models CTP5 and CTP6 which were designed with this partially 

in mind (Figure 18}. Both have structures roughly parallel to that 

of CTP4 with CTP5 having higher velocities mainly near the top of 

the mantle while CTP6 has higher velocities throughout the upper 

mantle. Travel times were calculated for both of these models and 

parallel results were obtained. The travel time residual curve was 

shifted in the direction of more negative residuals without any 

appreciable change in its shape. Thus this hypothesis was discarded 

as a possible explanation of the discrepancy between the observed 

times and those calculated for the models. 

Turning to the lower mantle as a possible cause of the 

discrepancy, we have considered the possibility that the hypothesized 

second-order discontinuities of the model CTP4 are larger than 

shown. Note that inserting a small discontinuity in the velocity 

structure will affect the observed phase velocities over only a small 

range of distances and leave the rest of the phase velocity curve un

affected. However, the affect upon travel times may be quite large 

since all velocities at a lower depth are altered. This points out the 

importance of measuring phase velocities and travel times inde

pendently and comparing the results. 

In order to test this hypothesis one of the second- order 

discontinuities of the CTP4 model was slightly increased and travel 

times calculated for the resulting model. The discontinuity at a depth 

of 1320 km was increased because the affects of this depth first 

appear at a distance of 50 degrees and the JB residuals for the CTP4 

model begin to increase at this distance. The discontinuity was 

increased such that all velocities at lower depths were increased by 
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0. 06 km/ sec. The result is shown in Figure (19) as CTP7 and the 

calculated JB residuals are plotted in Figure (20). The JB residuals 

of the CTP7 model are much more in agreement with the observed 

residuals than those of CTP4, and it is evident that even better 

agreement could be obtained by altering discontinuities which are 

hypothesized for other depths. However, this exercise has already 

served its purpose in that it has pointed out the major importance of 

accurately measuring any second-order discontinuities which may 

exist in the velocity structure. 

At this stage the model CTP7 cannot be proposed as a final 

model for the lower mantle structure because it does not come 

directly from the data although it does not contradict the available 

data. However, it is interesting to note that the triplication which 

appears on the travel time curve at about 50 degrees (Figure 20) is 

very small and would be lost in the scatter of travel time measure

ments. The affect upon the phase velocity curve is more pronounced 

and consists of a step of about 0. 2 km/sec with a slight triplication at 

a distance (50 degrees) which had previously been interpreted as a 

more gradual rise in the curve (Figure 17). The model CTP7 does 

not contradict the data and this serves to emphasize the fact that more 

data must be gathered in order to determine whether such features 

exist at this distance and also other distances. Future work will be 

directed toward this end with special attention being paid to amplitude, 

secondary arrivals, and velocity filtering. 

Note that we have not completely resolved the discrepancy 

between the observed travel times and those calculated for our 

velocity structure. We have only shown that additional or increased 

discontinuities in the velocity structure is a possible solution. 

Additional analysis will be required to resolve this problem. 
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The phase PeP provides another check on the calculated 

velocity structure. In an analysis of P and PeP signals from the 

BILBY explosion, Buchbinder (1965) finds that the JB residuals 

average -1. 34 sec for P and -1. 80 sec for PeP. He suggests this 

discrepancy can be explained by increasing the velocity in the 

Jeffreys model of the mantle or by decreasing the depth to the core 

by not more than 10 km. 

Note that the model CTP4 is based on data which extends 

only to a distance of 96 degrees. Other earthquakes with distances 

up to 98 degrees are included in this study but their phase velocities 

do not fall on the upper branch of the phase velocity curve. Thus 

we have had to assume that the shadow zone starts at 96 degrees. 

It is interesting to note that if this is truly the case and if the phase 

velocity curve of Figure (17) is valid, then sharp arrivals corre

sponding to the lower branch of the phase velocity curve will be 

observed out to a distance of 98 or 99 degrees and this would mask 

the fact that the true shadow zone begins at 96 degrees. 

Assuming the phase velocity curve of Figure (17) is correct 

then we can calculate that the lower bound on the depth of the core is 

2881 km as compared to the standard value of 2898 km. Choosing to 

compare our data with that of Buchbinder at a distance of 40 degrees, 

we calculate JB residuals of +o. 4 sec for P and +0. 6 sec for PeP. 

This is not consistent with Buchbinder's results since he found a PeP 

residual which was 0. 46 sec less than the P residual. The CTP4 

model could be modified to conform to Buchbinder's results by 

decreasing the depth to the core or by increasing the velocity in the 

mantle. The former is not possible since the 2881 km value is already 

a lower bound. Thus these results indicate that the model CTP4 has 

too low velocities which is the same conclusion that the consideration 

of P travel times gave. 
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Let us now consider the model CTP7. This also has a 

lower bound of 2881 km and has residuals of +0. 4 for P and -0. 7 for 

PeP at 40 degrees. To make these results consistent with those of 

Buchbinder we must decrease the mantle velocity or, assuming that 

the velocity structure is correct, we must set the core depth to a 

value of 2887 km. The agreement between this value and the value 

of 2888 km which would explain the discrepancy which Buchbinder 

observed is most probably fortuitous because of the uncertainties 

which still remain in the CTP7 model. However, these results do 

indicate that if further investigations prove the CTP7 model or one 

similar to it to be valid, then the model can be easily adjusted to 

satisfy the PeP data of Buchbinder by setting the core depth about 

6 km below the lower bound of 2881 km we had estimated on the 

basis of available data. 

Referring again to Figure (20) let us consider the travel 

times beyond 85 degrees where the triplication of the travel time 

curve is hypothesized. The scatter in the observed data makes a 

critical comparison with the calculated curve extremely difficult. 

However, it may be possible to compare the calculated curve with 

the observed seismograms. With this in mind the seismograms of 

the four earthquakes which are beyond 90 degrees and lie on the 

lower branch of the phase velocity curve CTP4 of Figure (18) have 

been reproduced in Figure (21). The channels have been aligned in 

accordance with the measured phase velocities. The P waveforms 

are complex in all four cases and are typical when compared with 

those observed at shorter distances. The first Solomon event and 

the Greek event are similar in that a small precursor appears to 

precede the larger arrival by less than a second. Note that the 

phase velocity measured for these two earthquakes refers to the 

larger arrival since the precursor was too indefinite to measure 
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accurately. The P waveform of the second Solomon event is 

suggestive of the interference pattern expected for two arrivals 

slightly separated in time. The New Britain event has a waveform 

which is vague and long period and completely different from all 

the other events used in this study; it is similar to observations in 

the shadow of the core. The results of Figure (21) can be 

summarized by saying that the pictured waveforms are not inconsistent 

with a triplication of the travel time curve but at the same time they 

do not provide conclusive support of such a hypothesis. 

The nonlinear processing scheme outlined in Section N was 

applied to these earthquakes in the hope of separating different phase 

velocities but the close proximity of the pulses in both time and 

velocity make the results inconclusive. Another line of evidence 

which was not checked, and should be if investigation along these 

lines is to continue, is the collection of seismograms for these same 

earthquakes at different distances so as to verify that the complexities 

depicted in Figure (23) are not really source effects. 

D. Interpretation of Amplitude Data 

Relative amplitudes were also measured according to the 

method outlined in Section V. Since the primary objective was the 

rate of change of amplitude with distance it was possible to measure 

the amplitudes of that portion of the P wave which was recorded the 

best on all of the channels. This was not always the maximum motion 

but was always taken from the first two cycles of the signal. The 

amplitudes were reduced to ground motion in millimicrons by 

correcting for the magnification and frequency response of the 

instrument. The amplitudes A could then be regarded as a function 

of relative distance and fitted with a least-squares straight line to 
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yield an estimate of the dA/ d6 . This method was only applied to 

earthquakes which wrote clear on- scale records on the develicorder 

film and which occurred on days when adequate calibrations were 

available. The results are listed in Table 3 and are plotted in 

Figure {22). 

In order to check the observed amplitudes against those 

predicted by the lower mantle structure which was derived earlier 

in this section, amplitudes have been calculated for the structure 

CTP4. If only the effect of geometrical spreading is considered, the 

following relation holds for the amplitude A (Gutenberg, 1944) 

d(cos(i ))/d6 1/2 
A "' [ sin(6} :os(i

0
} J 

where i and i are the angles of incidence at the source and 
s 0 

(VI-3) 

receiver, respectively. Values of d{cos(i ))/dil were calculated s 
by differencing calculated travel times and the resulting values of 

A are plotted for a surface source in Figure (23). Note that 

equation (VI-3) implies the following relation 

2 
A ,..., f( d T) ,..., .f( dC ) 

dil2 dL\ 
{VI-4) 

Thus it is interesting to compare the amplitude of Figure (23) with 

the phase velocity curve of Figure (17). The peaks in the amplitude 

curve correspond to the regions of maximum slope in the phase 

velocity curve which is what equation (VI-4) predicts. If Figure {23) 

is compared with the similar plots given by Gutenberg {1958) one 

finds fair agreement for the peaks near 43 and 60 degrees. 
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In Figure (23) values of A have been plotted for the various 

branches which comprise the triplication of the travel time curve for 

CTP4. However, these values should be interpreted with caution 

because they are very sensitive to the manner in which the curve was 

fit to the phase velocity data and a slight change in the fit might alter 

the predicted amplitudes considerably. 

Let us now compare the values of A calculated for the model 

CTP4 with the observed values of dA/ d6. If such a comparison is to 

be rigorous, the observed values of dA/d6 must be normalized for 

the magnitude and radiation pattern of the source and the calculated 

values of A must include the effect of attenuation. However, such 

rigor is not completely necessary because a considerable amount of 

information is contained in only the sign of dA/ d6. In particular, 

knowledge of the sign of dA/d6 would be a great aid to the inter

pretation of phase velocity data in as much as it tells one whether 

the phase velocity curve has positive of negative curvature; further

more, the zero crossings of dA/d6 denote the points of maximum or 

minimum slope on the phase velocity curve. On the basis of such 

reasoning the sign of dA/d6 for the model CTP4 has been taken from 

the curve of Figure (23) and plotted in Figure (22). There appears to 

be a correlation between the sign of the observed and calculated values 

of dA/d6 and this is encouraging, especially in view of the rather 

complicated variation of this quantity with distance. Note that if a 

more detailed analysis of the dA/d6 data were to be made, one should 

plot d(log A)/d6 instead of dA/d6. This would normalize for· the 

effects of the signal size. 

A comment on the scatter of the data in Figure (22) seems 

appropriate. The periods of the measured P arrivals fall between 

0. 7 and 1. 4 sec and waves of this frequency see many of the minor 
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features of the crust which may vary from one station to the next. 

As pointed out in Section V, the response characteristics of the 

instruments are changing rapidly in this frequency range which 

means that the calculated amplitudes depend critically upon a 

precise measurement of the period of the signal; such a measure

ment is always difficult when dealing with pulses and additionally 

so when noise is present. This disadvantage could be partially 

avoided by pre-filtering the seismograms to remove the instrument 

response before measuring the amplitude. The inclusion of station 

amplitude factors for each site of the array would Wldoubtedly 

improve the data. The accumulation of more data will possibly 

permit the determination of these station factors. 
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Vll. SUMMARY 

The purpose of this thesis was to efficiently use a large 

seismic array to obtain information about the variation of 

compressional velocity with depth in the earth's lower mantle. 

This necessitated a review of some of the basic concepts involved 

in the processing of data from a seismic array. 

Several linear methods of processing were reviewed and 

it was pointed out that these methods depend upon the organization 

of the noise for their efficiency. In the case of uncorrelated noise 

these methods all reduce to a simple time shift and summation. 

A nonlinear method of processing a large array which has 

proved quite effective for the removal of uncorrelated noise was 

described. It was also shown that by proper choice of the corre

lation window length and the filter window length, coherent signals 

can be separated from the noise without extreme amounts of 

distortion. 

The application of array processing techniques to one 

particular array, TFSO in central Arizona; was considered in 

detail. Methods for measuring phase velocities, times, and relative 

amplitudes were described. Examples of the application of nonlinear 

processing were also given. 

Phase velocities were measured for teleseismic P waves at 

epicentral distances between 30 and 100 degrees in an attempt to 

determine the velocity as a function of depth in the lower mantle. 

The phase velocities were fit with a single smooth curve except at 

distances beyond 85 degrees where unexpectedly low velocities were 

interpreted in terms of a triplication of the phase velocity curve. 
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A variety of upper mantle models were assumed and the . 
phase velocity curve inverted by the Wiechert- Herzlotz method to 

obtain a velocity depth structure for the lower mantle. The effect 

of the various upper mantle models is to shift the lower mantle 

structure to higher or lower velocities without appreciably changing 

the shape of the structure. 

The velocity structure which was calculated for the lower 

mantle ·contains a pronounced second-order discontinuity at a depth 

of 840 km, another at 1150 km, and less pronounced indications of 

second-order discontinuities at depths of 1320, 1700 and 1950 km. 

The interpretation of the phase velocity data in terms of a triplication 

results in a structure near the core boundary which differs considera

bly from those of Jeffreys or Gutenberg. A 130 km thick zone of 

approximately constant velocity lies above a 50 to 100 km thick zone 

of higher velocity. 

' The importance of comparing independent observations of 

travel times and phase velocities as a consistency check is emphasized. 

When this check is applied to the calculated velocity model for the 

lower mantle it indicates that the lower mantle has too low velocities. 

One possible solution to this problem is to increase one or more of 

the second-order discontinuities in the lower mantle. An alternate 

velocity structure is constructed in this manner which gives closer 

agreement with the observed times for P, and this model is also 

consistent with times for PeP if the depth to the core is about 2887 

km. In any case the data indicates a lower bound of about 2880 km 

for the core depth if the interpretation of the phase velocity curve is 

assumed to be right. 

At this stage, the calculated velocity structures cannot be 

seriously proposed as models for the lower mantle because of the 

uncertainties caused by the assumption of an upper mantle structure. 
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The accumulation of more data and the extension of phase velocity 

measurements to shorter distances should improve this situation. 

Nevertheless, on the basis of the present data, it appears that the 

lower mantle is more complicated than the models of Jeffreys or 

Gutenberg with good evidence for second- order discontinuities below 

a depth of 1000 km. 

To the author's knowledge, no one has previously tried to 

measure and interpret values of dA/ dt. with an array. This was 

attempted in order to ascertain if dA/ dt. could be a useful measure

ment. The results were not conclusive but definitely promising. 

The fact that dA/dt. provides useful data which is relatively inde

pendent of assumptions about the magnitude and radiation pattern of 

the source is probably its main asset. Another advantage is that 

knowledge of the sign alone of dA/dt. is often of considerable value 

in the interpretation ·of phase velocities. Thus, in view of these 

results and also the invaluable role which amplitude data can play 

in the interpretation of discontinuities in the velocity structure, it 

is concluded that this method is well worth future use and develop

ment. 

The general conclusion of this report is that a seismic 

array is a powerful tool for extracting information from seismic 

waves. Although the proposed models for the lower mantle velocity 

structure are not final, they are probably based on more information 

than previous lower mantle models. The importance of using all the 

available data - phase velocity, travel times, amplitudes, and 

secondary arrivals - cannot be overemphasized. 
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APPENDIX Al 

TRAVEL TIME ACROSS A DIPPING INTERFACE 

In this appendix we will derive an expression for the travel 

time of a plane wave crossing an arbitrarily oriented plane boundary 

between media of different velocities. 

Shown in Figure (24) is a plane wave surface W a distance 
-+ 

d from the origin with normal w and direction cosines a, b and c. 

Its equation is 

w: ax I + by I + CZ I - d : 0 (Al-l) 

The perpendicular distance from W to any point P(x, y, z) is 

r' = - (ax + by + cz - d) (Al-2) 

and the distance of P from the origin is 

1 2 2 2' r= X+y+z (Al-3) 

Now require that P lie on the surface S which is at a depth h 
-+ 

below the origin and has the normal s. 

S: lx1 +my'+ nz 1 + nh = 0 (Al-4) 

-+ -+ 

Note that the angle between w and s is given by 

cos 'Tl = al + bm + en (Al-5) 
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Let S separate media of velocities v above and V below. 

Then the travel time from the wave surface W to the origin is 

r' r T=-+v v 

(ax + by + cz - d) 
v + 

I 2 2 2' 
X + y + Z 

v 
(Al-6) 

Requiring that T be a minimum time path subject to the condition 

that P lie on S is equivalent to minimizing 

U = T + A. (lx + my + nz + nh) 

with respect to x, y, z and A.. Thus we have 

b y - - + - + A.m = 0 V vr 

c z 
-- +- + A.n = 0 V vr 

lx + my + nz + nh = 0 

These equations can be combined to yield 

( ) v nh al + bm + en - - A. v + - = 0 V r 

and elimination of A. yields 

(Al-7) 

(Al-8) 

(Al-9) 
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2 2 2 
( nh ) = 1 - ( ~) (1 - cos TJ) 

r V 
(A1-10) 

which is equivalent to Snell's law. The combination of equations 

(A1-6),. (A1-8), (A1-9) and (A1-10) yields ~~e desired relation 

d nh · 2 1/ 2 
T = V + v [ V cos TJ - [ 1 - ( V sin TJ) ] ] (A1-11) 
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TABLE 2 

Crustal Structure for Extend~d Array Sites at TFSO 

Crustal Depth to Dip to Azimuth 
Velocity Moho, Moho, of Dip, 

Code km/sec km deg deg 

SGAZ 6. 2 36.0 6. 0 41.0 

JRAZ 6. 2 38. 0 6. 0 41. 0 

LGAZ 6. 2 35.0 5.0 41.0 

Z70 6. 2 34.0 5.0 41.0 

Z67 6. 2 34.0 5. 0 41. 0 

GEAZ 6. 2 36.0 6.0 41.0 

NLAZ 6.8 40.0 0.0 

WOAZ 6.4 40.0 0.0 

HRAZ 6. 3 40.0 0.0 

Z74 6.2 34. ·5 5. 0 41.0 

Z63 6. 2 33. 5 5. 0 41.0 

SNAZ 6.2 32.0 5. 0 41.0 
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Figure 1. 

Figure 2. 

Figure 3. 

Figure 4. 

Figure 5. 

Figure 6. 
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FIGURE CAPTIONS 

Filtering operations in frequency-wavenumber space. 

Frequency response of the nonlinear filter for a one

cycle sine wave of period Q. W is the filter length. 

Pulse distortion as a function of the correlation window 

T. The filter window W equals T/2 in all cases. 

Amplitude response as a function of the correlation 

window T for a pulse of duration 2Q. The filter 

window W equals T /2 in all cases. 

Amplitude response as a function of the filter window 

W. The correlation window T is equal to 4, which is 

the pulse duration, in all cases. 

Pulse distortion as a function of the filter window W. 

The correlation window T is constant and equal to the 

pulse duration. 

Figure 7. The effect of noise on the nonlinear filter. 

Figure 8. Site locations for the extended array at TFSO. 

Figure 9. Instrument response for the extended array at TFSO. 

Figure 10. Wavenumber response for the summation of the 

extended array at TFSO. 

Figure 11. Crustal structure and Bouguer gravity anomalies 

along the NE-SW leg of the extended array at TFSO. 

Figure 12. Geometry used for computing crustal corrections. 

' 



Figure 13. 

Figure 14. 

Figure 15. 

Figure 16. 

Figure 17. 

Figure 18. 

Figure 19. 

Figure 20. 

Figure 21. 

Figure 22. 

Figure 23. 

Figure 24. 

83 

Wavenumber response for cross correlation of the 

two summed legs of the extended array at TFSO. 

Extended array data for the northern Chile earthquake 

of May 2, 1965. Ll = 66. 9 degrees. h = 117 km. 

M = 5. 5. 

Output of the processing scheme for the northern 

Chile earthquake of May 2, 1965. C = 17. 2 km/sec. 

Velocity filtering results for the northern Chile 

earthquake of May 2, 1965. 

Measured phase velocities. 

Calculated velocity-depth structures for the lower 

mantle assuming different upper mantle structures. 

Comparison of different models for the P-wave 

velocity in the mantle. 

Travel time residuals. 

Seismograms observed at distances greater than 95 

degrees. 

Measurements of dA/ dil . 

Calculated amplitudes for the model CTP4. 

Transmission of a plane wave across a dipping 

boundary. 
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