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ABSTRACT 

As a simplified approach for estimating theoretically the 

influence of local subsoils upon the ground motion during an earth­

quake, the problem of an idealized layered system subjected to 

vertically incident plane body waves was studied. Both the tech­

nique of steady-state analysis and the technique of transient analysis 

have been used to analyze the problem. 

In the steady-state analysis, a recursion formula has been 

derived for obtaining the response of a layered system to sinusoidally 

steady-state input. Several conclusions are drawn concerning the 

nature of the amplification spectrum of a nonviscous layered sys­

tem having its layer stiffnesses increasing with depth. Numerical 

examples are given to demonstrate the effect of l aye r parameters 

on the an1plification spectrum of a layere d system. 

In the transient analysis, two modified shear beam models 

have been established for obtaining approximately the response of a 

layered system to earthquake-like excitation . The method of con­

tinuous modal analysis was adopted for approximate analysis of the 

models, with energy dissipation in the layers, if any, taken into 

account. Numerical examples are given to demonstrate the ac-

. curacy of the models and the effect of a layered system in modi­

fying the input motion. 

Conditions are established, under which the theory is 

applicable to predict the influence of local subs oils on the ground 

motion during an earthquake. To demonstrate the applicability of 

the models to actual cases, three examples of actually recorded . 

earthquake events are examined. It is concluded that significant 
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modification of the incoming seismic waves, as predicted by the 

theory, is likely to occur in well defined soft subs oils during an 

earthquake , provided that certain conditions concc rning the nature 

of the i ncoming seismic wave s are sati s fi e d. 
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I. INTRODUCTION 

Damage to engineering structures during earthquakes is 

know n to d epend on the nature of the arriving seismic waves as well 

as on the properties of the structures. The characteristics of 

ground shaking that are of major interest to engineers for purposes 

of design are the intensity, the frequency composition and the total 

duration. Broadly speaking, such features are functions of the 

following three factors: the source mechanism, the mate rial prop­

erties of the earth media along the various paths through which the 

seismic waves travel, and the local geological conditions of the site 

under consideration. The complicated nature of the earthquake 

source mechanism, the highly irregular structure of the earth's 

mantle and crust, and the difficulty of making significant measure­

ments make it difficult to elucidate the real influences on the ground 

motion. For example, the focus of a potentially destructive earth­

quake is not an ideal point source, but it is a fault plane with dimen­

sions ranging from several miles to several hundred miles. When 

the accumulation of strain energy around the fault exceeds a certain 

limit slippage will occur along the fault plane. During the slipping 

process a portion of the eriergy is released in the form of elastic 

waves emitted from the source and a portion is dissipated in gener­

ating heat. The elastic waves, after traveling various paths through 

the earth, will eventually arrive at the site where observations are 

made of the ground motions. The seismic waves generated at the 

source are composed of both dilational waves (P-waves) and shear 
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waves {S-waves). The P- and S-waves are conventionally called 

body waves. In addition to the body waves the re are al so surface 

waves whose energy is concentrated near the suface of the ground. 

The relative contributions to the total ground motion and the cor-

responding times of arrival of each type of wave depends on the 

.e.pice.ntr,al .distance of .the sta.tiou., the foe.al depth of the earthquake 

source, and the reflection and refraction of the waves along their 

paths. A highly idealized scheme is presented in Fig. 1. 1 to show 

the relative location of the earthquake source 0, the recording 

station S, a typical body wave path OAS, and a typical surface wave 

path OCS. 

It is the primary purpose of this thesis to study the influence 

of the local geology on the incoming seismic waves. By "local" we 

ref~r to that part of the ground media having a total path of approxi-

rnately one thousand feet and a horizontal dimension of several miles, 

which are essentially local when compared with the dimensions of the 

wave paths as well as the thickness of the earth's crust. This is the 

situation in the circled area around the station S in Fig. 1.1. In 

some past earthquakes the subsoil conditions were observed to have 

a pronounced influence on the amplitude of the recorded ground 

motion and on the total dur.ation. {! ,Z, 3 ) . 0.1.e way to investigate 

this influence is to compare the motions - simultaneously recorded . 

during the same earthquake at two nearby stations with different . 
subsoil conditions. Some comparisons were made by Gutenberg(Z) 

for very weak motion produced by small magnitude earthquakes 

recorded at several nearby sites in Pasadena, California. He 
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observed that, for waves havin g periods of 1 to 1. 5 s e conds, the 

axnplitud e of the motion at the s e sites located on alluvium more than 

500 feet deep was about five times larger than that recorded at the 

Seismo log ical Laborat ory of the California Institute of Technology, 

which is on an outcrop of crystalline rock. Ground shaking with a 

dominant p e riod .has al s o h e.e n repo,rted fo r .str .0ng-mot ion earth-

quakes and for rnicrot remors. For strong-motion earthquakes, the 

best e x amples are the ground motions recorded in Mexico City, 

Mexico, which is situated tm som·e unusually soft alluvial deposits 

approximately 100 feet deep. Zeevaert has observed a dominant 

period of 2. 5 seconds for the earthquake recorded on 28 July 1957(4 ) 

·and the earthquakes on 11 May and 19 May 1962. <1) Kanai also ob-

served dominant periods in the ground motions recorded during 

microtremors .in certain areas of Japan, which he believed to be 

associated with the properties of the ground layers. (5 ' 6) Oa the 

other hand, in addition to such pas itive evidence, many strong ground 

motions recorded in the western United States where the subsoils are 

relatively stiff do not show any appreciable effect of the subsoil. It 

is also known that structures built on softer ground do not necessarily 

receive more severe damage than those founded on stiffer ground. 

Judging the ground effect by simply obser;-ring the extent of damage 

of structures can lead to a conclusion badly in error. Consequently 

the following question arises: How does the local geology actually 

affect the incoming seismic waves and under what conditions will it 

produce effects of engineering significance? To answer this question 

on a theoretical basis is not a simple matter since there are many 
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complexities in the incoming seismic waves as well as irregularities 

and inhomogene ities in the geometric configurations and the material 

properties of the local subsoil media. Hence, it is necessary to 

start the theoretical studies with a simple, idealized model and then 

try to relate the analytical results to the cases actually encountered. 

A conventional model that has widely been used by geophysicists for 

the earth's crust consists of many homogeneous, spherically strati-

fied layers. As far as studies of the influence of local subsoils are 

concerned, the curvature of the layer boundaries need not be taken 

into account, and a simpler model consisting of linear, homogeneous, 

· horizontally stratified layers overlying a homogeneous half-space can 

be analyzed, . The layer boundaries are ideal planes extending to 
I 

infinity in both horizontal directions. Also, it is known that wave 

.velocities in the earth usually increase with depth and, therefore, 

the paths of the waves tend t6 bend upwards like the path OAS in 

Fig. 1. 1, and this tendency is stronger for greater velocity gradients. 

By the time the waves reach the bottom of the local subsoil strata 

the waves will in most cases be incident nearly vertically, depending 

on the epicentral distance and the focal depth of the earthquake. (7 ' B) 

Therefore, as a further simplification the incoming body waves are 

taken to be vertically incident plane waves and the problem of one-

dimensional wave propagation is conceiv?-ble. 

In 1930, the Japanese seismologists, Sezawa and Kanai, 

pointed out the possible effects of superficial soil layers on observed 

ground motions. (9 ,lO,ll) Since then, extensive research work has 

been carried out both theoretic_ally and experimentally to study this 
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problem. Theoretical studies have been based on the simple layered 

model described b e fore, and two different approaches, namely, the 

sinusoidal steady-sta te analysis and the transient-state analysis, 

have been u sed to analyze the model. 

The purpose of sinusoidal steady-state analysis is to compare 

the response of a given layered system subjecte d to excitation of 

steady- state sinusoidal w aves. Cont ributions in this area were made 

by Kanai, ( 5 , 6) M~tth.ies en, Duke and Leeds, <12) Herrera and 

(13) (14 15) . 
Rosenblueth, and Haskell, '. where Haskell has particuJ.arly 

studied the more general problem of a layered system excited by 

both P- and S-plane waves that are incident obliquely rather than 

vertically. Kanai has derived the steady-state solution for vertically 

propagating plane waves in layered systems containing from one to 

three layers. Matthiesen et al. <1 Z) derived the solution for the case 

of a viscous N-layer system, and the results were applied to the 

sites of_ 64 strong-motion earthquake stations in southern California. 

Using the technique of graphical solution developed by Takahasi, <16) 

Herrera and Rosenblueth (t 3) deri~ed the solution for a viscoelastic 

N-layer system in matrix form. Layered systems with continuously 

varying ~roperties with each layer have been studied by Onda <1 7 ) 

and Gupta(lS, 19) for some simple cases. 

Kanai has offered the following general conclusions from the 

steady- state ana1ys is as follows: 

(i) For nonviscous layered systems, a system with one layer 

only has prominent response at the resonant frequencies, but a 

multi-layer system has less prominent resonant response. 
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(ii) During earthqu·akes, there is a dominant period associated 

with the ground layers. This period is proportional to the thickness 

of the layers. 

(iii) Due to the deformability of the half-space foundation, 

there is always a portion of wave energy transmitted from the 

layered system back into the foundationo Such a dissipative mecha-

nism is called "geometrical dissipation, 11 and this is the reason why 

there is no infinite resonant response even if the system is non­

viscous. (20) 

Sinusoidal steady- state analysis is capable of indicating pre-

cisely the frequency-selective property of a given layered system. 

However, steady-state analysis is insufficient for studying the effect 

of a layel'ed system on earthquake-like excitation and, therefore, 

transient analysis has to be usedo 

Earthquake engineers are most interested in the velocity 

spectrum of the ground acceleration, and two different methods of 

analysis have been used in studying the effect of a layered system 

on the output acceleration. The first method is a probabilistic 

approach, the purpose of which is to establish a formula by statis­

tical techniques to estimate the velocity spectrum of the output 

motion of a layered system fro_m the given velocity spectrwn of the 

input motion. Theoretical studies have ~een made by Herrera and 

Rosenblueth, <13
> and the derived results were applied to estimate 

the velocity spectra for Mexico City with considerable success. <21 ) 

However, this approach has rather limited application to actual 

earthquakes unless further refinement in the theory can be made. 
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The second method of analysis is a dete rmini stic approach 

which computes the r esponse of a layered system subjected to arbi­

trarily given exc ita tion at the base of the system. The v e locity 

spectrum is then computed for the-output. An exact method was 

derived by Baranov and Kunetz(ZZ) to c alculate the desired output of 

a nonviscous layered system from the point of view of wave propa-

gation directly in the time- doma in. This method is called the "ray­

tracing" scheme , and appl ies to nonviscous l aye r e d systems only. 

For viscous layered system3, g eophysic i s ts use the fr equency-

doma in method. In this method, the Fourier spectrum of the input 

motion is calculated and then multiplied by the tr ans f er function of 

the layered system to produce the Fourier spe ctrum of the output 

motion. The inverse transformatio n of the output spectrum is then 

performed to obtain the time histo ry of the output, and it is at this 

step that considerable error can be introduced. Earthquake engineers, 

on the other hand, treat the layered system as a shear beam because 

. of the a n alogy between the governing differential equations for these 

two systems. The shear beam is lumped into a discrete mechanical 

system and a technique of modal analysis or direct numerical inte-

gration is applied to analyze the syste m, as has been done by 

Whitman(Z3) and Idriss and Seed. (Z4 •ZS) In their analysis, Idriss 

and Seed(Z4 ) also considered the more general case of a layered 

system of which the media are de.scribed by a bilinear hysteretic 

stress-strain law. However, their method of shear beam analogy 

does not take into account the defo rmability of the half- space found a-

tion,. In this thesis, the shear beam model is modified so as to take 



9 

into account the ' energy lost into the half-space foundation due to the 

deformability of the foundation. 

In Chapter II, an explicit recursion formula i s derived for 

steady- state analysis of a linearly viscoelastic N-layer system. 

This recursion formula i s in a form of greater practical utility than 
\ 

previously derived formulas. Several import ant conclusions are 

drawn concerning the c haracte ristic s of the steady-state response of 

a nonvisco us layered system having its layer stiffnesses increasing 

with depth. 

Chapter III gives a brief review of the ray-tracing technique. 

This provides an exact solution for the transient response of a non-

viscous layered system. 

Chapter IV establishes models which give approximate solu-

tions for the transient response of a viscous layered system. One 

model is an exact analog of the original layered system if there is no 

viscosity present. Otherwise, it is approximate. Computation with 

this model is time-consuming because a system of coupled differential 

'/ 
equations must be solvedc Another model is developed that greatly 

reduces the computation time but which gives good results only for 

response near the surface of a layered system that has a relatively 

large difference in stiffness . between the foundation and the lowest 

layer. However, this model is sufficientl_y accurate for most prob-

lems of engineering interest. 

The last chapter discusses the applicability of the previous 

theoretical results to problems involving the influence of local 

geology on real earthquakes. Ground motions recorded during three 
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earthquakes are presented for purposes of illustration. Finally, 

conclusions are drawn about the conditions under which appreciable 

resonance is likely to take place during earthquakes. 
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II. STEADY-STATE ANALYSIS OF A LAYERED SYSTEM 

A. Introduction 

The technique of steady- state analysis has long b ee n used by 

earthquake engineers to study the effect of ground layers on verti-

_cally propagating . .se i s.mic <>.vav"'&g '.fhe me.rit of1:hi s approach is that 

it clearly exhibits the frequency-selective p rope rty of a given layered 

system, namely, how certain frequency components of the incident 

waves are amplified while the rest are suppressed by the system. 

In this chapter, there is derived an explicit recursion formula 

for finding the steady-state response of an N-layer system subj e cted 

to vertically incident, sinusoidal plane body waves. The layered 

system to b e analyzed is composed of linear, isotropic and homo­

geneous elastic layers the interface of which are parallel planes that 

extend infinitely in both horizontal directions, and the system is 

overlying a homogeneous half-space foundation. 

Several important assertions are established concerning the 

nature of the steady-state response of a nonviscous layered system 

having its layer stiffnesses increasing with depth. For simplicity, 

analys is is made only for the case of incident S-waves in the analyses 

that follow . The results derived for inci~ent S-waves can readily be 

converted to those for the case of incident P-waves by simply re­

placing the corresponding elastic constant and, if energy dissipation 

of waves is involved, the corresponding viscosity constants. 

A list of the important symbols to be used is given below, and 

they are defined again when they first appear in the text. 



SYMBOL 

a. ,b. 
J J 

A 

AMP{w) 

c(w} 

f.(w,z.),g.(w , z.) 
J J J J 

G.(w) 
J 

H. 
J 

i 

I, R 

Im., Re. 
J J 

j 

k 

r 

s. 
J 

t 

u.(z. ,t) 
J J 

y(t + zN/cN+i) 

z. J . 

(a ) . 1 
0 J-
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EXPLANATION OR DEFINITION 

l •t d . th . th 1 wave amp i u es in e J ayer 

-r/(1 +r) 

amplification spectrum for the surface response 

S-wave velocity in a nonviscous elastic medium 

complex S- wav~ velocity in a viscous medium 

parameters defining the amplitude of response in 

the jth layer of a viscoelastic layered system 

)Re~+ Im~ 
J J 

thickness of the . }h layer 

subscripts referring to the imaginary and the real 

part respectively 

recursive parameters in the recursive formula 

layer index, as subscript 

wave number 

viscosity parameter 

k.H. 
J J 

time 

response in the jth layer 

incident plane S-wave 

space coordinate for the · /h layer 

-
impedance ratio, equal top. 

1
{c ). 

1
/p.(c ). in 

J- 0 J- J 0 J 
a nonviscous layered system 

impedance ratio in a viscous layered system, 

equal to · p. 
1

c(w}. 
1

/p.c(w}. 
J- J- J J 



SYMBOL 

<f>N+1 (w), tj;j (w) 

e>(t}; ;(t) 

• E(t}; E(t) 

n 

p 

>.. 

w 
n 
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EXPLANATION OR DEFINITION 

phase a n gle 

shearing stress; r a te of shearing stress 

shearing strain; -rate of shearing strain 

spring stiffnes s parameters of a standard linear 

model 

shearing modulus of a nonviscous elastic material 

complex overall shearing modulus of a viscous 

material during steady- state deformation 

viscosity constant 

retardation time of the Voigt model, equal to ri/µ
0 

density 

wave length 

frequency 

the nth characteristic frequency 

B. Steady-State Response of a Linearly Viscoelastic 

Layered System 

In most cases of practical interest the layered system is 

energy-dissipative. The assumption of perfect elasticity for the 

layer media is only a special idealization .and 1 therefore 1 we shall 

· start the analysis by considering a viscous layered system. Several 

well known linear viscoelastic models are commonly used for theoret-

ical descriptions of the mechanism of energy dissipation in viscous 

media. The most widely used models are the Maxwell model 1 the 

· Voigt model and the standard linear model. Each of these is 
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described by a Certain combination of spring and dashpot elements, 

and is shown in Figs. 2. i{a), 2. i(b), and 2. i(c) respectively. 

The Maxwell model consists of a spring element, µ , and a 
0 

dashpot, ri, in series where µ _is the shearing modulus and ri the 
0 

viscosity constant. Letting CY be the shearing stress and E the 

shearing strain, the stress-strain law can then be written 

{ 2. 1) 

where ;;. and E are, respectively, the rate of shearing stress and 

the rate of shearing strain. In Eq. 2. 1 the quantity n/µ has the 
0 

dimension of time and is called the "relaxation time" of the Maxwell 

model. This model is suitable for material subjected to excitations 

of very high frequency and hence has rarely been used by earthquake 

engineers or geophysicists in their theoretical studies. 

The Voigt model, independently proposed by Kelvin in 1875 

and Voigt in 1889, consists of a spring element µ and a dashpot 71 
0 

in parallel. The shearing stress er is proportional to both the strain 

• 
€ and the strain rate E, name! y, 

• 
U = µ E + r}E 

0 
(2. 2) 

where the quantity n/µ is commonly called the "retardation time, 11 

0 

'T • of the Voigt model. 

The standard linear model was first proposed by Zener(
26

) 

in 1948 and later independently by Hillier(
2

?) in 1949 in a siightly 

different form. The one suggested by Hillier is adopted here. The 

stress-strain law for this model, shown in Fig. 2.1 (c), is 



15 

( o ) MAXWELL MODEL ( b ) VOIGT- KELVIN MODEL 

( c) STANDARD LINEAR MODEL 

Fig. 2.1. THREE COMMONLY USED LINEAR VISCO­
ELASTIC MODELS 
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(µ +µb)CY + r]~ = µ f-LbE + r]f-L ~ a a a 

or 

(2. 3) 

where 

and 

In Eq. 2. 3 1 the quantity T = ri/~ is the retardation time 

constant of the Voigt element in this model. Observe that Eq. 2. 3 

includes Eq. 2. 2 as a special case for r = ro and hence Eq. 2. 3 

can be considered as a . general stress-strain law for both the Voigt 

model and the standard linear model. 

iwt 
For steady- state deformation, as sum·~ E = e and CY = 

iwt µ{w)e , and Eq. 2. 3 becomes 

1 
where A =-

1 
+ • Eq. 2. 4 indicates that the overall shearing modu-

. r 

lus, µ{w), under steady- st.ate deform at ion is a complex and fre-

quency-dependent quantity which is equal' to the real shearing modulus, 

µ , if the material is nonviscous. In Eq. 2.4, A vanishes for a 
0 

Voigt material and, furthermore, the viscosity parameter T is 

identically zero for a nonviscous elastic material. · . 

According to Eq. 2. 4, the complex shear wave velocity will 
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c(w) =./µ{w)/p 

= c 
0 

-- 2 j i+w 7A i+· 7-A 
2 2 lW 2 

1+wA i+w-rA 
(2o 5) 

with p being the d e nsity, and c
0 

= ./µ
0

/p being the shear wave 

velocity -in a nonviscous material. Defining 

e = 

d = 

P=je+d 
2e 

~ O=..;-ze 

the complex wave number, k, can be written as 

where 

k -= wP 
R c e 

0 

and wa 
c e 

0 

are, respectively, the real and the imaginary part of k. 

(2. 6) 

(2. 7) 

(2. 8) 

Consider an N-layer system of which the media are assumed 

to obey the general stress-strain law, i.e. , Eq. 2. 4, under steady-



18 

state deformationo The layered system is shown in Fig. 2. 2 with 

the top layer indexed 1 and the half-space N + 1. A set of N co-

ordinates , z., j = 1, 2, ••• , N, is also defined as shown. Under 
J 

steady-state sinusoidal excitation the response of the system is 

governed by the following one-dimensional wave equations 

2 
.,s~u·: {z .,,t) ,,a .?'U:(z . ,t) 

c. (w} J J = J J 
J az~ at2 j = 1 , 2, ••• , N +1 (2. 9) 

J 

h . h . th . th 1. w ere u. is t e response in e J ayer. 
J 

Imagine a steady-state 

source at zN equal to ro, whlch gives rise to a vertically incident 

_ . i(wt+kN+1 zN) 
plane S-wave of the form y(t + zN/cN+i) = aN+i e with 

aN+i being a known amplitude. The solution of Eq. 2. 9 can then 

be expressed as the sum of an upward traveling wave and a downward 

traveling one in each layer as 

i(wt+k.z .) i(wt-k.z.) 
u.(z.,t) = a.e J J + b.e J J 

J J J J 
(2.10) 

for z. = -H. to z. = O. The determination of a. and b. requires 
J J J J J 

the application of the proper boundary conditions at each of the inter-

faces of the system. Firstly, at the free surface where z 
1 

= -H
1

, 

the stress-free condition yields 

= 0 

z = -H 1 1 

which implies 

(2. 11) 



19 

FREE SURFACE 

L 
z=-H 

I I 
i(wt + tt1 z.l b 

0
1( t - k

1
z

1
} o1e 

1 (I) I l z = 0 I 

l z =·H 2 2 
~. 

t ( 2) 1 
I 

I Zz I 
I 

I I 

t l z. 
1
=0 

•• 

E i{wt+k
1
z.) 

bj 
i(wt- k.z.> l ZJ =-HJ 

a.e J I J Z;-1 J 

t (j) l .. 
• 

~j 

t ! : ZN·l=Q 

--~-l~ZN =-HN 

ZN·I 
i(wt + ~z ) i(-.>t - ktfN) 

H,. o"e bNe 

~~-~-~~'~~~(~N)~-~~~! ~~~--~- · -~~1 zN=O 

I 
. i(<4t+k z ) 

a e N41 N 

(N+f) 

N+I 

l 

c y(t+zN/cNtt) 

=Incident Wove 

z,. 

Fig. 2. 2. ANN-LAYER SYSTEM UNDER STEADY-STATE 
EXCITATION 
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where, for sim.p1ification purpose, we have put 

s. = k.H . = (kR) .H. + i(k_) .H. 
J J J J J --1 J J 

(2o 12} 

The boundary conditions at the interface between the j-1 th and 

·:th 
the J layer , defined by z . ·

1 
= 0 and z . = - H. for j = 2 , 3 , o o o , N , 

J- J J 

are 

(i} the continuity of the displacements 

whic h gives 

u. 
1
·(0,t) = u.{-H.,t) 

J- J J 

a. 1+b. 1 = J- J-
a.e 

J 

-is. -is. 
J + b .e J 

J 

and- {ii} the continuity of the shearing stresses 

a. 
1
(0,t) = u.(-H.,t) 

J- J J 

which yields 

-is. is. 
a. 

1
(a. 

1
- b. 

1
) = a.e J - b.e J 

J- J- J- J J 

(2. 13) 

(2.14} 

In Eq. 2.14, a. 
1 

is the complex acoustic impedance ratio between 
J- . 

th d . f h . 1th d h , .th 1 d . al e me ia o t e J- an t e J ayer, an is equ to 

p. 1c . ·
1
/p.c.. Using the notation defined in Eq. 2. 6 we can write 

J- J - J J 

a. 1 = {~R) .· 1 + i(al) . 1 
J - J- J-. 

=(a). 1d. 1[(P. 1P.+Q. 
1
Q .)+i(Q. 

1
P.-P. 

1
Q .)]/e. (2.15) 

. 0 J- J- J- ·. J J- . J J- J J- J J 
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where (O'. ) . 
1 = p. 

1
(c ). /P .{c ) . . - Define 

0 J- J- 0 J- J 0 J 

is· l+O'. . I-a] e J 

e -is j J J 

l+a; 
[SJ . =[ [T]. 1 

= J J 2 

1-a. 
J 

Equations 2. 13 and 2. 14 then give, for j = 2, ... , N , 

~I a jf 
lb. 

= [S]. [ T]. l 
J J -

J 

and, for J = N+ 1, 

a l N+l .. 1 == [T]N 

bN+l 

(2. 16) 

(2. 17) 

(2. 18) 

By using repeatedly the recursive relation, Eq. 2. 17, a. and b. can 
J J 

be expressed in terms of a
1 

and b
1

, where b
1 

is related to a
1 

by 

Eq. 2. 11. Hence, for j = 2, ; .. , N, 

For convenience in doing analysis, the last equation can be written 

as 

P! b. 
. J 

== 

~(Re.+Re!)+i(Im .+Im'.) l 
[S J . i - J J J J ~ 

J (Re. -Re!)-i (Im. -I~!) 
J J J J 

(2. 19) 

where it can be shown by induction that Re., Re'. , Im. , and Im'. 
. . J J J J 

are given by the following recursion formula ._ 
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Re.=p. 
1

co s h(s
1

). 
1

-p! 
1
sinh(s ). 

1 . J J- J- J- I J-

Re!=(O'.R) _ 
1
[p. 

1
sinh(sI) . 

1
-p! 

1
cosh(s

1
). 

1
J 

J J- J- J- J- J-

+(CYl)_ 
1

[q . 
1
cosh( s

1
). 

1
-q! 

1
sinh(sI). 

1
J 

J- J- J- J- J-
(2. 20) 

Im.=(O:'.R) . 
1

[q . 
1
cosh(s1). 

1
-g! 

1
sinh(sI)_ 

1
J 

J J - J- J- J- J-

- '(O:I') . 
1
[p. 

1
-·sinh(s

1
). 

1
- p! 

1
.c 0s•h (s

1
). 

1
] 

J- J- J- J- J-

Im!=-q _ 
1
sinh(s

1
). 

1
+q! 

1 
cosh(sI) . 

J J - J - J .- . J - 1 

for j = 2, 3, ... Nt 1, in which 

p. 
1
=Re. 

1
cos(sR). 

1
-Im. 

1
sin{sR). 

1 J- J- J- J- J-

p! 
1

=Re! 
1
cos(sR). 

1
-Im! 1sin(sR). 

1 J- J- J- J- J- (2. 21) 

q. 
1

= Im. 
1
cos(sR) . 

1
+Re . 

1
sin(sR). 

1 J- J- J- J- _ J-

q! 
1

= Im'. 
1
cos(sR). _

1
+Re! 

1
sin(sR). 

1 J- J- J- J- J-

and, for j = 1, Re
1 

= l, ReJ. = Im
1 

= Im 1

1 
= 0 

Substituting Eq. 2. 19 for j = N into Eq. 2. 18 gives a 
1 

in 

terms of the known amplitude aN+ 
1

. 

is 
1 

aN+le 
(2. 22) 

(ReN+ 1+R~N+1)+i{ImN+1+Im_'N+1) 

Hence, Eq. 2. 19 gives aj and bj in terms of aN+ 
1 

as 
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is. 

P! b. 
J 

J 

aN+1 [e J 
==( _R_e_N_+_1_+_R_e_N_+_1_)_+-i(_I_m_N_+_1_+_I_m_N_+_1_) e - is j 

l 
(Re.+Re~) +i( Im.+Im~) I 

J J J J • 
(Re . - Re ~) - i (Im. - Im ~) 

J J J J 

(2. 23) 

and the response a t the surface of the layered system will be 

2aN+i i(wt-<PN+i) 
e 

r----------------------~ 

(Zo 24) 

with 

(2. 25) 

be1ng''tll.e phase angle of u 1 with respect to the incident wave when 

arriving at the base. 

Define the following ratio 

AMP(w):::: 

= 

lu1 (-H1 ,t) I 
I Zy(t) I 

:::: 

ju
1
(-H

1
,t)j 

I 2a2N+1 I 

1 
(2. 26) 

where y(t) is the wave form of the incident wave, y(t+zN cN+i), 

when it arrives at the base where zN = O. The plots of AMP(w) 

and ~N+i (w) as functions of the frequency w are called respectively 
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the amplification spectrum and the phase spectrum for the surface 

re sponse with res~ect to 2y(t) . Observe that the double amplitude, 

2aN+i, has been used in the d efinition of AMP(w) becaus e 2aN+1, 

according to Eq. 2. 24, wo uld be the amplitude of the surface motion 

of the foundation if there were no superficial layers. 

and 

By defining the following parameters 

1 

(h
1

). = [Re~+ Re~ 2 +Im~ + Im~ 2 + 2(Re.Re! +Im.Im!)] 2 
J J J J J J J J J 

1 

(h
2

). = [Re~ +Re !2 +Im~ +Im! 2 - 2(Re.Re! +Im.Im!)] 2 
J J J J . J J J J J 

-1 Im.+Im! 
(w1 )J. = tan R J R i e.- e. 

J J 

_
1 

Im.- Im! 

(w2)j =tan Re~ -Re~ 
J J 

a.= [(w1).+(w2).]/2 
J J J 

f.(w,z.) = cos[ 9.+(kR).(z.+H.)) {(D1).cosh[ (kI).(z.+H.)) 
J J J JJ J J JJ J 

+ (D
2
).sinh[ (kI).(z.+H.))} 
J J J J 

, 

g.(w,z.) = sin[e.+(kR).(z.+H.)] {(D 2).cosh[ (kI).(z.+H.)] 
J J J J J J J _ J J J 

+ (D
1
).sinh[ {k-).(z.+H.)]} 
J --1 J J J 

(2.27) 
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the response in the /h layer can be written explicitly as 

Re[ u.(z.,t)] = 2aN+iAMP(w)J f~+g~ cos {wt- 4i.) 
J J J J J 

{2.28) 

where Re [ ] stands for the real part of the quantity inside the 

bracket. 

_The fa.re.going :r.esuJ.ts wer.e .deriv.ed fo,r .layered systems of 

which the media are described by the Voigt or the standard linear 

rriodel. If the layer media are Maxwell solids 1 corresponding results 

can easily be derived by following the same procedureo · 

C. Steady-State Response of a Nonviscous Elastic Layered System 

For a nonviscous elastic layer system, the parameters 'T 

and A that are associated with the material damping will both vanish 

fro~ Eqo 2. 4. As a consequence, all terms that carry the subscript 

"I" in previously derived equations will vanish. This in turn leads to 

Re!= Im!= 0 
J J 

1 j=1,2, ••• ,N 

in Eqs. 2. 20 and 2. 21. Also, it can easily be shown that 

c.=(c). 
J 0 J 

and 

a. = (a ) . . J 0 J . 

from Eqs. 2. 4, 2. 5 and 2.15 ·respectively. The final results for a 

non.viscous elastic layered system are given below. 
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(i} St arting with 

Re 
1 

= 1 and Im 
1 

= 0 

the recur sion formula is reduced to 

Re.= Re. 
1
cos s. 

1 
- Im. 

1
sin s. 

1 J J- J- J- J-

ImJ. = a . 1 (Re . 1 sin s . 1 + Im. 1 cos s . 1 ) J- J- J- J- J-

for j = 2,3, ••• ,N+1. 

(ii) The amplification spectrum becomes 

AMP {w) = ---1
---­

j Re~+i + Im~+i 

and !he phase spectrum 

-1 ImN+i 
<PN+i (w) = tan ReN+i 

(iii) The response in the jth layer is 

(2. 29) 

(2. 30) 

(2. 31) 

(2. 3 2) 

Re[ u.(z., t}] = 2aN+iAMP{w) G.(w)cos[ k.(z. +H.) +cf>.] cos(wt-4>N+i) (2. 33) 
JJ J JJ J J 

where it is defined that 

and 

J 2 - 2 
G.(w) = Re.+ Im. 

J J .' J 

1 Im. 
<f>. {w) = tan - --1 

J Re. 
J 

(2. 34) 
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Eq. 2; 33 indicates that standing waves can exist in a nonviscous 

elastic layer ed system under steady- state excitation. 

The characteristic frequency of a nonviscous elastic N-layer 

system is to be defined. 

We then have 

Let W satisfy the following equation 
n 

n = 1, 2 .... 

AMP( w ) = 
n 

1 
= 

(2. 35 

AMP(uJn) is seen to approach infinity as a N approaches zero. In 

the limiting case that Q'. N = 0 , the foundation is rigid and the system 

will have resonant response with infinite amplitude at w . Hence, the 
. n 

roots of Eq. 2. 35 are the characteristic frequencies of the layered 

system, which, in the limiting case that a N = 0, are conveniently 

called the natural frequencies. Also, Eq. 2. 35 indicates that the 

values of the. characteristi c frequencies are independent of the pro-

perty of the half-space foundation. 

In most realistic layer problems, the foundation would be 

more or less deformable, namely, the impedance ratio a N is 

different from zero, and the value of AMP.(w ) will always be 
. . n 

finite. Physically, this implies that the deformability of the founda-

tion causes the loss of a certain amount of energy through trans -
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miss ion back into the foundation from the la ye red system. Such an 

interpretat ion, first emphasized by Kanai, ( S) can be referred to as 

the "geometric dissipation" of wave energy due to the deformability 

of the foundationo 

A layered system with increasing layer stiffn'es ses, i. e . , 

0 <a.< 1 for j = 1, 2_, p., N , i.s .of most ,practical .interest, and 
J . 

several important assertions concerning the natur e of the amplifica-

tion spectrum of such a system can be derived a s follows. 

Assertion A. The quantities Re. (w) and Im . (w) never vanish 
J J 

s imultaneo usl y. 

The truth of assertion A is obvio us by inspe_ction for cas es of 

j = 1 and j = 2. For the cas es of j > 3, Eq. 2. 30 gives 

2 2 2 
R e . +Im. /ex. 1 =(cos s. 

1
Re. 

1 J J J- J- J-
sins. 

1
Im. 

1
) 2 

J- J-

2 +{sins. 1F.e. 1 + cos s. 
1
Im. 

1
) 

J- J- J- J-

2 2 
=Re. 1 +Im. 1 J- J-

Rearranging the right-hand side, Eq. 2. 36 becomes 

2 2 2 2 2 2 2 2 2 
R e .+Im./a. 

1
= (1-a. 

2
)Re. 1 + a. 

2
(Re. 1 +Im. 1/a. 

2
) 

J J J- J- J- J- J- J- J-

(2. 36) 

Upon repeated application "Of the· above recursive equation, we finally 

arrive at 
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2 2 2 
Re. +Im. /a. 1 J J J-

j-Z 2 ~1 
2 2 j- 2 2 

=IT ak + l Rek(1-ak-1}( IT ai) j = 3,4,oo-.N+1 (2. 3 7) 

k=1 k=2 i=k 

2 2 
by using the fact that Re 1 +Im

1 
= 1. The right-hand side of Eqo 2o37 

is obviously greater than zero always and 1 therefore 1 assertion A 

holds. 

Assertion B. The value of the amplification spectrum is 

always finite and is greater than or equal to 1. 

2 2 
To prove this assertion, add Im. (1 - 1/a. 1) to both sides 

J J-
of Eq. 2.36, and we have 

2 2 2 2 2 2 2 
Re . +Im. = Re . · 1 + Im . 1 - Im. ( 1 - a. 1 ) /a . 1 J J J- J- J J- J-

Applying this recursive relation repeatedly gives 

2 2 2 - Im. ( 1 -a. 
1

) /a. 1 J J- J-

(2. 38) 

· 2 Since we have made the assumption that ~k < 1 for k = 1, 2, ••• , N 1 

the total sum under the summation sign at the right-hand side of 

Eq. 2. 38 will always be positiveo Also it follows from assertion A 

that the quantity Re~+ Im~ never vanishes. As a consequence 1 the 
J J 

following inequality holds. · 
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O < Re~ + Im~ < 1 
J J 

Substituting j = N + 1 into the above equation, it immediately follows 

from Eqo 2. 31 that 

oo > AMP{w) c 1 (2. 39) 

H ence assertion B is proved. 

Ass ertion C. The a1nplification factor, AMP(w ), has an 
n 

upper bound equal to 1/(a( a 2 · ••. • •a-N) and a lower bound equal to 

1 /a-N. 

To obtain these bounds, use will be made of assertion A 

which, for j = N + 1, gives 

Since . ReN+i (wn) vanishes from Eq. 2. 35, it follows that 

Using Eq. 2. 38 for j = N, the last equation becomes 

(2. 40) 

Assertion B then suggests that 

. (2.41) 

or 
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On the othe r hand, setting j = N+1 in Eq. 2. 37 gives 

N-1 

> II 2 - Q'k 

k=1 

or simply 

Eq. 2. 41 and the last equation toge ther define the bounds for 

AMP(w} as 
n 

and ,assertion C is thus established. 

(2.42) 

Assertion D. AMP{w } will assume the minimum value given 
n 

by assertion C if wn satisfies 

= sin s . ( w ) = 0 j = 
J n 

and the maximum value if 

1,. N - 1 

cos s 
1

(w ) = sin s. (w ) = 0 J = 2, .... , N 
n J n 

(2. 43) 

(2.44) 

For single-layer systems (N = 1), AMP(w ) has a constant 
n 

value of 1 /a
1 

which is both the rnaxir:ium and the minimum itself. 

For N > 2, Eq. 2. 35 gives 
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The root, w , ill general does not make AMP(w ) a rnaxim.1.irn or a 
n .n 

minimum unless some particular conditions are met by the layer 

parame ters. 

(i) According to Eq. 2. 40, 

(2. 46) 

From assertion C, a minimum of AMP(wn) equal to 1/aN will take 

place only if w 
n 

satisfies the following condition 

The l ast c ondition implies that, from Eq. 2. 46, t he following con-

dition 

Im.(w ) = 0 for J n . 
j = 2,3, ••• ,N 

should be fulfilled, which in turn implies that 

sin s.(w ) = 0 
J n 

for j = 1,2, ••• ,N-1" 

(2.47) 

(2. 48) 

In addition , letting j = N in Eq. 2. 47 and substituting into Eq. 2. 45, 

we have 

because ~ by assertion A, ReN{wn) can not vanish. The last equa­

tion, to~ether with Eq. 2. 48, yields Eq. 2. 43-the condition unde .!' 

which the minimum value of AMP{w ) occurs. . n 

{ii) From Eq. 2. 42, 
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N-1 ~ N-1 .! 

= aN[ 11 a~+ / _Re 1w )(1-a~ 1)( r·1· a~)]
2 

. J .:...J J n J- i 

j=i j=2 i=j 

From assertion C, the ma.xim11m of AMP(w ) will occur if w 
n n 

satisfies 

The last condition can be satisfied only if, in Eqo 2. 49, 

Re.(w ) = 0 
J n 

j=2,3, ••• ,N 

(2o 49) 

(2. 50) 

which in turn implies that, from the recurs ion fo rmttla for Re., 
J 

and sin s.(w) = 0 
J n 

for j = 2,3, ••• ,N-1 

(2. 51) 

Subs,tituting Eq. 2. 50 into Eq. 2. 45 for j = N gives the additional 

condition 

The last condition together with Eq. 2. 48 constitute the condition, 

Eq. 2. 44, under which the maximum value of AMP (w ) will occur. 
n 

Assertion E. A layer is said to be transparent with respect 

to a particular frequency n if the thickness of the said layer is equal 

to an integer multiple of the half-wave length. 

First of all, by transparent layer we mean that at a particular 
I 

frequency 51 the amplification spectrum, AMP(Q), is completely 

independent of the parameters of the said layer. In other words, 

AMP(Q) can be computed as if this layer is absent. 
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Let us consider the /h layer. Suppose its thickness to be 

equal to an integer multiple of the half-wave l ength a t n, namdy' 

H. = m2 X. .(n) 
J J 

m= 1,2,3, ••• (2.52) 

w h ere >... is t he wave length equal to 2lT/k.(S"2). Since Eq. 2. 52 
J J 

implies that 

s.(n) = k.(n)H. = mlT 
J J J 

we have 

sins.(n)=O 
J 

and cos s.(n) = (-1)m 
J 

Substituting the last equation into the recur sion formula for Rej +1 

gives 

Similarly we can obtain 

Both Rej+! (n) and Irnj+1 (n) are obviously independent of the param­

eters of the /h lay~r ~ which in turn imf?lies that ReN+1 (n) and 

hnN+i {n) can be computed as if the jth - layer is absent. Hence, 

assertion E is established. 

As already mentioned in the first chapter, from steady-state 

analysis Kanai has drawn the conclusion that a single-layer system 
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has prominent resonance at its natural frequencies while, on the 

other hand, the resonant response of a multi-layer system is less 

prominent or even indistinguishable. He attributed this behavior 
~ 

of the multi-layer systems to the complicated interference of the 

waves ~uring reflection and transmission across the layer interfa ces. 

~Intuitively, since .. both o.f .th€·&e -1aye.red syste·m.s a:re physically s imi-

lar and differ from each other only in the layer parameters, both 

would be expected to have resonant responses of comparable promi-

nence. Hence, Kanai' s conclusion seems inconsistent. In the follow-

ing, an interpretation is given to explain the appare nt inconsistency. 

Theoretically, assertion C indicates that a single-layer system 

(N = 1) has a constant amplification equal to 1/ a 1 at Wn The value 

of a 
1 

apparently depends on the parameters of the system given and, 

the:i:efore, needs not be small. Hence, the amplifications at w 
n 

of a s ingle-layer system need not be prominent. On the other hand, 

let us consider a multi-layer system that has layer stiffnesses 

increasing with depth. Assertion C then indicates that, at w , the 
n 

amplifi cations are bounded from above by 1/(a1 °a2 • ••• •aN) and from 

below b y 1/a1 • The range defined by these bounds is a measure of 

the possible variations of AMP (wn) • . In general, some resonant 

amplifications may be prominent while the others are suppressed or 

even indistinguishable. Yet, in spite of these possible variations, 

all the amplifications, AMP(w ), will b.e prominent if Ct.N is suf-
n . 

ficient;ly small. 

In short, it can be seen that Kauai's conclusion is not true in 
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general and is valid only for those layered systems he analyzed 0 For 

illustration, a single-layer system and a triple-layer system, arbi-

trarily chosen, are shown in Figs. 2o3{a) and 2.3{b) respectively. 

For each system amplification spectra h ave been computed for three 

different values _of aN obtained by varying the wave velocity of the 

found at iono The results are shown in Figo 2o4{a) for the sin,gle-layer 

system ~nd in Figo 2.4{b) for the triple-layer s.ystem. An inspection 

of the calculated spectra indicates that aN has the effect of deter­

mining the prominence of the res~:mant peaks around Wn • The 

resonant amplifications for both systems are all prominent if aN is 

small, but are greatly suppressed if aN is large. Therefore, the 

impedance ratio, aN' is a measure of the wave energy lost into the 

foundation due to the deformability of the foundation. Also, it is oba 

served that there is a point between every two consecutive natural 

frequ~ncies where the value of the amplification spectru..."'n is inde-

pendent of crN. Theoretic ally 1 such points are located at the "valleys" 

of the spectrum, corresponding to those frequencies, 

the following condition 

such that 

AMP(w ) 
v 

w , that satisfy 
v 



37 

c1=1000 fps 
p = 100 pcf 

I . 

500 ft 

--------·---- ·-------- . ·---

p =125 pcf 
2 

(I ) ~2 =co : cc1 = 0 

c2> c2 - 4000fps : o:1 =0.2 

(3lc
2
= IOOOfps : a 1 =0.8 

Fig. 2.3(a) THE SINGLE- LAYER SYSTE (N=I) 

c1 =500 fps 200 ft 
p1=100 pcf 

c2=1500 fps 200 ft 
p2= 110 pcf 

c3= PS 

3
= 125 pcf I 00 ft 

- -·---- -------- - ----------

p
4
=140pcf c1>c4 =oo :a.

3
=0 

c2> c =3750fps : cx3=0.595 

(3) c
4 

= 25QQf ps : cx
3 
cQ.893 

·Fig. 2.3(b) THE TRIPLE- LAYER SYSTEM CN=3) 
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(o) TiiE SINGLE - LAYER SYSTEM (N• ll 

co Q) 
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(b} THE TRIPLE - LA YER SYSTEM (N•3) 
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Fig. 2.4. AMPLIFICATION SPECTRA FOR DIFFERENT 
VALUES OF aN. 
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B. NUMERICAL EXAMPLES 

Four idealized l ayered systems were chosen to study the 

influence of l ayer parame ters, such as the number of layers 1 layer 

stiffnesses, viscosities , etc o, on the amplification spectrum. The 

first two systems are double-layered (N = 2). The third system is 

triple-layered (N = 3), and the fourth quadruple:..l ayered -(N = 4). The 

necessary data for the se systems are given in Table 2. 1, and were 

chosen in such a way that the properties of the top layer and those of 

the foundation are the same for all of the systen1s. Also, the total 

thickness of the intermediate layers between the top layer and the 

foundation is 550 feet for all systems. The effect on the amplification 

spectrum of a multi-layer system will be studied by varying the num-

ber and the properties of the ~ntermediate layers. 

As will be shown in Chapter III, the quantity Ai given in 

column (8) of Table 2. i is the amplitude of the surface motion associ-

ated with the wave signal that first arrives at the surface due to the 

incidence of a unit-amplitude impulse at the base. The significance 

of Ai is that it measures the amplification of transient input signals 

after one-way transmission through the layered system. It is inter-

esting to see that the values of Ai given in Table 2.1 fall into a 

narrow range from 4. 5 to 5. 4: Calculations not shown he re indicated 

-
that, so long as the properties of the top layer and the foundation are 

·fixed, Ai will essentially be around 5. 5 to 5. 6 even if the number 

of intermediate layers is more than three. In other words, increasing 

the number of intermediate layers would only change A
1 

by a 



TABLE 2.1. DA TA FOR THE IDEALIZED LA YER SYSTEMS 

(1) (Z) (3) (4) (5) . ( 6) (7) (8) 
System Layer Layer Density S-Wave Retardation 

No. Thickness Velocity Time 
j H. (ft) p. (pcf) c. (ft/sec) -r. (sec) r. a-. Ai 

J J J J J J 
-

1 200 110 1000 0.005 1 0.382 

1 2 550 120 2400 o.,no2 5 0.24 0 4.67 

BASE 150 8000 o. 100 

1 200 110 1000 o.005 1 0.181 

2 2 \ 550 135 4500 0.001 20 o.506 4.50 ~ 
0 

BASE 150 8000 o. 100 

~ 200 110 1000 : o.oos 1 0.382 

3 
2 200 120 2400 0.002 5 0,474 

5. 21 
3 350 13 5 4500 0.001 20 0,506 

BASE 150 8000 o. 100 

1 200 110 1000 0.005 1 0,385 

2 150 120 2400 0.002 5 0.658 

4 3 175 125 3500 0.0015 10 0.720 5.39 

4 225 135 4500 0.001 20 0, 506 

BASE 150 8000 o. 100 
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negligible amount. 

In orde r to investigate the effe ct of material damping, in each 

system the amplification spectra for three different cases were cal-

culated. The se three cases were obtained by considering the layer 

media as 

nonvi.s co us el a stic solids , .(1) 

(2). standard linear solids de scribed by the parameters T. and 
J 

r. which were defined in Eq. 2. 3 and are given in column 
J 

(5) and (6) of Table 2. 1, 

{3) Voigt solids described by the same parameters 

the second case. 

T. used in 
J 

The amplification spectra calculated for each layered system are pre-

sented in Figs. 2. S(a) to 2. 5(d) respectively. Several observations 

wer,e made of the calculated spectra. 

{a) Except for the firs.t system~ the first characteristic fre­

quency, w 1 , of each sy.stem is approximately equal to 6. 5 rad/sec. 

{b) The spectra for case (2) always lie between the spectra for 

case (1) and those for case (3). 

{c) The spectra for the viscous systems are less sensitive than 

those for the nonviscous systems to the variation of the parameters 

of the .intermediate layers, and they app~ar very similar to each other. 

In additio.n, the spectra for the viscous systems tend to decay with 

increas ing frequency. This is in agreement with theories which show 

that linear viscoelastic materials always attenuate wave amplitude 

according to a certain power of wave frequency. 

The observations made above lead to the following conclusion • 

. . 
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For viscous multi-laye r systems having layer stiffnesses increasing 

with depth, if the prope rties of the top layer and the foundation are 

fixed, varying the m~.mber and the properties of the intermediate 

layer_s will not significantly change the general characteristics of 

the amplification spectJ~a so long as the total thickness of the inter-

. :m.ediate ·'1a·yt-e,r'-' ·· r><~n.1:a.ins 01<m0han.ge d. ··T h ies.-,c-On clus·i a n ·n1 ay ~not be 

valid for nonviscous layered systems because they are rnore sensitive 

to the variation of the layer parameters o 
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III. EXA CT TRANSIENT ANALYSIS OF 

A NONVISCOUS LAYERED SYSTEM 

A. Introduction 

In this chapter a brief review is given of the techniques 

for digital computation of the exact response of a nonviscous elastic 

layered system subjected to transient S-waves normally incide n t at 

the base. There are two methods commonly _used, namely, the meth­

od of Fourier transform and the method of time-domain. 

Referring to Fig. 2.2, a transient incident wave, 

y(t+zN/ cN+l), will give rise to an exc itation y{t) when arriving 

at the base wh ::re zN = 0 . Hereafter, y(t} will b e called the input 

function for a given laye red system. L e t h.(t) be the transfer func­
J 

tion of the system for t he response u.( z., t}. 
J J 

theore tically by the foll owing convolutional 
t 

u/zj, t) . = S 2y(s)h/t-s)ds 

0 

Then, u.(z., t) LS given 
J J 

integra l 

( 3. 1) 

Observe that Eq. 3. l is useful only if h .(t) is available in an ex­
J 

plicit form. For a nonviscous layered system, h.(t) can be obtaine d 
J 

explicitly by the method of time-domain. However, for viscous 

layered systems, h.(t) is in general not available in explicit forn1, 
J 

and the method of Fourier transform has to be used to compute the 

response in the fre quency -domain. Therefore, the m e thod of 

Fourier transform is applicable to both viscous and nonviscous sys­

tems, and will be reviewed first . 

A list of the import ant symbols to be us e d in this chapte r 

is given below, and the y are defined again when they first appear in 

the text. Whenever possible, the symbols defined in Chapte r II are 

u·sed. 



SYMBOL 

A. 
J 

ACU 

b (t} 

h .(t) 
J 

H.(w) 
J 

hl 

1 

L 

M 

t . 
J 

Td, Tu 

AT . 

u.(z.,t) 
J J 

U.(w} 
J 
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EXPLANATION OR DEFINITION 

1. d f h . th . 1 f . l h amp itu e o t e J arr1va o a wave s1gna . at t e sur-

face 

prescribed accuracy for truncating the ray-tracin g 

scheme 

S 1 . . nth bl -wave ve oc1ty in~ su ayer 

Dirac delta function 

transfer function for u .(z., t) in time-domain 
J J 

transfer :function for ·u .(z., t) in frequency-domain 
J J 

thickness of 1th sublayer 

layer index for the subdivided layered system 

total number of sublayers 

a positive integer number 

coefficient of downward reflection and coefficient of 

upwarc. reflection respectively 

. . . f h .th . l h f arr1vmg time o t e J wave s1gna at t e sur ace 

coefficient of downward transmission and coefficient 

of l:pward transmission respectively 

h
1
/c

1
, equal to a constant for 1 = l, 2, · · ·, L 

time interval for the digitized input function y(t) 

. . . h .Hi 1 transient response int e J ayer 

the Fourier transform of u.(z.,t) 
J J 
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SYMBOL EXPLANATION OR DEFINITION 

th th 
z

1 
lo cal coordinate for 1. and J. + 1 sublayers 

y(t) input function 

Y(w) the Fourier transform of y(t) 

B.. The .Method of .F..m.i.rier Transform 

By definition, the Fourier transform of the output u.(z . , t) 
J J 

is given by 

00 

U.(w) = S u.{z.,t)eiwtdt 
J J J 

{ 3. 2) 

-00 

From the well known formula for the Fourier transform of a convolu-

tion integral, Eq. 3. l is transformed into 

U .{ w) =2H.{w)Y(w) 
J J 

( 3. 3) 

in which 
00 

H/w) = S h/t)e iwt dt ( 3. 4) 

-00 

and 
00 

Y(w) = y(t)e 
1 

dt S 
•wt 

( 3. 5) 

-00 

are, respectively, the Fourier t;..ansform of h.(t) and y(t). Unless 
J 

y(t) is a special mathematical function, the Fourier transform of 

y(t) usually cannot be obtained analytically and a digital computer 

~st--be used. 
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Accord ing to the. d efinition of H.(w), Eq. 2. 33 provides 
J 

H.(w) = AMP(w)G.(w)e 
-icpN+l(w) 

J J 
(3. 6} 

where AMP(w), G.(w) and cp 
1

(w) were define d in Eqs. 2. 31, 2. 34 
J N+ 

and 2. 3 2 re spective ly. Setting j = 1 in Eq. 3. 6 gives 

-i<j> ( w} 
H (w} = AMP(w)~ .N+J. 

1 I 

( 3. 7} 

With the transfer functi on H .(w) at h a nd, U .(w) can be calcula-
J J 

ted accordin g to Eq. 3. 3. The inverse Fourier transform is then per-

formed on U .(w) to obtain u. as 
J J 

( 3. 8) 

The inve rse tran sformation usually has to be done by digital computer. 

Howeve r , the digital inversion has a basic difficulty in that severe 

aliasing e rrors may be introduced. Briefly speaking, the aliasing 

errors arise in the following manner. Theoretically, the transfer 

function h. (t) has an infinite duration due to multiple reflections of 
J 

the wave signals inside the layered system. For purpose of practi-

cability .., we are usually interested in only that part of the transfer 

functi~nup to a certain effective time, say, teff" Note that the 

transfer function H.(w) at hand is the Fourier transform of the entire 
J 

history o f h.(t). not that part of h.(t} occurring prior to t ff" Suppose 
J . J . e 

that it i s desired to invert H .(w) numerically at an equal frequency 
. J ( 28) 
interval ~w. and let .~T = 2rr/ .6.c.>. Trorey has found that a poor 

inversion would be obtained unless .6T is sufficiently small so that 
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6.T is greater than teff· Hence , to avoid appreciable inversion erro rs 

we must know the value of tcff b eforehand in order that a suitable 

choice of 6.w can be made. But, t eff itself is actually a p art of the 

answer we are seeking and is generally not available in advance. 

Consequently, there is no way of t ell ing the reliability of the in-

version unless, by trial and error, w e obtain a value of 6.w that is 

small enough to cause ·ne-gligible change .in the .fin a.l .·an&vvcr. Such a 

procedure is cumbersome , and this is the r ea son why the method of 

Fourier transform is little us ed for finding the exact transient r e -

sponse of a nonviscous layered system. 

C. The Method of Time-Doma in (The Ray-Tracing Technique ) 

The m ethod of time-domain enables one to compute explicitly 

the transfer function h .(t) for a nonviscous layered system by digita l 
: J 

computer. The ray-tracing scheme proposed by Baranov and 
( 22) 

Kunetz is by far the most efficient method for digital computa-

tion of h.(t)~ It has the advantage over the method of Fourier trans-
] 

form in that it requires less computing time and the que stion of 

aliasing errors does not arise. In addition, the ray - tracing techni­

que can compute h.(t) of any desired duration . 
J 

The principl e of the ray-tracing scheme is the subdivision 

of the original N-layer system into an L - layer system, each sub­

layer of which has a constant "time thickne ss" such that the one-way 

traveling time of a signal through any sublayer is a constant equal 

to, say 6.t. Unless the original N-layer system already satisfies 

the principle stated above and hence Lis equal to N, in general the 

given system has to be subdivided and L is greater than N. Figure 

3. 1 shows the subdivided system with 
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LH = h
1
/c 

1 
= constant, i. = l, 2, L ( 3. 9) 

' where h
1 

and c
1 

are respectively the thickness and the S-wave 

velocity of the /h sub layer . 

Now, let the input function at the base b e a unit-in-1pulse, 

i.e.' y(t) = o(t). If the transfer function, hl (t), for the surface re­

sponse is de sired, then, by definition h_
1 

(t) can be found by computing 

the response at the surface of the system to the input function o(t). 

The numerical computations are to be carried out in the z-t plane 

at the intersecting joints between the following two families of 

straight lines : 

( 1) the straignt lines that are parallel to the z-axis 

and equally spaced at the time interval .6.t, and 

(2) the interfaces between any two adjacent sublayers. 

Conside r a t-;pical intersecting joint, M(zM, tM), at a depth 

zM and time tM in the z-t plane. In general , there are two wave 

signals incident from the neighboring intersections and meeting at 

M. Referring to Fig . 3. 2, let the :incident wave signals be bE and 

aF, where bE propagates downward from the upper intersection 

E(zE, tM-t) and aF propagates upward from the lower intersection 

F(zF, tM-t). As a consequence, two signals, aM and bM are emitted 

from M due to reflection and transmission of the incident signals 
th th 

across the interface between the i. .J.nd i.. + 1 sublayers whe re, ac-

cording to Fig. 3. 2, z
1 

= 0. Since the gov:rning differential equations 

for a nonviscous layerec-. system are the one-dimensional wave 

equations 
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t= t,+ (j-1)6t 

I 

td = h1 /c1 

:constant 

( I ) 

Fig. 3.1 DIAGRAMMATIC SCHEME FOR THE RAY-TRACING 
TECHNIQUE 

2 z 
t\=Dp<t-t..-~> : a .. =~6(t-1t,+~) 

su~ayer i ~ i/ 
------~------1sublayer ~ + I /: ~ z,., t 119 ) 

/.z : ~ z 
Of• Dz6{ f- f + .:..L.) I b :i Q 6( t- t - ..:L ) 

M Ct+I I W 4 M C 
, J+I 

Fig. 3. 2 INCIDENT AND EMITTED SIGNALS AT A TYPICAL 
JOINT M 
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= £=1,2, .. ·,L (3.10) 

each of the propa gating signals will assurne the form of a delta func­

tion with a certain amplitude if o(t) is the input function. Hence, we 

can write 

(3.11) 

and bM = D46(t-tM~z£/c£+1) 

. th th 
so 'that the responses in the£ and £+1 sublayers will be, re-

spectively, 

and 

Continuity of the displacements across the interface where z
1 

= 0 

requires that 

(3.12) 

In addition, continuity of the .shearing stresses gives 

(3. 13) 

in which 

a = 
1 
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th th 
i s the impedance ratio b e twe en the i. and £+ 1 sub la ye rs. Equations 

3. 12 and 3. 13 then give the solutions for D
3 

and D
4 

as 

and (3. 14} 

.. 
D4 (T d}i.Dl +(Rd)i.D2 = 

wlre-re 
l -0' 

(R)i. 
i. 

= 
1+a

1 

l-0' 

(Rd} i. 
i. 

-(R } ----- -
1+a

1 
u i. 

(3.15) 

2 
1-(R)i. {T) i. = I +a i. = 

and (T d).f 
20' 1 

1 +(R) i. --- = 
I +a .l 

are respectively the coefficient of upward reflection, the coefficient 

of downwa rd reflection, ~the coefficient of upward transmission, and 

the coefficient of downward transmission. 

With the coefficients of reflection and transmission given 

by Eq. 3. 15 for each of the sublayer interfaces, the ray-tracing 

scheme can be started from 0 1 where the input signal cS(t} acts. The 

numerical scheme is advanced step by step with a step size equal to 

L\t. · At each step the proc ess defin·~d by Eq. 3.14 is operated at every 

other _intersecting joint on the vertical line whose absc i ssa corre­

sponds to the time of the step under consideration. Proceeding in 

this manner, the resultant ray paths in the z-t plane will constitute 

a network as shown in Fig. 3. 1, in which the thicker paths are those 

paths along which signals actually travel. 



56 

Because of the propagating nature of waves it is obvious 

that no disturbance will be felt anywhere inside the region to the 

left of the pa th O'ABCb. After direct transmission through the 

layered system, the signal that first arrives at the surface can be 

represented by A 
1 
o(t-t

1
) ·where 

and 

A = 2(T ) (T ) · · · (T ) 
l ul u2 uL 

t = L · .6.t 
1 

(3. 16) 

(3.17) 

S . . 1 1 h f d h . th b . 1 im1 ar y, t e sur ace response ue tot e J su sequent s1gna ar-

rival at the surface can be denoted by A.6(t-t.) where 
J J 

(3.18) 

The entire transfer function, h:l (t), is thus given theoretically by 

00 

h 1 (t)=~I Ajo(t-tj) . 

j=l 

(3.19) 

To compute the entire transfer function will take an infinite amount 

of time on a digital computer a;.id, therefore, is impractical. In­

stead, we will compute an effective transfer function that has a 

duration equal to, say, teff' if all subsequent signals have died off 

to such a weak strength that t.heir total contribution to the transfer 
~ 

function is negligible. Since teff itself is nbt available beforehand, 

a different criterion must be used to truncate properly the numeri­

cal process as follows. 
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When the numerical process is operated at each inter­

secting joint, amplitudes of the emitted signals are checked. An 

emitted signal is set null if its eventual contribution to h
1 
(t) is, 

say, A o(t-t ) where A satisfies the condition 
p p p 

A <A · ACU 
p 1 

(3. 20) 

.. In .. Eq • . 3 .z..o , A CU .i s a give n · p5sitive··numbcr and ·is considered a 
' 

measure of the truncating error of the numerical process. The 

effective transfer function obtained this way is a finite series given 

by 

K 

hl(t)~~I 
j=l 

A.o(t-t . ) 
J J 

(3.21) 

and is said to possess an imposed accuracy of ACU because the en-

terion 

K+l 

is satisfied. Actual calculations have indicated that a value of ACU 

equal to 0. 005 is sufficient in most cases, and the small errors in­

volved are essentially associated with high frequencies only. Sub­

stituting the effective transfer function into Eq. 3. 1 yields the de­

sired surface response to an arbitrary input function y(t) as 

K 

u
1
{-H

1
,t) = \ A.y{t-t.) . _ L J J 

j=l 

(3. 22) 
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D. Discuss ions 

The ray-tracing technique has the advantage over the method 

of frequency-domain in that the former is much faster and any de­

sired accuracy can be achieved. Yet it has the following dr a wbacks. 

( l) L e t the input function y(t) be digitiz e d at a time interval, 

say, 6T. To apply Eq. 3. 22, an integer-multiple relation between 

AT and 2 .6C wiH-fre' equ:i:red. That is, eifher 

AT = M( 2At) (M > 1) (3. 23) 

or 

AT = 2At/M (M ~ 1) (3. 24) 

has to be satisfied, with M b e ing a positive integer. If the first rela­

tion is the c a se, u
1 

will b e obtained in a digitized form with the 

smaller time interval 2.6.t. However, if the second relation is 

the case u
1 

will still be digitized in the time interval 6 T. For a 

given layered system, it is usually necessary to adjust the layer 

parameters slightly such that either of the previous relations can be 

satisfied. Such adjustment has to be small to avoid introducing ap­

preciable errors into the computation of the effective transfer func­

tion. Moreover, in many cases it is the first relation that has to 

be fulfilled. In this case, if Mis fairly large, analysis using the 

calculated response, u
1

, as an input will require more computing 

time than if u
1 

is digitized in AT. 

(2) The ray-tracing technique does not apply to viscous 

layered systems. Hence, problems involving vi s cous la ye red sys -

terns will have to be solved by the method of frequency-domain 

unless a simpler, powerful method is developed. 
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In summary, both the method of Fourier transform and the 

ray-tracing technique have some sho:r:tcomings, which suggests the 

need of a better method. The development of such a method is dis­

cus sed in the next chapter. 
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IV. MODIFIED SHEAR BEAM MODELS FOR APPROXIMATE 

TRANSIENT ANALYSIS OF A LAYERED SYSTEM 

A. Introduction 

The model consisting of a shear beam with a rigid foundation 
. (23) . (24, 25) 

has been used by Whitman , Idriss and Seed for a layered 

system because of the analogy between the governing differential equ­

ations of a shear beam and a layered system. The model is first 

lumped into a discr ete system. Then, by the technique of modal anal­

ysis or, if necessary, the technique of direct numerical integration, 

the discrete model can be analyzed . to obtain the approximate transi­

ent response of a layered system. The drawback of this model is 

that the energy loss due to the deformability of the foundation is not 

taken into account. In this chapter, two modified shear beam models 

are established which account for the energy lost into the foundation. 

The first model consists of a shear beam connected at its 

base to the input excitation by a suitable viscous dashpot which in 

effect is a substitute for the half-space foundation. This model is 

an exact analog of a given layered system which is 

nonviscous. A technique of continuous modal analysis is used to 

analyze the mode 1 directly. For practical purposes, usually it is 

sufficient to consider only a finite numbe r of modes of the shear 

beam. The resultant system of equations to be solved is a set of 

second order differential equations coupled with a first order dif­

ferential· equation representing the motion of the dashpot. Since 

viscous damping will have to be included in the model if the given 

layered system is viscous, an iterative process is proposed for 

determining the modal dampings directly from the transfer func­

tion of the layered system. 
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The second model is a further approximati on of the original 
I 

layered system, and it is exact if the half- space foundation is ri g id. 
I 

It consists of a viscous shear beam resting on a rigid found a tion. 

The technique of continuous modal analysis is again used to analyze 

this model. To account approximately for the energy lost into the 

founda tion , a c ertain amount of viscous damping is introduced in 

ea,c.h mode .by the .itera.ti:v.e s .cheme "us.ed for .,ana.Iy,z ·irng.the first n10del. 

Therefore, there is always some viscous damping in the model. This 

model give s good r e sults only for computing the response at or near 

the surface of the l a yered system that has a considerable difference 

between the stiffnesses of the foundation and the lowes t layer, which 

does include most cases of practical intere st. 

Numerical examples are g i ven for computing the transient 

surface r esponse of a given layered system by both models. Velocity 

spect ra of the output are also computed to study the effect of the 

layered system. 

A list of the symbols to be used in this chapter is given below, 

and they are defined again whe n they first appear in the text. When­

ever possible, the symbols defined in the previous chapters are used. 

SYMBOL 

[A) 

[B] 

[C), [C'] 

ceff 

D 

EXPLANATION OR DEFINITION 

normal mode matrix 

diagonalized damping matrix 

damping matrix 

effective damping coefficient 

ViSCO\J.S damper for the first model, having a damping 

coefficient equal to pN+lcN+l 



SYMBOL 

D (j) (z . ) 
r J 

(ERR) (q) 
r 

(F) 
r 

H.(w}, H.(w} 
J J 
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EXPLANATION OR DEFINITION 

th d 1 . . . f f . r mo a partic1pah.ng actor or computing 

u.( z. ,t) 
J J 

th . . h . (-!. q iterative error w e n computing I-' 
r 

respectively the exact and the approximate transfer 

function for u.( z. , t} with respe ct to y(t) 
J J . 

H. N( w). H. N(w} respectively the exact and the approximate transfer 
J, J, 

[K] 

{m} 

[M] 

q . 
J 

(Q) 
r 

r 

R 

s 

function for u.(z.,t) w ith respe ct to uN(O,t} 
J J l 

stiffnes s matrix 

effective spring stiffne ss 

mass vector 

effective mass 

mass matrix 

coefficient in the Caughey' s series 

subscript, referring to the modal number 

number of lumped masses in a lumped representa ­

tion of the first model 

total number of modes used in computing the 

approximate response 



SYMB O L 

[u] 

'";; (t)' v (t) 
r r 

W(t) 

-'i (t)' x (t ) 
r r 

y(t) 

llzll 
2 

r 

~r' ~r 

s (t), s (t) 
r r 

w,w 
r r 
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EXPLANATION OR DEFINITION 

unitary matrix · 

th 1 d . · · 1 h d . r norma coor inate in, respective y, t e is-

crete and the continuous model 

2y(t) 

r th dis'placemerit coordi1rate in, ·respectively, the 

discrete and the continuous model 

input function 

th . 
norm of the r continuous mod al shape 

rth modal fraction of critica l dampin g in, respec­

tive ly, the discrete and the continuous model 

eigenfrequency matrix or dia gonalized stiffness 

matrix 

further transformed normal coordinate in, re-

spectively, the discrete and the continuous model 

th 
r natural frequency of the discrete and the con-

tinuous model respectively. 

B. The First Model for Nonviscous Elastic Layered Systems 

As shown in Fig. 4. 1, the first model proposed consists of 

. a shear beam connecte d at its base by a viscous dashpot, D, to the 

excitation· W(t). The shear beam can be thought of as an analog for 

a unit-area vertical column of the laterally infinite la ye red system. 

The dashpot has a damping coefficient equal to PN+l cN+l · Refer­

ring to Fig. 2. 2, the incident wave y(t+zN/cN+l) will give rise to 
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an input y(t} when arriving at the base where zN = 0. The excita­

tion function W(t) is related to y(t) by observing the fact that the 

motion at the surface of the foundation would be 2y(t) if the super­

ficial layers were absent , which suggests that W (t) should be set 

equa~ to 2y(t). N ext, it must be shown that the dashpot D is, in 

effect, a substitute for the half-spa ce foundation by demonstrating 

that hoth the -0-riginal system and the model have the same coeffi c ient 

of upward transmi ssion and c oefficient of upward reflection at the 

b ase where zN = 0. 

According to Fig. 4. 1 the differential equation governing 

the motion of the dashp?t D is 

( 4. 1) 

where <JN( 0, t) is the shearing stress a cross the boundary zN = 0. 
th 

The response of the _N layer, uN( zN , t), to the input 2y(t) during 

the time the transmission across the base interfa ce ta ke s place 

can b e writte n as 

because uN(zN, t) satisfies · the follow ing wave equation 

(4. 2) 

for a nonviscous elastic medium. In Eq. ·4. 2, (Tu')N is the coef­

ficient of upward transmission of the model at the base interface. 

From Eq. 4. 2, we can obtain 



( I } 

(2) J 
z, 

( j - I} 

D = PNtt~N+I 
HH 

( j ) z. 
J-1 

( j +I) t 
z. 

J 

(N-1) 

I 
W( t )=2y( t} (N) 

ZN-I 

u o,t) 

ZN 

Fig. 4.. 1 T~~:E FIRS'I' s ~~.i. .EAR ,. :;:;AM MOD~L 
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OUN 
o-N(O, t) = µ -­

N oz 
N 

66 

z =0 
N 

Substitution of ~N(O,t) and o-N(O,t) into Eq. 4.1 gives 

I uN('O' t ·) I 2 
(T ') =--

u N - I y( t) I 1 +a N 
( 4. 3) 

where aN is the impedance ratio at zN = 0. Comparing Eq. 4. 3 

with Eq. 3. 15 shows tha t {Tu1 )N is equal to the coefficient of upward 

transmission, (Tu)N, of the layered system. 

To obtain the coefficient of upward reflection of the model, 

let a signal propagating downward inside the Nth layer be f(t - zN/cN) . 

Then, the reflected signal can be expressed as (R 1 )Nf(t+z /c ), and 
th u N N 

the total motion in the N layer will be given by 

(4. 4) 

during the time that the downward propagating signal is arriving at 

the base interface. Equation 4. 4 then gives 

and 

Substituting ;N(O,t) and o-N(O,t) into Eq. 4.- 1 and setting y(t) to zero 

will give 



(R ') = 
u N 

67 

1-a 
N 

l+aN 
{ 4. 5) 

Comparing the last equation with Eq. 3. 15 shows again that both the 

model and the layered system have the same coefficient of upward 

reflection, (R)N· The fact that both systems have the same coef­

fic ient of upward transmission and the same coefficient of upward 

re flection proves that the dashpot D has exactly the same effect as 

the half-space foundation when the layered system is nonviscous. It 

·can also be shown in the following that the model is an exact analog 

of a nonviscous elastic layere d system by demonstrating that both 

systems have the same transfer function. 

Since the steady-state solution for u.{z.,t) is found from 
J J 

· Eq. 2. 33 to be 

· . i{wt-rl-. ) 
· 't'N+l 

u.(z., t) 
J J 

= 2aN 
1
AMP{w)G.{w)cos[k.(z. +H.) + cp.]e 

+ J J J J J 

for a steady-state incident wave 

we have, upon setting zN = 0, 

-icpN+l 
uN(O, t) = Zy(t)AMP(w}ReN+l {w)e 

' 

(2. 33) 

(4. 6) 

Define Hj, N(w) as the transfer function of ~e layered system for the 

·response u .(z.,t) with respect to the base re.sponse, uN{O,t). Hence, 
J J 

from Eqs: 2. 33 and 4. 6, 
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u.(z.,t) 

H. N(w) = J J 
J. uN(O, t) steady-state 

( 4. 7) 
G.(w) 

· -
ReN+l(w) 

cos[k.(z.+H.) + <P.] 
J J J J 

.. E .q.:uation 4.7 indi cates tha t, iLu"A.O,t) is .gi:v.e.n. , the r.esponse u.(z.,t) 
l'l J J 

can be computed without knowing the input function y(t) and the prop-

erties of the foundation. In fact, it can be shown that the above 

statement holds for the general case of a linear viscoelastic layered 

system as well. 

As far as the shear beam itself is concerned, the corres -

ponding transfer function between u.{z., t) and uN{O, t) should be the 
J J 

same as the transfer function H. (w), and that this is indeed the 
J,N 

case will be shown as follows. For steady-state excitation, we can 

write t hat 

y(t) = iwy(t) 

and 

Hence~ for steady-state excitation, Eq. 4. 1 becomes 

( 4. 8) 

~ 

The steady- state shearing stress, o- N( 0, t)", is 
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Substituting o-N(O, t) into Eq. '4. 8 yie lds 

H (w) = 
N 

steady-state 

-i<j> (w) 
N+l 

= AMP(w}ReN+ l (w}e 

( 4. 9} 

which--agrees 'wrth"Eq . 4 . 6. --Equations ·4 . 7 ·and 4 .·9 together prove 

that the model and the layered system_ a re exactly analog ou s to each 

other in that they h a ve the same transfer function 

- i<j> 
H.(w) = H. (w)H (w) = AMP(w)G.(w}cosrk.(z.+H.) + <!>J.Je N+l (4. 10} 

J J,N N J LJ J J 

In the following section, two methods are presented for the 

approximate analysis of the foregoing model. The first is the com­

monly used method of lumped masses, and the second is the method 

of continuous modal analysis. 

(1) The M ethod of Lu1nped Masses 

A common way of analyzing the model shown in Fig. 4. 1 

is to subdivide the shear beam into an arbitrary number of e l eme nts, 

each of which is then lumped as a concentrated mass. Thus, a 

lumped spring-mass system is generated as an approximation of 

the continuous model. Such a model that has R lumpe d masses is 

shown in Fig . . 4. 2. The various techniques for obtaining the lumped 

masses and springs can r eadily be found in the literatur e and, ther e ­

fore, will not b e discuss e d here. 

According to Fig. 4. 2, let -;N(O, t) be the motion at the base 

and x (t) the n1otion of the r th mass re la ti ve to the base. Then, the 
r 

equations of inotion for the lumped system are 



'· 

70 

m I 

· ' 

-'f k, m2 
-· 

··-~ ~~ -

k! 

I 
I 
I 
I 

mr 'i,< t > + 
D=p c I 

+I NYI 

u (0,t) 

k, 

, 

I 
I 
I 
I 

mR 

r ( t )i1 2 y( t ) 
D 

,., 
k u - · I . ; JO,t) 

.:.J (_) () {_.J {. J 

Fig. 4. 2 A LUMPED REPRESENTATION OF THE FIRST MODEL 

FOR A NONVISCOUS LAYERED SYSTEM 
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.. .. 
[M]{x(t)} + [K]{x(t)} = -~N(O,t){m} (4.11) 

and 

(4. 12) 

·where 

tx(t)} = = displacement vector, 

[M] = mass matrix, 

[K] = stiffness matrix, 

and {m} = , mass vector. 

Equations 4. 11 and 4. 12 constitute a coupled system of equations 

which may be solved by the technique of direct numerical integra­

tion on a digital computer. The amount of computing time needed 

will be proportional to the number R. One way to reduce the com­

·puting time is to make an orthogonal transformation of Eq. 4. 11 

such that a system of R uncoupled modal equations is produced. 

For most engineering problems it would be sufficiently accurate 

to consider only the first S modal equations (S :::: R) and hence some 

saving of the computing tim~ can be achieved. 
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To p erform t he o rthogonal transformation of Eq. 4. 11, 

first introduce the following transf~rmation for {~}. 
l 

G'} = [Mr2 {~} 
1 

Premultiplied by [Mr 2 , Eq. 4. 11 becomes 

• 6 •• l 

{~} + [K]{~} = .. -~N(O,t)[Mr2{m} 
,...., .!. l. 

where [K] = [Mr 2 [K][Mr 2 • Ne~t, define the transformation 

{w} = [u]{~} 

(4. 13) 

(4. 14) 

(4.15) 

where [U] is the well known unita:i:y matrix having the following 

.properties 

[U]T[U] = [I] =identity matrix, 

and 
(4.16) 

= eigenfrequency matrix 

Upon premultiplication by [UJT. Eq. 4. 14 is reduced to a_n uncoupled 

system as 

·• 2 .. T l. 
{~(t)} +[A ]{v(t)} = -~N(O,t)[U] [Mr 2 {m} (4.17) 

where {v} is now the ve ctor of normal coordinates. Combining Eqs. 

4. 13 and 4. 15 gives the relation between. {x}" and {V} as 

{x(t)} = [A]{v(t)} (4. 18) 

where 
i · 

[A] = [Mr2[uJ (4.19) 
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is the normal mode matrix. From Eqs. 4.16 and 4. 19, the ma­

trix [A] has the following properties 

( 4. 20) 

By the definition of [A] given in Eq. 4. 19, Eq. 4. 17 can be rewritten 

as 

or in terms of modal equations, 

•• . 2 •• 
v (t) +w 'V (t) = -U'.N(O, t) 

r r r 

for r = l, 2, · · · ~ R. 

R 

l 
i=l 

A . m. 
lr 1 

(4. 21) 

Suppose it is sufficiently accurate to consider only the con­

tributions from the first S modes. Furthermore, define the following 

transformation 

R 

v (t) = 
r I A. m. ~ (t) 

ir i r 
( 4. 22) 

i=l 

Then. the final system of equations to be solved is 
.. . . 
~ (t) + w t (t) = -~N(O, t), 

r r r 
r = 1, 2, s 

and (4.23) 

D (R)t (t) = 0 
r r 
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where we have d e fined 

R 

D (j) = A \ A. m. 
r jr L ir i . 

(4. 24) 

i=l 

h th d 1 . . . f f . ......, ( ) as t e r mo a participating actor or computing x. t . 
J 

Equation 

4. 23 s uggests that it is more convenient to take the given input 

~-function -a.'s ·the ve l CYcity-input , y(t) , .,a,ncl. -· the .. e·0~re&,p.c:mding respons.e . 
to be computed is the velocity response, x.(t). From Eqs. 4.18, 

J \ • . 
4. 22 a nd 4. 24, the S-mode approximate solution for x.(t) will be 

J 

s 

~/t> ~ l D (j)t (t) 
r r 

(4.25) 

r=l 

Equation 4. 23 can be solved by the technique of direct numerical 

integration with a digital computer. The accuracy of the lumped 

model is proportional to the number of lumped masses, R, and, 

since thi s number is limited_ by practical considerations, it is of 

intere s t to develop th<:: following method which analyzes the con­

tinuous shear beam directly. 

(2) T he Method of Continuous Modal Analysis 

This method deals with the continuous model directly, 

and gives closed-form solutions for quantities such as modal 

participating factors, natural frequencies, etc., in simple 

formulas . Hence, this method should be· more accurate and more 

economical than the method of lumped masses. 
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We start with the differential equations for a nonviscous 

elastic shear beam, 

2 
c. 

J 

2 a u.(z.,t) 
__ J~J--= 

2 oz. 
J 

2 a u.(z.,t) 
J J 

2 
at 

J = 1,2,···,N (4.26) 

( ) b h 1 t . . f h . th 1 . h Let x. z ."t e t e re a ive motion o t e J ayer wit respect to 
J J 

the4oase, namely, 

u.(z.,t) = uN(O,t) + x .(z . ,t) 
J J J J . 

(4. 27) 

Equation 4. 26 then beco.mes 

2 
C X II 

j j 
j=l,2,···,N (4. 28) 

2 2 
where the double-prime stands for a /oz. and the double-dot for 

J 
a

2 
/at

2
• To solve for x. in terms of some orthogonal functions we 

J 
first have to solve the following homogeneous partial differential 

' 
equation 

2[ "] - ["" ] c. x. h - x. h 
J J omo J omo 

j=l,2,···,N (4. 29) 

The solution of Eq. 4. 29 can be written as 

i(wt+k .z.) i(wt-k.z .) 
[x.] =a.e J J +b.e J J 

J homo J J 
j=l,2,···,N (4. 30) 

where the parameter w is to. be determined by the boundary condi­

tions. Equation 4. 30 is in the same form .as that of the steady­

state solution for u. obtained in Chapter II. Also, the boundary 
J . 

conditions for [~.]h are the same as those given in Eqs. 2. 11, 
J OI!lO . 

2.13 and 2.14 at all the interfaces except the base interface where 

zN = 0. The bound~ry condition at zN = 0 is simply 
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Re (w) = 0 
.N+l 

(4. 31) 

The roots, say, W , of Eq. 4. 31 are the natural frequencies of the r 

shear beam, which ar.e equal to the characteristic freq~encies defined 

in Eq. 2. 35. . Thus, the exact solution for (x.]h· can be written 
J omo 

as the sum of the contributions from all the modes. That is, 

00 

[x.(z., t)]h = a \ 
J J omo L 

· r=l 

(Z .) e 
J r 

-iw t 
r 

j=l,2,···,N (4. 32) . 

where the symbol ( ) stands for the function inside the parenthesis 
r 

evaluated at w , and 
r 

a = an .arbitrary constant depending on initial conditions, 

( Z . ) = ( G. ) c o s [ ( k . ) ( z-_ + H . ) + ( <!> . ) ], 
Jr Jr Jr J J Jr 

(G.) = [Re.
2

(w ) + Im.
2

(w )]°~", 
_Jr J r J r 

(k.) = w /c., 
J r r J 

(<j> .) 
J r 

-1 
=tan 

Im.(w ) 
J r 

Re .(w ) 
J r. 

The function (Z .) represents the mode shape of the rth mode in 

(4.33) 

. J r 
the /h layer. A proof is given in Appendix I for the orthogonality 

of the modal shape functions on_ the interval from z 
1 

= -H
1 

to 

zN = 0 with respect to the weighting function p j. Mathematically, 

the condition of orthogonality is 
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N 0 

\ sp.(Z.)(Z .)dz.=0 L J Jr Jq J 
j=l -H. 

J 

2 
= llZll 

r 

if r -J q, (A.I.8) 

if r = q. (4.34) 

2 th 
where llZ II is the norm of the r modal shape function and was 

r 

derive d in Appendix I as 

N 

llzllr
2 = t \ (G.) 

2
p.H. L J r J J 

(A.I.9) 

j=l 

Now, return to Eq. 4. 28 for the solution of x .• In terms of 
J 

the orthogonal fun ctions, (Z . ) , x. can be expressed in an infinite 
J r J 

serie s as · 

00 

x.(z.,t) = \ (Z.) v (t) 
J J L J r r 

· r=l 

(4.35) 

with v (t) unknown yet. Substituting Eq. 4.35 into Eq. 4.28 yields 
r 

00 

(Z.) (v (t) + w 
2

v (t}] = -u (O,t) 
Jr r r r N 

(4.36) 

r=l 

The base motion uN(O, t) can be expanded in orthogonal space as 

, 00 

~N(O, t) =-uN(O, t) l 
r=l 

E (Z .} 
r J r 

llz II -2 
r 

(4. 37) 
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where 
N 0 

E = I s p. · (Z.} d z. 
r J J r J 

j=l -H. 
J (4.38} 

''By o:t'tlrn·gona'lity of 'the· tY1·d da:l S"hctpe furtt:tion-s , ·substituting Eq. 4. 37 

into Eq. 4. 36 gives 

v (t} + w 
2 

v (t) = 
r r r 

E 
r 2 ·~N(O, . t), 

llZll 
r 

D e fining the following transformation 

E 
r 

v (t) = ---
2 

gr(t) 
r llZll 

r 

Eq. A. 39 b e comes 

•• 2 •• 
£ (t) +w g (t) = -uN(O,t), 

r r r 

r=l,2,··· (4.39) 

(4.40) 

r=l,2,··· (4.41) 

Suppose that the contributions from the first S modes only 

are taken into account for computing x.. The S-mode approxima­
J 

tion for x. can then be expressed in terms of the transformed 
J 

normal coordinates, s (t}, as · 
r 

s 
x.(z.,t) ~ \ D (j)g (t) (4.42) 

J J L r r 
r=l 

where D (j) is the modal participating fact~r defined by 
r 
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D (j) = 
r 

E (Z.) 
r J r 

llZll 2 
(4.43) 

r 

To obtain the solution for s (t) with y(t) as input function, 
r 

Eq. 4. 1 and Eq. 4. 41 have to be solved simultaneously. With only 

the first S modal equations considered, the system of equations to 

be solv.ed is 

.• 2 s (t) + w s (t) = 
r r r 

and 

in which o-N( 0, t) is given by 

z =O 
N 

r=l,2,···,s 

s Im 
2

1
(w )s (t) 

\ N+ r r 

L llZll 2 
r r=l 

( 4. 44) 

(4.45) 

Equation 4. 44 can be interpreted as the physical system shown in 

Fig. 4. 3 which consists of S undamped single-degree-freedom oscil­

lators. The r th oscillator has a natural frequency equal to w , and 
fu r 

.. represents the r transformed normal coordinate, s (t). This sys-
r 

tern is thus an S-mode representation of .the model. Each of the 

oscillators can be imagined to have an effective mass, (meff)r' 

and a spring stiffness, (Keff)r, such that 



uJ. (zj ,t) ~ f d; >~r(t) + UN(O,t) 
r=I 

e.<t) e-r(t) e-c( f) 

(meff)l 

{ Kef f >1 ( Keff)r 
' l!loo 2 y( t ) 

D 

Fi g . 4. 3 ANS-MODE REPRESENTATION OF THE FIRST MODEL 

(Keff)S 

uN(O,t) 

co 
0 
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r 
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(4.46) 

Consequently, o-N(O, t) is give n directly by the physical system as 

s 

~N{O,t) = - .. l (Kel f).rsr(t) 

r=l 

s 

l 2 
(m ff) w £ (t) e r r r 

-r=l 

A comparison of Eq. 4 . 47 with Eq. 4.45 immediately gives 

E 2 
r 

llZll 
2 

r 

where E was defined in Eq. 4. 38. 
r 

(4. 47) 

(4.48) 

To solve Eq. 4. 44 by a technique of step-by-step numerical 

integrations on a digital computer, it is necessary to reduce the sys­

tem to a system of 2S+l first order differential equations. The re­

duction is achieved by defining the following transformation 

f (t) = £ (t) + uN(O, t) 
r r 

(4. 49) 

Also, define 
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(F) -(K) /p c r=l,2,···,S 
r - eff r/' N+l N+l 

and s (4.50) 

FF = - I (F)r 

r=l 

such t hat Eq. 4. 44 is transforme d into the following system 

.. 2 2 
f ( t ) + w f ( t} = w UN ( 0 ' t}, 

r r r r 
r = 1,2,···,s, 

s (4. 51) 

~N(O , t) +.{FF)uN(O, t) - I (F_)/r(t) = 2y(t) 

r=l 

cir a s y stem of 2S+l first order differential equations 

0 

0 

(F) s FF 0 . • .... 0 { ri(t)} + {P(t)} 
2 

(4. 52) 

2 
-[L\ )SxS 

2 

where it is defined that 
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( 4. 53) 
\ 

{P(t)} 
,,....--s-..._ 

= {0, · ·····,0, 2y(t)' 
,,....---- s ---

0 · · · · · · · · · o} . ' ' (4. 54) 

and 

(4. 55) 

With y(t) as the given input function, the S-mode solution for the 

correspon ding response, u., 
J 

is found from Eqs. 4. 27 and 4. 42 to 

be 

{i.(z.,t) 
J J 

s 
= \ D (j)f (t) +(l L r r 
· r=l 

s 

s 

I 
r=l 

=I D (j ) ~ ( t) + uN( 0 , t) 
r r 

r=l 

D {j )) ~ ' ( 0, t) 
r N . · 

(4.56) 

(4. 56') 

So far, the number Sis unknown. To determine S we have 

to compute the S-mode approximate transfer function of the model 

and compare it with the exact solution in a certain range of fre­

quencies of practical interest. The number Scan then be chosen, 

depending on the desired accuracy of the approximate solution. To 

derive the approximate transfer function, assume a steady-state 

excitation y(t) = eiwt. · Accordingly, the steady-state solution for 

uN( 0, t) can be written as 
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(4.57) 

which in turn gives the steady-state solution for f (t) from Eq. 4. 51 
r 

as 

2HN(w) 

' 2 
'1-·n 

r 

iwt 
e 

': 

( 4. 58) 

where n = w/w . Substitution of y(t), Eq. 4. 57, and Eq. 4. 58 into 
r r 

the last equation o.f Eq. 4. 51 yields the S-mode solution for the 

transfer function ~(w) as 

1 
H ( w) = -;=:==== 

N ~ l+Y
2

(w} 
(4.59} 

with 

S (F) n 
Y(w} = ~ \ r r 

r L 1-r2 2 
r=l r 

and (4.60) 

- -1[ ] '\JI {w) = tan Y(w). 

On the other hand, subsfr :uting Eqs. 4. 57, 4. 58 and 4. 59 .into Eq. 

4. 56 gives the approximate transfer function, H .(w), for the re-
J 

sponse u. as 
J 

u.{z., t) 
H.(w) = ·--J_....J_ 

J 2y(t) 

= _e_-1_·t11_1<w_>_/l + i 
steady-state .J l+Y2(w) \ 

. r=l 

.. 

D (j)n 
2 

) 
r r 

i-n 2 
r 

(4. 61) 
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(3 ) Numerica l Example s 

In the foll owing, numerical examples are given to demon­

strate the applicability of the m e thod of continuous modal analysis 

to a given nonvis c ous layered system . The nonviscous, idealized 

quadruple-layer system (N = 4 ) that was used in Chapter II will be 

considered. The data for this system were given in T able 2. 1, and 

the amplifl"t:-<r tio'n "spe ctTun-cwas --shown in ·Fig. 2. 4 ( d). 

Let IH.(w)I stand for the modulus of the transfer function 
J 

H.(w) and be defined as the amplitude transfer function . The ap-
J . 

proximate transfer functions, I H 
1 

('..t..l) \ and \ HN(w) \ , w ill be computed 

to compare with the exact solutions of the corresponding functions. 

First of all, the numbe r S has to be determined. Assume that for 

engineering problems a r ange of frequencies from 0 to 60 rad/ sec 

is of most practical interest. Also, let w
1

, w
2

, · · ·, wJ be, among 

all the natural frequencies of the layered system, the ones that are 

in tht; range of frequencies prescribed above. It is found from nu­

merical calculations that, to achieve satisfactory accuracy for the 

approximate transfer functions, the number S is approximately 

given by the formula 

s;:::: 2J ( 4. 62) 

For the layered system under consideration, J is equal to 7 and 

Sis taken to be 13. In Table 4. 1 are listed the first 13 natural 

frequencie s calculated by solving Eq. 2. 35 numerically. The 

modal participating factors, D {l)(-H ), and the quantitie s (F) 
r 1 _ r 

that are associated w ith (K ff) are also given in Table 4. 1 Thus 
. · e r 

the approximate solutions, !H:
1 

(w) I and IH ( w) I, can be calcula­
· N 

ted from Eqs. 4. 59 and 4. 61 respectively. The results are shown 

in Figs. 4.4 and 4. 5 by the solid curves. In these figures the 

J 



Table 4. 1 MODAL PARAMETERS OF THE QUADRUPLE-LA YER SYSTEM 

MODAL NO. II NATURAL FREQUENCY MODAL PARTICIPATING FACTOR · 

r II 1..u (rad/ sec) D (j)(-H ) (F) >!< 
r r 1 r 

1 6.137 1. 645 1. 32 

2 13.033 -0.951 3.98 
I 

3 22.400 0.587 2.32 

4 II 29.638 -0.438 4. 00 

5 \ 39.241 0.309 1. 80 00 
O" 

6 46.961 -0.259 5.03 

7 55.277 0.168 1. 00 

8 . 66. 550 -0.161 2.08 

9 73.317 II 0. 164 2. 31 ' 

10 83.600 

II 
-0.170 

II 
3.75 

11 89.504 Q.152 3. 18 

12 

II 
100,847 II -0.126 II 2. 12 

13 107.152 II 0.123 II 7.97 

* (F)r is, from Eq. 4. 50, equal to (Keff)r/pN+l cN+l · 
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corresp onding exact solutions, IH
1 

(w) I and IHN(w) I, are shown by 

the da s:he d curves. A comparison betwe e n the approx imate and 

exact s o lutions indicates that, by conside ring the contributions 

from the first 13 modes, excellent accuracy is achieved in the pre ­

scribe d. range of frequencies. Observe that the accuracy of the 

approximate analysis is proportional to the number S used. On 

.the .. 0th.er hand, for a fixed number S the accuracy is seen to de­

crease w ith frequency, being b e tter at low er frequencies. 

· \ It is desired to compute the transient response at the 

surfac e of the layered system to earthquake -like excitation by 

both the ray-tracing technique (exact 5olution) and the method of 

continuous modal analysis (approximate solution) . In order to 

see the influence of the duration of the input, two input functions 

of different duration will be used. The first has a duration of 2 

seconds and the second has a duration of 10 seconds·. Hereafter, 

they will be referred to as input function (a) and input function (b) 
, 

respe ctively. Both input functions were digitized in the time in-

terval o f D.T equal to 0. 025 second. Since the first model requires 

a veloci ty input, the two input functions will b e taken as . (y) and 
a 

(y}b res pecti_vely for the time being, and are shown in Fig. 4. 6. 

The exact solution for the corre spending surface response, 

-u
1 
(-H

1
,. t), was computed by the ray-tracing technique. The given 

layered system was subdivided into 29 sublayers, i.e., Lis equal 

to 29 in Eqs. 3.16 and 3.17. The constant .At is, in this case, 

equal fi:o 0. 0125 second. Hence, by assuming the time is zero 

when t h e incident wave hits the base, the first signal will arrive 

at the s urface at a time t
1 

given by Eq. 3. 17 
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t = L.6. t = 0 . 3 6 2 5 s e c 
l 

With ACU = 0. 005 imposed on Eq. 3. 20, the whole numerical scheme 

stopped at a time instant tK equal to 4 . 3 7 5 seconds where K = 119. 

The exact solution is then," from Eq. 3. 22, 

119 

{i 1-( H 11t-) = l l»)r(t-tj) 

j = 1 

(4. 63) 

where A
1 

has been given in Table 2. 1 to be 5. 39. Since ~Tin this 

case is equal to 2~t, the constant Min either Eq. 3.23 or Eq. 3.24 

is equal to land, therefore, u
1
(-H

1
,t) is digitized in a time interval 

of ~T also. With (y)a and (y)b as the input functions, the respo:ises 

computed are shown in Figs. 4. ?(a) and 4. 8(a) respectively. 

To find the approximate solution for {i.
1 
(-H

1
, t), Eq. 4. 52 

was solved numerically on an IBM 7094 digital computer. Since S 

is equal to 13, there are 27 first order differential equations con-

. tained in Eq. 4. 52. The subroutine "DIFSYS" written by the com­

puting center at the California Institute of Technology was adopted 

to solve Eq. 4. 52. This subroutine is based on the method developed 

by Bulirsch and Stoer(Z9), which is an extrapolation method having 

advantages over the well known Runge -Kutta method and the method 

of Adams, Moulton and Bashforth in that it provides more accurate 

results but needs fewer ope rations. For instance, at the same 

level of accuracy this method executes tw.ice faster than the Runge-

. Kutta method of the third order. With (y) a and (y)b as the input 

functions; the approximate solutions computed for {i
1 
(-H

1
, t) are 

shown in Figs. 4. 7{b} and 4. 8(?) respectively to compare with the 

corresponding exact solutions. The excellent agreement between 

. . 
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the approximate and the exact solutions is expected because of 

the good accuracy of the approximate transfer function, _ l:H
1 

(w) I, 

achieved previously. 

The approximate s elution for the base response, uN( 0, t), 

was also compute d during the numerical solution of Eq. 4. 52. 

Figure s 4. 9(a} and 4. 9(b} show the computed results with (y} 
a 

and (y).b respective ly as the input. 

Comparing ~l (-H
1

, t} with 2y(t), where Zy(t} would be the 

motion at the surface of the foundation if the superficial layers 

were absent, indicates a general amplification factor of about 2 

to 3 for the amplitude of the input ·motion, with a factor of 3 for 

the maximum amplitude. The duration of the output is about 50% 

longer than that of ~he input. On the other hand, a comparision of 

uN{O, t} with 2y(t) indicates a remarkable resemblance between 

these two motions. As the stiffness of the foundation increases, 

such resemblance can be expected to be closer and, in the limiting 

case when the foundation is so stiff that the impedance ratio CTN 

becomes zero, uN(O, t) will be identical to 2y(t) according to theory. 

Since in general the foundation of a given layered system is more 

or less deformable, the error involved in taking the base motion 

as 2y(t) would be proportional to the value of CTN. In actual appli­

cations it implies that certain error can be introduced if the motion 

recorded at the basement level of a building during an earthquake 

is used as the input for dyn_amic analysis of so~e other structures. 

In dynamic analysis of ground motion, one of the quantities 

in which engineers are most interested is the velocity spectrum, 

S , defined as the maximum response of relative velocity of a 
v 
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single-degree -freedom oscillator having a certain undamped natural 

period {or_ undamped natural frequency) and a certain fraction of crit-

ical damping, n. Thus, by considering the input functions as accel­

erations, the velocity spectra for (y)a and (y)b were computed and 

are shown in Figs. 4. lO{a) and 4. lO(b) respectively. Also in Fig. 

4·. 11 and Fig. 4. 12 are shown the velocity spectra computed for 

both the exact and the approximate solutions of {i.
1 
(-H

1
, t). The 

natural periods of the layered system, T , r = 1, 2, · · ·, 7_, are 
r 

marked in all the output velocity spectra. Comparing the output 

spectra with the input spectra leads to the following conclusions. 

(a} It is more reliable to examine the damped spectra 

to see the effect of a layered system on the output spectra because, 

in general, undamped spectra are highly oscillatory. If a large 

hump observed in the output spectra is associated with a prominent 

resonance of the layered system, this hump will be observable in 

both the undamped and the damped spectra. For instance, a large 

hump is consistently observe~ even in the damped output spectra 

around the fundamental natural period T 
1 

[see Figs. 4. 11 (a) and 

4. 12(a)]. 

(b} A hump consistently observed in both the undamped 

and the damped output spectra is not necessarily associated with 

the resonant ·effect of a layered system. It can be associated with 

strong frequency components of the input motion that produce a 

hump in the input spectra too. For instance, two prominent humps 

are observed in the output spectra shown "in Fig. 4. 11. The first 

hump located around T 
1 

is doubtlessly associated with the resonance 

in the fundarnent.l mode of the layered system, but the second 
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hump located between T 
2 

and T 
3 

is associated with some strong 

frequency components ~f the input {y)a that also produce a hump 

in the input spectra shown in Fig. 4. 1 O{ a ). Therefore, without 

knowing the input spectra it is not immediately clear if a hump 

observe d in ·the output spectra is as s ociate d with a la ye red sys -

tem. 

(c) Except fo.r ,.the .. fu..i;u:lamental. mode., .the r,e .s0na.nt ef­

fects of the higher modes are not clearly reflected by the output 

spectra. To see more precisely the amplifying effect of the given 

layered system, we compute the direct spectral ratio, R(S ), be-
. . v 

tween the output and input spectra associated with the same frac-

tional critical damping. 

In Figs. 4. 13(a) and 4. 13(b) are shown the spectra ratios 

computed for the velocity spectra of the approximate surface re -

sponses to (y)a and (y)b respectively. The amplification spectrum, 

AMP(w), is also shown accompanying the spectral ratios. Some 

qualitative observations are made of the spectral ratios as follows: 
I 

(a) The undamped spectral ratio indicated by the thick 

solid lines follows closely the amplification spectrum. In other 

words, multiplication of the input spectra by AMP(w) will give the 

output spectra approximately. The undamped spectral ratio oscil-
' 

lates about AMP(w), being below AMP(w) around each of the natural 

frequencies but above AMP(w) elsewhere. 

(b) In general, aroun~ every natural frequency of the sys­

tem the spectral ratio associated with lar_ger spectral damping is 

· more depressed, but such tendency is reversed elsewhere. In 

other words, the oscillatory nature of the spectral ratio decreases 

with increasing spectral damping. As a consequence, the damped 

spectral ratio tends to converge to a straight line with increasing 

spectral damping. 
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{c) Damped spectral ratios are more sensitive to the 

duration of the input motion than are the undamped ones. For a 

. given spectral damping, n, the shorter the duration of the input, 

the less oscillatory the damped spectral ratios will be. Hence, 

according to observation (b) the rate at which the damped spectral 

ratios conyerge to a straight line will be faster for a shorter dura­

tion of the input. In actual applications, it implies that, if the in­

put motion is of an impulse type or has very short duration, a 

linear amplification of the damped input spectra gives the corres­

ponding output spectra approximately. 

C. The First Model for Linearly Viscoelastic Layered Systems 

It was proved that the first model is exact for a nonviscous 

layered system. However, for a linearly viscoelastic layered sys­

tem this model is no longer exact. The analysis of the model with 

viscosity present in the layered media will be somewhat more com­

plicated. In the following discussion a lumped representation of the 

model will again be treated first, and the method o'f continuous 

modal analysis is treated later. 

( 1) The Method of Lumped Masses 

To take into account the viscosity of the layered system, 

a lumped-mass representation of the model similar to the one shown 

in Fig. 4. 2 can be used, except that viscous dashpots must be in­

cluded. Governing differential equations ·similar to Eqs. 4. 11 and 

. 4. 12 can be written as 

. . 
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[M]{x(t)} + [c]{5c(t)} + [K]{~(t)} = -iiN(O, t){m} (4.64) 

( 4. 65) 

The additional damping matrix, (CJ, is also an RxR symmetrical 

matrix, assumed to be full of nonzero elements for the time being, 

namely, 

C .. = C .. f. 0, 
lJ Jl 

i,j = 1, 2, R (4. 66) 

Physically, Eq. 4. 66 means that each mass, . m., is in general con-
1 . 

nected to every other mass m. by a dashpot d .. as well as to the 
J lJ 

base by d ..• Hence, the off-diagonal elements of [C] are given by 
11 

c .. = -d .. , i/.j 
lJ lJ 

and the diagonal elements are 

j=l 

d .. 
lJ 

Consequently, the shear force !JN( 0, t) in Eq. 4. 65 is given by 

R 

2 
j=l 

(4.67) 

Except for a few simple cases, usually the construction 

of the damping matrix is complicated. Besides, the damping ma­

trix thus constructed may not, in general, be diagonalized by the 

orthogonal transformation that diagonalizes both [M] and [K], and 

the technique of modal analysis will not b~ applicable to solving 

Eqs. 4.64 and 4.65. One way to remove such difficulty is to impose 
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the condition that the system is classically damped such that all 

three matrices, [M], [C] and [K], can be diagonalized simultane­

ously under the orthogonal transformation defined by Eq. 4. 18. 

Then the system can be analyzed directly in the transformed do­

main without having to construct [C], where the damping in each 

of the normal modes will be determined directly from the exact 

transfer function of the layered system. From these modal 

dam pings, if desired, the damping matrix can be constructed by 

a reverse process. 

For the lumped system to be classically damped, a nec­

essary and sufficient condition is that the damping ma tr ix can be 

expressed as a Caughey's series(
3

0)' 

R 

(C] = (M] l q/[Mr 1[K])j-l 

j=l 

( 4. 68) 

where the coefficients q. are arbitrary constants yet to be deter-
J 

mined. The proof of the nece·ssity and sufficiency of the C aughey 's 

series for a passive system to be classically damped was given by 

O'Kelly ( 3 0)_ 

According to Appendix II, the normal mode matrix defined 

in Eq. 4. 18 transforms the damping matrix as follows 

R 

[A]T(C](A) = l qlt\_2]j-1 

j=l 

where it is defined 

[ 'i\ 2]0 = [ ] .u I = ~dentity matrix 

(A.II.2) 
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If only the first S modes are taken into conside ration in actual anal­

ysis~ a revised damping matrix can b e obtained by using only the 

first S terms of Eq. 4. 68 as 

s 
[c'J = [MJ I qj((Mr

1
[KJ)j-l 

j=l 

(4.69) 

Thus, similar to Eq. A.II. 2, the revised damping matrix is trans­

formed as 

s 
[B] = [A]T(C 1 ][A] =I q}A2]j'-l 

j=l 

- 2~lc:;l 

= 

if we set 

s 

I . ,.J 2(j-l) 
213 w = q.w , 

r r J .r 

j=l_ 

(4.70) 

r = 1, 2, R (4.71) 

· .. 
,J - th 

· In Eq. 4~ 71, 13r is the fraction of critical damping of the r mode. 

Equation 4. 70 demonstrates how [3 can be derived from a 
r 

classically damped system if [C 1
] is known beforehand. Since [C 1

] 
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is actually not available, ~ will be derived directly from the exact 
r 

transfe r function of the layered system, as we have proposed. Then, 

if the construction of [C ']is desired, the reverse process given in 

AppendL.-x III can be used. Obviously, the matrix [ C '] constructed 

this way is not unique, dependi:lg on the number S. 

By using Eqs. 4. 20 and 4. 70, Eq. 4. 64 is transformed 

into an u ncoupled system as 

•. T 
-\iN( 0, t)[A] {rn} 

or. in terms of the modal equations, 

R 

~ (t) +2~ w ~ (t) +w 2v (t) = -\iN(O,t} \A. m , r = 1, 2, R 
r r r r r r L ir r 

i=l 

Using again the transformed normal coordinate, ~r(t}. defined in 

Eq. 1· 22, the final system of equations to be solved is, if only the 

first S m odes are considered, 

( ~ (t) + 2'{3 wt (t) + w 2~ (t) = -~N(O, t}, 
) r rrr r r 

l . 
PN+lcN+l[uN(O,t) - 2y(t}] + ~N(O,t) = 0 

r = 1, 2, s 
(4. 72) 

(2) The Method of Continuous Modal Analysis 

Analogous to Eq. 4. 72, the system of equations to be solved 

in this method will be 

- • 2 
·{ ~ (t} + 2f3 w s (t) + w s (t) = -~N(O,t) r r r r r r 

PN+lcN+l(~N(O,t) 2y(t)] + O"N(O,t} = 0 

r = 1, 2, s 
(4. 73) 
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where (3r and o-N(O, t) are yet to be determined. In the following, 

the determination of {3 is discussed first. 
r 

- Denote by IHI, N(w) I the exact amplitude transfer function 

of the layered system between u
1
(-:1

1
,t) and uN(O,t). For a line­

arly viscoelastic layered system of which the media obey the stress­

strain law, Eq. 2. 3, IH
1 

(w) I can easily be obtained from Eq. 2. 28 
,N 

IH (w)I = 
1, N 

2 2 
f I (w, -H

1 
)+g

1 
(w, -H

1
} 

2 I 2 
ReN+l + ImN+l 

(4.74) 

Let a representative portion of IHI N(w)I be as that shown in Fig. 
' 

4. 164 An approximate formula commonly adopted by structural 

engineers to determine the damping of a particular mode, say, the 
th 

r mode, of a building from the response curve of resonance test 
. {31) 
lS 

. ilw 
r 

2w 
r 

(4.75) 

where .£\w is the horizontal distance between the two half-power 
r · 

points A and B, as shown in Fig. 4.14. The use of Eq. 4. 75 re-

. quires that the damping in the structure be small enough so that, 

at the resonant frequency w r, the contributions to IHI, N(w) I from 

all modes other than the rtli mode itself are negligible. However, 

Eq._ 4. 75 is invalid for approximate analysis of the model mainly 

because of the following reasons: 

(a) In applying Eq. 4. 75 it is assumed that the frequency 

at which a local maximum of tl?-e resonance curve takes place is 

a natural frequency. But, as shown in Fig. 4. 14, it is not uncom-

mon that at a natural frequency, say, w of the layered system 
r+I 
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the transf•'! r function is not a local maximum. The local maximum 

occurs at a frequency w' 
1 

which can be some distance from w 
1

. 
r+ r+ 

(b} For viscous layered systems the transfer function 

usually is attenuated with increasing frequency. Hence, at a higher 

natural frequency such as wr+l the half-power points may not even 

exist. 

- (c) The modal da~pings in the model need not be small, 

and hence the assumption that modal interference can be neglected 

is no longer valid. 

Since Eq. 4~ 75 is not applicable, the following method is 

develope d instead. The basis of this method is to match the approxi­

mate amplitude transfer function, IH:
1 

N(w)I , with the exact one, 
• 

IH
1 

• N(w)I, at each natural frequency w r for r = 1, 2, • · ·, S, 

name ly, 

(4. 76) 

The exact transfer function has been given in Eq. 4. 74. To find the 

approximate transfer function, · let us assume a steady-state input 
iwt 

y(t) = e • The steady-state response at the base can be written 

·after Eq. 4. 57 as 

Then, Eq. 4. 73 gives the steady-state solution for s (t) as 
r 

-j.0 
r 

~ (t} = uN(O, t)X e 
r r -

where, with n = w/w ' it is defined that 
r r 

(4. 57) 

( 4. 77) 
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. n z 
r 

x en '~ ) = -;::=======­
r r r Jc1-n2)2+(2~n)2 

r r r 

and (4. 78) 

-1 e en '~ ) = tan r r r 

2~ n 
r r 

1-n 
2 

r 

Substitutin g z
1 

= -H
1 

into Eq. 4. 56' gives the steady-state surface 

response 

s 
u

1
(-H

1
,t) =I Dr(l)(-H

1
)sr(t) +uN(O,t) 

r=l 

Equations 4. 77 and 4. 79 together give 

with 

-1 
i.p (w) = tan 

1, N 

s 
L D (l)(-H )X sin8 

r=l r 1 r r 

s (1) 
1+-£ --0 (-H)cos8 X 

· r 1 r r 
r=l 

and 

s 
IH

1
,N(w)I ~ {[l + l Dr(l)(-H;)Xrcos8]

2
_· 

r=l 
s 

+ [ \ D (l)(-H
1
)X sin8 ] 2}i L r r r . . 

r=l 

(4.79) 

(4.80) 

(4. 81) 

(4.82) 
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Now, go back to Eq. 4. 76 which is to be solved for f3 
r 

by iteration. To start the iteration , an initial value for each f3 
r 

has to be specified. As a first approximation, we can neglect the 
- th 

contributions to IH
1 

N(w ) I from all modes other than the r mode, 
' r -

and hence Eq. 4. 82 becomes 

I~ (l)C-H )I 
· '"l'H (·w ·) ! -~ r 

1 

1, N r Z!3 ( 1) 
r 

r = 1, 2, s 

which, when substituted into Eq. 4. 76, produces the first approxi­

mation of f3 
r 

= 2IH (w )I ' 
l, N r 

f3 ( 1) 
r 

ID (l)(-H )I 
r 1 

r = 1, 2, s (4.83) 

Using f3 (l) as initial values, the iteration can be carried out. The 
r 

first round of iteration begins from the first mode. Using f3 ( 
1

) in 
r 

computing IHl,N(wr)I, Eq. 4. 76 yields 

D (1)(-H ) 
1 1 

2 (2) 
f31 

= 

s 

I (1) (1) . e (I) 
D. X.(w

1
,13. )sin .(w

1
,13. ) 

J J J J J 
j=2 

+ = B or B _ 

+. 
where B is obtained by taking the plus sign in front of the radical 

sign and B by the minus sign. If B + a.r;d B- have opposite signs, 

the one with the same sign as that of D 
1 
(1) (-H

1
) will be used. How-
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+ -
ever, if B and B are of the same sign the one that has the larger 

. (2) 
absolute value will b e used. The last equation provides 13

1 
as the 

(2) 
second a pproximation of 13

1
. For r = 2, 3, · · ·, S, 13r can be com-

puted in the same manner, except that the newly computed modal 

damping s, 13.(
2

), j = 1, 2, ···, r-1, are always used instead of the 
J 

old value s 13 .(l) in eva luating IH
1 

N(wr)!• 
. J ' 

The above process is repeated to improve the accuracies 

f h . d d 1 d . A h . l ·th . . h 1 o t e i t ,e rate mo a amp1ngs. t t e q- iteration t e genera 

formula for calculating 13 .(q) is 
. r 

r-1 S 
2 

+ \ D_(l)X.(w ,13.(q})cos8. + \ D_(l)X.(w ,13_(q-l}}cos8J 
LJ Jr J J L J Jr J J 
j=l j=r+l 

[

D ( 1 ) r-1 s 2 l 

+ \ D . (1 ) X . ( w , 13 . ( q - l ) ) sin 8 J l 2 

r l (1) (q) . e + ( .> + D. X.(w.13 . )sm . 
2j3 q J J J J J L J Jr J J} 

r j=l j=r+l ·- ( 4. 84) 

Defining 

113 (q} - l3 (q-l)I 
(ERR) (q} = _r ___ r ___ x lOOo/o 

r l3 (q) 
r 

(4. 85) 

as the error of l3 (q), the iteration proc.ess can be stopped at any 
r . - . 

desired accuracy whenever the following ~ondition is fulfilled. 

(ERR} {q) ~ prescribed accuracy for r = l, 2, · · ·, S 
r 

( 4. 86) 
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The proce ss converges very rapidly, and usually 3 to 5 iterations 

are sufficient to obtain modal dampings with a maximum error 

within l % • 

Having defermined !3r' the shearing stress crN(O,t) in Eq. 

4. 73 is de-rived as follows. To derive crN(O,t) formally by expanding 

the expression µN[oxN(zN, t)/ozN] evaluated at zN = 0, as was done 

in Eq. 4. 45 for a nonviscous layered system, is extremely compli­

cated. Instead, a parameter (C ff) - effective damping coeffi-
. e r 

cient - is introduced in the same manner as (m ff) and (K ff) 
. e r e r 

were introduced in Eqs. 4. 48 and 4. 46 respectively. Hence, we 

can write 

r = l, 2, s (4.87) 

and, analogous to Eq. 4.47, crN(O,t) can be written as 

s 
\' . 
J [(C ff) S (t) + (K ff) S (t)] 
Li e r r e r r 

(4.88) 

r=l 
... .....e .. ... 

Thus, with (F)r defined in Eq. 4. 50 as (Keff)r/pN+l cN+l and with 

(4. 89) 

Eq. 4. 73 is rewritten as 

r = l, 2, s 
( 4. 90) 

s . 
2y(t) I [ ( Q) ~ + ( F) S ] =· 0 

r r r r 

r=l 
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Again, using the transformation defined in Eq. 4. 49, . i.e., 

f (t) = s (t ) + uN(O, t) 
r r 

Eq. 4. 90 is reduced to a system of 2S +l first order differential 

equations as 

0 

where {'tl(t)} and [A
2

]SxS were defined in Eqs. 4.53 and 4.55 respec­

tively, and 

s 

QQ = 1 +I (Q)j 

j=l 

s 

FF = - [I (F)rYQQ 

r=l 

(Q) = (Q) /QQ r r · 

(F) = (F) /QQ 
r T 

. (4.92) 
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[B)SxS = 

and 

2r3 w 
r r 

""-

{4. 92 cont.) 

Equation 4. 91 can be solved numerically for f r(t) and uN(O, t) to ob­

tain the desired response, u.(z . ,t), fro.m Eq. 4. 56. Observe that 
J J 

Eq. 4.52 can be deduced from Eq. 4.91 by setting~ = 0 for r = 1, 
r 

2, > s. 
To check the accuracy of the approximate analysis which 

takes in to account the contributions from the first S modes only, 

the appr oximate amplitude transfer function, IH:
1 

(w)I, will be derived 

to comp are with the exact one, IH
1 

(.w} I. For a steady-state input 
iwt 

y{t) = e , Eqs. 4. 77 and 4. 57 give the steady-state responses of 

£r(t) and uN(O, t) respectively as 

and 

where 

-i9 
r £ (t) = uN(O, t)X e 

r r 
r = 1, 2, s 



and 

· I I 7 

s 
I + ~l X r(F) sin8 

rl r r 
- w(Q)r cos8 r] 

r=l 

s 
B

1
{w) = .!_ \ X r(F) cos8 + w(Q) sin8 J 

w /.; rL r r r r 
r=l 

- -1 lJl (w) = tan 
N 

(4. 94) 

Therefore, the approximate solution for the amplitude transfer 

function IHI (w)I is 

(4.95) 

in which IH
1

, N(w)I has been given in Eq. 4. 82. 

(3) Numerical Examples 

- The quadruple -layer system that was used to demonstrate 

the applicability of the first model will be used here with the ex­

ception that the layered media are now assumed to be standard 

linear viscous solids. The parameters T. and r. that describe a 
J J 

standard linear model were given in colurrms (5) and (6) of Table 

2. 1. Equation 4. 74 then provides the values of IHI, N(w) I evaluated 

at the first 13 natural frequencies, which-are listed in Table 4. 2. · 

With a maximum error of Io/o prescribed, the iteration process de­

fined by Eq. 4. 84 yields the modal fractiqns of critical damping 
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Table 4. 2 MODAL DAMPINGS OF THE 4-LAYER SYSTEM 

COMPOSED OF STANDARD LINEAR VISCOUS SOLIDS 

MODAL MODAL FRACTION EFFECTIVE DAMPING 

NO. OF CRITICAL COEFFICIENT 
DAMPING (EQ. 4. 92) 

r IH (w )I f3 r ( %) (Q) 
l, N r r 

1 136.27 0.604 0.00260 

2 42.87 1. 109 0.00627 

3 . 12. 51 2.333 0.00487 

4 8.09 2.664 0.00719 

5 3.46 4.273 0.00392 

6 2.99 3.916 0.00840 

7 1. 19 6.270 0.00227 

8 0.86 6.088 0.00380 

9 0.71 . 7. 314 0.00461 

10- 0.47 7.416 0.00666 

11 0.34 9.926 0.00705 

12 0. 16 8.940 0.00376 

13 0.12 10.275 0.01528 

after eight iterations. The results together with (Q) computed 
r . 

from Eq. 4. 92 are given in Table 4. 2. The computing time cost 

in finding the modal dampings by digital computer is very small. 

The 13-mode app.roximations, IH (w)I and IH {w)I, are 
- · 1 N 

. shown together with their exact counterparts, IH
1 

(w) I and IHN(w) I, 

in Figs. 4.15 and 4.16 respectively, whe~e, by definition IH
1

(w)I 

is equal to the amplification spectrum AMP(w). A comparison 

between the approximate and the exact transfer functions indicates 

.. 
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that, by considerin g the contributions from the first 13 modes, 

the approximate analysis is sufficiently accurate in the prescribed 

frequency range. 

The transient response of the layered system was com­

puted by solving Eq. 4. 91 numerically on a digital computer. The 

inputs used in the calculation are the functions (y) a and (y)b which 

_are .sh.own .in.Fi,g . 4. 7. In Figs. A . 17 a nd 4. 1.8 are shown the re­

sults respectively computed for the surface response and the base 

response. Although e x act solutions for the surface response are 

not available for comparison, the approximate solutions can be 

expected to possess sufficient accuracy comparable to that achieved 

for the approximate transfer function. Attenuation of the high fre­

quency components is obvious when the surface response is com­

pared with that obtained for the nonviscous layered system. On 

the other hand, the base response differs only very little from 

that computed for the nonviscous layered system, which leads to 
' 

the conclusion that the base motion is not so sensitive to the pres-

ence of viscosity in the system as is the surface motion. 

Velocity spectra were computed for the surface responses, 

and are shown in Fig. 4.19. The effect of viscosity contained in the 

layered media is clearly exhibited by the rapid decaying of the 

· spectra toward the shorter-period end. For periods longer than 

0. 5 second the spectra differ only slightly from the corresponding 

spectra computed for the nonviscous system. 

Spectral ratios, R(S ), were also computed, and the re-
. v - . 

sults are shown in Figs. 4. 20(a) and 4. 20(b). The conclusions 

drawn previously for the spectral ratios of the nonviscous layered 
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system remain valid here, except that the spectral ratios in this 

case have small divergencies toward the high frequency end. 

Finally, it should be pointed out that in approximate 

analysis of the first model for a viscous layered system a 

smaller number S may be used when compared with that needed 

for analysis of a nonviscous layered system. For instance, we 

,,can u,s.;.e. S ::: .LO instead ,of 13 in .the .last example while the accuracy 

of the approximate analysis remains satisfactory. The re as on for 

this is that the higher modes are damped so much that their con­

tributions to the transfer functions in the pre scribed range of 

frequency are practically negligible. The allowance for using 

a smaller nurnber S implies some savings of the computing time 

required for the approximate analysis. 

D. The Second Model 

~umerical examples given for demonstrating the first 

model showed the resemblance between the base motion uN(O, t) 

and the input 2y(t). It was argued that such resemblance is closer 

with increasing rigidity of the foundation. In terms of transfer 

function, it means that fHN(w)I is approaching the constant I .when 

the impedance ratio aN is decreasing. Wh~n aN becomes zero, 

IHN(w)I is simply equal to 1. This observation suggests that, if 

aN is small, a second model as a further approximation of a given 

layered system can be established by ass:iming that the base mo­

tion is identical with the input motion 2y(t). 

The model is obtained by replacing the dashpot D in the 

first model by a rigid one to provide the identity between the base 

motion and the input, while the energy lost into the foundation due 
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to its deformability is accounted for approximately by incorporating 

artifically an appropriate amount of viscous damping in the shear 

beam. An S-mode representation of this model in terms of the 

transforme d normal coordinates, s {t), is shown in Fig. 4. 21 
r 

where g (t) was defined in Eq. 4. 40. The method of continuous 
r 

modal analysis will be used for the approximate analysis of this 

-mode l. 

( 1) The Method of Continuous Modal Analysis 

Since aN is assumed zero for the model, we have 

uN{O,t) - 2y{t) 

and (4. 96) 

(F) · = (Q) - 0 for r = 1, 2, S 
r r 

with (F) and (Q) defined in Eqs. 4. 50 and 4. 89 respectively. Hence, 
r r 

the e ,quations of motion describing the model can be deduced from Eq. 

4. 90 as 

.• . • 2 s (t) + 2~ w s (t) + w s {t) = -2y{t), 
r r r r r r 

r = 1, 2, s (4. 97) 

There are three important points to be noted when Eq. 4. 97 is used. 

(a) The modal fractions of critical damping in Eq. 4. 97 
I 

are diffe rent from those for the first model because ~ in the second 
r . 

model includes an artificial part accounting approximately for the 

energy l ost into the foundation. Conseque_ntly, unless a N is actually 

zero in the given system, there is always_ some damping in the model 

even if t he given system is non viscous. 
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(b) The input motion is taken to be an acceleration input, 

y(t). rather than a velocity input as in the first model. Therefore, 

the corresponding response to be computed is the acceleration re­

sponse u.{z.' t): 
J J 

(c) The number S is not necessarily the same as that 

used in the first model. As a matter of fact, numerical examples 

. .. giv:en later reveal that, if wJ is the lar,gest natural frequency in­

cluded in the prescribed frequency range, a rule. of thumb for 

estimating S is 

s = J + 1 (4.98) 

which is compared with Eq. 4. 62. 

It should be pointed out that the second model is expected 

to give good results only at or near the surface of the layered sys­

tem. Fortunately, the region of validity of the model will . extend 

further downwards as the rigidity of the foundation increases. 

Since IHN(w)I is equal to 1 in the second model, we have 

IH (w)I = IH (w)I . IH (w)I = IH (w)I 
1 l,N N l,N 

with IH
1 

N(w)I given by Eq. 4. 82. The basis for determining the 
' . 

modal fraction of critical damping, [3 , which accounts for both 
r 

the viscosity, if any, in the layered media and the energy lost into 

the foundation,is to match IH
1

(w)I with the exact solution, IH
1

(w)I, 

at each of the first S natural frequencies. That is, 

r = L 2, s 

The iteration process defined by Eq. 4. 84 can then be used to 

solve Eq. 4. 99 for j3 , except that the function IH
1 

N{w ) I at 
r , r 

the left-hand side ofEq. 4.84 should be replaced by IH
1

(wr)I. 

.. 

(4. 99) 
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With f3 determined, Eq. 4. 97 can be solved numerically 
r 

for~ (t ) which, when substituted into Eq. 4. 56', give the accelera­
r 

tion response at the surface as 

D (l)(-H)¥ (t) + 2y(t) 
r --y r (4. 100) 

r=l 

Since E q. 4. 97 is already an uncoupled system, the numerical solu­

tion of each of the modal equations in Eq. 4. 97 will be extremely 

simple and time -saving. · 

(2) Numerical Examples for a Nonviscous Elastic Layered System 

The quadruple-layer system with nonviscous media will 

be analyzed to demonstrate the accuracy of the second model. To 

estimat e the number S to be used, let the prescribed frequency 

range be from 0 to 60 rad/ sec. According to Table 4. 1, the number 

J defined in Eq. 4. 98 is equal to 7, which implies S is equal to 8. 

With a maximum iterative error of 0. 5% imposed, the fractions of 

critical damping for the first 8 modes were computed by the itera­

tion process. The results shown in column (2) of Table 4. 3 are 

those obtained after two iterations. 

Shown in Fig. 4. 22 ·are the approximate transfer function, 

IH
1 

(w)I. computed from Eq. 4. 82 and the exact transfer function, 

IH
1

(w}I or AMP(w). Some deviations between the two solutions can 

be seen everywhere except at the natural frequencies where these 

two solutions were matched. A maximum deviation of 10% to 15% 

is seen at the valleys of the transfer functions. The value of a N 

for the given layered system is equal to o_. 506, and the accuracy 

of the foregoing approximate .analysis is considered to be accept-
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Table 4. 3 MODAL DAMPINGS IN THE SECOND MODEL FOR THE 

4-LAYER SYSTEM 

(I) (2) (3) 

MODAL NO . NONVISCOUS SYSTEM VISCOELASTIC SYSTEM 

. r ' · · 13 (°lo) f3r (°lo) r 

I 10.753 11. 366 

2 14.525 15.466 

3 4.875 6.956 

4 6. 811 9.182 

5 2. 178 5.993 

6 5.359 9.154 

7 0.876 5.850 

8 1_. 589 14.272 ... - .. --

able. For la.yered systems that have a smaller aN the accuracy 

of the approximate analysis will be improved . Note that the ac-

. curacy of the approximate analysis would not increase appreci­

ably even if a number S larger than that given by Eq. 4. 98 is used. 

The re as on for this is because the modal equations are uncoupled 

with each other and hence modal interaction is greatly reduced. 

To calculate the surface response, the functions (y) 
a 

and (y)b that were used as velocity inputs for the first model are 

taken as the acceleration inputs (y) and (y) respectively. To 
. a b · 

solve each of the modal equations in Eq. 4 .. 97 numerically, a sub-

·_ routine developed by Nigam and Jennings(
32

) was adopted. This 

scheme is superior to the well known Runge-Kutta method in that 

it is much faster and more accurate. Be:ides, this scheme gives 

an exact solution if the input function varies linearly between con­

secutive data points. The modal responses obtained from Eq. 4. 97 

. . .. 
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was substituted into Eq. 4. 100 to produce the surface response 

ii
1 
(-H

1
, t}. The results computed by using (y)a and (y}b respec­

tively as the input function are shown in Fig. 4. 23, which are 

compared with the exact counterparts shown in Figs. 4. ?(a} 

and 4. 8{a}. As a further comparison, the velocity spectra of 

the approximate surface responses are shown in Figs. 4. 24. 

The comparison between the 8-mode approximate solutions and 

the exact counterparts indicates that the accuracy of the approxi­

mate analysis is acceptable. Also, it is found that the time re­

quired for computing the approximate surface response is about 

one half that required for computing the exact response by the 

ray-tracing scheme. 

(3) Numerical Examples for a Viscoelastic Layered System 

The quadruple-layer system composed of media de­

scri1?ed by the standard linear model will be analyzed. By im­

posing a maximum iterative error of 0. 5% the iteration process 

produced the modal fractions of critical damping after four itera­

tions. The modal dampings are listed in column (3) of Table 4. 3. 

The 8-mode approximate solutions, IH
1
(w}I and \;

1
(-H

1
,t), were 

both calculated by following the same precedures used previously 

for a nonviscous layered system. In Fig. 4. 25 is shown IH
1 

(w) I 

together with the exact solution, IH
1 

(w) I. Comparing Fig. 4. 25 

with Fig. 4. 22 shows that the accuracy of the approximate analy­

sis for the viscous system is better than that involved in the anal­

ysis of the nonviscous system.· The 8-mode surface responses 

with {y)a and (y)b as input func~ions are shown in Fig. 4. 26. Finally, 

the velocity spectra of the surface responses were computed, and 

are shown in Figs. 4. 27(a) and 4. 27(b) respectively to compare 

with the corresponding spectra ·computed by the first model. 



10 

5 

5 

10 

15 

10 

5 

5 

10 

135 

( o ) 8- MODE SOLU. BY 2nd MODEL, 

DUE TO INPUT (y) 
a 

5 

I 
TIME (SEC) 

{ b ")DUE TO INPUT (y)b 

5 

TIME (SEC) 

10 

10 15 

Fig. 4. 23 SURFACE RESPONSE OF THE NONVISCOUS 4-LA YER 

SYSTEM 



136 
-

. (o) 

a- MODE APPROX . u
1
(-H

1 
,t) 

DUE TO INPUT (a ) 

n=0,0.05,0.1,0.2 

sv 
2.s1---1-1--+-11--~--+-1--\------+------+------i-------1 

2 . 

PERIOD (SEC) 

( b) 

8- MODE APPROX. u.t-H
1
,t) 

DUE TO INPUT (bl 

. n =o, 0 .05, 0.1, 0 .2 

3 

sv 
s~-++J-+--++--1--+---hf-l---->t---'k:--------r-----r-----i 

0 2 3 
PERIOD (SEC) 

Fig. 4. 24 OUTPUT VELOCITY SPECTRA OF THE NONVISCOUS 

4-LAYER SYSTEM 

l . 



10 

5 

0 

" I 
,11 

I A I 

I I 

(..)I · ro (A)z 20 c.:>3 30 

---- I H, (W) I I 8. MODE SOLU. SY 
SECOND MODEL 

----- IH1 (W)l OR AMP(w) 

40 w6 50 

W (RAD/SEC) 

w1 

Fig. 4. 25 AMPLITUDE TRANSFER FUNCTION OF THE VISCOUS 4-LAYER SYSTEM 

60 

........ 
i..iJ 
-.J 



138 

10 (a) 8-MODE SOLU . BY 2nd MODEL, 

DUE TO INPUT (y )a 

~ .... 
:i:-
• 
~ 

: :,-

5 
5 10 

10 
TIME (SEC) 

15 ( b ) DUE TO INPUT (y )b 

10 

5 

10 

15 

5 10 15 

TIME (SEC) 

Fig. 4. 26 SURFACE RESPONSE OF THE VISCOUS 4-LA YER SYSTEM 



- 139 

(·a) 

PERIOD (SEC) 

(b) 

PER 100 (SEC) 
2 

a-MODE APPROX. ~1 (-H1 ,tl 
DUE TO INPUT (o l 

n = 0, 0.05, 0 .1, 0 .2 

8 - MODE APPROX. ~1 (-H1 ,tl 
DUE TO INPUT (bl 

_n = 0, 0 .05, 0.1, 0 .2 

Fig. 4. 27 OUTPUT VELOCITY SPECTRA OF THE VISCOUS 

4-LA YER SYSTEM 

' . 

3 



140 

E. Conclusions 

Two modified shear beam models were presente d for tran­

sient analysis of a given layered system. The method of continu­

ous modal analysis was proposed to analyze the models. Numeri­

cal examples were given to demonstrate the applicability and the 

accuracy of both models. Some conclusions are drawn as follows. 

(1) 'The approximate analysis for the first model can 

achieve any desired degree of accuracy, but considerable computing 

time is needed . Hence, this model is not recommended for tran-

sien t analysis of a nonviscous layered system because either the 

ray-tracing technique or the second model is much more efficient . 

On the other hand, the nun1erical examples indicated that in com­

puting the transient response of a nonviscous layered system the 

approximate analysis for the second model takes only about half 

the computing time required by the ray-tracing technique. For a 

visco_us layered system the second model is again preferable be­

cause the ray-tracing technique is not applicable. 

(2) The analysis of the second model is much . simpler. 

But, this model is good only if the impedance ratio QIN is small 

enough and when only the response near the surface of the system 

is desired. Numerical computations suggested that, as a rule of 

thumb, for layered systems that have a value of QIN smaller than 

0. 5 the second model will be sufficiently accurate for practical 

interest. 

(3) Both models are applicable to any linear viscous 

layered system of which the media need not be described by any 

of the linear viscoelastic models mentioned in Chapte .r II. The 

iteration process enables one to determine the model dampings 
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of a given layered system so long as the transfer function is known. 

Hence. the energy dissipation in the layers can simply be described 

by certain modal fractions of critical damping while d escription by 

any viscoelastic model could be extremely complicated. 

(4) Both models can be extended to studying the analogous 

problem of structure-foundation interaction, with the foundation con­

sidered as a uniform half-space. Re.presentation of the foundation 

by a lumped mass and a spring was used by Fleming et ;1(
33

), 
(34) (35) . 

Lyc~n and Newmark , Thomson , etc., to study this problem. 

Such a simple representation is obviously insufficient. On the other 

hand, Kanai(ZO) id~alized a building as a uniform shear beam and 

the foundation as a homogeneous half-space (a single-layer system}. 

He reported good success in matching his theoretical computations 

·with e>....rperimental results, which suggests that a correct representa­

tion of the foundation by a half-space is necessary for studying the 

problem of structure -foundation interaction . 

. (5) There are two .s ources that can produce a prominent 

hump in the output velocity spectra of a layered system. The first 

is associated with the frequency components of the input motion 

itself, and the second is associated with the large resonance of a 

certain mode of the layered system. The numerical examples 

suggested that, if a layered system is to produce a prominent 

huinp in the output spectra, this hump should be observable in both ·· 

the undamped and damped spectra . 

. . 
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V. APPLICATIONS 

A. Introduction 

ThE;! studies reported in the preceding chapter analyzed an 

idealize-cl layered system subjected to vertically incident plane body 

waves. As P?inted out in Chapter I, the idealized layered model is 

.-.only . a .sim.plified .appro.ach . .ior. es.tirn.ating,.app.rox im.ately the in-

flue nee of actual local geology on arriving seismic waves. Thus, the 

applicability of the theory depends on the extent that the properties 

of the local geology and the arriving seismic waves deviate from 

those of an idealized layered system. Possible deviations between 

the properties of local subsoils and those of an idealized layered 
. n' _,..,. ... 

system are given below. 

(a) In general, actual subsoils are inhomogeneous and anisotro-

pie. ,Small-scale or highly localized inhomogeneities can cause signi-

ficant scattering of the arriving waves in an extremely complicated 

manner. 

(b) During earthquakes of moderate or small intensities, the sub-

soils may behave linearly with very small damping. However, if the 

seismic waves produce sufSiciently large deformation of the subsoils, 

the nonlinear, hysteretic behavior may have a significant 

infl 
(36, 37) 

uence. 

{c) The horizontal dimensi':ms of local- subsoils of practical inter-

est are finite whereas an idealized layered model extends infinitely 

in both horizontal directions. Hence, the theory will be applicable 

only if the horizontal dimensions of the subsoils are large compared 

with the depth. Besides, the layer interfaces in actual subsoils are 
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neither ideally smooth nor necessarily horizontally oriented. Such 

geom etric irregularities constitute -another facto r that can cause 

significant wave scattering and produce undesired seismic noise during 

ear thquakes. 

Besides the aforementioned deviations in the geological structures 

of local subsoils, it is also possible that the arriving seismic waves 

are far from being planar. As illustrated in Fig . . 1. 1, the ground 

moti on recorded at a station during an earthquake is, in general, due 

to both body _wave and surface wave arrivals, with the latter usually 

preceded by the former. The relative contribution of either type of 

waves depends on the epicentral distance and the focal depth of the 

earthquake considered. For deep-focus earthquakes, especially those 

with a sufficiently short epicentral distance, the body waves will be 

incident nearly vertically at the base of the subsoils. Moreover, 
, 

the body wave arrivals can usually be distinguished clearly from the 

surface wave arrivals. Hence, the theory can be expected to apply 

satisfactorily to the body wave arrivals if the subsoils are well de-

fined. For near shallow-focus destructive earthquakes, however, the 

nature of the seismic waves is much more complicated. In this case", 

the ground motion may be the result of waves arriving along different 

paths, and it appears that the response of the subsoils should be 

treated as a problem of two-dimensional w~ve propagation. For more 

distant shallow-focus earthquakes (50 to lOOmiles), the seismic waves 

will approach the local subsoils _essentially in the horizontal direction, 

and the response of the local subsoil_s can be estimated approximately 

by the theory only if the following wave length criterion is satisfied . 
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Let the profile of the subsoils be idealized as a rectangle with 

a horizontal dimension L and a depth H which is small compared with 

L, and let the incoming waves be approaching from the left. This is 

the situation shown in Fig. 5. 1, in which A is the wave length of a 

certain component of the incoming waves. If the half-wave length, 

>,./2, is comparable to or longer than the dimension L, as shown in 

Fig. 5. l{a), the whole layering will be shaken a~proximately in phase 

as if subjected to the excitation of vertically incident plane body waves. 

On the other hand, if >,./2· is shorter than L the motions of non-

adjacent particles, as illustrated by Fig. 5.1 (b), would be correlated 

so weakly with each other that resonant response of the whole layering 

as predicted by the thE ory is very unlikely. 

In the case that the body waves are obliquely incident, Haskell's 

matrix me thod can be adopted. (l 4, l S) Briefly speaking, Haskell's 

method deals with layering problems subjected to obliquely incident 

plane body waves, and the response of the layered system is computed 

in the frequency domain. 

Su~jected to all the previously mentioned limitations, the theory 

can reascnably be expected to estimate approximately the influence of 

well defined local subsoils upon longer-period seismic waves because, 

with longer wave Ieng.th, the waves would be less sensitive to the inhomo-

geneities of the subsoils and the irregularities in the geometric con-

figurations of the layer boundaries. Experimental examples demonstra-

ting the sensitivity of wave length to the structural irregularities of 

local geology were given by Phinney(3 B) and Ellis ·and Bas.ham. (39 ) 

Briefly speaking, the purpose of their experiments is to establish a 
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theoretical layered model for the local earth's crust by analyzing the 

ground surface motions recorded due to the P-wave arrivals from a 

number of teleseismic events whose epicentral distances were suffi-

ciently large to avoid the possible interference from surface wave 

arrivals. Since the authors were considering the crustal layers with 

a total thickness of approximately 10 kilometers, oblique incidence of 

the P- waves was assumed and Haskell's method was adopted for a 

theoret i cal analysis. The computed layered model was then compared 

with the local crust actually observed. Ph~nney carried out his experi-

mental work at .Albuquerque and Bermuda. Long-period P-waves 

within a frequency range of 0. 02 to 0. 2 cps were recorded at both sites 

for some distant earthquakes. From the recorded motions, theoretical 

layered models were _ computed for the earth's crust at both .Albuquerqre 

and Bermuda, and were found in good agreement with the actually ob-

served crustal structures. On the other hand, Ellis and Basham per-

formed their experiments on some deep horizontal sediments, about 

5 kilometers thick, at central .Alberta. Well-log data showed that these 

sediments are ve .ry well defined. Besides, the topography there is 

quite featureless. At four sites in central Alberta, short-period 

P-waves, ranging from 0.1 --<to 2. 5 cps in frequency, were recorded 

from 3 4 teles eismic events. The recorded motions were analyzed to 
/ 

obtain the theoretical models. Only moderate success was achieved in 

matching the theoretical models with the actual geological structures. 

The difficulty mainly came from the scattering of the sh?rt-period 

waves in the crust and the upper n1antle beneath the sediments. Such 

scattering was believed to be contributed by some apparent 
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inhomogeneities in the crust. Also, a dipping of the crustal boundary 

of approximately 15 degrees was required to explain an azimuth devia-

tion observed in the experimental results. Ellis and Basham finally 

concluded that to interpret the geological structures at central Alberta 

by using Haskell's method as applied to short-period P-waves is not 

appropriate. 

It should be pointed out that, even if the theory is applicable, 

the local subsoils need not produce any significant effect during an 

earthquake. To establish the condition under which significant 

resonance of the subsoils is likely .to take place, let us first examine 

some examples of actually recorded earthquake events. 

B. Examples 

(1) The Bor-rego Mountain Earthquake of 9 April 1968 Recorded at 

San Onofre 

The magnitude 6. 5 Borrego Mountain earthquake of 9April 1968 

triggered 114 strong-motion seismographs operated by the C_oast and 

Geodetic Survey in southern California and south - east Nevada. (4 0) 

One of the seismographs was installed at San Onofre. The epicenter 

was along the San Jacinto Fault Zone in southern California, and San 

Onofre is along the Pacific coast, approximately 85 miles to the west 

of the epicenter. Two separate shocks were recorded. The second 

trailed about 6 seconds behind the first. Both shocks apparently 

originated from very nearly the same source, and will hereafter be 

referred to as shock No. 1 and shock No. 2 respectively. For each 
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shock, horizontal accelerations in the N33 °E and the N57° W 

directions were i:-ecorded. The acceleragrams are shown in Fig. 

5. 2, from which it is seen that shock No. 2 has larger amplitude 

and longer duration than shock No. 1. 

Velocity spectra were computed for both shocks, and are 

·shown·'in F ·igs. ·5. ·3 and 5. 4 ·for the "N'57~-W corn:po·rre'rfts r .es·pectively. 

A comparison of the velocity spectra for the _corresponding com­

ponents indicates no similarity in the general spectral character­

istics nor coincidence in the locations of the spectral peaks. Since 

both shocks originated from approximately the same epicenter, 

traveled along the same wave paths, and finally passed through the 

same local geology, the spectral difference must be associated with 

the difference in the source mechanism. Hence, we conclude that 

the local geology at San Onofre did not have appreciable resonance 

influence on the two shocks recorded. Two possible reasons are 

given below to explain the apparent suppression of the local geologi­

cal effect. That is, either because the ground layers are not well 

defined and the nature of the arriving waves was so complicated that 

resonance of the ground_ according to the theory did not occur, or 

.. because the amplification spectrmn of the ground layers is so flat 

that no prominent resonance would occur even if the ground layers 

behaved in accordance with 'the theory. 
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The foregoing example reveals that the local geology may not 

produce any significant effect on arriving seismic waves while the 

source mechanism, .on the other hand, may play an important role in 

determining the general characteristics of the ground spectra. 

(2) The Strong-Motion Earthquakes Recorded in Mexico City. on 

11 and 19 May 1 962 

For the strong-motion earthquake recorded at Mexico City, 

Mexico on 8 July 1957, Zeevaert (
4

) reported an observed dominant 

period of 2. 5 seconds. Later in 1962 two strong-motion earthquakes 

of magnitude 7 to 7. 2 5 we re again recorded at Mexico City on 11 May 

and 19 May. Both events originated at a distance of approximately 

150 miles from the city. For each event, records were obtained from 

two accelerometers, one installed in the basement of the 43-story 

Tower Latino Americana (T. L.A.), the other at the ground surface of 

the Alameda Park (A. P.) which is only two blocks from T. L.A. The 

~ccelerometers installed in the basement of T. L.A. was 26 feet below 

the ground,..u.rface. 

During each earthquake, two horizontal components of the 

ground accelerations were recorded. Hence, a total of eight accelero­

grams were obtained, of which' the velocity spectra have been computed 

by Jennings. (4 l) Four of the velocity sp;ctra are shown in Figs. 5. 5 

and 5. 6. A prominent hump located around the period of 2. 5 seconds 

3.ppears in all _of the spectra. Such unusual phenomenon could not have 

been due to any structure-foundation interaction for the ground motions 
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recorded at the T. L.A. site because the A. P. records revealed 

simila r s pectral characteristics yet the A. P. site is not adjacent to 

any building. Doubtlessly, the dominant period observed in the ground 

motions was associated with the mechanical behavior of. some unusual 

subsoil layers underneath Mexico City. 

The central part of Mexico City is located at the west side of 

the lake bed of the ancient Pleistocene Lake which occupied the basin 

of the Valley of Mexico. The basin is primarily composed of soft 

alluvium and Jacustrine sediments. At both sites in Mexico City, the 

first 100 to 150 feet of subsoils are layers of very soft clay with an 

average water content of 170% up to 300% and a shear wave v elocity of 

150 to 500 ft/ sec. For both earthquakes, the amplitude of the ground 

motions recorded at the A. P. site was consistently twice as large as 

that of the motions recorded at the T. L.A. site. By using a shear 

beam' model as an analog for the soft clay deposits, Zeevaert (l} was 

able to confirm the foregoing amplitude ratio through mode shape 

analysis of the shear beam model. In addition, he concluded that the 

predominant period of 2. 5 seconds observed in the ground motions was 

the fundamental natural period of the clay layers. Zeevaert 1 s analysis 

sugges ted that during both earthquake events the clay deposits as a 

whole were undergoing oscillation essentially in the fundamental mode, 

. - . 
whit:h implies ""that interpretation of the mechanical behavior of the clay 

deposits at Mexico City by the theory is appropriate. This can be 

attributed to the following physical observation. Let surface waves be 
' . 

I 

the dominant type of wave arriving at both sites in Mexico City during 

both earthquakes, as is the situation shown in . Fig. 5. 1. Suppose that 
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.the waves approach at a velocity of 2 miles /sec. · Then, the half-wave 

length of a component of the incoming waves having a period of 2. 5 

seconds will be 

;\ 1 
2 = 2 (2. 5x2) = 2. 5 miles 

which is very long compared to the depth of the clay layers. Hence, 

as indicated in Fig. 5. 1 {a), the res_ponse of the first mode can be ex-

pected to be relatively large. 

A nurne rical example is given in the following to demonstrate the 

predominant response of the first r;node 'as indicated by the theory. As 

a very crude approximation, assume that the mechanical behavior of 

the clay layers can be represented by those of the first two modes of a 

single-layer system which has a fundamental natural period of 2. 5 

seconds. For a single-layer system, the second period is one third of 

the fundamental one. Therefore, 

T 1 =2.5sec and T
2 

= 0. 833 sec 

or 

w
1 

= 2. 51 rad/sec and w2 = 7.53 rad/sec 

Also, it can be shown that the modal participating factors for 

computing the surface response of the model are 

(1) 
Dl = 4/TT = 1. 2 732 

and 

D~l) = -D~l) /3 = -0. 4244 

The second shear beam model proposed in Chapter IV was adopted for 

the theoretical analysis. For simplicity, the following values were 
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used for the modal fractions of critical damping. 

~ 1 = ~2 = 5% 
.. 

The mC><!a'l responses, Sr(t), were computed from Eq. 4. 97, in which 

the artificial earthquake sample No. 2 processed by Jennings (42 ) has 

been taken as the input function Y(t). Thus, the theoretical ground 

surface motion is given approximately by Eq. 4. 99 as 

2 

iil(-Hl,t)= I 
r = 

/ 

D (l Jg (t) + 2y(t) 
1 

r r 
( 5. 1) 

Both the input y(t) and the response u
1 

(-H
1

, t) are shown in Fig. 5. 7. 

It can be seen that the high frequency components of the input motion 

have been suppresse,d while the low frequency components around the 

period of 2. 5 seconds are predominant. This frequency-selective 

property is more clearly indicated by the output velocity spectra 

whi~h, together with the input spectra, are shown in Fig. 5. 8. The 

general characteristics of the output spectra closely resemble those 

of the spectra shown in Figs. 5. 5 and 5. 6 although an extremely 

simplifieci model has been used in the theoretical analysis. 

The lei.st example indicates that, due to the favorable subsoil 

conditions at Mexico City, during an earthquake the first mode and, 

probably, the second mode of the subsoils are likely to be excited, 

provided that the duration of the earthqu~ke is sufficiently long when 

compared with the fundamental period. -rn addition, the output velo-

city spectra have a predictable hump around the period of 2. 5seconds, 

which depends very little on the detailed characteristics of the input 

motion. By using statistical techniques, Herrera et al (21 )have also 

-· 
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achieved considerable success in predicting the general characteristics 

of the v e locity spectra for future earthquakes recorded in M e xico City. 

{3) The Natural Tremor Recorded at Union Bay, Seattle on 6March1967 

For the purpose of collecting earthquake data essential to the 

development of rational seismic design J or the planned six-lane R. H. 

ThomSJ.1'>n Expr~ssway Cr,ossing at ~nion Bay, Seattle, a series of seis­

mograph stations were installed during 1965. The Principal Seismo­

graph System installed at one of these stations consists of three down­

hole installations in the bottom of the bay. Details of the layout can be 

found in Ref. 43 concerning the installation of these instruments. In 

Fig. 5. 9 is a reproduction f ~om Ref. 43 of the geological profile 

around the Prinicipal Seismograph System in the north-south direction. 

Accoi:ding to Fig. 5. 9, a layer of brown, very soft fibrous peat under 

the water extends 55 feet into the ground to meet a clay layer about 

45 feet thick and containing gray, very soft to soft silty clay. Under­

neath the clay iayer is the till \vhich contains gray, very dense sand 

and gravel. The three . seismometers were installed at different eleva­

tions, one in the peat (-8 1
), one in the clay (-59'), and one in the till 

(-103'). As far as the total thickness of the peat and clay is concerned, 

the subsoil conditions are considered well defined because this thick­

ness is small compared with any wave lerrgth ·of ·practical interest. 

Experimental data on the properties of the subsoils at Union 

Bay were provided by the Shannon & Wilson, Inc., and sorne of the1n 

are listed in Table 5. 1. The data for the dynamic modulus of elasticity, 
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TABLE 5.1 

, 
EXPERIMENTAL DATA FOR SUBSOILS AT THE 

PRINCIPAL SEISMOGRAPH STATION, UNION
1 

BAY 

MEDIUM 

Peat 

AVE. UNIT 
WT. 

(pcf) 

63.7 

Soft Clay 100. 

Med. Clay 110. 

Stiff Clay 128. 

Till 135. up 

COMPRESSIONAL DYNAMIC MOISTURE 
WAVE VELOCITY MODULUS CONTENT 

OF 
ELASTICITY 

c (fps) E(psi) % 
p 

500 300 to 800 600 to 1 500 

3000 to 3600 3000 to 10000 40 to 80 

4600 to 7300 Not Available 10 to 25 
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E, are those obtained from repetitive loading tests on soil samples 

under confined pressure to simulate the in situ conditions of the soils. 

On March 6, 1967 a natural tremor was re.corded at Union Bay 

by the three downhole seismometers. The tremor lasted for about 

16 seconds, with a maximum horizontal acceleration of 0. 007 5g ob­

served in the clay records. The epicenter was located at 4 7. 6 ° N and 

122. 8° W , about 37 kilometers to the west of the station. The focal 

depth was estimated to be approximately 35 kilometers and was com­

parable to the epicentral distance. This situation favors the applica­

tion of the theory because a nearly vertical incidence of the body waves 

during the tremor can be expected. 

Three components of the ground acceleration were recorded by 

each of the downhole seismometers. They are, respectively, the 

up-down .component, the NS component, and the EW component. We 

will consider only the horizontal conponents, of which the traces were 

provided by the Worthington Christiani Fence, a Joint Venture, and are 

reproduced in ~igs. 5. 10 and 5. 11 for the NS and the EW component 

respectively. The horizontal accelerograms were digitized at the 

Earthquake Engineering Res ear ch Laboratory of the California Institute 

of Technology at a t ime interval of 1 /80 seconds. A technique of 

parabolic correction (
44

) wa~ .applied to adjust the base line of each 

of the digitized accelerograms. 

A layered model is to be established for theoretical interpre­

tation of the horizontal ground rr. .?tions recorded. The parameters of 

the model will be chosen in such .a way that the transfer function 

will match as close as possible the transfer function computed from 
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the records. For purposes of simplification, the recorded horizontal 

accelerations were ass urned to be contributed purely by SH-waves 

(horizontally polarized S-waves) although motions of other types of 

waves may have made some secondary contributions. As a further 
I . 

simplification, the peat layer is neglected in the analysis, and only 

the c lay and the till layers will be taken into consideration. Physically, 

with the unusually hig~ water content indicated by Table 5. 1, the peat 

media would behave essentially like a viscous fluid and can hardly sus-

tain shear wave motions. This observation is confirmed by the small 

ampl itude of the ground motion recorded in the peat (see Figs. 5. 10 

and S..11} and, therefore, justifies the omitting the peat layer in the 

approximate analysis .that follows. 

To obtain the transfer function of the actual subsoils, the ampli-

tude spectra of the recorded motions must be calculated. The Fourier 

amplitude spectra, IF(w} I 0 , were computed for the first 10 seconds of 

the clay accelerograrns (at the elevation of -59 ft.) and the till accelero-

grams (at the elevation ':f -103 ft.} at a frequency interval of 0. 1 

rad/sec, where !F(w} 1
0 

is the modulus of the Fourier transform de­

fined in Eq .. 3. 2. To reduce the hir,hly OS cillatory nature of IF(w) Io· 

a smoothing process was applied. The 11 Hanning 11 process used by 

Brady<
4 5

> was adopted. Let . the smoothed spectrum be IF(w) I· Then, 

the ith. interior point of IF(w) I is given by 

IF(wi>I =~ [IF<wi_ 1 >1 0 + 21F.<wi>l 0 + jF(wi+ 1 >1 0 ] (5.2) 

for i = 2, 3, .•. , n-1 if there are totally n data points i~ IF(w)l
0

. For 

the e xterior points, 
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IF(w1>I = i[IF(w1>lo + jF(wz>loJ 

and (5. 3) 

This smoothing proce"ss leaves the area under the spectrum curve 

unalte red, and hence the energy of the ground motion at a particular 

fregue ncy .is .s.impl1y r.edis tr..ibute.d ~aro. Qt:-._g -~th.e adjacent Lreg,l,le ncies 

without altering the value of the total energy. In Fig. 5.12(a) to 

Fig. 5.12(d} are shown the smoothed Fourier amplitud e spectra for 

the NS clay, the NS till, the EW clay, and the EW till accelerogram 

respectively. 

By definitio'n, the transfer function between the motion at the 

elevation of - 59 ft. and that at -103 ft. is given by 

I F(w) I clay 

I F(Ul) I till 
(5. 4} 

The results computed for both horizontal components are shown in 

·Fig. 5. 1 3. For purpose of better visualization, the computed 

transfer functions we re further smoothed by hand to give the functions 
-

IH(w}I shown in Fig. 5.14. In Fig. 5.14, the transfer function for 

the NS direction is indicated by the solid curve, and that for the EW 

direction by the dashed curve. Note that the high peaks below the 

frequency of 5 rad/sec in jH(ll')l 0 have been omitted in the smoothed 

transfe r functions. As will be seen later, any reasonable la ye red 

model for the subsoils without the peat layer would not have a transfer 

function with resonant peaks located below 5 rad/ sec. It is possible 

that these low frequency amplifications might res ult from mechanical 
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error of the instruments or from some unknown geological feature. 

Fig. 5. 14 indicates that the smoothed transfer functions are 

very well defined in the range of frequencies from 10 to 40 rad/sec, 

with two prominent peaks located around 15 and 35 rad/sec. The 

small discrepancy between the NS and the EW transfer functions in 

the peak locations and the peak heights might be associated with an-

~sotropy of the subsoil. The sloped clay-till interface shown in Fig. 5.9 

could also have contributed to this discrepancy. The transfer functions 

outside the. frequency range from 10 to 40 rad/ sec are anomalous. 

Such anomalies could in part be contributed by scattering of the higher 

frequency components of the incident waves. The fact that the horizon-

tal motions were not purely associated with SH-wave motions is 

another factor that could cause the anomalies. 

In the following, a layered model is to be established in such a 

way that its transfer function will match the well defined portion of 

IH{w) I as close as possible. Since data on the S-wave velocity, 

cs, are not available from Table 5. 1, they will be estimated by making 

use of the measured data for the P-wave velocity, c , and the dynamic 
p 

modulus of elasticity, E. The well known expressions for c and c 
p s 

are, respectively, 

_c = /.f£ 
s - ~ p 

(5. 5) 

where p is density, and A. and µ are the Lame' s constants of elasticity. 

Let v be the :Poisson's ratio. Then, by making use of the fact that 

.. 
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E 
A.+2µ = and µ = 

2(l+v) 

we can deduce from Eq. 5. 5 that 

and 

fE j l-\J 
cp = .J p-- . U+v)(l -Zv) 

Define the · following ratio 

c 
Q = p 

.J E/ p 

E(l-v) 

(I+ v}(l -2 v) 

From Table 5. 1, use the following averaged data for the clay: 

p = 110 lb/ft
3

' 

c = 3000 ft/sec, 
p 

E =· 3000 to I 0000 psi, 

and the ratio Q can be computed as 

Q = 8. 43 ,..., 4. 62 

{5. 6) 

(5. 7) 

(5. 8) 

(5. 9) 

Substituting Eq. 5. 9 into Eq. 5. 7 gives the equation for the Poisson's 

ratio as 

zv
2 + (1- -

1 
}(v-1) = O 

aZ -
-

Hence, v can be obtained by solving Eq. 5. 10, and the result is 

v = _o. 492 ,..., ·o. 498 , 

(5.10) 
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which, from Eq. 5. 8, gives 

for the clay. This range of velocity ratio is reasonable when com-

pared with the in situ measured ratio of 15 obtained by Rosenblueth 

et al <21
) for the clay deposits at Mexico City and the ratio of 5 

by Sax and Hartenberger ( 46 ~---for a certain alluvium or weathered 

zones on earth's surface. Therefore, the estimated value for c in 
s 

the clay at Union Bay is 

c = 200 "'450 ft/sec. 
s 

After several trials, the quadruple-layer system shown in 

Fig. 5. 16 was adopted for the theoretical analysis. In order to match 

both,components of the actual transfer function shown in Fig. 5. 14, two 

sets of S-wave velocities, slightly different from each other, were 

used in the model. In the layered model, the motions i.i
2

(-H
2

, t) and 

u
4

(o, t) are, according to Fig. 5.16, the theoretical counterparts of 

the cl_ay and till accele rograms recorded. Since the input function 

y(t) is not available, the first 10 seconds of the till accelerogram were 

taken as the base motion i.i
4 

(0, t), from which i.i2 (-H2 , t) was computed 

to compare with the clay accelerogram. In Chapter IV, it has already 

been proved that if the base motion is known the motion anywhere in-

side the layered system can be computed without knowing the input 

fuction Y(t) and the param~ters of the foundation. In this case, either 

the first or the second shear beam model established in Chapter IV 
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will give the s ame r e sult fo r the app r ox ima te transfer functio n , 

IH 
2

. 
4

(w) I, b e twee n the mot ions Li (-H
2

, t) and u
4

(0, t). Let us adopt 
' 

the fir st model. 

First of a ll, the na tural freq ue ncie s of the layer e d syste m 

were obtaine d by solv ing Eq. 2. 35 numerically, and the results for 

the fi r st three modes are listed in Table 5. 2. Next, the modal partici­

pating factors, D~2 )(-H2 ), were computed from Eq. 4. 43. B e sides, 

the l imited heights of the resonant p e aks in the transfer function 

I H(w} I suggest that some viscous damping should be included in the 

laye rs . The method of continuous modal analysis e nables us to intro-

duce the viscous damping in terms of certain mod a l fractions of 

critica l damping, f3 • r 
The values of f3 were so chosen that the 

r 

3-mode transfer function, I H
2 4 

(w) I , would match the actual trans -
' 

fer f unction, jH(w) I, as close as possible. The formula for comput­

_ing [H
21 4

(w) I can easily be derived from Eq. 4. 82 as 

The values of f3 thus determined for both the NS and EW components 
r 

are g i ven in Table 5. 2, and the 3-mode ·transfer functions for both 

compo nents are shown in Fig. ?.15 to compare with !H(w) I. The com­

parl.s o n indicates good agreement in the f_requency range from 10 to 

40 rad /sec, especially for the EW component. Hence, the proposed 

layer e d model is considered acceptable. 

-.. \ 

The modal responses, S (t}, were computed from Eq. 4. 97, . r 

in whic h the input fuction 2y(t) is simply equal to u
4

(0, t). Hence, 
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TABLE 5. 2 

NATURAL FREQUENCIES, MODAL PARTICIPATING FACTORS, 

AND MODA L DAMPINGS OF THE MODEL FOR UNION BAY 

(NS) (EW) 

MODAL NO. w D(Z )(-H ) 
13 r w D(Z)(-H ) 

r r 2 r r 2 

· r (rad/ sec) % (rad/sec) 

1 15.813 1. 4914 3.5 15.035 1. 4333 

2 34.187 -0.6003 1. 5 34.698 -0.5513 

3 65.468 0.1608 2.0 64.224 0. 1811 

the response u
2 

(-H
2

, t) can be computed by the following formula 

which was derived from Eq. 4. 100 

3 

(3 r 

% 

6.0 

1. 5 

2.0 

i.i2(-H2' t) = l Dr(2)~r(t)+ i.i4(0, t). (5.12) 

r=l 

The results for both the NS and the EW component are shown in 

Figs. 5. 1 7 and 5. 18 respectively . . In either figure, the correspond-

ing recorded component is also shown for comparison, and the 

regions in which good agreement is observed a re indicated by the 

arrowheads. Better agreement was achieved in the EW component, 

which can be expecte:l from the comparison previously made for the 

transfer functions. 
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·" The damped velocity spectra for both the recorded and the com-

puted clay accelerograms were computed. The results for the NS 

and the EW components are shown in Figs. 5. 19 and 5. 20 respective-

ly. Again, much better agreement between the spectra is observed in 

the EW component. In the spectra computed for i.i
2

(-H
2

, t), the 

first three natural periods, T
1

, T
2

, and T
3

, of the layered model 

are marked. The prominent spectral hump around T 
1 

is associated 

with the relatively large response of the first mode during the tremor, 

as is confirn1ed by the prominent peak of the transfer function at the 

fundamental frequency. But, although a peak also app 1~ars in the 

transfer function at the second natural frequency, no prominent 

spectral hump is observed around T 
2

. The reason is, referring to 

Figs. 5.12(b) and 5.12(d), the input accelerograms contained very 

weak components around 3 5 rad/ sec which is the second natural 

frequency of the system. Thi? provides additional evidence that the 

frequency components of the input can play an important role in 

determining the general characteristics of the output spectra. 

C. Conclusions 

For the three examples presented above, the first illustrated 

how the source mechanism of an earthquake can determine the 
, 

general characteristics of the velocity spectra of the ground motion 

while local geology does not have appreciable influence. The second 

example exhibited the consistent influence of the soft subsoils at 

Mexico City on the r~corded ground motions. The general character-

istics of the ground spectra are theoretically predictable, and are 
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more or less independent of the detailed characteristics of the incident 

waves. In the third example, the records obtained from a tremor were 

available at three different elevations in the subsoils of Union Bay. A 

quadruple-layer systern was proposed to interpret the recorded accel­

erogra:rns. Owing to the well defined subsoil conditions and the favor­

able location of the focus relative to the site, reasonably satisfactory 

results were achieved by the proposed model. In addition, this 

example demonstrated one of the advantages of the technique of con­

tinuous modal analysis, that is, the energy dissipation in the layers 

can be taken into account by certain modal fractions of critical damp­

ing and, therefore, the analysis can be started without having to find 

an appropriate rheological model for the layered media .• 

Since the velocity spectra of the ground motions are of most 

practical interest, it will be desir2.ble to know when the spectra 

would be significantly affected. by the local subsoils. From the pre­

vious examples we conclude that the following conditions should be 

satisfied simultaneously if the local subsoils at a given site are to 

have appreciable effects on the ground spectra. 

(i) Geologically the subsoils are well defined. The horizon-

tal dimensions of the subsoils are large compared with the depth. 

The location of the earthquake source relative to the site favors the 

approxi.xnate fulfillment of the assumption of vertically incident 

plane body waves. This condition ensures the applicability of the 

theory. 
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(ii) The subsoils have an a mplification spectrum that include s 

prominent p e aks at certain natural frequencies to ensure large re­

sonance of these modes during an earthquake. 

(iii) In terms of the Fourier amplitude spectrum, the incident 

waves contain sufficiently strong Fourier components a round the 

natural frequencies where the amplification spectrum is prominent. 

Thus, in an actual case we expect that a given site with well 

defined and relatively soft subsoils will produce large resonance of 

the lower modes of the subsoils during an earthquake that has a 

sufficiently long du r ation for the following reasons: 

(a) Soft soil deposits, in general, are more likely to be well 

defined because of the physical processes by which the deposits were 

formed. On the other hand, with a large difference in stiffness be­

tween the subsoil and the bedrock the body waves are more likely to 

be r~fracted vertically into the subsoil to give rise to vertically 

traveling waves inside the layers. Consequently, condition (i) is 

likely to be satisfied. 

(b) The amplification spectrum of soft subsoils usually in­

cludes prominent peaks because the soft subsoils have a relatively 

small value of aN. However, in actual cases the softer the subsoils 

are, the larger the viscous damping maybe. As a consequence, the 

higher .modes may be . damped so much that only the lower modes are 

still left prominent. Hence, the lower modes of the subsoils will 

satisfy condition (ii) easily. 

(c) It is known that the lower frequency components of the 

seismic waves are usually subjected to smaller attenuation with 
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distance. Hence, when arriving at the site, the lower frequency 

components will usually satisfy condition (iii), especially if the 

duration of the event is sufficiently long. On the other hand, if 

horizontally incoming waves are dominant, the lower frequency com-

ponents are more likely to satisfy the wave-length criterion illustrated 

by Fig. 5. 1 (a) to excite the lower modes. 

(d) With longer wave length, the lower frequency components 

are less sensitive to the inhomogeneities and geometric irrigularities 

of the subsoils and hence the response of the lower modes are more 

likely to predicted by the theory. 

The above arguments lead to the conclusion that during an 

earthquake a site with well defined soft subsoils is likely to produce 

large resonance in the lower modes if the duration of the earthquake 

is sufficiently long compared to th e fundamental natural period of 

' 
the subsoils. 
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VI SUMMARY AND CONCLUSIONS 

The studies reported in the previous chapters are swnmarized 

in the following, and the important conclusions are presented. 

(1) Steady-State Analysis of a Layered System 

A recursion formula was derived for finding the response of a 

linearly viscoelastic N-layer syste-m -subjected to ve'.rtica'lly incident 

plane S-waves _that are sinusoidally steady-state. Four idealized 

layered systems were chosen to examine the effect of varying the 

layer parameters on the general characteristics of the amplification 

spectrum . General ·conclusions are: 

(a) The deformability of the foundation of a layered sys tern 

causes the loss of some wave energy into the foundation and, there­

fore, the amplification spectrum is _always finite at the natural fre­

quencies of the system. The impedance ratio °N can be ~onsidered 

as a measure of this energy loss. This is a well known fact. 

(b) For a viscous layered system"having stiffnesses gradually 

increasing with depth, if the properties of the top layer and the founda­

tion are fixed, varying the parameters of the intermediate layers will 

not significantly change the general characteristics of the amplification 

spectrum so long as the tota~ thickness of the intermediate layers is 

fixed also. This conclusion may not be valid for non vis co us sys terns. 

(2) Exact Transient Response of a Nonviscous Layered System 

The techniques for digital computation of the exact transient 

response of a nonviscous layered system were briefly reviewed, 

among which the ray-tracing technique was given more detailed 

/ 
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treatment. General conclusions are: 

(a) The ray-tracing technique has an advantage over the . 

method of frequency-domain in that the former is much faster and any 

desired accuracy can be achieved. However, to carry out the ray­

tracing technique, it may be necess"ary to adjust slightly the given 

parameters of a la ye red sys tern in order to fulfill a required relation 

between the step size of the numerical scheme and the time interval 

of a digitized input function. 

(b) ·The ray-tracing technique do e s not apply to viscous layer­

ed systems. Problems involving viscous layered systems must be 

solved by the method of frequency-domain or, more efficiently, by 

the approximate methods developed in Chapter IV. 

(3) Modified Shear Beam Models for Approx imate TransientAnalysis 

of a Layered System 

Two modified shear beam models were established for approxi­

mate transient analysis of a layered system. The first model, which 

replaces the uniform half-.space with a dashpot, is an exact analog to 

a nonviscous layered system. It might be approximate if the given 

system is viscous. The second model is an approximation for layered 

systems that have a considerable difference in stiffness between the 

lowest layer and the foundation, and it giv~s good results only for 

response near the surface of the system, but it is efficient for digital 

computation. The methc;><l of continuous .modal analysis was used to 

analyze the models ·approximately. In addition, an iteration process 

was proposed to account for the viscosity in the layers, if any, by 

certain modal fractions of critical damping. Numerical examples 
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were given to demonstrate the accuracy of both models in computing 

the _transient output. Velocity spectra for the output were also com­

puted to examine the effect of a layered system on the input motion. 

General conclusions a re: 

(a} The first model, although accurate, is time-consuming 

because a coupled equation system has to be solved. Hence, for non­

viscous systems, the ray-tracing technique or the second model 

should be used while, if applicable, the second model is preferable 

because it cos ts only about half of the computing time required by the 

ray-tracing technique. For viscous systems, again the second model 

is preferable because the ray-tracing technique is not applicable. 

Although subjected to some limitations in its applicability, the second 

model is sufficient for most practical applications. 

(b} The method of continuous · modal analysis enables one to 

account for the energy dissipation by modal damping in a very simple 

way. 

{c} Both models can be .extended to investigate the analogous 

problem of shear-wave structure-foundation interaction in which the 

foundation is the analog of the. half-space and the building is the analog 

of the layered system. 

(d) Numerical examples indicate that both the frequency com-

ponents 9f the earthquake input function and the mechanical behavior of 

the layered system can be decisive factors in determining the general 

characteristics of the output velocity spectra. 
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( 4) Applications 

Possible limitations to the applicability of the t.heory to 

estimate the influence of local geology upon arriving seismic waves 

were discussed. Three examples of actual recorded earthquake 

events were presented, in which the theory was applied to interpret 

· 'approximately the mechanical behavior of the subsoils and the follow­

ing conclusions were drawn. 

(a) The surface records of at least two e~rthquakes obtained 

at the same site are needed in order to see if the local subsoils did 

have significant influence on the ground motions. With only one earth­

quake record available there is no way to tell if a prominent peak ob­

served in the velocity spectra .is, or is not, due to local geology. 

(b) The examples indicated, also, that the source mechanism 

or, equivalently, the frequency components of the incident waves can 

play an important role in determining the general characteristics of 

the ground spectra. 

(c} A site with well defined soft subsoils is likely to produce 

large resonance of the lower modes during a sufficiently long earth­

quake. In this case, the general characteristics of the ground spectra 

are predictable from the theory and are more or less independent of 

the detailed characteristics of the arriving waves. 
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APPENDIX I 

THE ORTHOGONALITY OF THE MODAL-SHAPE FUNCTION (Z.) 
. J r 

The modal-shape function (Z.) has b ee n defined in Chapter IV 
J r 

as the rth mode shape within the /h layer of an N-layer system; given 

by Eq. 4. 33 as 

with 

arid 

(Z . ) = {G.) cos [(k . ) (z. + H .) + (~.) l 
J r J r J r J J J rj 

(k. } = w I c. , 
Jr r J 

{G . ) 
J r 

(cf>.) = tan-l 
J 

Im.(w ) 
J r 

Re.(w ) 
J r 

2 . 
Im. (w ) 

J r 

(4. 33) 

We want to prove that the modal-shape functions are orthogonal to 

each other on the interval from z 1 = -H 1 to zN = 0 with respect to 

density, p ., as the weighting function. Observe that the modal- shape 
J 

functions satisfy the wave equation, Eq. 4. 29. Hence, we have 

(Z.) " 
2 

= - (k.) (Z . } 
J r J r J r 

A. I. l 

and 

" 2 
(Z.} = -(k.} (Z.) 

J q J q J q A.I. 2 

where (Z .) is the q 
th 

mode shape. 
J q 
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Multiply Eqs. A. I. 1 and A. I. 2 by (Z.) and (Z.) respectively, and 
J q J r 

subtract the latter from the former. Hence, 

f 2 2] " " (k.) - (k.) (Z.) (Z . ) = (Z.) (Z.) -(Z.) (Z.) 
Jq Jr Jq Jr Jq Jr Jq Jr 

Multiplying both sides of p./ r(k.)
2 

-(k./l and integrating from z. = -H. 
J LI J q J rJ J J 

to .z. = O, we have, upon summing the results from j - 1 to N, 
J 

N O 

I = I I 
j= 1 -H. 

J 

N 0 

= I I 

= 

j= 1 -H. 
J 

1 
w2 _ w2 

q r 

p.(Z.) (Z.) :lz. 
J Jq Jr J 

p. 
J 

N 

I 
j = 1 

lcz.) (Z . )" - (Z.)
11 

(Z.)l dz. L' J q J r J q J r J J 

0 
(by partial 

integration) 
-H. 

) A. I. 3 

Apply the following boundary conditions to Eq. A. I. 3. 

(i) The stress-free condition at the surface where z
1 

= -H
1 

gives 

A .I. 4 

(ii) The continuity of the displacen:ients at the interface where 

z. 
1 

= 0 and z. = -H. gives 
J - J J 

zj-l (O} = Z.(-H.) ,. 
J J 

j = 2, 3, .•. , N A. I. 5 
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(iii} The continuity of the shearing stresses at the interface 

where z. ·l = 0 and z. = -H. ·gives 
J- J J 

I I 

µ. 
1
z. 

1
(0) = µ.Z. (-H.), 

J- J- J J J 
j = 2, 3, ... , N 

(iv) The vanishing of the displacement at the base where 

zN = 0 gives 

Substituting Eqs. A. I. 4 to A. I. 7 into Eq. A. I. 3 yields 

N 0 

I = I I p. (Z.) (Z.} dz. = 0 
J Jq Jr J 

if q :/:. r, 

j= 1 -Hj 

provided that w =/::. w .q r 

Next, define 

N O 

11zw; = I I 
j=l -H 

j 

N 

II Z 11
2 

as the norm of (Z.) . ·By definition, 
r J r 

2 
p.(Z.) dz . . 
J J r J 

A. I. 6 

A. I. 7 

A. I. 8 

=~ l p.(G.)
2 

{ H. + 2 (~.) [sin2 [(k.) H. + (4>.) ]-sin2(4'.) ll 
J Jr J Jr JrJ Jr J:Jf 

j= 1 

by using Eq. 4. 33. Observe that 

(G. )
2 

sin 2 [ (k.) H. + (<P.) ] 
Jr Jr] Jr 

= 2(G . )2 {cos [(k.) H. + (<P.)lsin[(k.) H. +(cl>.) J} 
3r 3r3 3rJ JrJ Jr 

= 
2 

-llY 
J r 

' (Z.(O)) (Z.(O)} 
J r J r 
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Similarly, 

(G.)
2 

sin2(4>.} 
J r J r 

2 ' = - ~k (Z.(-H.}} (Z.(-H.)) 
\~.1__ J J r · J J r 

J r 

Hence. by applying boundary conditions (i} to (iv} 

N 

= 21 \ (G. )2 p.H. 
L J r J J 

j= l 

N 

= ~ l 2 
(G.) p.H. 

J r J J 
j= 1 

1 
+ -:2 

2w 
r 

N 

\ µ. r(Z.(-H.)) (Z.(-H.))r -
L J l! J . J r J J r 
j=l 

I . 

·-(Z.(O)) (Z.(O)} J . 
J r J r 

A. I. 9 
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APPENDIX II 

ORTHOGONAL TRANSFORMATION OF THE DAMPING MATRIX [CJ 

According to Eq. 4. 20, the normal mode matrix, [A.], has the 

following properties 

[A ] T [M J [A J = [I J and 
T ~2 

[A] [K] [A ] = [ A J (4. 20) 

··£ince, -from ·E ·q. 4;fr8, "the damping ·m ·a·trix is given l;>y the Caughey's 

seris as 

R 

[cJ = [MJL qj([Mr 1 CKJj-l 

j=·l 

the transformation of [CJ is as follows 

[A ]T [CJ [A J 

. =[AJT G1 [M]+qz[K]+ [M] f qi< cMr1 
[KJ ii-~CAJ 

j=3 

(4. 68) 

= q1[r]+q2 [J.'. 2J+[AJT[MJ[_f qj([MT 1 [K]~-ll[A] A.II.I 
J=3 

Recalli,ng that 

(4.19) 

where 

(4.16) 

we can expand each term under the summation sign of Eq. A.II.1 as 

[A ] T [M J ( [M J - l [K ] )j - l [A ] 
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= [A]T[M]([MT 1[K]) ( .....•.. ) ([MJ- 1[K])[AJ 

~j-lterms~ 

= [AJT[K]([MT~[M]-i[K]) ....•. ([MT~[MTi[K])[A] 

~j-2terms~ 

= [A]T[K]([M]-i[u] [U]T[MT~[K]) 

•.•• ( [MJ-~[U J [U] T [M ]-t[K] )[A] 

· T · T . =([A] [K][A]) ...............•... ([A] [K][A]) '----- . __./ 
- j -1 terms ___..-

Hence, Eq. A. II. 1 is reduced to 

R 

[A]T[C][A] = I qj [A.~ j-1 

j= 1 

where it is defined that 

A. II. 2 
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A PPEND1X III 

CONSTRUCTION OF THE DAMPING MATRIX FROM GIVEN MODAL 

FRACTIONS OF CRITICAL DAMPING 

Consider a classically damped, R-degree-freedom system 

described by the following system of differential equations .. 
[M](:X(t)} + [CJlx(t)} + [KJ(x(t)} = -f (t)(m} 

i 
A.III. I 

in which the dam ping matrix is unknown. From the assumption that 

the system is classically damped, the damping matr:iir can be construct-

ed as a Caughey's series, i.e., 

s 
[CJ = [M] l qj([M]- 1 [K])j-l ,(4.69) 

j= 1 

where S $ R, and the coefficients q. are to be determined. The ortho­
J 

gonal transformation defined by Eq. 4. 20 then transforms [C] into a 

·diagonal matrix which, from Eq. 4. 71, gives 

s ,_, - l -z (j-1) 213 w = q.w 
r r J r 

r = 1,2, .. .,R (4. 71) 

j= 1 

If the natural frequencies and the fractions of critical damping of the 

first S modes are given, the first S equations of Eq. 4. 71 can be 

rearranged in the following form 

[O](q} -; (b} A.III.2 

in which 

( q } = [qi ' q 2 • · • · ' qs } ' 

(b} = £ 2~1~1' 2 ~2-;;;2· ···• 2~s;;s} 

and 
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"'2 
1 w 1 ....... . 

[OJ 

""'2 (S-1) 
wl 

~ 2 (S-1) 
r 

~2 (S-1) 
s 

Observe that the determinant of [OJ is the well known Vanderrnonde 
. (30) 

determinant given by 

det[OJ = 
s 

JI 
i, j= 1 
i;t j 

(w~ - w~) 
l J 

A. III. 3 

Therefore, the inversion of [OJ \Vill always exist so long as there 

are no repeated natural frequencies, and the coefficient vector, 

{q }, can be solved. 

A. III. 4 

Substituting q., j = 1, 2, ... , S, into Eq. 4. 69 will give the desired 
J 

. damping matrix. 
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