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ABSTRACT 

00 

Le t {in}n=-oo be a s t ochastic process with state space 

s
1 

= {0 , 1 , ... ,D~l}. Such a process is called a chain of 

infinite o r der . The transitions of the chain are described 

by t he f unctions 

Q. (i(O)) = P(i?. =i I t: =i(O) ' t: =i(02) , . . . ) ( i E: s ), 
i n n-1 1 n - 2 1 

\·•l1ere ;CO)= (.( O) . (O) ) · f . ·t " ~ i 1 ,1 2 , . . . ranges over in · ini e sequences 

f S If · (n) _ ( · (n) · (n) ) f - 1 2 1 r om 
1 

. i - i 1 , i 2 , . . . or n - , , .. . , t 1en 

i(n)+ i(O) means that for each k, i(~)= i(~) for all n suf ­

fi c iently large . 

Given functions Qi(i(O)) such that 

(i) 0 $ Q-(i(O)) ~ ~ < 1 
l 

D-1 Q _(i(O)) (ii) E - 1 
i =O l 

(iii) + Q. (i(O)) 
l 

h 
.(n) . (0) 

w enever i + i 

we prove the existence of a stationary chain of infinite 

o r der {t:n} whose trans i tions are given by 

P(t: =i It: 't: , • • . ) = Q. (t: 't: , • . • ) 
n n -1 n - 2 i n-1 n-2 

with probabi l ity l~ The method also yields stationary 

chains {t:n} for which (i i i) does ·not hold but whose tran ­

sition probabilities are , in a sense, "locally Markovian . " 
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These and similar results extend a paper by T . E . Harris 

[Pac. l_:_ tv:a th. , 5 ( 19 5 5) , 7 0 7 - 7 2 4) . 

Included is a new proof of the existence and unique­

ness of a stationary absolute distribution for an Nth order 

Ma rkov chain in which all transitions are possible . This 

proof allows us to achieve our main results without the 

use of limit theorem techniques. 
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I. INTRODUCTION 

co 

A discrete-time stochastic process {Zn}n=-co with in-

finite past and with a finite number of states is called a 

chain of infinite order. If the states of the chain are 

denoted by O,l, ... ,D-1, where D? 2, then the transition 

probabilities have the form 

Thus the future behavior of such a chain depends in general 

upon its entire past history. 

We consider here only those chains of infinite order 

whose transition probabilities are temporally homogeneous-

that is, those chains for which the transition probabili-

ties 

Q (n) (. . ) - Q (. . ) 
. l ' l ' • • • - . 1 , 1 ' • • • 
l 1 2 l 1 2 

are independent of n. Given Q0 , ••• ,QD~l' it seems natural 

to ask whether there exists a chain of infinite order {Z } 
n 

with the Qi's as transition probabilities, such that {Zn} 

has a stationary absolute distribution. More precisely, 

the question is the following: 

QD_
1

Ci
1
,i

2
, ... ) are non-negative functions such that 

D-1 
L: Q. = 1, 

i=O 1 

does there exist a chain of infinite order {l }co co such n n=-

that 
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(*) Prob p: =i I 6 ,l , ... ) = Q.(6 ,z , .. . ) 
n n-1 n-2 1 n-1 n-2 

with probability 1 and such that the probabilities 

Prob (Z =i) = p. 
n 1 

are independent of n for n=0,±1, ... and i=O, ... ,D-1? Such 

a chain {Zn} is called a stationary chain of infinite 

order. If (Q,S,P) is the underlying probability space on 

which the Zn's are defined, the stationarity of { Zn} is 

equivalent to the validity of the invariance equation 

( * *) P('l =i) . n Q. ( z 
1 n 

for n=0,±1, ... and i=O, ... ,D-1. 

,6 , .•. )dP 
n-1 

The problem of constructing a probability measur e P 

such that (*) and (**) hold is in general quite difficult. 

Fortunately the problem can be simplified conceptually by 

representing {Z } by a suitable Markov process on [0,1]. 
n 

The representation makes use of a familiar device in the 

theory of stochastic processes: that of replacing the 

original state space of a proce ss by the space of all prob-

abilistically distinguishable "past histories" of the pro­

cess. For example, if {Yn} is an Nth order Markov chain on 

the state space S, we can replace S by 

i , ... ,i e: S} 
1 N 

and consider a new process {Y'} on S' with transition prob­
n 

abilities 
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Prob (Yn = j
0 

y = i y = i ) n-1 1, ••. n-N N 

= 

0 otherwise. 

Each past history of the Yn-process is compressed into a 

single state of the Y~-process, with the result that the 

latter process is Markovian. No information is lost by 

means of this transformation; the principal disadvantage is 

that S' is larger than S. 

In the case of a chain of infinite order with sta te 

space S, the space S' must consist of infinite sequences 

from S, due to the dependence of the transition probabili-

ties on an infinite past. Thus if S = {O, ... ,D-1}, then 

i
1
,i

2
, ••• E S} is actually uncountable. 

S' does have the advantage, however, of admitting a natural 

mapping 

( • . ) ~ i· /Dk l ,1 , ••• -+ L.. 

1 2 k=l k 

onto the unit interval [0,1]. This mapping a llows us to 

regard the elements of S' as simply real numbers in [0,1]. 

To the sequence (i1 ,i 2 , ... ) ES' we associat e the r e a l num-

ber x with D-ary expansion .i1 i 2 •... Unfortunately the 

correspondence is not 1-1, since D-adic rational numbers 

have two D-ary expansions. However, this discrepancy turns 
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out to be incidental, because a stationary chain of infi-

nite order assigns zero probability to all sets of the form 

{ t. 1=i1 ' ... ' t: k= i k' t: k 1 = ~ k 2 = ... = 0 } n- n- n- - n- -

where \ f. 0, and all sets of the form 

where i t D-1. Thus in a natural way we can represent a 
k 

stationary chain of infinite order { t: }
00 

on {0, ... ,D-1} 
n n=- oo 

by a Markov process {X }
00 

on [0,1], and {X} is itself n n=- 00 n 

stationary. 

Corresponding to the transition 

(i ,i , ... ) -+ (i,i ,i , ... ) 
1 2 1 2 

on S' with probasility Qi(i1 ,i 2 , ... ) is the Xn-transition 

the probability of which we denote by f . (x). Thus the 
1 

transition probabilities for the X -process are simply real 
n 

functions f
0

, ... ,f on [0,1] . For convenience we let 
D-1 

-+ 
f= (f

0
, ••• ,fD_

1
). If 

¢ (x) = (O+x)/D, .. . , ¢ (x) = (D-l+x)/D, 
0 D-1 

then the transition function for the X -process is given by 
n 

Prob (X e:B 
n+l 

X =x) 
n 

P-+(x,B) 
f 
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Ilcnce, for Borel-measurable f. 's, a probability measure µ 
l 

on the Borel sits of [0,1] gives a stationary absolute dis-

tribution for {Xn} i f and only if 

(***) µ(B) 
= f ~ µ(dx)P ->-(x,B) 

f 

for every Borel set B . In this manner, the problem of 

studying existence and uniqueness of stationary chains 

{ 7 }"" ~ with prescribed Q , ... , Q reduces to the problem 
n n=-oo 0 D-1 

of studying solutions µ of (***) for a given f . 

A standard method of obtaining stationary absolute 

distributions for a Markov process {Xn} is the following: 

Start the process at time n = 0 with an arbitrary initial 

distribution 

let the process evolve in time; then observe whe ther the 

absolute distributions 

µ(·)=Prob (X E: (·)) 
n n 

t end (in the usual sense or in a suitable Cesaro sense) to 

a l imiting distribution µ as n + "" If they do, µ is a 

stationary distribution fo r the process. Furthermore, if µ 

is independent of µ
0

, then µ is the unique stationary abso­

lute distribution for {Xn} . 

Using this technique, T. E . Harris proved the fol l ow -

ing theorem in [4, p. 712]: Let f
0

, ... ,f :[0,1] + [0,1] 
D-1 



such that 

D-1 
l: f - 1 

i=O i 

6 

and such that one of the f.'s is bounded away from O. De­
l 

fine the sequence £ 1 ,£ 2 , ... by setting 

where (x~y)m if x and y have the same (terminating) D-ary 

expansion to at least m places. If 

oo m 
l: II (1 - (D/ 2)Ek] = 00 

m=l k=l 

then there is a unique stationary Markov process {Xn} on 

[O,l] with transition function P1(x,B). 

This theorem generalized a theorem of Doeblin and 

Fortet (see [l]), who proved a similar result under the 

stronger hypothesis 

CXl 

l: E <oo 
m=l m 

Harris' condition on the Em's seems somewhat unnatural. 

A more natural and less restrictive condition to impose 

would be that {£ } form a null sequence. This is equiva­
m 

lent to requiring that the fi's be ri ght-continuous with a 

left-hand limit at each D-adic rational less than 1, a nd 

continuous everywhere else. In the context of chains of 

infinite order this condition becomes the following natural 
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requirement of continuity: If .(O)= ( . (0) .(0) ) 
l l 1 l 2 ' . . . ' 

.(l)_ (.(1) .(1) ) 
l - l 1 ,1 2 , ••• ' 

f l 1 
.(n)_ .(0) 

or eac 1 ,;: , i k - i k 

(n) 
Q. ( i ) 

l 

.c2)_ c·C2) . c2) ) h 1 l - l l , l 
2 

, . . . , . . . S UC t lat 

for all n sufficiently large, then 

(0) 
+ Q.(i ) 

l 

as n + 00 • Roughly this says that the transition probabi­

ties of the process depend only slightly upon the remote 

past. 

By a method quite different from that of Harris, we 

prove that E + 0 implies the existence of a P+f-invariant m . 

measure µ, provided the fi's are bounded away from 1. Fur-

ther, we show that even the condition Em + 0 is inessential, 

provided the discontinuities of the . fi's are sufficiently 

separated. 

Our approach is as follows: We consider the relation 

A which associates to each transition function P+ those 
f 

measuresµ which satisfy (***). Then we study the ques-

tion: In what sense is the graph of A closed? More pre­

cis e ly, suppose that a sequence of tra nsition v e ctors £Cn) 
_,.. 

converges in some sense to a transition vector f. Suppose 

further that measures µn exist such that µn and P~(n) are 

A-related for each n. If the µ 's have a limit measure µ 
n 

(in some sense), does it follow thatµ and P+ are A­
f 

related? With suitable definitions of converg ence, the 

answer is affirmative. 
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The organization of the sections of the thesis is gen-

erally as follo~s: In Section II we standardize our termi-

nology. In Section III we introduce the general notions of 

a transition function P and of a measure µ invariant with 

respect to P, in the sense of (***). In Section IV we de-

fine the so-called D-ary transition functions p+ which re­
f 

fleet the structure of a chain of infinite order , and we 

classify the points at which·P;-invariant measures can have 

positive mass. In Section V we discuss in detail the rela-

tionship between chains of infinite order on {O, ... ,D-1} 

and Markov processes on [0,1] with D-ary transition func -

tions. These results are known [4, p. 710], but heretofore 

a detailed proof of them has not appeared. In Section VI 

we use a functional analytic fixed - point theorem to prove 
-+ 

the existence of a P-+-invariant measure for vectors f with 
f 

continuous components. Then we prove our major existence 

theorem (Theorem 30) using the "closed graph" approach de -

scribed earlier. In Section VII we give a new proof of the 

existence and uniqueness of a stationary absolute distribu-

tion for Nth order Markov chains in which all transitions 

are possible. The proof requires an application of Theorem 

30, and the theorem is phrased irt the terminology of the 

preceding sections . Finally in Section VIII we apply the 

theorems of Sections VI and VII to obtain wide classes of 
-+ 

vectors f for which there exist P-+-invariant measures . In 
f 

corollaries we describe the corresponding results for 
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chains of infinite order. In particular, we prove the ex-

istence of certain stationary chains of infinite order with 

"locally Markovian" transition probabilities. 
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II. PRELIMINARY NOTATIONS AND REMARKS 

R denotes the collection of real numbers, and R
0 

de­

notes the collection of non-negative real numbers . Z de­

notes the collection of integers, z
0 

denotes the collection 

of non-negative integers, and z
1 

denotes the collection of 

positive integers. D denotes a fixed but arbitrary integer 

greater than or equal to 2. For N E z0 , SN denotes the set 

{ 0 , • • • , DN - 1 } • 

If a is a set and B is a subset of a, then xB denotes 

the indicator function of B. If C is a collection of sub-

sets of a, then a(C) denotei the a-algebra in a generated 

by c. If {i } is a collection of real functions on a , then 
a 

a({6a}) denotes the smallest a-algebra such that each 6a is 

a({6a})-measurable. 

The notation "x" replaces the notation "{x}" for sin-

gleton x, whenever the context permits. 
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III. TRANSITION FUNCTIONS AND INVARIANT MEASURES 

The probabilistic structure of a Markov chain 

{Xn}n:_
00 

with stationary transition probabilities and a 

stationary absolute distribution is completely determined 

by the transition function P and the invariant absolute 

distribution µ of the process. Customarily P(x,B) denotes 

the probability of a transition from the point x into the 

set B; that is, 

P(x,B) =Prob (Xn EB I xn-1 = x). 

On the other hand, µ(B) denotes the absolute probability 

that the process lies in B , under no assumptions about the 

past; thus 

µ(B) =Prob (Xn EB). 

The quantities P(x,B) and µ(B) are independent of n by the 

stationarity assumptions. 

The requirement that µ be a stationary absolute dis­

tribution for the process is equivalent to the requ irement 

that µ and P be related by a certain functional equation. 

This equation is introduced, and several of its features 

are briefly studied, in Section III. 

Definition 1: Let B denote the collection of Borel sets in 

[O,l]. Let F denote the collection of bounded B-measurable 

functions mapping [0,1] into R, and let F0 denote the 
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collection of non-negative functions in F. Let M denote 

the collection of probability measures on B. If µ E M, let 

Fµ denote the left-continuous distribution function of µ, 

Definition 2: A function P : [o_, 1 J x B + R is called a 

transition function on [O,l] if 

(i) P(•,B) E F for each fixed B E B 

and 

(ii) P(x,•) EM for each fixed x E [O,l]. 

Let T denote the collection of transition functions on 

[0,1], and let 

A { ( µ' P) E M x T J~µ(dx)P(x,B) ; µ(B) (BE B)}. 

If (µ,P) E A, then µ is said to be P-invariant. 

Given a probability measure µ and a transition function 

P, we may call a Borel set B (µ,P)-invariant if 

J~µ(dx)P(x,B) ; µ(B). 

Thus µ is a P-invariant measure if and only if all Borel 

sets Bare (µ,P)-invariant. It is useful to note that the 

(µ,P)-invariant sets always form a monotone class, even 

when µ is not P-invariant. 

Lemma 3: Let µ E M and P E T. Then the collection 

C; {BE B J~µ(dx)P(x,B) ; µ(B)} 
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is a monotone class. 

Proof: The verification is the same for increasing or de-
00 

creasing sequences. If, for example , {Cn}n= l is an in -

creasing sequ enc e of sets in c ' then 

f 10 µ ( dx) P ( x , u C ) 
n=l n 

00 

I 1 
µ ( dx) 1 i m P ( x , C ) 

0 n+oo n 

= lim J1 
µ(dx)P(x , C ) 

n+oo 0 n 
00 

= l irn µ ( C ) = µ ( u C ) 
n+oo n n =l n 

by the countable additivity of P(x ,· ) and JJ , and by mono -

tone convergence . 

In Sec t ion V we shall show how to construct a chain of 

infini t e order from a set of transition probabilities with 

certain properties . This construction rests heav i ly upon 

Kolmogorov's Cons i stency Theorem, which is stated as Theorem 

1 8 . The following two lemmas, which depend only upon gen-

eral properties of transition functions and probability 

measures and , in the case of Lemma 4, upon the invariance 

equation, are needed for the application of Kolmogorov's 

Theorem to our c onstruction . 

Lemma 4 : If (µ,P) E A, then 

J 
1 r . . . ]J ( dx) p (x' dx ) ... p (x 'dx ) 
0 jB 1 Bk 1 k-1 k 

= ( . . ·f µ(dx )P(x , dx) . .. P(x ,dx) 
)B 1 Bk 1 1 2 k-1 k 
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Proof: The B-measurability of each function 

follows from the B-measurability of P(·,B). For BE B set 

HB = {f E F : f6µ(dx) JBP(x,dy)f(y) = fnµ(dy)f(y)}. 

Then HB = {xB
0

}B
0

EB because 

J~µ(dx) JnPCx,dy)xB
0

(y) J6µ(dx)P(x,B n B0) 

µ(B nBo) = JBµ(dy)xBo(y). 

Also HB has the properties 

and 

By the usual approximation argument it follows that HB F. 

Thus f 2EHB and 
1 

Jt JB1'''JBkµ(dx)P(x,dxl) ... P(xk-l'dxk) 

Lemma 5: 

such that 

= Jtµ(dx) Jn1P(x,dx1)fzCx1) = f n1µ(dx1)fzCx1) 

JB ... JB µ(dx 1)P(x1 ,dx 2) ... P(xk _1 , dxk) . 
1 k 

. k - k J ( 1) ( 2) c [ Jk Let [0,1] - .x [0 ,1, and let B ,B , ... - 0,1 
J=l . u B (n) = [O l] k and B (n) n B (m) = Y' for n =f m. 

n=l ' 
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Let B(n) = k (n) (n) (n) 
j~lB j' where B 1 , ... , Bk EB. Then 

for µ E M, P E T. 

Proof: Set 

P = n~l JB(~)···fBC~)µ(dxl)P(xl,dxz ) ... P (xk- l 'dxk) 

= n~ l Jt· ·· f~µ(dx l)P(xl ,dxz) ... P(xk- l ' dxk) j~lXB(~)Cxj) . 
J 

Repeated application of the monotone convergence theorem 

gives 

J
l fl 00 k p = 0 . . . 0 µ ( dx 

1
) P ( x 

1 
, dx ) . . . P ( x , dx ) L: . rr X ( n) ( x .) . 

2 k -1 k n=lJ=l B j J 

Since { B(n)}~=l forms a part ition of [ 0 ,l] k , it follows 

that 

Thus 

p 1. 



16 

IV. D-ARY TRANSITION FUNCTIONS 

We turn now to studying the particular transition 

functions appropriate to our topic. For us the D-ary ex­

pansion of a real number x E [ 0,1] represents a possible 

past history in a chain of infinite order. Hence we study 

only those Markov chains {X }00 
on [0,1] in which the 

n n=-oo 

transition 

x + x 
n n+l 

preserves the D-ary expansion of Xn. Thus if 

x 
n 

then X 
1 

must lie among the points 
n+ 

cp. (X ) 
i n (i E S l) , 

This restriction leads to the following d e finition, in 

which fi (x) represents the probability of a transition from 

the point x to the point cpi (x) . 

Definition 6: Let 

The elements of F ~) will be called D- ary transition vec­

tors. For l £ F(D) define P1: [0,1] x B + R by setting 

1} . 
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D-1 

= .E f.(x)xB [ ¢ 1-cxn i=O 1 

Proposition 7: Pf e: T for f e: F(D). 

(x e: [0,1], Be: B), 

(x e: [0,1]; 1 e: s 1). 

Proof: The B-measurability of Pt(·,B) follows from the B­

measurability of fo 1 ••• ,fD_ 1 ,xB,¢o,···,¢n-l· For fixed 

x e: [O,l], P£(x,·) is the discrete measure assigning proba -

bility fi(x) to the point ¢i(x)' i £ sl. 

In Sections VI , VII, and VIII the question of ultimate 

concern to us will be the following: Given a D-ary transi­

tion vector 1, when does there exist a P~ - invariant proba­
r 

bility measure µ? Lemma 9 simplifies our procedure for 

testing whether a given measure µ is actually Pt-invariant. 

First we make a useful definition . 

Definition 8 : For N £ Zo and j £ SN set 

{[j/DN' ( j + 1) /DN) if j < DN-1 
I (j , N) = 

[j/DN , ( j + 1) /DN] if j = DN-1. 

Lemma 9: Let µ e: M and 1 e: F(D). Then (µ,Pf) e: A if and 

only i f .. 

(*) 
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Proof: Since 

-1 N r~,N) if k i 
<Pk [I (iD +j , N+ l)] 

i f k 'I l 

it follows that 

r 

J
l N 

µ(dx)P+(x,I(iD +j , N+l) ) 
0 f 

=j fi(x)µ(dx). 
I ( j , N) 

Hence if C'. is the collection 

C' = {I(j,N) j £ S , N £ Z }, 
N 1 

then (*) is equivalent to 

(**) J10 µ(dx)P+(x,C') 
f 

µ(C I ) 

for C' £ C'. Thus the necessity of (*) is clear. 

Suppose conversely that (**) holds. Assume , in other 

words , that the collection C of (µ,P1) - invariant sets c on -
j_ 

tains the semi - algebra C'. Since C contains all finite 

disjoint unions of its element s, this irr.plies that C 

ac tually contains the algebra a(C') generated by C'. But 

by Lemma 3, C is a monotone class; therefore C must 

contain t he a-algebra generated by a(C'). Since 

a[a(C')] = B ~ C, it follows that C = B. Thus (µ,P1) £A. 

It i s interesting to observe that a P;-invariant mea ­

sureµ can have po i nt masses only at certain points; for 

example , no D-adic rational othe r than 0 or 1 can have posi -

tive µ -measur e. However , stationary Markov pro c esses with 
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Pf-transitions can have "orbits" 0£ the type. shown below: 

.011011 ... .101101 ... 

. 110110 ... 

in which case the chain can be decomposed into a chain con-

sisting entirely of orbits and a chain whose absolute dis-

tribution is continuous. By belonging to such an orbit a 

point with cyclic D-ary expansion can have positive µ-mea-

sure. Interestingly enough, this is the only situation in 

which point masses can occur. 

Definition 10: Let Q(D) denote the collection of D-adic 

rationals in n (0,1). Let 

(D) 
1 0 = [0,1] 

Lemma 11: Let µ E M and 1 E F(D) such that (µ , P£) E A. 

Then µ(QCg)) = o. 

Proof: Since 

_1 {o cp. (0) = 
l 0 

if l = 0 

if 0 < i < D-1, 

it follows that 

Hence µ(O) > 0 implies f 0 (0) = 1. Similarly µ(l) > 0 



implies fD_ 1 (1) = 1. Let 

where in > O. Clearly 

for j=l, .. . ,n-1; and 

l~ -1 
cj>. (i /D) i n 

Therefore 
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if i = 

if i = 

otherwise. 

if 

if 

in 

i -1 n 

l l · 
J 

l f l. 
J 

1-1(x) =[~n 1 £i. (nijik ./DkllJ [f. (0)1-1(0) + fi. _1 (1)1-1(1)] 
J = 1 j k= 1 + J J in n 

by repeated application of the invariance equation for µ. 

But µ(O) > 0 implies fi (0) s 1 - £0 (0) = o, and µ(1) > 0 
n 

implies fi _1 (1) $ 1 - fD_ 1 (1) = O; so that 
n 

fi (0)µ(0) + fi -1 (l)µ(l) = 0. 
n n 

Thus 1-1 (x) 0. 

Theorem 12: Let µ E M and 1 E F(D) such that (µ,P1) E A. 

If µ(x 0) > O for some x 0 E [0,1], then 
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for some finite sequence (i1 , ... ,iN) of elements of s1 . 

Set lo= iN and iN+l = il, iN+2 = iz, ... ,i2N-l = iN-1' If 

x 1 , ... ,xN-l are defined by 

then 

and 

N 
x. = ! E i ;nmN+k 

J m=O k=l k+j · 

J.l (x ) 
1 

f. (x . ) = 1 
l. J 

J 

(j=l, ... ,N-1 ), 

( j=O, ... , N-1). 

Then Proof: Suppose x 0 £ [0,1] such that µ(x 0) > 0. 

x 0 £ 1(~) by Lemma 11. The elements of z( g) have a unique 
(D) 

D-ary expansion; hence the f unction ~ : 1 
0 

+ I(D) defined 
0 

by setting 

.( E i /Dk£ z( Do)I 
k=l k ) 

is well-defined. Note that 

if 

. if 

Therefore, if 

then 
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< µ[lji(xo)J 

fi [ljJ2(xo)Jµ[1jJ2(xo)] 
2 

~ µ[iµZ(xo)] 

= 

In short, 

Since µ is a finite measure, the set 

must be finite; so that 

for some j E z0 and n E z
1

. Set 

and set 

. J J+N Suppose J > O. Since ljJ (x0) = 1jJ (x0) 

..J. ,1,J+N-lCxo) , · f 11 ' t · ..J. No\·' T ~ lt 0 ows tna 13 T lJ+N· ~ 

> 0 because 

o < µ[iJJJ-lCxo)J = fiJ[ljJJ(xo)]µ[ljJJ(xo)]. 

Therefore 
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which is 

that is , 
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f. [lJ.iJ(x
0
)] ~ 1 - f. [lJ.iJ(x

0
)] 

1J+N 1J 

contradictory. Thus J 0 and 

x = ljJN (x ) . 
0 0 ' 

x = 
0 = 'f i /Dk . 

k=l k+N 

< 1. 

From the uniqueness of the expansion and a simple inductive 

proof it now follows that 

1 
mN+k 

fork= 1, ... ,N and m E z1 . Thus 

x = 
0 

E ~ . /DmN+k 
m=O k=l 1 k . 

Next , recall the definition of x 1 , .. . , xN-l in the statement 

of the theorem, and observe that 

Since 
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1 [ N-1 J µ (x 0) < µ [1J> (x
0
}] < • • • 5 . µ 1)! (x 0) 

it follows that 

Finally, set x_ 1 = xN_ 1 ; and note that 

0 < µ (x. 1 ) = 
J -

implies 

f. (x.)µ(x.) 
1 . J J 

J 

f. (x . ) 1 
1 j J 

for J = O, ... , N-1. 

f. (x.)µ(x. 
1

) 
1 . J J -

J 

Since mo t ion within an orbit is deterministic, we can guar-

antee the non-existence of orbiti by requiring that all 

components of the D-ary transition vector be less than 1. 

With no orbits, the chain must then have a continuous abso-

lute distribution. 

Corollary ~: Let µ E M and 1 E F(D) such that (µ , Pf) i:: A. 

If fi(x) < 1 for all x E [0,1] and i E s 1 , then Fµ is con­

tinuous. 

Proof: If x E [0,1] such that µ(x) > O, then by Theorem 12 

there is a fin ite sequence (i1 , ... ,iN) of elements of s 1 

such that 
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x ;:: E ~ i /Dk 
m:::O k:::l k 

f i (x) ::: 1. 
N 

But f. (x) < 1 by assumption. 
lN 

continuous. 

Therefore µ(x) ::: 0 and F is 
µ 



26 

V. CONSTRUCTION OF STATIONARY CHAINS OF INFI NITE ORDER 

In this section we define formally the concept of a 

chain of infinite order, and we give conditions under which 

a stationary chain of infinite order can be constructed 

with prescribed transition probabilities . The construction 

is carried out in detail in Theorem 19. 

Definition 14: Let (D,S,P) be a probability space, and let 

S = {c 0 , ... ,c } be a finite set . A doubly infinite se­
D-1 

quence {l }
00 

of random variables on (D,S,P) with values n n=-oo 

in S is called a chain of infinite order. The chain {ln} 

is said to be stationary if the probability 

P{w e: Q l (w) 
n 

c. , ... ,l k(w) = c. } 
i

0 
n+ , ik 

is independent of n e: Z for each choice of k e: z
0 

and 

io, ... ,ik e: s1 . 

The next definition makes precise the correspondence 

between possible past histories in a chain of infinite or-

der and real numbers x e: [0,1]. Since D-adic rationals 

have two D-ary expansions, the corre spondenc e must exclude 

either those past histories other than (0,0, ... ) which ter-

minate in O's or those other than (D-l,D-1, ... ) which ter-

minate in (D-1) 's. Fortunately, as is shown in Lemma 17, a 

stationary chain of infinite order assigns zero probability 

to all such sequences , so that no difficulties arise from 
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this discrepancy. We have arbitrarily chosen to exclude 

sequences terminating in (D-1) 's. 

00 

Definition 15: Let a1 = x S , and let S = o({l }
00 

), 

k=l 1 1 k k= l 
where 

Let v 

\) (1) 

v (x) 

{lk} is the sequence of co-ordinate functions on n1 . 

[0,1] + n be defined as follows: 
1 

= (D-l,D-1, ... ); and if 0 $ x < 1, then 

pansion of x which does not terminate in (D-1) 's. 

By means of this correspondence between n1 and [0,1], 

we may now regard the transition probabilities in a chain 

of infinite order either as functions Qi on a1 or as func­

tions fi on [0,1]. The latter point of view seems concep ­

tually simp ler. In either case the transition probabili -

ties should be measurable functions on their domain . The 

next lemma shows that s 1 -measurability of the Qi's is 

equivalent to B-measurability of the fi's. 

Lemma 16: Let Q : n
1 

+ R and f [0,1] + R such that 

f(x) = Q[v(x)] (x E [0,1]). 

Then f is B-measurable if and only if Q is s 1 -measurable. 

Proof: Since 
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= r[ ¥ 
j=l 

k - j 
i D 

j 

it follows that v is a measurable transformation from 

([O,l],B) to (n1 ,s 1). Hence if Q is s
1

-measurable, then f 

is B-measurable. 

00 

I 
k=l 

Suppose conversely that f is B- measurable. Clearly 

Z /Dk is S -measurable, so that f [ ~ l /Dk) is S -
k 1 k=l k 1 

measurable. Note that 

where 

and 

r 
00 k] {w : fl I Z (w )/D 

1 k=l k 1 
Q(w)}:A, 

1 1 

A = {(D-l,D-1, ... )} U lim {w 
1 k-+-00 1 

n rvA 
1 1 

{(i , ... ,i ,D-l,D-1, ... )} 
1 k 

For a t: R set 

where 

and 

{w : Q(w ) s a} 
1 1 

( 1) 
c 

f{(i 1 , . ·:'ik,~-l,D-1: .. . )} 

l if Q(1 1 , ... ,1k ,D-l,D-l, ... )~a 

l 0 otherwise. 

£ S1. 

(1) 
= C a 

Hence 

c 2) 
u c 

a ' 



c ( 2) = 
a 

u 
k=l 
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Thus Q is s 1 - measurable. 

()() 

Lemma 17: Let {l } be a stationary chain of infinite n n =- 00 

order on the probability space (D ,S,P) with values in s
1

. 

Then 

l (wh~D-1 , Z (w)=Z (w)= ... =D-1}] = O. 
n n-1 n - 2 

Proof: For i E s1 let Qi = Qi(i 1 ,i 2 , ... ) be a version of 

the conditional probability 

P(Z =i I z ,z 2,..) = P(Z =i I t: =i ,z =i ,..). 
n n - 1 n - n n-1 1 n-2 2 

Fix N E z' and let 

C(N) ()() 

= n {w l (w) = D-1 } . 
k=l N-k 

Also let 

(N) 
{w 

(N) 
Z (w) i} (i s ) ' c = E c = E 

i N 1 

and note that 

p[c(N)l = lim P{w t: ( w) = Z (w) 
D- 1 k-+= N N- k+ l 

D-1} 

lim P{w ZN-l(w) k-+oo 
= Z (w) 

N-k 
D-1} 

= p(c(N)J 
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by the stationarity of {ln}. From (*) it follows that 

(**) Q . [ l ( w) , l ( w) , ••• ] P ( dw) 
i N-1 N-2 

= J Q . ( D - 1 , D - 1 , • • . ) P ( dw) 
C(N) i 

( 
(N)) Q. (D-1,D-l, •.• ) •P C ; 

l . 

in particular, 

[ (N)) ( (N)) [ (N)l PC =PC = Q (D-l,D-1, ... )·P C . 
· D-1 D-1 

Thus either P(C(N)) = 0 or QD_ 1 (D-l,D-l, ... ) = l; that is, 

either P(c(N)) = O or Qi(D-l,D-1, ... ) = O for i = O, ... ,D-2. 

In either case, P(cC~)) = O for i = O, ... ,D-2 by (**). 

Since N E Z was arbitrary, it follows that 

[ 

oo D-2 (N)l 
p u u c = o. 

N=- 00 i=O i 

The next theorem, which we state wi thout proof, is 

known as Kolmogorov's Consistency Theorem [S, p. 92]. 

Wi th its aid we can construct, for any D-ary transition 
+ 00 

vector £, a stationary Markov process {X } on [0,1] 
n n=- 00 

with D-ary transition function P1 and Pl-invariant absolute 

distribution µ. 

Theorem 18: 
A 

Let n 
00 

x 
00 

[0,1], and let {X } be the 
n n=- 00 n=-oo 
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A 

sequence of co - ordinate functions on a. For n E Z and 
An A 

k E z0 let C denote the semi-algebra of subsets of n of 
n+k 

the form 

X ( c:;) E B , , • • , X ( c:J) E B } , 
n n n+k n+k 

where B , ... ,B +l· EB . Suppose there is defined on each n n , 
An An 
C a set function P such that n+k n+k 

(i) 
All A 
p . ( C) ~ 

n+k 

A}l A 

o; P ca) 
n+k 

1 

and 

A An A 00 A A A 

(ii) C,C , C , . .. E 
1 2 c ' c n+k u c.' c 

i=l 1 1 
n C 

j 
= 0 Cirj ) 

-+ Pn cc) 
n+ k 

00 All A 
2: p (C.) . 

i=l n+ k 1 

Suppose further that 

An-1 A A A 
(iii) p {w x ( w) E B , • . • , X (w) E B } 

n+ k n n n+k n+k 

All {c:; x (~) B , ••• ,X k(~) B k} p E E 
n+k n n n+ n+ 

All A 
= p {w 

n+k+l 
X (~) E B , ... ,X (~) E B }. 

n n n+k n+k 

Then if 

A 

c = 
00 

u 
00 All 
u c ' k=O n+k n=-oo 

A A 

there exists a unique probability measure P on o(C) such 

that 



A 

for C E: en . 
n+k 

Pc c) 
32 

An A 
= P ( C) 

n+k 

The question whether there exi s ts a (unique) station-

ary chain of infinite order with pres cr ibed transition 

probabilities Q0 , ... ,QD-l can now be reduced to the ques­

tion whether there exists a (unique) P+-invari ant measure 
f 

+ 
µ,where f = (Q 0ov , •.. ,QD_ 1°v ) . 

Theorem 19: Let q0 , .•. , QD- l 

functions s uch that 

+ 
and l e t f = (£

0
, ... , £D_

1
) be def ine d by setting 

(x E: [0 ,1]; i E: s 1 ) . 

Suppose there exis ts µ E: M such that (µ , P1) E: A. Then 

there is a probability space (~ ,S, P) and a chain of infi-

{
'7 }()() n ite order ~ on 

(ii) 

and 

n n=- 00 

P(l = i 
n 

(a,s,P) with values in s 1 such that 

z l'l 2 , .•. ) = Q.(Z l ' l 2 , . . . ) n- n- 1 n- n-

alraost surely on n 

(iii) {Zn} is stationary . 

Furthermore, if µ is the only Pl-invariant measure in M, 
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then P is the only probability measure on S satisfying (ii) 

and (iii). 

Proof: 
->-

Note that f E F(D) by the properties of the Q. 's 
1 

and by Lemma 16; thus P+ E T. 
f 

Define o, {X }, c, {en k} as 
n n+ 

in Theorem 18. On en define ~n as follows: 
n+k n+k 

If 
A An 
C E C and 

n+k 

A A A A 

C = {w X (w) EB , ... ,X (w) EB } , 
n n n+k n+k 

set 

P k(C)= . . • µ(dx )P+(x ,dx ) ... P+(x _ ,dx k). An A J J 
n+ - B B . n f n n+l f n+k-1 n+ 

n n+k 

An 
Clearly (i) of Theorem 18 holds for P 

1 n+ c 
Also (ii) holds, 

as can be seen from the following observation: 
An 
C is a 

n+k 
A An 

semi-algebra on n, and Lemma 5 states tha t P k is count­
n+ 

ably additive on each countable partition of a by sets in 
An 
C . By a simple and well-known result in measure theory, 

n+k 

this implies that ~n k n+ -
is countably additive on 

nally, the first half of (iii) holds 
An 

for {Pn+k} 

An 
c k ' n+ 

Fi-

by Lemma 4, 

and the second half holds trivially. Thus, by Theorem 18, 

there exists a un iqu e probability measure P on a(C) such 

that 

A An 
for C E C k' n+ 

Let n = 

Pc c) An A 
p l ( C) 

n+ c 

x S , and l e t {l }
00 

be the sequence o f 
1 n n=- 00 n=-oo 
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A 

co-ordinate f unctions on n. Define ¢ n -+ n by setting 

(n e: Z, w e: D) • 

<I> is 1-1 , as the following argument shows: If w1
, w2 are 

distinct elements of n, then 

t. (w ) =f t. (w ) 
n-1 1 n -1 2 

for some n e: Z . If 

but 

then 

and 

E l (w ) /Dk = 
k= l n - k 1 

t. (w ) - t. (w ) 1 
n-1 2 n - 1 1 

00 

l (w )/Dk 
00 

L: = L: 
k= l n-k-1 1 k= l 

" 0 = 

(D-1)/Dk 

00 

O/Dk L: 
k=l 

Thus either 

X [<I>(w )] 'IX [ <I>(w )] 
n 1 n 2 

or 

= 1 

00 

t: , ( w )/Dk . L: 
k=l n-K-1 2 
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so that 

cll(w) :/- <I>(w) . 
1 2 

Similarly if Z (w) > Z (w), then <I>(w
1

) :/- <I>(w
2
). Thus 

n-1 1 n-1 2 
<I> is 1-1. 

Observe next that 

,... 
range (<I>) :::: n<I>, 

where 

x Cw) 
n 

,... 
:::: [i + X (w)]/D}. 

n-1 

Indeed, since 

(Z (w) + X [<I>(w)] )/D 
n-1 n-1 

Z (w)/D + ~ Z (w)/Dk 
n-1 k::::2 n-k 

:::: X [<I>(w)] 
n 

,... 
for w £ n and n £ Z, it is clear that range ( <I>)£ n<l> . On 

the other hand, if ~ £ ~<I>' let w £ n have co-ordinates 

Z (w) 
n-1 

where 

x (~) 
n 

Then 

l ' n-1 

[i + X (~)]/D . 
n-1 n-1 

00 ,... k - 1 
k~l [Xn-k+l(w)/D 

"' k 
X (w)/D] 
n-k 
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= x (~) ' 
n 

A A 

so that w = <l>(w) . Thus range (¢) ~ n¢ . 
A 

From this it follows t ha t range (<I>) has f ull P-

measure, s ince 

and 

A 00 D-1 n = n u 
<P n=-oo i= 0 

DN-1 

00 DN-1 . 
n u 

N=l j=O 

A 

{w X ( ~) e: I ( j , N) , 
n-1 

A N 
X (w) e: I(iD +j , N+l)} 

n 

p u [D-1 u {w x (w) £ I(j,N), x 
A 

(w) £ I (iD +j , N+l)} N l 
i=O j=O n -1 n 

D-1 DN - 1 
P{w 

A A N 
= E E X (w) £ I (j , N) , x (w) £ I(iD +j , N+l)} 

i =O j =O n-1 n 

D- 1 DN - 1 

JI(j , N) 
µ(dx)P+(x,I(iDN+j ,N+ l )J = i: E 

i=O j=O f 

D- 1 DN-1 D-1 fl 
E I E µ ( dx) X . ( x) f ( x) X . N . [ ¢ ( x) ] 

i=O j=O k=O 0 I(J , N) k I(1D +J, N+ l) k 

D-1 DN -1 
= E E f_(x)µ [I(j, N)] 1. 

i=O j=O i 

Let S = a({l }
00 

) . Then¢ maps S - measur able sets n n=- 00 

A 

onto o(C) -measurable sets because 

<l>({w £ n : ln - l(w) = i l' ... , z . l (w) n- n+K -
. }) 1n+k-l 

X (w) e: I(i ,1) , .. . ,X (~) e: I(i ,l)} , 
n n-1 n+k n+k - 1 

A 

whi ch belongs to cr(C) . Therefore, since P(n ,) 
qi 

1 and 
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since <I> a + 8<1> is 1-1 and onto, the set function 

P : S + R defined by setting 

" P(A) = P[<I>(A)] (A e: S) 

is a probability measure on S. 

Set S(n) = o({Zn-k}~=l). Clearly the mapping 

w + (t:n-l(w) ,t.n-2(w) , ... ) is measurab le from ca ,s (n)) into 

(n1 ,s 1), and by assump tion the mapping Qi : n1 + R0 ~s s 1 -

measurable. Therefore the mapping 

Qi(Zn-l'zn_ 2 , ... ) : a+ R0 is S(n)_measurable. 

Note that 

{w f [ ~ Z (w) /Dkj. = 
i k= l n-k 

Q. [t: (w),l (w), ... J} :?A, 
1 n-1 n-2 

where 

A = [ ~ {w 
k=l 

D-l}l u (1im{w 
J k+oo 

£ (w) i D-l}l 
n -k 

and 

p ( ~ u 
k=l i 1 , ... ,ike:s1 

ikiD-I 

{w:l (w)=i
1

, ... ,£ k(w)=ik' 
n-1 n-

t: (w) = t: (w) = .. . = !;-1}) 
n-k-1 n-k-2 

{w:X (w)= I i ./D +l/D } " " k j k ] 
n j = 1 J 
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by Lemma 11. Hence if 

then 

c {w l (w) = i , ... ,l k(w) = ik} , 
n- 1 1 n-

J 
Q . [ l ( w) , l 

2 
( w) , ••• ] P ( dw) 

C i n-1 n -

f . [X (~)] P(d~) 
( k k . 

X ( ~) £ I l E i J. D - J , k) } 
n j=l 

i n 

= ( 

JI [jt 
= µ[I(iD 

P{~ 

= P{w 

fi(x)µ(dx) 

. k- j l 
ijD ,k 

k k k - j 
k+l)] + E i D 

j=l j 

k k 
X ( ~) £ I ( iD + E 

n+l j=l 

k-J· 
i D 

j 
k+l)} 

l (w) = i, l (w) = i , ... ,l (w) = i} 
n n-1 1 n-k k 

= P{w £ C : t: (w) = i}. 
n 

Since the sets of the form C generate S (n) , it. follows that 

Q. cz 1 ,z 2 , .. . ) = P(z = i I z ,z 2 , ... ) 
i n- n- n n-1 n-

almost surely on n. Note also that the probability 
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( 
k k- j 

= µ[I L: i D 
j=l j 

is independent of n, which shows that {Zn} is stationary. 

Thus P and {Zn } satisfy (ii) and (iii) of the theorem. By 

definition {Zn} satisfies (i). 

It remains to prove that P is unique if µ is the only 

Pr-invariant measure. Let P
1 

and P2 be distinct probabil­

ity measures on S such that (ii) and (iii) hold with 

{w Q. [l (w) ,l (w), ... ] f fl , ~ l (w)/Dk]} 
i n-1 n-2 K=l n-k 

00 

£:: U {w 
k=l 

l ( w) f D-.1 , 
n-k 

l (w) = l (w) 
n-k-1 n-k-2 

it follows from Lemma 17 that 

D-1} 
' 

P{w:Q [l (w),l (w), ... ]=f[E l (w)/Dkh=l 
i i n-1 n-2 k=l n-k j 

A 

for i = 1,2. Now P
1 

and P
2 

induce probability measures P
1 

and ~ 2 on a(t) by me a ns of the formulas 

P. CA) 
l 

-1 A 

= P. ( ¢ (A)] 
l 

CA e: ace); i = i,2). 

For i
1

, ... ,ik e: s
1

, observe that the probabilit i es 

A 

p. {w 
l 

x (~) 
n 

p. {w 
l 

k k . 
e:r(~ iJ_D-J,kl } 

j=l J 
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because {Z } is 
n stationary on 

k . 
(S2,S,P ). Since the ( 

k 
intervals I I 

j=l 
ijD -J, kJ generate B, 

it follows that the probabilities 

A A 

P { w : X ( ~) E: B} 
i n 

are independent of n for every B i:: B. Set . 

µ. (B) 
l 

P {~ : X (~) E: B} 
i n 

If k E: S and J 
1 

(B E: B; i 1' 2) . 

N N-£. 
I i D E: S , set 

l=l l N 

c {w : Z (w) 
n-1 · 

i , ... ,; (w) 
1 n-N 

i } 
N 

and note that 

~ L 
( Q [ t: ( w) , t: ( w) , • • • ] P . ( dw) 

k n-1 n-2 i 
J c 

P_{w i:: C 
l 

t: (w) = k} 
n 

p. {~ 
l 

A N 
X (w) E: I(kD +j,N+l)} 
n+l 

N = µ[I(kD +j,N+l)]. 

Hence (µi,P1) E: A by Lemma 9. Since P1 and P2 are dis-

tinct, there exist i, ... ,i E: 
1 . k 

s
1 

such that 
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P {w : Z (w) = i , ... ,z (w) = i} 
1 n-1 1 · n-k k 

=IP {w : Z (w) = i , .. . ,t: (w) = i }. 
2 n-1 1 n-k k 

But then 

( 
l· 

µ [I .E 
1 J =l 

k- j 
i D 

j 
k ] =I µ [I .E i .D ) ( 

k k- j 

2 J=l J 

so that µ
1 

=I µ
2

. Thus there are two distinct Pi-invariant 

measures. 
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EXISTENCE THEOREMS FOR P+-I NVARIANT MEASURES 
f 

In Section V we showed that the question whether there 

exists a sto.tionary chain of infinite order with prescribed 

transition probabilities Q0 , ... ,QD-l is equivalent to the 

question whether there exists a P1-invariant measure, where 

In this section we give conditions 
+ 

on a D-ary transition vector f which ensure that there 

exists a Pf-invariant measure. 

We approach the problem from two standpoints, both of 

which rely upon the notion of weak convergence of measures. 

In the first approach we use several standard results from 

+ 
functional analysis. Given any D-ary transition vector £, 

we can define an operator U from M into M by the formula 

Uµ(B) = f 1µ(dx)P+(x,B) 
0 f 

(B E: B) • 

Clearly every fixed-point of U is a PI-invariant measure. 

Now M may be regarded as a convex weak*-compact subset of 

the space of all bounded linear functional s on C[O,l], 

where C[O,l] is the Banach space of continuous functions on 

[0,1] with the sup norm. As an operator on this space, U 

turns out to be weak*-continuous. By invoking a well-known 

fixed-point theorem, we conclude that U has a fixed point 
+ 

whenever f has continuous components. 

The following lemma, a proof of which can be found in 

[2, p. 45~, records the fixed-point theorem in the form in 
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\<Jhi ch \<Je sh al 1 use it. 

Lemma 20: Let K be a compact convex subset of a linear 

topological space X, and let T be a continuous linear aper-

ator on X such that T(K) ~ K. Then there exists L E K such 

that T( L) = L. 

Lemma 21: Let 1 E F(D) . Le t F be regarded as the Banach 

space of bounded B-measurable functions on [0,1 ] with the 

sup norm, and let T be the linear operator on F defined by 

J
1· 

Tg(x) = 
0 

P£(x,dy)g(y) (x E [0,1]; g E F) . 

Let H be a closed subspace of F such t hat T(H) s H, and let 

TH be the restriction o f T t o H. Let H* be the adjoint 

space of H, and let T~ be the adjoint operator of TH. Then 

if K is any weak*-closed convex subset of t he unit bal l in 

H* such that T~(K) E K, there exists L E K such that 

Tf{(L) = L. 

Proof: Since 

s up ITg(x) I 
O::;x~l 

s sup J1 
P+(x ,dy) sup lg(t) I 

O ::;x~ l 0 f O~t~l 

the operator T is a bounded linear operator on F; hence TH 

is a bounded linear operator on H. The adjoint 

operator T~ of TH is a weak*-continuous linear operator on 

H*. By Alaoglu ' s Theorem [2, p . 4 24 ] K is weak*-comp a ct in 

H*. Thus the theorem fo llows from Lemma 2 0 by setting 
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X = H* with the weak*-topology and T 

Theorem 22: 
->- (D) 

Let f E F such that each fi is continuous 

on [0,1]. Then there exis ts µ E M such that (µ,P1) E A. 

Proof: Let H be the collection of continuous functions on 

(0,1]. Then H with the sup norm is a closed subspace of F, 

and H* may be regarded as the collection of countably addi-

tive set functions on B with finite total variation. For 

g E H and µ E H* set 

<g,µ> = f~ g(x)µ(dx). 

Let T be defined as in Lemma 21, and observe that 

D-1 
Tg(x) = l: f_(x)g[<P _(x)] 

i=O 1 1 
(x E (0,1 ] ; g E ff). 

Since £ 0 , ... ,fD-l' cp 0 , ... ,cpD-l EH, it follows that Tg EH 

when g EH, i.e., T(H) ~ H. 

Let K = M ~ H*. Clearly K is convex; also K is a sub-

set of the unit ball in f-1*, because I jµ j I = 1 forµ EK . 

Moreover , K is weak*-closed in H* , since 

K ({µ E H* <l,µ> = l}) 

n ( n {µ E H* 
gEH 
g~O 

<g,µ> ~ O}) . 

Now let TH and TH be defined as in Lemma 21 . For 

µ E K set 



µ ( . ) 
1 f 10 
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µ(dx)P(x ,· ) e: K , 

and observe for µ e: K and g e: H that 

<g T~\:µ> 
' /-{ 

<THg,µ> 

= f ~ µ (dx) f~ P(x,dy)g(y) 

f ~ g(y)µl (dy) = <g,µl > 

by a simple variant of Fubini ' s Theorem . 

ifµ e: K, i.e. , TH(K) ~ K. 

By Lemma 21 there exists µ e: K such that µ = 

Hen c e 

µ(B) = µ (B) = fl µ(dx)P+(x,B) 
1 0 f 

for every B e: B, and (µ,Pf) e: A. 

T*µ 
H 

By Theorem 19, the result of Theorem 22 implies the 

existence of stationary chains of infinite order with tran-

si t ion probab i lities satisfying certain continuity condi -

tions . These chains are described in Corollary 24 . First 

we define the natural notion of convergence in n . 
. 1 

Definition 23: Let {i(n)}:=l be a sequence of e lements of 

("'\ , . (n) - ( . (n) . (n) ) f l Th {. (n) }°" 
~G 1 , wnere i - i 1 ,1 2 ,.. . or eac 1 n. en i n=l 

i s s aid to converge to i ( O) = (i ( ~ ) , i ( ~ ) , .. . ) e: n 
1 

( in s y m -

bols , i (n) + i (O)) if for each k, i (n) i (O) for all n 
' k k 

suffi c ient l y large . 
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Corollary~: Let Q0 , ... ,QD-l 

D-1 
(i) i~O Qi := l 

(ii) i(n) + i(O) implies Q. (i(n)) + Q. (i(O)) 
l l 

Then there exists a stationary chain of infinite order 

{ 7 }00 
~n n=-oo on a probab ility space (Q,S,P) with values in s1 

such that 

P(t. = l I t. ,t. , ••• ) 
n n-1 n-2 

Q.(t. ,t. , .•• ) 
i n-1 n-2 

(i E S ) 
1 

almost s urely on Q . 

+ 
Proof: Conditions (ii) and (iii) ensure that the vector f 

= (Q 0°v , ... , QD _
1

°v) has continuous components; therefore, 

by Theorem 22 there exists a Pi-invariant measure µ. Also 

by Lemma 16 the functions Q0 , ... ,QD-l are s 1 ~measurable. 

Hence the corollary follows from Theorem 19. 

' Condition (ii) of Corol lary 24 seems natural. If at 

time n two "past histories" in a chain of infinite order 

coincide back to time n- k , where k is large, it seems rea-

sonable to assume that they have nearly the same transition 

probabilities. On the other hand, condition (iii) appears 

quite unnatural. In general there is no reason to assume 

that two distinct "past histo ri e s" should have exact ly the 



47 

same transition probab il ities. Thus the class of D- ary 

transition vectors with continuous components corresponds 

to a somewhat restricted class of transition probabilities 

for chains of infinite order. The techniques of functional 

analysis do permit a generalization of Theorem 22 asserting 

the existence of an invariant measure for every D-ary tran­

sition function; however , in this generality the measure 

may be only finitely additive . 

Theorem 25 : For every; E F(D) there exists a finitely 

additive probability measure µ on B such that 

f lo µ(dx)P-+(x , B) = 
f 

µ (B) 

for B E B. 

Proof: Let H = F, so that H* = F* may be regarded as the 

collection of finitely additive set functions on B wi th fi -

nite total variation. Clearly T(H) ~ H. Let K be the col-

lection of finitely additive probability measures on B. As 

in the proof of Theorem 22, K can be shown to satisfy the 

hypotheses of Lemma 21; hence there ex ists µ s K such that 

T*µ = µ , i.e., such that 

fl µ(dx)P-+(x , B) = µ(B) 
0 f 

for B E B. 

A simple but interesting examp l e of a D- ary transition 
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->-
vector f all of whose invariant measures a r e only finitely 

additive is the following: Let D = 2, and l e t 1 = ( £
0

,£
1
), 

where f 0 X(O,l] and f 1 = X{O} " 

ure for f, then 

If µ is an invariant meas-

µ(0) = f (0) ·µ(O) 
0 . 

0· µ (0) = O; 

hence for B E B we have 

µ (B) = 
1 
L: 

i=O I lo f . (x) XB [¢. (x)] µ (dx) 
l l 

f 
1 

[x (x) + x (x) ]µ(dx) 
0 <Pol(B)n(O ,l] <Pil(B)n{O} 

-1 
= µ[¢0 (B)] . 

Now if B n (O, o) = (O, o ) for some o E (0,1), then 

<j> ~n(B) = (0,1] for some n E z
1

; so that 

µ (B) 
-1 

µ [ ¢ 0 (B) ] = 
-n 

= µ [ ¢
0 

(B)] 2: µ((O , l ]) 1. 

Regarding µ as a continuous linear functional on F, we have 

that 

<x , µ> = 1. 
B 

Since<•,µ> is linea r, it readily follows that 

<f , µ> = c 

for every simple function f E F such that f (x) = c f or x in 

some interval (O , o ). Using the continuity of <•, µ>, we c an 
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then show that 

<f , µ> = c 

for every function f E F such that f(x) + c as x + 0. This 

shows how < • ,µ > is defined on the subspace of F consisting 

of all functions f E F having a right-hand limit at 0. 

Clearly µ is not countably additive, since 

lim µ((0,1/n)) = l im <x , µ> 1 f 0 µ (~) • 
n+oo n+-00 (0,1/n) 

This completes our study of the existence of invariant 

measures by means of fixed-point theorems in functional 

analysis. Henceforth we adopt a di ffe rent point of view. 

Rough l y our approach is as f ollows: Suppose that 1Cn) is a 

sequence of D-ary transiti on vectors converging in some 
+ 

sense to a D-ary transit ion vector f. Suppose further that 

each vector £Cn) has a Pf(n) -invariant measure µn . Is 

there a subsequence of {µ } which converge s in some sense 
n 

to a P+- invariant measure µ? Wi th suitable definitions of 
f 

convergence in F and M, the answer is affirmative; and a 

general result of this typ e is given in Theorem 30. 

The next definition specifies the t ype of convergence 

in M appropriate to our task. This is actually weak*-

convergence in M considere d as C[O,l]*. 

Definition 26: A sequence µ
1

,µ
2

, ... EM is said to converge 

\veakly to µ E M (in symbols, µn ..J:!..+ µ) if 
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J~ f(x)µn(dx) + J~ f(x)µ(dx) 

for every continuous function f on [0 , 1]. 

The next two propositions , which we state without 

proof (see [ S, p. 116] and [3 , p . 261] respectively), give 

famil iar properties of weakly convergent sequences of meas -

ures. 

Proposition 27: Let µ , µ 1 ,µ 2 , ... £ M. Then 

if and only if 

µ ~ µ 
n 

F (x) + Fµ (x) 
µn 

at every point x £ [0,1] at which Fµ is continuous. 

Proposition~: If µ1 , µ 2 , .. . £ M, there exists a subse ­

quence µ
11 

, µn , . . . and a measure µ £ M such that µ . ~ µ . 
1 2 nlc 

The following proposition concerning weak convergence 

of measures is less familiar, and we prove it here for the 

sake of completeness . It is quoted in [S , p . 119]. 

Proposition 32_ : Let µ , µ 1 , µ 2 , • .. £ M such that µn ..l:!...+ µ. If 

B £ B such that µ(3B) = 0 , then 
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for eve r y continuous function £ on [0 , 1]. 

Proof: Without loss of generality assume that 0 s £ s 1, 

and let E > 0 be given. By the regularity of µ there exist 

a closed set H and an open set 0 in [0 ,1 ] such that 

and 

max{µ(§~ H) , µ(O ~ B)} < E. 

By Urysohn ' s Lemma [ 2 ' p . 15] there exist continuous func -

tions g1' gz [ 0 , 1] -+ [ 0 ' 1] such that 

. gl (H) - gz (B) - 1 

and 

g 1 ([0 ,l] 
0 

~ B) - g
2
([0,l] ~ 0) - 0. 

Clearly 

XH < gl :s - XB s gz s Xo · 

Note that 

0 f f (x) µ (dx) < µ(B ~ H) < µ(B ~ H) + µ(aB) < E -
B~H 

and 

J f(x)µ(dx) :s µ(0 ~ B) :S µ(0 ~ B) + µ(oB) < E . 
O~B 



Also 

(
1 

f(x) g. (x)µ (dx) + J1 
f(x)g. (x)µ(dx) 

;0 · i n O i 
(i = 1,2) 

because fg , fg are continuous. Hence 
1 . 2 

JB 
f (x) µ ( dx) - E: < JH f(x)µ(dx) s f ~ f(x)g (x)µ(dx) 

1 

= lim f 1 f(x)g (x)µ (dx) < lim J f(x)µ (dx) 
n+oo 0 1 n - n+oo B n 

and 

f B 
f(x)µ(dx) + E: > fo f(x)µ(dx) ~ f ~ f (x) g

2 
(x) µ ( dx) 

= lim f 1 
f(x)g 2 (x)µn(dx) > lim J f(x)µ (dx) . 

n+oo 0 n+oo l3 n 

Since E: > 0 was arbitrary, it follows that 

Thus 

lim J 
n+00 B 

f(x) µn (dx) S J B f(x) µ(dx) < 

I 
f(x)µ (dx) +Jr f(x)µ(dx). 

B n B 

lim 
n+oo J 

f (x) µ (dx). 
B n 

With these results we can prove the follow i ng general 

existence theorem for Pi-invariant measures. 

The orem 30: (1) (2) (D) 
Let µ

1
, µ

2
, ... E: Mand f ,f , .. . E: F such 

that (µn,P£Cn)) E: A for each n. Suppose µn --1i.+ µ E: M such 

that Fµ is continuous, and suppose B1 ,B 2 , ... E: Bare di s­

joint sets such that 
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(i) 
( 

00 

l-l u 
m=l 

1 

and 

µ('()B
2

) = ••• = 0 . 

+ F(D) 
Suppose there exists f E such that 

(iii) 
r (n) 

I + f 
l i 

uniformly on B 
m 

(rn) (m) 
and suppose for each m the re exist functions g 

0 
, ••• ,g 

D-1 
continuous on the set B such that 

m 

(x E B ; l E S ) • 
rn 1 

(m) (m) 
Proof: Note first that g , ... ,g can be extended to 

(m) 0 (m) D-1 
continuous functions h 0 , ... ,hD-l on [O,l] by Tietze's 

Extension Theorem [2, p. 15]. 

Let E > 0 be given. By (i) there exists M E z
1 

such 

that 

(M) 
Set l3 

µ u B > 1 - E/4. 
[ 

M l 
rn= 1 rn 

M 
u B , and observe that 

m=l rn 

µ((lB(M)) M 
~ L: µ(dB ) = 0 

m=l m 

by (ii). Thus 

µn(B(M)) (M) 
µ(B ) 
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by Proposition 29. Hence there exists M' E: z1 such that 

(n > M'). 

From (iii) it follows that f(~) ~ f . uniformly on B(M) for 
1 1 

each i E: s
1

. Let ~!" E: Z such that 
1 

f -sup sut I (x) f (~) (x) 
iE:S1 

XE:B M) i 1 

Now if N E: z 
0 

and j E: s 
N' 

then 

µ[oI(j, N)] 0 

because F is continuous; therefore 
µ 

I < E:/4 (n > M") . 

µ[3(I(j ,N) n B )] '.:'. µ[3I(j ,N). ] + µ[()B ] = 0 
m m 

form= l, ... , M by (ii). Since h(~) , ... ,h~~~ are contin­

uous on [0,1], it follows that 

J 
f. ( x) µ ( dx) 

1 n 

I(j,N)nB 
m 

= J h(~l) (x)µ (dx) 
i n 

I(j,N)nB 
m 

( f i ( x) f.l ( dx) 

Jr(j,N)nB 
m 

by an application of Proposition 29. Thus there exist in-



sup 
iE:S 

1 f 
fi(x)µ(dx) 

I(j ,N)nB 
rn 
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- f £. (x)µ (clx) 
1 n 

I (j , N) nn 
,m 

E:/4M 

(n > N ) 
m 

for m = 1, ••. ,M. For any i £ s1 and n > max {l\1 ' ,M" ,N
1

, ••• ,NM} 

it now follows that 

J

r fi(x)µ(dx) - f f(:)(x)µn(dx) I 
I(j,N) I(j,N) 

< 

1 1 n 

f 
f.(x)µ(dx) -r f.(x)µ (dx) I 

I (j , N) nB (M) I (j ,N) nB (M) 

M 
2: 

m=l 

+ I f £. (x)µ (dx) - f £(~) (x)µ (dx) 
1 n 1 n 

I ( j ' N) n B ( M) I ( j ' N) n B ( M) 

If fi(x)µ(dx) -f f i (x)µn(dx) 

I(j,N)nB I(j,N)nB 
m m 

+ f I f.(x) - f(~)(x) Iµ (clx) 
i i · n 

I ( j , N) n B ( M) 

f f 
(n) 

+ f. (x)µ(dx) + f . (x)µ (dx) 
1 1 n 

I(j,N)~B(M) I(j,N)~B(M) 
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M 

< L: (E:/4M) + 
m=l 

f 
[~~~(M)lfi(x) (n) ] - f . (x) I µ (clx) 

1 n 
B (M) 

+ f 1 µ (dx) 

[O,l]rvB(M) 

+ f 1 µ ( dx) 

[ 0, 1] rvB CM) 

< E:/4 + (E:/4) • sup 
nE: Z 

1 

(M) 
Jl (B ) 

n 

(M) 
+ µ([O,l] rv B ) +sup 

n>M' 

< E:/4 + E:/4 + E:/4 + E:/4 £. 

This shows that 

f 

(n) 
f . (x) µ ( dx) 

1 n 

I ( j , N) 

N 
But µ[CJI(iD +j ,N+l)] 

that 

+ f f i ( x) µ ( dx) . 

I (j ,N) 

0 and(µ. ,P+(·)) E: A for each n, so 
n f n 

µ[I(iDN+j ,N+l)] 
N 

= lim µ [I (iD +j ,N+l)] 
n+oo n 

lim 
n+oo 

J 

(n) 
f. (x)µ (dx) 

1 n 
I ( j , N) 

f 
fi(x)µ(dx). 

I ( j , N) 
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Hence (µ,P1) E A by Lemma 9. 

One drawback of Theorem 30 is that the limit measure µ 

must have a continuous distribution Fµ. Corollary 32 gives 
-+ (n) 

general assumptions on the £ 's which ensure that Fµ will 

be continuous. The corollary depends on the following 

proposition. 

Proposition l!= ->- (a) 
Let l/D $ ~ < 1, and let {f } be a 

aEA 

family of D-ary transition vectors such that 

range ( i E S l ; a E A) . 

If {µ } A is a family of measures in M such that 
a aE 

(a EA), 

then the family of distributions {F } is uniformly 
µa aEA 

equicontinuous. 

Proof: For N E z0 let P(N) be the proposition that 

µ [I(j,N)] < ~N 
a -

Clearly P(O) holds. 

, .DN . f 
l( = i + J or some i 

(J. E S · a E A) . N' 

If P(N) holds and k E SN+l' then 

E S1 and j E SN; and 

µ [I(k,N+l)] = f f . (x)µ (dx) 
a I(j,N) l a 

< ~ • µ [I (j , N) ] 
a 

N+l 
< ~ 
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so that P(N+l) holds. By induction P(N) holds for all 

N e: z0 • 

Given e: > O, set 6 = l/DN, where 2~N < e:. If 

x,y e: (0,1] such that 0 < y - x < 6, then 

x I y e: I ( j IN) u I (j + 1, N) 

N for some 0 $ j < D -1; and 

0 < Fµ (y) ·- Fµ (x) - a a 

$ µ [I(j ,N)] +· µ [I ( j + 1 , N) ] 
a a 

< 2E;N < e: .. 

for all a e: A. Thus {Fµ }ae:A is uniformly equicontinuous. 
a 

Corollary 32: Let l/D < ~ < 1, and let £(l) ,£C 2) , ••• e: F(D) 

such that 

(n) 
range (f . ) s [O,~] 

. 1 

and such that µn ..li.+ µ. Then Fµ is uniformly continuous. 

CIO 

Proof: By Proposition 31 the family {Fµ }n=l is uniformly 
n 

equicontinuous; hence, given e: > 0, there exists 6 > 0 such 

that 
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F (x) - F (y) I < € 
µn µn 

whenever x,y E [ 0 ,1] such that lx-yl < 6 . By Proposit ion 

27 and the monotonicity of Fµ there is a countable set 

B £ [0,1] such that 

F (x) + F (x) 
µ µ 

(x € [0,1] 'VB). 
n 

If <"" BC x,y c.. = [0,1] 'V B such that l x-yl < 6, it follows 

that 

F (x) 
µ I = . lim 

h__, 
F (x) 

µ 
n 

F (y) 
µ 

n 

< €, 

Now Bc is dense in [O,l] because B is countable. Therefore, 

if x,y E [0,1] such that 0 s y - x < 6 , there exist points 

c x 1 ,y1 € B such that x1 $ x s y S y 1 and y 1 - x 1 < 6; and 

0 S F (y) - F (x) ~ F (y ) - F
11 

(x
1

) < €. 
µ µ µ 1 ~ 

Thus F is uniformly continuous. 
µ 

We conclude Section VI by making a simple application 

of Theorem 30. This corollary will be useful in the next 

section, where we give a new proof of the existence and 

uniqueness of stationary absolute distributions for a wide 

class of Nth order Markov chains. 

Corollary 33: Let l/D < ~ < 1 and N E z0 , and let 
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+(O) +(1) +(2) F(D) f ,f ,f , ... £ such that 

range (f (~)) = [O, t,;] 
l 

(i £ S ; n £ Z ) 
1 0 

and such that each function £(~) is constant on the inter­
l 

vals I(j ,N), where j = O, ... , DN- 1. Suppose that 

and suppose there exist u1 ,u 2 , ••• s M such that 

(µn,Pi(n)) £ A for n £ z1 . Then there exists u 0 s M such 

that (u
0

,P£(O)) s A. 

Proof: By Proposition 28 there exists a subsequence 
00 00 

{µn }k=l of {µn}n=l 
k 

such that µn -1i-r u 0 for some u0 s M. 
k 

Observe that F 
µ0 

N 

is continuous by Coro llary 32. For 

m=l, ... ,D set Bm I(m-1,N). Then 

u[ BN B] = µ([O ,l]) 
m=l m 

1 . , 

also 

because Fµ is continuous. Now the functions 
0 

f(~),fC~1),f(~2), . .. are step functions with the same in-
1 l l 

tervals of constancy; hence f(~k) + fC?) pointwise on [0,1] 
l l 

implies that f(~k) + fC?) uniformly on [0,1]. In particu-
l l 

lar, fC~k) + £(~) on each set Bm ; Furthermore, each func -

fC?), i 
l 

ti on s s1 , can be extended to a constant (hence 
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continuous) function g(~) on B by setting 
i m 

g (~1) (x) 
l 

(x £ B ) • 
m 
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VI I. STATIONARY Al3SOLUTE DISTRIBUTIONS FOR NTH ORDER 

MARKOV CHAINS 

If S is a denumerable set and {X } is an Nth order 
n 

!1Iarkov chain on S , then {Xn} can be regarded in a natural 

way as a Markov chain {X'} on the set S' consisting of all n . 

N-tuples from S. The transition probabiLities 

P 'cx·r c· . ) = i
0

, ••• ,1 
n · N-1 

I x' = Ci , •.. , i ) ) 
n-1 1 N 

in the new process are merely equated to the transition 

probabilities 

in the original process, and all other X~-transitions are 

assigned zero probability . If S is finite and if all tran-

sitions are possible in the Xn-process, the X~ -process is 

an irreducible aperiodic chain in which all states are per-

sistent. (For definitions see [6, p. 52] . ) Then from the 

Erd6s-Pollard- Feller Theorem [6, p. 57] it follows that 

{X ' } (hence {X }) has a unique stationary absolute distri-
n n . 

but ion. 

In this section we give a new proof of the fact that 

a finite-state Nth order Markov chain in which all transi-

tions are possible has a unique stationary absolute distri­

bution . Such a chain may be regarded as a chain of infi -

n i te order in which the transition probabilities 
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Q0 , ... , QD- l dep end upon only their first N a r guments . The 

f unct ions fo = Q0°v , ... ,fD-l = Q0 _1°v are then constant on 

each of the intervals I (O , N) , ... ,I(DN-1, N) . As is proved 

in Lemma 37, a Pf -invar iant meas u reµ for such a vector 
-)-

f = (Q 0°v, ... , QD_ 1°v) is completely determined by its val-

ues on the interva l s I(O,N), ... ,I(DN-1,N); henc e the prob -

lem of estab l ishing the existence and uniqueness of µ re-

duce s to the problem of proving the non-singularity of a 

certain DN x DN matrix A(f) . In Lemma 36 we demonstrate 

the linear independence of the first DN -1 rows of A(f) ; 

-)- . 
from this the non-singulari ty of A(f) fol l ows readily. The 

main result of t he section is contained in Corol l ary 39 . 

Definition 34: A funct ion f E F is said to be a D-ary step 

f uncti on of order ~ (N E Z1 ) if f is constant on each of 

t he intervals I(O , N) , ... ,I(DN-1,N). A vec t or 1 £ F(D) such 

that each f i is a D-ary step function of order N is called 

a Markovian transition vector of order N. Let K(D) be the 
N 

collection of those vectors in F(D) whi~h are Markovian 

transition vectors of order N. 

( 
N N-k J v alue of f i on I ~ i D ,N 

k=l k 
f(i; i 1 , ... ,iN) . 

If f E K(B), the constant 

wil l be denoted by 

Definition 3 5 : For N £ z1 and i 1 , ... ,iN E s1 set 

N N-k 
I- (i 1' ... 'iN) = k~ 1 ikD + 1. 
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Then for each f e:: K(~) let A(f) be the DN x DN matrix whose 

rows 

-+ -+ 
R = R , 

1 .\(0 , .•• ,0) 

are given by 

F: 
.\( i1, ... ,iN) 

D-1 

-+ e:: 

... , -+ 
= R 

>..(i 1 , ••• ,iN) 

.\(D-1, ... ,D-1) 

-+ 
- L: f (i . 

i=O l' iz, ... ,iN' i) e:: 
.\(i 2 , ••• ,iN, i) 

and 

R 
.\(D- 1, ... ,D-1) 

->­e:: 
.\(i , ... ,i )' 

1 N 

-+ -+ where e:: 1 , •.. ,e::DN are the unit co-ordinate vectors 

Lemma 36: Let f e:: K(D) such that N 

range ( f . ) s ( 0 , 1 ] 
l 

(i e:: s ). 
1 

-+ -+ -+ 
Then the rows R

1
, .. . , RDN -l of A(f) are linearly independent. 

Proof: Suppose c 1 , .•. ,cDN-l 

DN-1 -+ 

e:: R such that 

L: c R = 8 
j =.l j j 

DN 
where 8 is the zero vector in R 

gives 

Equating components 
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c 0 
A. (i , ... ,i) 

1 N 

D-2 
c 

A.(i , ... ,i) 
1 N 

E f(i;i , ... ,i )c 
i=O 1 N A.(i,i , ... ,i ) 

1 N-1 

0 

N . N 
(D -D < A.(i , ... ,i) < D), 

1 N 

and 

D-2 
E f(i;D-1, ... ,D-l)c =0. 

i=O A.( i,D-1, ... ,D-1 ) 

Thus if c N 
D 

c 
A. (.D-1 , . .. , D-1) 

is de fined to be 0, then 

D-1 
c 

A.(i , ... ,i) 
1 N 

= E 
i=O 

f(i;i 1 , ... ,iN)c 
A.(i,i , ... ,i ) 

1 N-1 

( 1 ( . . ) N) <A. 11 , ... ,1N s D . 

Since 

and 

it fo l lows that 

(*) 

= 
D-1 

E f(i ; i , ... ,i ) [min c ] 
i=O 1 N i£S1 A.(i,i1 ,···, iN-l) 
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D-1 

< c E f(i;i
1

, ... ,iN) 
i=O >.. ( i , i 1, .•• , iN -1) 

= c 
>.. ( i 1, ••• , iN) , 

with equality it and only if 

( * *) c = c 
>..(i,i , •• . ,iN 

1
) 

1 1 -
A.(il, ... ,iN) 

(i ES). 
1 

DN 
Let V = { c . } . 1 . Let cc · ·) =min {c 

J J= >.. J1, .•• ,JN 
c e: V}, and 

let c be arbitrary in V. By (*) 
>..(k1 , ... ,kN) 

c < c 
>..(k ,jl, .•• ,j N-1) >..(j l' .•. ,j N) , 

and equality holds by definition of c There-
>.. U 1, ... , j N)" 

fore, by (**), 

c = c 
>.. ( kN ' j 1 ' . • . ' j N - 1) >..(jl, .•. ,j N) . 

Repetition of the argument gives 

c = c 
>..(kN-l'kN,jl, .•. ,jN-2) >.. ( kN ' j 1 ' • • • ' j N - 1) 

c c 
A. ( k 1 , ••• , kN) A. ( k 2 , ••• , kN ' j 1) • 

Thus 

c 
A. ( j 1 ' •.• 'j N) • 
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Since c was arbitrary in V, it follows that all 
>.(kl , .•. , kN) 

elements of V are equal. Their common value must be 0, be-

cause cDN = O. 

Lemma 37: 

-+ 

Let 1 E K(D) such that 
N 

range (f.) ~ (0 ,1] 
l 

and let M(f) be the collection of Pi-invariant measures 

µ E M. Let L be the collection of DN x 1 column vectors of 

real numbers, and let L ~ L be the collection of positive 
0 

solutions X to the matrix equation 

-+ 
A ( f) • X = Y , 

where Y is the DN x 1 column vector w.i.th final entry 1 and 
-+ 

other entries O. Then the function ¢ : M(f) -+ L given by 

¢ ( µ) 

µ[I(O,N)] I 
~ µ [l (~N-1 , N)] 

-+ 
is a 1-1 mapping of M(f) onto L

0
• 

-+ 
( µ E M ( f)) 

Proof : To see that ~ maps M(1) into L
0

, let µ E M(1) and 

set X = ~(µ) . The positivity of X follows readily from the 

invariance equation and the positivity of the step func -

-+ 
R ·X 

>. ( i l , ... , iN) 



and 

= 

x 
A(i , •. , i) 

1 N 

N 
J.l [I ( L: 

k=l 

D- 1 
L: 

i=O 

N 
J.l [ I ( L: 

k=l 

D- 1 
- L: 

i=O 

N 
J.l [ I ( L: 

k=l 

D-1 
L: 

· N-k 
i D 

k 

f (i ; l 
1 

N- k 
l D 

k 

! N-1 
I ( L: 

k=l 

N-k 
l D 

k 

N 
J.l [I ( L: 
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N) ] 

N-1 N-k 
, •• • , l , i)µ[ I ( L: i D 

2 N k=l k+l 

N) ] 

f. (x)µ(dx) 
N- k ll 

l D + i ' N) 
k+l 

N) ] 

N+l - k 
i D +i , N+l) ] 

i=O k=l k 

N N- k 
µ[I( L: i D , N)] 

k=l . k 

= 0 

+ 
R • X 

DN 

N 
J.l [I ( L: 

k=l 

N- k 
i D 

k 

DN - 1 

N) ] 

L: x L: µ(I(j,N) ] 
A(D-1, • •• , D-1) j=l j j=O 

-+ 

+i , 

1. 

Thus ¢(µ ) ~ L
0

• This shows that ¢ map s M(f) into L
0

• 

N) ] 

-+ 
To see that ~ maps M(f) onto L

0
, let X E L

0 
with com-

Note that 
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D-1 

E E f(i1;iz ,··· ,iN,i)x 
lSA(il''" .,iN)sDN i=O A(iz, ·· .,iN,i) 

D-1 
E N [ E f(i

1
;i 2 , ... ,iN,i)] 

l$A(iz,•••,iN,i)sD il=O 
= 

·x 

E 
1 '(. . .) DN 'SI\ i 

2 
, .•• , iN, i 5 

x 
A(i , ... ,i ,i ) 

2 N 

= E N 
l5A(i , ... ,i )5D 

1 N 

x 
A ( i l , ••• , iN) . 

Since X e: L 
0 ' 

= x 
A(i 1 , ... ,iN) 

Adding these last DN-1 equations and subtracting the result 

from the preceding equation gives 

D-1 
E f(D-l;D-1, .. ,D-l,i)x = x 

i=O A(D-1, .. ,D-l,i) A(D-1, .. ,D-1). 

Thus 

x 
A ( i 1' ••• ' iN) 

Now let C be the collection of intervals I(j,N+k), where 
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" k E z0 and j E SN+k; and let µ be the set function on C de-

fined by setting 

A N+k N+k-j 
µ [I ( E i D , N+ k) ] 

j = 1 j 

k 
= [TI f(i,;i. , .•. ,i , )]x 

j=l J J+l N+J A.(ik+ l' ... ,iN+k) 

where an empty product (in case k = 0) is defined to have 
A A 

the value 1. Clearly µ is non-negative on C. Also µ is 

additive on C, as follows from the equations 

N+k+l 
E µ[ I( .E 

J=l 

N+k+l-j 
i.D ,N+k+l)] 

i , ... ,i k ES N+k+l N+ ·+t 1 
J 

k+l 
= E 

i ' ... 'i ES 
N+k+l N+k+l 1 

[ TI f(iJ.;iJ.+l'''''iN+J· )] 
j=l 

·x 

k+l-1 
= E 

i , .... ,i 0 ES N+k+l N+k+~-1 1 

[ TI f(i.;i. 
1

, ... ,i .) ] 
j=l J J+ N+J 

•x ] 
A.(i , ... ,i ) 

k +l +l N+k+l 

k+l-1 
= E 

iN+k+l'''''iN+k+l-lESl 
[ II f(i.;i. , ... , i .) ] 

j=l J J+l N+J 

. • X 
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k+l 

= L: [ II f ( i . ; i . l , ... , iN . ) ] 
l. k cs J· =1 J J+ +J 

N+ +le. 1 

· x 
A.(ik+2 ' .. . , iN+k+ l ) 

k 
= [ II f ( i . ; i . l , ... , iN . ) ] 

j= l J J + +J 

· [ L: f(ik+l;ik+2' 00 ''iN+k+l) 
iN+k+lE:S l 

• x ] 
A.(i , ... ,i ) 

k+2 N+k+l 

k 
[II f(i.;i. , ... , i .) J x 
J· =l J J +l N+J '(1· i· ) 

11. k+l'' "' N+k 

N+k 
µ[I( L: i.DN+k- j, N+k)] . 

j = 1 J 

Two other important properties of j.l are 

"' 
DN 

(*) L: µ [ I (j , N) ] = L: x = 1 
j E:SN j= l J 

and 

,,... N+k N+k- j f,;k , ( * *) µ[I( L: i.D , N+k) ] < 
j =l J -

where 

f,; = max {f . (x) 
l 

0 < x ~ . 1; i E: s }. 
1 

"' Property (**) fo ll ows from the def i nition of µ and the fact 

that each xj s 1 . Since no f. is ever 0 , no f . is ever l; 
l l 

hence E,; < 1 because the f. 's are step f unctions. 
l 
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Now let F~ : Q(D) + R be defined by setting F~(O) 

F~(l) = 1 and 

k -1 
L G[I(j,N)] 

j=O 

whenever 1 < k < nN such that k j D. From the non-

" 

0 and 

negativity and additivity of µ on C, and from (*) and (**), 

it follows that F~ is non - negative , non-decreasirig, and 

( D) , " h . uniformly continuous on Q ; · nence Fµ as a unique exten-

sion to a continuous distribution function Fµ on [0,1]. 

Let µ be the unique measure in M such that 

J.1([0,x)) = F (x) 
. µ 

By construction 

µ [I (j , N) ] µ[I(j,N)] x 
j+l 

so that ¢(J.l) = X. Also if i £ S1 and 

N+k N+k-l 
j I i D £ S 

l=l l N+k' 

then 

N+k 
J.l [I (iD +j,N+k+l)] 

= f(i;i , ... ,i) 
1 N 

k 

(x£ [0,1]). 

• [IT f(i ;i , ... , i ) ]• X 
-l=l £. .l+l N+.l ( · · ) 

A. 1 k+1 ' ... ' 1 N + k 

f (i; i 1 , ... , iN) J.l [I (j ,N+k)] 

Jr(j,N+k) fi(x)J.l(dx) , 
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-+ 
so that µ E M(f) by a slight variant of Lemma 9. Thus ¢ 

maps M(1) onto L
0

• 

It remains to show that ¢ is 1-1. If µ1 and µ 2 are 
-+ 

elements of M(f) which agree on the intervals 

I(O,N), ... ,I(DN-1,N), then they agree on all of C (hence on 

all of B) because they are both invariant measures for a 
-+ 

vector f whose components are D-ary step functions of order 

N. Thus <ll(µ
1

) = <1>(µ
2

) implies µ
1 

= µ
2

, which shows that ¢ 

is 1-1. 

Theorem 38: Let 1 E K(D) such that 
N 

Then there exists a unique µ E M such that (µ,P1) E A. 

Proof: The collection H(~) of vectors 1 
such that each f. is a D-ary step function of order N is a 

l 

Banach space under the natural norm 

where I !£ii I denotes the sup norm of fi. Let K = 
-+ (D) 

denote the collection of vectors f E K N such that 
A 

(fi) = (0,1] for i E s 1 . Clearly K is connected. 
-+ 

K (D) 
N 

range 

Let K' 

denote the collection of those vectors f E K for which 

there exists a unique P-+-invariant measure µ E M. The 
f 

theorem asserts that K' = K. Since K is conne cted, it suf-

fices to show that K' is non-emp ty and open and closed in 
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" K. If 1 E K is the vector whose components are identically 

equal to l/D, it is easy to see that Lebesgue measure is 

the only Pi-invariant measure in M. Thus K' f ~. 

" + 
To see that K' is open in K, let f EK '. By Lemma 37 

there is a unique positive column vector X E L such that 
+ 

A(f) • X = Y. Then [A(f)]-l exists 
+ -1 

and X = [A(f)] · Y. By 

the continuity of the determinant function and of matr i x 

multiplication there is 

that g E N implies that 

+ " 
a neighborhood N of f in K such 

+ -1 + -1 
[A(g)] exists and that [A(g)] · Y 

has positive components. By Lemma 37, N s K'. Thus K' is 

" open in K. 

To see that K' is closed in K, let f(l) , £CZ), ... be a 
+ 

sequence of vectors in K' converging to a vector f E K. 

Eventually the vectors 
+(n) 
f · must have components bounded 

uniformly away from 1; hence by Corollary 33 there exists 

µ E M such that (µ,P;) E A. Thus there exists 

(O) 
x 

1 

(G) 
x N 

D 

by Lemma 37. Since by Lemma 36 the rows R , ... ,RN of 
1 D1 -1 + 

A(f) are linearly independent, the solution set {X} of the 

matrix equation 
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0 

• X 

0 

N 
is a line L through the orig i n in RD Clearly 

(0) (0) . (0) (0) 
(x 1 , ... , x N) EL. Bu t if (AX , . . . ,AX N) is any point 

D1 1 D1 

of L whose co-ordinates sum to 1, then 

DN ( 0) DN 
A A L: x l: AX ( O) = 1 ; 

j=l J j=l j 

th .... (' ( 0 ) ' (0)) ( (O) (O)) 1'hi·s shows so a (.. /\X , •• • , /\X N = x , ••• , x N • 
1 D1 1 D 

t hat X(O) is the unique solut ion X of the equation 

+ 
A(f) • X = Y. Thus LO has exactly 

exactly one P·~tinvariant measure 
+ 
f E KI 

I ) and K ' is c l osed in K . 

Corollar y 39 : Le t Q0 , ... ,QD- l 

D- 1 
L: Q. = 1 

i=O i 

one e l ement , so that 
+ 
f 

by Lemma 37. Hence 

n
1 

+ R
0 
~ {0} suc h that 

has 

and such that each function Qi d~pends upon only a finite 

number of its arguments. Then there exists a measurable 

space ( n , S) and a sequence of S - measurable f unctions 
00 

{ln}n= - oo on n with S = a({ln}) such that there is exactly 

one probability measure P on S for whi c h 

(i) {ln} is stat ionary 

and 
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(ii) P(t: 
11 

i I t: ,t: , ••• ) 
n-1 n-2 

a l most surely on a 

Q .(t: ,t: , •.. ) 
i n-1 n-2 

(ie:S) . 
1 

Proof: By assumption on the Qi ' s there exists N E z
1 

such 
->-

that the components fi of the vector f = (Q 0°v, ... , QD_ 1°v) 

are D- ary step functions of order N satisfying 

range (f.) s (0 ,1 ) . 
l 

Pf-invariant measure. 

By Theorem 38 there exists a unique 

Also the functions Q , ... ,Q are 
0 D-1 

s
1

-measurable by Lemma 16. Hence the coro llary follows 

from Theorem 1 9. 
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VIII. ADDITIONAL EXISTENCE THEOREMS FOR P£-INVARIANT 

MEASURES 

In this section we apply the results of Sections VI 

and VII to obtain further existence theorems for P+-
f 

invariant measures. As a consequence, we obtain further 

existence theorems for stationary chains of infinite order . 

In particular, we prove the existence of a stationary chain 

of infinite order for every set Q
0

, . .. ,QD-l of transition 

probabilities satisfying the natural continuity condition 

(ii) of Corollary 24, provided the Q. 's are bounded away 
1 

from 1. We prove a similar result for Q. 's which are, in a 
1 

sense, "locally Markovian . " 

We begin the section by introducing, for each D-ary 
+ + + 

vector f, a sequence E
1

(£),E
2
(f), ... which gives a sort of 

+ 
modulus of continuity for the components of f. 

+ 
Definition 40: For each vector f = (f

0
, ... ,fD_

1
) with com-

+ ->-
ponents in F let E

1
(f),E

2
(f) , ... . be the sequence of real 

numbers defined by 

+ 
E: ( f) max max sup f (x) - f (y) 

m iESl jESm x,yEI(j ,m) i i 

In [4, p. 712] T . E. Harris showed that a D-ary tran-
+ 

sition vector f with at least one component bounded away 

from 0 has a P+-invariant measure whenever 
f 
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L: IT 

m=l k=l 
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->-
[ l - (D/2) e: (f)] = oo 

k 

Under the slightly different assumption that every f. is 
l 

bounded away from 1, we relax Harris' condition to the 

weaker condition 

E (f) + 0. 
m 

Of considerable use is the following proposition, 
+ 

which characterizes those D-ary transition vectors f for 

+ 
which {e: (f)} forms a null sequence. 

m 

Proposition Q: For f e: F(D) the following three state-

ments are equivalent: 

(i) The functions f
0

, ... ,f
0

_
1 

are continuous on 

rC~) and right-continuous on QC~), with a left­

hand limit at each point of Q(~); 

(iii) 
+(l) (D) 

There is a sequence of vectors f e: K 1 , 
->-( 2) (D) (n) 
f e: K 2 , ... such that f i + fi uniformly 

on [0,1] for each i e: s
1

. 

+ + 
Proof: Clearly the sequence e:

1
(f),e:

2
(f), ... is always non-

increasing. To see that (i) + (ii), assume that 

. ->-
E ( f) + E > 0. 

m 

Then for some i E s 1 there is a sequence of intervals 
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I(j 1 ,1),I(j
2

, 2), ... with jk e: Sk such . t hat 

sup 
x , ye: I ( j k , k) 

f. (x) - f. (y) 
1 1 

Let x
0 

be any cluster point of the sequ ence j 1 /D ,j 2/n 2 , . .. , 

and let 0 < e: ' < e:. If f. had right- and left-hand l imits 
1 

a t x
0

, there would exist intervals J 1 = (x 0 - o,x0) n [O,l] 

and J 
2 

(x
0

, x
0 

+ o) n [0,1] such that 

x,y e: J +I f.(x) - f . (y) I< e: ' 
k 1 1 

(k=l , 2) . 

But by definition of x
0 

there is an int erval l(jN , N) con­

tained in either J
1 

or J 2 ; and for this interval 

sup I fi(x) - f.(y) I > e: > e:' . 
x , ye:I(jN,N) 1 

Thus ei t her lim f. (x) or lim f. (x) does not exist . By 
xtx0 i x+x0 i 

contraposition (i) +(ii). 
+ 

To see that ( i i) +(iii) , let e:m(f) + 0 and let 

+(l) +(2) 
f ,f , .• . be defined by 

f (~) (x) 
N 

f. (j /D ) (x E: I(j,N); j e: 
1 1 

Clearly 
+(N) K (D) for each N. Furthermore f e: N 

-t 
. given and e:N (±) < e: , then for n > N 0 

0 

max sup 
ie:S1 Osx~l 

I f. (x) - f(~) (x) 
l 1 

s 
N' 

N E: 

if E: > 

max max sup I f . (x) - f.(j/Dn) I 
l l 

ie:S 1 je:Sn xe:I(j , n) 

z ) • 
1 

0 be 
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80 

thus f(~) + f . uniformly on [ 0,1] for each i E: s1 . 
l l 

To see that (iii) + (i) , assume that (iii) holds for 
+ N N 
f , and let x

0 
j/D for some N E: z1 and 0 < j < D . Given 

E: > 0, let N' > N such that 

max sup 
it::S

1 
O~x:Sl 

f . (x) - f(~') (x) I < e/2. 
l l 

Then x = j'/nN' for some 0 < 
0 

N' j < D ; and if i e s1 and 

xel(j',N'), 

f i (xo) - f. (x) 
l 

< I f i (xo) - f(~ ' ) (xo) 

I 
(N') f(~') (x) + f i (xo) -

l 

+ I f(~')(x) - f. (x) 
l l 

< t::/2 + 0 + E:/2 = E:. 

(D) 
It follows that each fi is right -continuous on Q 0 . The 

other assertions in (i) are verified in a similar fashion. 

Theorem 42: Let l/D ~ ~ < 1, and let f E: F(D) such that 

range (f.) !:: (O,~] 
l 

and such that one of the conditions (i), (ii), (iii) of 
->-

Proposition 41 holds for f . Then there exists µ E: M such 
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f 
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Proof: By Proposition 41 there is a sequence of vectors 

1(1) E K(D) 1C2) E K(D) such that f(n) -+ f. uniformly 1 ' 2 ,... i l 

on [0,1] for each i E s
1

. If necessary, the £Cn),s may be 

modified so that 

By Theorem 38 there is a sequence µ 1 ,Jl 2 , ... EM such that 

(Jln,P;(n)) E A for each n. By Proposition 28 some subse­

quence {µn } of {µn} converges weakly to a measure µ E M, 
l< 

and F is continuous by Corollary 32. In order to show 
Jl 

that (µ,P+) E A, it suffices (by Lemma 9 and the closing 
f 

remarks in the proof of Theorem 30) to show that 

f 
(nk) f f. (x)µ (dx)+ f

1
.(x)µ(dx) 

I(j,N) 1 nk I(j,N) 

Fix i E sl, N E Zo, j E SN, and let E > 0 be given. Choose 

K E zl such that 

< E/3 

Note that this implies 

(nK) (nk) 
sup I f i (x) - f i (x) I < 2E/3 

Osxsl 

(k > K) • 

(k > K) • 
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For some LE z 0 there is a decomposition of I(j,N) into in-
L L L (nK) 

tervals I(jD ,N+L), •.• ,I(jD + D -1,N+L) on which f i is 
(nK) 

constant. On each of these intervals f . can be extended 
l 

to a constant (hence continuous) function on [0,1]. Since 

Fµ is continuous, these intervals have boundaries with zero 

µ-measure. Therefore, by Proposition 29, 

f 

(n ) n1 -1 
f . K ( x) µ ( dx) = L: 

1 nk . l =O 
I(j, N) · 

DL-1 f (nK) 
-+ L: f (x)µ(dx) 

l=O 
I (jD1 +k,N+L) 

Consequently, 

f 
f (nK) (x)µ (dx) 

nk 
I(jD1 +.t,N+L) 

f 

(n ) 
= f K (x)µ(dx). 

I (j , N) 

lim 
k-+oo 

f 
f i ( x) µ ( dx) -

I ( j , N) 

f _k (x)µ (dx) 
f 

(n ) 

i nk 

5 lim 
k-+oo f 

fi(x)µ(dx) 

I ( j , N) 

I ( j , N) 

f 

(n ) 
f iK (x)µ(dx) 

I ( j , N) 

+ lim 
k-+oo 

( 
(nK) I f i ( x) µ ( dx) -

J r(j , N) 

+ lim 
k-+oo 

< J I £ i Cx) 

I ( j , N) 

(n ) 
- f _K (x) I µ(dx) 

l 

f 

(n ) 
f . k (x) µ ( dx) 

i nk 
I ( j , N) 
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+ lim 
k+oo f 

(nK) 
I f i Cx) 

I ( j , N) 

< £/3 + 2£/3 = £. 
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Cn1) - f . ( x) J µ ( dx) 
1 nk 

Since £ > 0 was arbitrary, it follows that 

J 

(n ) 
f . k ( x) µ ( dx) -+ 

1 nk 

I(j,N) 
f 

f i ( x) µ ( dx) . 

I (j , N) 

Corollary 43: Let l/D ~ ~ < 1, and let Q
0

, ... ,QD-l 

such that 

(i) 
D-1 

E Q. :: 1 
i=O 1 

st -+R 
1 0 

(ii) range (Q.) ~ [O,~] 
. l 

(i £ s ) 
1 

and 

( iii) i ( n) -+ i ( O) imp 1 i es Q . ( i ( n) ) -+ Q . ( i ( O) ) 
l l 

Then there exists a stationary chain of infinite order 
00 

{Zn}n=-oo on a probability space (SG,S,P) with values in s1 
such that 

P(Z =i I z 
1
,z 2 , ... ) 

n n- n-
Q. (Z 

1
,z 

2
, •• • ) (i £ s

1
) 

1 n- n-
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almost surely on n. 

Proof: Conditions (ii) and (iii) ensure that the vector 
+ 
f = (Q0°v, • • • , QD_

1
cv) satisfies the conditions of Theorem 

42. (With regard to (i), (ii), (iii) of Proposition 41 , 
+ 

it is easiest to see that f satisfies (i).) Therefore, 

there exists a Pi-invariant measure µ E M. Clearly the 

f . ' s are B- measurable, so that the Q. 's are s
1

-measurable 
l l 

by Lemma 16 . Hence the corol l ary fol l ows from Theorem 19. 

Theorem ~; Let 1 be the collection of intervals of the 

form I ( j , N) , where N E zo and j E SN. Let 1 I be a pairwise 

disjoint subcollecti on of 1 whose union i s [0,1] . Let 

l/D < ~ < 1 ' and 
+ 

let f E 
F (D) such that 

range ( f.) 
l 

c: [ O , ~] 

and such that f 0 , . . . , f 0 _1 are uniformly continuous on each 

interval of 1' . Then there existsµ EM such that 

Proof: For IE 1' the uniform continuity of f 0 , ... ,fD-l on 

I implies the existence of a left-hand limit for f
0

, ... ,f 
D-1 

at the right endpoint of I; hence by Proposit i on 41 there 

· t t +f( l ) K(D) +f(Z) K(D) such tha~L. exis vec ors E 1 , E 2 , .. . 

£(~) + fi uniformly on [0,1] for each i E s
1

. The £Cn) 's 

may be assumed to satisfy 

range ( 0 ' ~] 
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As in the proof of Theorem 42, there is a sequence 

µ 1 ,µ 2 , .•• EM such that (µn,P;(n)) EA for each n; further, 

there is a subsequenceµ ,µ , ... converging weakly to a 
nl nz 

measure µ E M with F continuous. By assumption 
µ 

µ( u I) = µ([0,1]) = l; 
I E1' 

and since Fµ is continuous, 

(I' E 1'). 

Now f(~) + f. uniformly on each IE 1' because f(~) + f. 
l l l l 

uniformly on [0,1]. Also, if I E 1' has right endpoint b, 

then f i on I can be extended to a continuous function g(~) 

on I by setting 

= lfi (x) 

lim f i (y) 
ytb 

if 
if 

x E I 

x = b. 

By Theorem 30 it follows that (µ ,P+) E A. 
f 

00 

Corollary ~: Let C = {Cm}m=l be a disjoint collection of 

subsets of Ql of the form 

c 
m 

such that 

{w E Q 
1 1 

00 

u c 
m=l m 

. (m) . (m) 
;?. ( w ) =l ' ••• ' t: ( w ) = l } 

1 1 1 km 1 km 
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Let l/D < s < 1, and let Q0 , ... ,QD-l 

D-1 
i~O Qi - 1 

and 

range (Q.) = 
l 

[o,sJ 

Suppose further that 

(*) 
. en) . (0) (n) 
i + i implies Q.(i ) 

l 

~ l + R0 such that 

+ Q.(i(O)) 
l 

whenever 
.(0) .(1) . (2) 
l ,i ,i , ••. E: C for some m. 

m 
Then there 

exists a stationary chain of infinite order with transition 

probabilities Q , ... ,Q . 
0 D-1 

Proof: Condition (*) implies that each function f. = Q. 0 v 
l l 

is continuous on each interval v- 1 (Cm), with a left-hand 

limit at the right endpoint of v -
1

( Cm). Hence each fi is 

uniformly continuous on each interval v- 1 (C ). By the 
m 

usual argument the corollary follows from Theorem 44. 

Theorem 44 affirms the existence of a D-ary transition 

vector f with a. Pf-invariant measure such that 

E: C £) I o. m 

In fact, if 

is any non-increasing sequence of non-negative terms, let 

D = 2 and define 
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m k+l 
k~l (-l) 

m rn+l 
£ if (2 -1)/2 

k 
< x 

m+l rn+2 
< (2 -1)/2 

if 1/2 s x < 1 

and 

(O<x<l). 

It is easy to check that 

-+ 
£ ( f) = n 

m m 

-+ 
and that f (f0 ,f1 ) satisfies the hypotheses of Theorem 44 . 

-+ 
This example of a vector f w.hose components are s tep 

f unctions with countably many values suggests an interest-

ing application of Corollary 45 to a class of chains of in-

finite order. The application concerns a generalization of 

the notion of an Nth order Markov chain . By definition the 

transition probabilities in an Nth order Mar kov chain de -

pend upon only a fixed finite segment of the past . For a 

chain of infinite order with transition probabilities which 

are not Markovian of any order, it may nevertheless be the 

cas e that i n some neighborhood of each sequence (i 1 ,i 2 , ... ) 

the f unctions Q0 , ..• , QD-l depend upon only a finite number 

of their arguments . In this case we may say that the chain 

has "locally Markovian" transition probabilities. 

Definition 46: Let Q
0

, ... , Q 
D-1 
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Then the functions Q
0

, ... ,Q are said to be locally Mar -
D-1 

kovian if every sequence 

(i ,i , ... ) e: n 
1 2 1 

belongs to a cylinder set of the form 

{w e: n 
1 1 

Z (w) = i , ... ,z (w) 
1 1 1 k 1 

on which Q0 , ... ,QD-l are constant. 

Corollary 47 : Let l/D s s < 1, and let Q0 , ... , QD -l 

such that 

and such that 

D-1 
-~ Q - 1 i= O i 

range (Q.) = [O,s] 
. l 

(ie:S). 
1 

If Q0 , ... ,QD-l are locally Markovian , there exists a sta­

tionary chain of infinite order with transition probabili-

ties Q0 , .. . , QD-l' 

Proof: Since the Q. 's are locally Markovian, the cylinder 
l 

sets on which they are constant form a (countable) cover of 

n
1

. It is easy to select a subcover C of sets which are 

pairwise disjoint. On each set of C the continuity condi-

tion (*) of Corollary 45 is trivially satisfied; hence 
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Corollary 47 follows from Corollary 45. 
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