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ABSTRACT 

The Fokker-Planck (FP) equation is used to develop a 

general method for finding the spectral density for a class of 

randomly excited first order systems. This class consists of 

systems satisfying stochastic differential equations of form 
m 

x + f(x) = \ h. (x) n. (t) where f and the h. are piecewise linear f=1 J J J 
functions (not necessarily continuous), and then. are stationary 

J 

Gaussian white noise. For such systems, it is shown how the 

Laplace-transformed FP equation can be solved for the trans-

formed transition probability density. By manipulation of the FP 

equation and its adjoint, a formula is derived for the transformed 

autocorrelation function in terms of the transformed transition 

density. From this, the spectral density is readily obtained. 

The method generalizes that of Caughey and Dienes, J. Appl. 

Phys • , 3 2. 11 • 

This method is applied to 4 subclasses: (1) m = l, 

h
1 

= const. (forcing function excitation); (2) m = 1, h 1 = f (para­

metric excitation); (3) m = 2, h 1 = con st., h 2 = f, n 1 and n
2 

correlated; (4) the same, uncorrelated. Many special cases, 

especially in subclass (1 ), are worked through to obtain explicit 

formulas for the spectral density, mo.st of which have not been 

obtained before. Some results are graphed. 
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Dealing with parametrically excited first order systems 

leads to two complications. There is some controversy concern­

ing the form of the FP equation involved (see Gray and Caughey, 

J. Math. Phys., 44. 3); and the conditions which apply at irregular 

points, where the second order coefficient of the FP equation 

vanishes, are not obvious but require use of the mathematical 

theory of diffusion processes developed by Feller and others. 

These points are discussed in the first chapter, relevant results 

from various sources being summarized and applied. Also 

discussed is the steady-state density (the limit of the transition 

density as t _, oo). 
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INTRODUCTION 

Summary 

This thesis is concerned with systems governed by first order 

stochastic differential equations of the form 

m 
dx dt + f(x) = \ h . (x)n. (t) 

L J J 
( 0. 1) 

j=l 

where each n.(t) (j=l, 2, ••• ,m) represents w.hite noise input. Two 
J 

special cases are of importance- -h. = const. (forcing function excita­
J 

tion) and h. ex: f (parametric excitation). Except in Chapter I, f and 
J 

h. are assumed to be piecewise linear. 
J 

Chapter I summarizes theoretical material concerning (0 .1) 

and the corresponding Fokker-Planck (FP) equation, gathered from 

various sources, and on which the rest of the thesis is based. In 

Chapter II, this is applied to the general piecewise linear system, 

and a formula derived for the spectral density. In the remaining 

chapters this is applied to special cases - - in Chapter III to systems 

with only forcing function excitation, in Chapter IV to systems with 

only parametric excitation, and in Chapter V to some systems with 

both parametric and forcing function excitation. Some numerical 

results are presented for the cases treated in C:hapter III. In an 

Appendix, the possibility of application of methods like these of this 

thesis to second order piecewise linear systems is examined; it 

appears unlikely that analytical results can be obtained even in the 

simplest cases. 
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Physical a pplications 

In (0 .1 ), x (t) is to be considered as the output of a system 

excited by the inputs n. (t). Stochastic inputs occur in varied fields. 
J 

The original application was by Einstein to the Brownian motion. In 

electrical engineering , thermal noise in electronic circuits is very 

clos e to pure white noise. Vibrations in mechanical systems may be 

generated by a wide variety of more or less random forces; s uch 

f orces include earthquake s, turbulence in a ir or w ater, storm waves, 

and the force on a vehicle traversing rough terrain. 

Unfortunately, the majority of applications require dealing 

with systems of higher order than the first. In particular, few 

mechanical systems can be approximated, to any useful order of 

accuracy, by anything simpler than a single spring and mass--that is, 

by a second order system. Thus the method developed in this thesis 

has limited practical utility unless it can be extended to second 

order systems. 

Following the mechanical e ngineering analog, but sacrificing 

dimensional accuracy to simplicity of expression, x (t) will h enceforth 

be referred to as "displacement", f (x) as "restoring force ", etc. 

Previous wo r k 

When the stochastic differential e quation is linear with only 

forcing function excitation, the probabilistic properties of x (t) have 

long b een known; this is true of systems of arbitrary order, not just 
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first order. 
1 

For example, the spectral density may be obtained 

either directly or by means of the FP equation. If, instead of 

h. = const., the h. are linear in x (so that the excitation may be con-
J J 

sidered as a combination of forcing function and parametric), then 

the transition density has been found in only the simplest cases. 

However, Gray [22, 23] has shown that for linear systems of this 

type the spectral density is the same as that of an 11 equivalent11 

system with constant h .• Wong and Thomas (see [45, 46 ]) have 
J 

worked out the transition dens.ity (as an eigenfunction expansion) for 

two first order systems of this type--in the present thesis, these 

are example 1 of section 5. 3 and the example of section 5. 4. 

The spectral density of a nonlinear system has been found 

explicitly in only one simple case, by Caughey and Die nes (see [ 4, 8 J 

and also Robinson [37 ]). This is the special case of example 2, 

section 3.4, in this thesis; our method is a generalization of that 

used by Caughey and Dienes. The transition density has been found 

for several others. One of them (example 4, section 3. 3 in this 

thesis) has been known for many years. 
2 

Two others are obtaine d by 

Wong [45] from the two linear parametric case~ mentioned above, by 

the substitutions y = -e-n x and y = sinh x r e spectively. For the s e 

systems, in which the transition density is expressed as an eigen-

function expansion, the autocorrelation and spectral density can be 

1 
See, for example, Wang and Uhlenbeck [ 40 ]. 

2 
See, for example, Chandrasekhar [6 J or Kac [28 ]. 
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found as shown in Payne [36 ]. These systems are all first order, 

with forcing function excitation. 

Wolaver [43, 44] claims to have obtained the autocorrelation 

and spectral density of a second order system; however, his method 

of solution of the FP equation appears to be incorrect, and his 

formulas do not agree well with his own numerical solutions. See 

the Appendix for further discussion of his method. 

Much work has been done on approximate methods for non-

linear systems. The method of equivalent linearization approxi-

mates the system by the linear system with the same first and second 

moments. 
1 

Various perturbation techniques have also been used. 
2 

Khazen [31 J reduces the FP equation to a system of Volterra-type 

integral equations to be solved by the usual method of successive 

approximations. 

Autocorrelation and spectral density
3 

Throughout this thesis, well known probabilistic concepts are 

used with little or no comment. However, some discussion of spec-

tral density seems indicated, since its calculati.on is the main 

purpose of this thesis, and since conflicting definitions exist, 

differing by multiplicative constants. 

1 
For a review of this method and the results obtained by various 
workers, see Caughey [3 ]. See also section 3. 6 below. 

2F . or a review, see Crandall [7 ]. 

3 
This paragraph is based on section 1 .1 of Karnop [29 J. 
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If y(t) is a stationary process, its autocorrelation R(t) is 

defined as the expectation of y(t
1 

)y(t
1 

+t), i.e., 

R(t)=E [y(t1 )y(t1 +t) J = J J Y1 YzPz <Y1 • tl ;y2, tl +t)dy i dy2 • 
[2 [2 

(0. 2) 

Here P 2 (y
1

, t 1 ;y2 , t 2 ) denotes the joint density of y
1 

at time t
1 

and y
2 

at time t
2 

-- 11 density", except in the term 11 spectral density11
,_ will 

mean "probability density'' throughout this thesis. The sample space 

0 is the range of all possible values of y. Since the ergodic 

hypothesis will be assumed, one has also 

R(t) = (y(t
1 

)y(t1 +t)) = lim 
T-.oo 

T 

21T I y(tl )y(tl +t)dtl 

-T 

for almost all sample paths. In fact the symbols for ensemble 

average E [ J and time average ( ) will be used interchangeably 

from here on. 

(0. 3) 

The spectral density of y(t) is the Fourier transform of R(t). 

Since R(t) is real and even, this can be written as a cosine transform 

(the Wiener-Khinchine relations) : 

Since 

00 

<I> (w) = ~ J R(t) cos wtdt 

0 

00 

R (t) = J <I> (w) cos wtdw . 

0 

(0. 4) 

(0. 5) 
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co 

J <P(w)dw =R(O) = 

0 

2 < x ) • (0. 6) 

<D(w) dw may be interpreted as the mean square (or power) contained 

in an infinitesimal band of the sinusoids into which the process has 

been resolved. 

Equation (0. 4) defines the one-side d spectral d e nsity. which is 

d e fine d only for w ~ 0. This will be used exclusive ly throughout this 

thesis. The two-sided spe c t rum, which is the exponent ial transform 

of R(t), takes values for both positive and negative w; it is an even 

function and for w~ 0 is half the one-sided spectrum. Of course 

negative w has no physical m e aning, but exponential transforms are 

often mathematically more convenient. 

When it is necessary to specify the particular process y(t) to 

which R(t) and <P( w ) refer, the symbols R (t) and <Ii (w) will be us e d • . y y 

The cross-correlation between y(t) and z(t) will be referred to as 

R (t), and the corresponding spectral density as <Ii (w). 
yz yz 

Notation 

The following conve ntions will be adhered to in Chapters II-V, 

and (occasionally) in Chapter I. 

(a) A Greek lette r {upper or lower cas e ) d e notes a nondimen-

s ionalization of the corresponding Roman letter . The only exceptions 

are <Ii and w, which, following standard usage, d e note spectral density 

and frequency, and \j!, which denotes nondimensionalized q. Quanti-

ties not denoted by Roman letters are nondimensionalized by an 
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asterisk (e.g. q:<, <P ':<) --although an asterisk may also denote the 

adjoint of an operator. 

(b) The Laplace transform (with respect to time) of a quantity 

denoted by an upper case letter (Roman or Greek) is denoted by the 

corresponding lower case letter. Otherwise a bar over a symbol 

denotes the transformed symbol. 

Several special functions are used in Chapters III-V. The 

notations used are those of Abramowitz and Stegun [l ], except for the 

parabolic cylinder function, where the more familiar notation D)z) 

is used. 
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CHAPTER I 

PROPER TIES OF FIRST ORDER SYSTEMS AND 

THEIR FOKKER-PLANCK EQUATIONS 

The results quoted in this chapter are drawn from various 

sources and are mostly given without proof. Such proofs and deriva-

tions are given in the references cited, often in different form or in 

more generality than required here. In a few cases, results are 

expressed with less than mathematical exactitude (e.g., the defini-

tions of stochastic integrals), for reasons of brevity, clarity of 

exposition, or the writer 1 s ignorance. There is disagreement 

concerning some results in sections 1. 1-2, but this concerns choice 

of the appropriate mathematical model to represent a physical situa-

tion, not the mathematical derivation of results from this model. 

1.1 WHITE NOISE AND STOCHASTIC 
DIFFERENTIAL EQUATIONS 

The nth order syste m 

In this and the following section, there is no additional com-

plication if the equation (0.1 ), with one dependent variable x, is 

replaced by a set of equations w ith n dependent variables x.; i.e., 
. l 

writing x for the n-vector [x.} and summing over repeated suffices 
l 

(a convention which will be used throughout sections 1.1-2), 

dx. 
l 

dt 
+f.(x) = h .. (x)n.(t) 

l lJ J .. i=l,2, ••• ,n, j=l,2, ••• ,m. (1.1) 

An nth order e quation in one dependent variable can be reduced to 
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this form in the usual way, replacing x(i-l) by x .• 
1 

In all that follows, it will be assumed that the inputs n . (t) in 
J 

(1.1) are stationary and Gaussian. This is nearly true in many 

physical cases and is the simplest possible assumption. 

Physical occurrence of "white noise111 

Frequently in physical applications a stochastic input has an 

essentially flat spectrum, up to a frequency so high that it has prac-

tically no effect on the system--i. e., much higher than any 

characteristic frequency of the system. Electronic noise has such a 

spectrum, and turbulence may approximate it over a considerable 

range of frequencies. For such disturbing forces as storm waves 

and strong motion earthquakes it is a very crude approximation, but 

often justified for design purposes by lack of any exact data on 

expected disturbances. 

Properties of this noise 

The drop off of the spectrum for high frequencies is equivalent 

to non-zero autocorrelation at very small time intervals. However, 

over any "macroscopic 11 time interval the signal can be considered 

uncorrelated. It follows from this that if all the n.(t) in (1.1) are 
J 

white in this sense, then the (vector) process x(t), while not truly a 

Markov process, is effectively Markovian if only "macroscopic" 

time intervals are to be considered. 

1 The discussion in this section is largely based on Gray and 
Caughey [24 ], where a less condensed treatment is given. 
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Since it is not convenient to work with processes which are 

11 almost'' uncorrelated, "almost" Markovian and with spectra flat 

11 except for very large frequencies", it is desirable to find a 

stochastic process which does not have these limitations, but which 

leads to an output x(t) whose properties (e.g., transition density) are 

limits of those obtained using "physical" white noise. Such an 

idealized white noise could not occur physically, as it would imply 

infinite energy in the input. 

The stochastic integral equation 

Idealized white noise, being uncorrelated, is a pathological 

function, and (1 .1) cannot be interpreted as a set of differential e qua-

tions in the usual sense. Thus it is often written as a set of integral 

equations 

t t 

xi(t)-xi(t
0

)+ J fi(x(s))ds = 

t 
I h .. (x(s))n.(s) ds 

lJ J 
t 

0 0 

t 

= J h .. (x(s))dw . (s) 
lJ J 

t 
0 

(1. 2) 

Here the w.(t) are Wie ner processes, 
J 

i • e •I w.(t) is Gaussian, has 
J ' 

zero mean and stationary independent (and therefore uncorrelated) 

increments, and 

( [ w/t2 ) - wj (t1 ) J [ wk(t2 ) - wk(t1 ) J) = 2Djk lt2 -t1 I (1. 3) 

Then n. (t), the formal derivative of w. (t), has the require d 
J J 

properties, i.e. 
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R (t) = 2DJ.k 6(t) = 0 for t f. 0 
njnk 

( 1 • 4) 

2 
<P (w) =-TI DJ.k = const. n .n

1 J ~ 

(1. 5) 

However, since almost all sample paths of w. (t), though con­
J t 

tinuous, are not of bounded variation, the integrals I h . . (x(s))dw.(s) 
.; t lJ J 

0 

cannot be considered as ordinary Riemann-Stieljes (or Lebesque-

Stieljes) integrals. So-called stochastic or Ito integrals must be used. 

Doob's stochastic integral 

There are many possible generalized integrals. The most 

commonly adapted is Doob 1 s stochastic integral, or the forward Ito 

integral, which may be defined essentially as follows
1

: 

b n-1 ,.. 
j g(s )dw(s) = lim l g(tk{ w(tk+l) - w(tk) J 

6 .... o k=O a 

where a= t <t1 < ••• <t =band 6 = max (tk+l -tk) . 
0 n O~k<n 

From this definition it follows that 

b . 

(J g(s)dw(s'1 = 0 

a 

(1. 6) 

( 1 • 7) 

for all g(t), which is convenient. However, the transition probability 

obtained using this interpretation of (1, 1) is not in general the same 

1 
See Doob [9 ], in particular pages 436-444. 
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as the limit of that using "physical" white noise. 
1 

In addition such 

physically unlikely results are obtained as that increasing white 

2 
noise excitation may make an unstable system stable. 

The symmetric stochastic integral 

Gray and Caughey [24 J show that if, instead of Doob' s 

stochastic integral, one uses the 11 symmetric" stochastic integral 

b 

J g(s}dw(s) = 
a 

lim 
6--+ 0 

n-1 

l ~ [f(tk+l )+ f(tk) J [ w(tk+l) - w(tk) J 
k=l 

(1. 8) 

(where tk and 6 are as in (1. 6 )), then the transition probability 

obtained is the limit of that for physical white noise , and no physical 

anomalies occur. 

Thus it appears that an appropriate mathematical idealization 

of physically occurring white noise is as a stochastic process with 

flat spectrum, such that stochastic differential equations containing 

it (such as (1.1 )) are interpreted as integral equations where the 

definition (1. 8) is used for the integrals. This will be the interpre-

tation throughout this thesis. 

1 
As is shown for the special case of 

dx dt + -l'.,x = x n(t) 

~y Caughey and Dienes [ 5] and (using a different method) 
As tr om [2 J. Gray [22] proves it for the system (1. 1) assuming 
a particular kind of "physical" white noise. 

2 
See Gray and Caughey [24] for a list of authors who have used this 
method, or others yielding the same results. 
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Stochastic difference equations 

Another approach (see Gihman [21 ]) is to define (1 .1) as the 

limit of a set of stochastic difference equations. However, this leads 

to the same ambiguity, since diffe rent difference equations, which 

would approximate the same differential equation if Wiener processes 

were well-behaved, give different r e sults--just as, in the integral 

equation approach, different definitions of stochastic integral, equi-

valent for well - behaved w(t) , give different results. Thus if, 

following Gihman and most other authors, one takes (1. 1) as the limit 

of the discrete problem 

h .. (x(tk)) n.(tk) , 
lJ J tk+l -tk=const., (1. 9) 

where ni (tk) is a one -dimensional random walk w hose po s ition at each 

suc_ceeding tk changes by jumps whose magnitudes are independent, 

then the .same results are obtained as using Doob 1 s stochastic integral. 

But H one takes (1. 1) as the limit of the more symmetrical discrete 

problem 

x.(t. 1)-x. (tk) l[ l 
1 k+ 1 + - f .(t )+f.(t. ) 
~+l - tk 2 1 k 1 k+l J 

(1. 10) 

then the results obtained are the same as those obtained using the 

symmetric stochastic integ ral (and are the limits of those occurring 

in physical applications). 
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1. 2 THE FOKKER-PLANCK EQUATION 

The solution of (1.1) 

The system (1 .1), interpreted in any of the ways mentioned 

in the previous section, has a unique solution, x(t), w hich is a sta-

tionary n-dimensional Markov process, whose sample paths are 

almost all continuous. The existence and uniqueness of this solution 

follows as in the case of ordinary differential equations for suffi-

1 
ciently well-behave d coefficients f.(x) and h .. (x). 

1 lJ 

Form of the FP equation 

Since x (t) is a stationary Markov process, it is completely 

specified by its transition density P(x, t Ix ) . (By definition, 
0 

P(x, t Ix )dx
1 
••• dx is the probability that a sample path starting at · o n 

x lies in the n-dimensional element (x., x. + dx.) at time t late r.) 
0 1 1 1 

This transition d e nsity, as is well known, satisfies the FP equation 

(also called the forward Kolmogorov equation), which has the form 

ap 
at = 

with initial condition 

n 
P(x, t Ix ) = n 

0 i=l 

(1.11) 

o(x. - x . ) 
1 01 

(1.12) 

1 See Doob [9 ], pages 273-291 . Although most tr eatments require 
the coefficients to satisfy Lipschitz conditions, a finite number of 
discontinuities can be allowed for by dividing the space 0 up into 
sections w ith the discontinuities on their boundaries , and assuming 
x (t) continuous across these boundaries. 
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Boundary conditions may also be necessary, especially if 0 is not 

the entire n-dimensional space; appropriate conditions are dis-

cussed in section 1. 4 for the one-dimensional case. 

The coefficients of the FP equation 

The ait(x) are called the diffusion coefficients of the process, 

while the b. (x) are the drift coefficients
1

• They are defined as 
1 

follows: 

b. (x) = lim 
1 

.6.qo 

E [.6.xi.6.x t, .6. t Ix] 

2 .6. t 

E[.6.x., .6.t lxJ · 
1 

.6. t 

(1. 13) 

(1.14) 

where E [g(x), t jx J is the conditional expectation of g(x), i.e., the 
0 

expectation calculated using the transition (or conditional) density 

P(x, t Ix ) as weighting function, and .6.x. is the change in x. in time 
0 . 1 1 

.6.t along a sample path. 

The controversy concerning bi(~ 

Formulas (l .13, 1.14) are well established and beyond dis-

pute. However, conflicting results have been obtained in the 

e valuation of (1. 14). As pointed out by Gray and Caughey [24], the 

differences stem from the various interpretations of the stochastic 

differential equations (1.1) (as discussed in section 1.1 above). 

All interpretations give 

1 
See Dynkin [l 0 ], page 4. 
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ait (x) = D jk hij h tk ' 

but the use of Doob' s stochastic integral gives 

b.(x) = - £.(x), 
1 1 

while the symmetric stochastic integral gives 

b. (x) = 
1 

oht k 
£.(x) +D .kh . . cr--
1 J lJ ox{, 

(1. 1 5) 

(1.16) 

(1.17) 

Here Djk is as in (1. 4), i.e., 2Djk o(t
2
-t

1
) is the cross-correlation 

of nj(t1 ) and ~(t2 ). 

Thus the FP equation in the first interpretation becomes 

(1.18) 

while in the second it is 

(1.19) 

Although (1. 19) will be used throughout this thesis, formulas obtained 

using it (i.e., almost all formulas from this point on) can be trans-

formed into the corresponding formulae obtained using (1. 18) by 
ohtk 

replacing £. (x) by f. (x) + D .kh .. --,.,-- wherever it occurs. Note that if 
1 1 J lJ ox .e, 

each h . . (x) is indepe ndent of x., then the two interpretations yield 
lJ 1 

the same results . An important particular case is the nth order 

system with the differential equation 

(n) {_ 1 (n-1))- ( 1 (n-2)) 
x +f~,x, ••• ,x -hi\x,x, ••• ,x ni(t), (1. 2 0) 

i=l, ... , m , 
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i.e. where the excitation terms do not involve the two highest 

derivatives. This includes the case of a first order system with 

only forcing function excitation. 

Properties of the coefficients 

The behavior of a. P (x) and b. (x) depends fairly directly on 
1-V 1 

that of f. (x) and h .. (x). For example, a. P and b. are continuous when-
1 lJ l'V 1 

ever f. is continuous and h .. continuously differentiable; and if f. and 
1 ~ 1 

h .. are linear, a. P is quadratic and b. linear. Thus a well-behaved 
lJ l'V 1 . 

FP equation depends on well-behaved (i.e., physically reasonable) 

coefficients in the stochastic differential equation. 

An important property is that the matrix [ai,f,(x)} is non­

negative (positive indefinite). This follows directly from the 

definition (1.13). 

The backwards equation 

P(x, t Ix ) is also given, as a function of x and t, by the 
0 0 

formal adjoint of the FP equation (1.11 ), namely 

(1.21) 

with the same initial condition (1.12). This equation is called the 

backwards Kolmogorov equation (hence forth abbreviated to ''back-

wards equation''). 
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1. 3 THE ONE-DIMENSIONAL DIFFUSION EQUATION 

From this point on, we limit ourselves to the first order 

system (0.1). Then, putting a11 (x)=a(x)~ 0, b
1

(x)=b(x), and 

defining the operators 

3'(x)(.) 
a2 a 

= a(x) 8x2 + b(x) Bx 

~ a { a } 3'"'(x)(.)=ax ax[a(x)·]-b(x)(.) 1 

the FP and backwards equations for P(x, tjx
0

) can be written 

(for x E: 0 = (y
1
,y2 ) say, where y 1,y2 may be infinite) 

and 

respectively. 

%f = 3'':' (x)P 

oP 
at= 3'(x )P 

0 

The following discussion (in sections 1. 3-5) of the one-

(1. 22) 

(1. 23) 

(1. 24) 

(1.25) 

dimensional diffusion equation (1. 25) and its formal adjoint (1. 24) 

presents results mostly due to Fe1ler and published by him in a series 

l 
of papers. All but the last two of these make use of the theory of 

semigroups, but this is avoided here. Except in [14 ], the 

coefficients a(x) and b(x) may be rather general functions--in 

particular they need not be continuous, and so the piecewise linear a 

1 [14 J through [19 ]. Other authors who have done related work on 
one-dimensional diffusion include Hille [2 5 ] , 

0 
Yosida, Ito, Dynkin, 

McKean. [l 0] and [26] are general texts. As tr om [2.] has applied 
Feller's results to first order linear systems. 
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and b of Chapter II are certainly permissible. 

The domains of 3', 3'':' 

Physical reasoning can be used to determine properties which 

the solution P(x,tJx) of (1.24) and (1.25) must have to be the transi­o 

tion density of a process x(t) satisfying (0.1 ). (We will write 

(a) The probability of ending in (x, x+dx} having started at x must 
0 

be almost the same as the probability of ending in (x, x+dx} having 

started at any point near x , unle ss x is an exceptional point at which 
0 0 

.there is some sort of barrier. Thus, writing z
1

, z
2

, ••• for all such . 

exceptional points {where y
1 

< z
1 

< z
2 

< .•• <y
2

}, P(x, t Jx
0

) is continuous 

with respect to x
0 

in closed intervals not containing zi in tleir interiors. 

(b} Since P(x, t Jx ) is a probability density, 
0 

J P(x, t Jx
0

}dx = 1 • 

0 

(1.26) 

However, the space of functions of integral 1 is not linear, so the 

-·-domain of 3'-·- is taken instead as the space of all integrable functions. 

In addition it is assumed that there is no accumulation of probability 
x 

mass at individual points, i .e. that J P(x, t jx
0

}dx is continuous with 

respect to x. Again we do not eliminate the possibility that there may 

be exceptional points where, by the nature of the process, probability 

must be absorbed. 

Further restrictions on P(x, .t Jx ) can be obtained using (1. 24) 
0 

and (1.25). We define 
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(' b( s) 

( 
x ) 

W(x) = exp - Jc a(S) <ls , (1 . 2 7) 

where c is close enough to x for the integral to converge; if there is 

no such c, W(x) = oo. Then one has 

(c) 

a f. -l o \ 
3' = a W ox \W Bx) 

Integrating ~~ = 3' (x
0

)P from x
0 

-

x + 

to x + , one obtains 
0 

0 
P(x, t Ix ) 

= o~ I a(x )W (: ) dxo = 0 

x -
0 

0 0 

(1.28) 

(1.29) 

(1. 3 0) 

-1 oP 
since the integral disappears. Thus W ax- is continuous with 

0 

respect to x • Then the continuity of W (x ) implies 
. 0 0 

op 
that ax- is con-

tinuous wherever W(x ) is not infinite. 
0 

o 

(d) . oP '1: ,:,( ) £ Integrating Ot = cJ' x P rom x- to x+, and using the continuity 

of Jx Pdx, one o~tains 

[ 
-1 o t )1 

W . (x) Bx \a(x)W(x)P J 
x+ x+ 

=~I 
x=x- x-

P(x, t Ix )dx = 0 . 
0 

Thus Q(x, t Ix ) is continuous with respect to x, where 
0 

I -1 o o J Q(x, t x ) = W -;o;- (a WP)= -;o;- [a(x)P - b(x)P 
0 ox ox 

(1.31) 

(1.32) 
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(e) Integrating it = 3' ~:' (x)P twice, firstly from z to x, then from 

x- to x+, one obtains 

x+ x+ x 

[a(x)W(x)P J = i£ J w-
1
(x)JP(s,tlx

0
}dsdx= o. (1.33) 

x=x- x- z 

Thus a WP is continuous with respect to x. Continuity of W then 

implies continuity of aP, for W(x) f: o; 

Thus aWP and Q are continuous with respect to x, and P and 

w-l ~ are continuous with respect to x
0

• These properties will be 
XO 

used in the following chapters where the FP equation is solved 

separately in various segments and these solutions connected 

together. 

The canonical form of the diffusion equation 

From this point until section 1. 5, it will b e assumed that a(x) 

is bounded away from zero in any interval interior to the (open) 

interval O. (It is permitted that a(x )- .0 as x -y
1 

or y
2

.) We will 

speak of (y1 ,y2 ) as a regular interval. Feller [17, 18, 19] has 

shown that the differential operator 3', defined on C(O), can be 

written in the form 

3' = D D w h ere m s 
d 

D =-y dy (1. 34) 

where the monotonic increasing functions s(x) and m (x ) are the so-

calle d canonica l scale and canonical measur e . As shown in 

[ l 7], page 95, s is unique ly defined up to an arbitrary l i near trans-

formation, and, fo r given s, mis d e termined up to an additive 
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constant. If W (x) is defined as in (1. 2 7) one may take 

x 

s(x) =I W(s)ds (1.35) 

z 

x 

m(x) =I a-
1

(s)W-
1

(s)ds (1.36) 

z 

1. 4 BOUNDARY CONDITIONS 

Accessible and inaccessible boundaries 

Consider y . (j = 1 or 2 ), one of the endpoints of the interval 0. 
J 

Then the boundary y. is defined to be accessible if there is nonzero 
J 

probability of a path from a given point in 0 reaching y. in a finite 
J 

time. According to Feller [15 ], theorem 3, y. is accessible if and 
J 

only if all solutions of J z - Az = 0 are bounded near y. . Comparing 
J 

with pages 487-88 of Feller [14], it is seen that this is the case if 

. Ix -l -1 
and only if W (x) a ( s )W ( s )d s is integrable in some (and there-

fore every) neighborhood of y .; that is, 
J 

y. 

I J J m(x)ds (x ) \ < oo 

Regular, exit, entrance and natural boundaries 

(1.37) 

The classification into accessible and inaccessible boundary 

points can be further subdivided. According to [14 J, page 487, a 

regular boundary y. has 
J 

ls(yj) \ < 00 • · lm(yj) \ < 00 (1.38) 



an exit boundary has 

I m(y.) I = 00 , 
J 

an entrance boundary has 

!s(y . ) I = oo , 
J 

a natural boundary has 
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y. 

I I J sdm I = (X) • 

The monotonicity of s and m leads to the following: 

(1.39) 

(1. 40) 

(1.41) 

( 1 • 42) 

( 1 • 43) 

both Is I , jm I< oo ~both I J mds \ , I Jsdm I< oo . (1. 44) 

Thus both regular and exit boundaries are accessible, while entrance 

and natural boundaries are inaccessible, and there are no other 

possibilities . 

Admissible boundary conditions 

Feller [14, 18 J has determined the most general permissible 

boundary conditions for the FP and backwards equations, given that 

the backwards equation has the form (1.25) and that the process is 
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1 
stationary Markovian with continuous paths. These conditions are 

somewhat too general for our purposes. For example, they include 

conditions which can be interpreted as the absorption of a path at a 

boundary for a finite (random) time, and then its return to a random 

point in 0. Also, the appropriate FP equation adjoint to (1. 2 5) is not 

(1. 24), nor is it in general a differential equation. 

We will restrict ourselves to the classical elastic boundary 

conditions, which are as follows at y. a regular boundary (see [15 ] , 
J 

section 11). For u(x, t) satisfying ut = J (x)u, 

c .u(x,t) 
J 

= (-1 )j-l lim w- 1 (x)u (x, t) 
x x-+y. 

J 

for v(x, t) satisfying v t = J ~:' (x)v , 

(1.45) 

c. lim a(x)W(x)v(x,t) = (-l)j{[a(x)v(x,t)Jx-b(x)v(x,t) } . (1.46) 
Jx-+y. . 

J 

Here 0 :s: cj s: co. If cj = 0, the boundary is reflecting. 

is absorbing. 

Appropriate boundary conditions 

If c.= co, it 
J 

Suppose both boundaries are regular. The n unless both 

boundaries are reflecting, P(x, t jx
0

)-+ 0 as t -+ co for y 
1 

< x, x
0 

< Yz 

l 

(see section 1. 6). Then both autocorrelation and spectrum become 

1 Wentzell [ 41, 42 J has done the same for diffusion inn dimensions. 
See Dynkin [l 0], pages 6- 7. 
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According to whether paths are considered to disappear on being 

absorbed at y ., or to remain constant at y. for all later times (which 
J J 

means essentially that they. are being considered as points in the 
J 

process), one gets from (0.2) 

R(t) = 0 (1. 4 7) 

or 

where Aj is the probability of reaching Yj (so A 1 +A2 =1 ). To exclude 

this case, we will consider only reflecting conditions at regular outer 

boundaries. 

For convenience of calculation, the process on 0 may be 

divided up into interdependent 'subprocesses, each on a subinterval of 

0. The boundary conditions at points of division will be given by the 

properties of P(x, t Jx
0

) deduced above (continuity of P and W-l ~ 
0 

with respect to x , and of Q, a WP with respect to x). Such conditions 
0 

must be admissible by their derivation. 

Conditions at irr e gular boundaries 

If y . is not a regular boundary, the conditions (1. 45, 46) may . 
J 

be supe r fluous. As shown in [14], page 488, if y . is a natural 
J 

>'' boundary, then both ut =:Ju and vt = 3''' v have only one independent 

solution (belonging to D(:J) and D(:Y':') respectively), and if u, v ar e 

-1 I I · 

these solutions, u, W u , Wav, (av) - bv all approach 0 as y-+ y .• 
J 

Thus no boundary conditions are required- -although it may be c on-

venient to use, e.g., (av) '-bv-> o ·to determine which solution of 
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,,,. * 
vt = J •' v belongs to D(J ), rather than checking its integrability 

dir ectly. Similarly, no condition need be imposed at an entrance 

boundary for ut = Ju--the only solution satisfies w- 1u ' .... 0, so the 

boundary is automatically reflecting- - or at an exit boundary for 

vt = J':'v--the only solution satisfies aWv-+ 0, so the boundary is 

automatically absorbing. This is reasonable, .since no paths can 

reach a natural or an entrance boundary in a finite time, whi.le none 

can arrive from a natural or an exit boundary. 

Types of natural boundaries . 

It is seen from (1.41, 44) that there are three types of 

natural boundary y.: 
J 

(a) Is (y ·)I = co jm(y.) I <co (1. 49) 
J J 

(b) ls (y.) I = co lm(y.) I = co (1. 50) 
J - J 

( c) I s(y . ) I <co !m(y.) I = co . (1. 51) 
J J 

Before interpreting these conditions in terms of the behavior 

of sample paths, some definitions will be given. L e t f(x, y) be the 

probability that t he first passage time from x toy is finite; then the 

process is recurrent if f(x, y) = f (y, x) = 1 and trans ient if 

f(x, y ) f (y,x) < 1, for all y 1<x< y<y2 . By problem 4.5 . 4, page 124 

of Ito and McKean [26], every process of the type being considered 

is either recurrent or transient. Suppose a reflecting boundary be 

placed at x (y1 < x
0 

<x<y2 ); then y 1 will be called an attracting 

boundary if a path starting at x
0

, while neve r reaching y
1 

in finite 

time, is, for arbitrarily small o, within (y
1

, y 1 +o) with probability 
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greater than 1 - 6 if t ~some T(=T( 6, x
0

)); similarly for the boundary 

y
2

• (Note that this use of the term 11 attracting 11 is completely 

different from that of Dynkin [l 0 ]. ) 

According to problem 4. 7. 6, page 134 of [26 ], a process is 

recurrent if, for j = 1 and 2, either !s(y.) I= oo - - i.e., y. is either 
J J 

entrance or natural type (a) or (b)--or y. is a regular reflecting 
. J 

boundary. Otherwise the process is transient. Thus it is seen that 

the distinguishing characteristic of a natural boundary of type (c) is 

that there is a positive probability that a path, starting from any 

point x , will eventually pass into any given neighbor hood of the 
0 

boundary and remain there. Such a boundary will be called strongly 

attracting. 

It is possible that the set of paths from x terrls toy. in prob-
o J 

ability, but that no individual path tends toy .• That is, a process 
J 

may be recurrent but have one or two attracting boundaries. An 

example is the process on (-oo, oo) governed by the stochastic differ­

ential equation~ = n(t). Here jm(±oo) I = ls(±oo) I= oo, so the process 

is natural of type (b). In fact, it is shown in section 1. 6 that a 

natural boundary y. is attracting if and only if lm(y.) I =oo . Thus the 
J J 

distinguishing characteristic of a natural boundary of type (a) is that 

it is non-attracting; type (b) is attracting but not strongly attracting. 

1. 5 REGULAR AND IRREGULAR POINTS 

In this section, the assumption that 0 is a regular interval 

(i.e., that a(x) f. 0 for x interior to 0 ), made above, is dropped. 
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Essentially, a regular point xis one which paths can cross 

continuously in either direction. Let e + [e-] be the probability that 

the crossing time from x+ [x- J to xis zero. (According to 

Blumenthal's zero-one law, it is either zero or one.) Then, accord-

ing to Ito and McKean [26 ], page 91, x is a regular point if both 

+ - 1 e and e are zero. Irregular points are classified as follows: 

a left shunt has e + = 0, e + = l; a right shunt has e = 1, e = O; 

+ - 2 a trap has e = e = O. 

Irregular points as boundaries 

If the interval 0 = (y
1

, y 2 ) is divided at x, and subprocesses on 

each of the intervals (y
1

, x), (x, y 2 ) are considered, then the following 

are apparent. 

(a) If xis regular, it is a regular boundary for both (y1 , x) 

and (x,y
2

). 

(b) If x is a left shunt, then it is either an exit boundary for 

(x, y
2

) and an entrance boundary for (y
1

, x), or an exit 

boundary for (x, y 2 ) and a regular boundary for (y1 , x), or 

a regular boundary for (x, y 2 ) and an entrance boundary 

for (x, y 2 ). For a right shunt, interchange (x, y
2

) and 

(y
1

, x) throughout the above statement. 

1 
The term singular will be reserved for the singular points of a 
differential operator. (It will be shown that real singular points 
of 3< are irregular, and vice versa.) 

2 
Feller [16 J calls traps and shunts absorption and translation points 
respectively, and gives different, but equivalent, definitions. 
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(c) If xis a trap, then it is either an inaccessible boundary 

on both sides , or an exit boundary on both s ides, or an 

accessible boundary on one side and a natural boundary 

on the other. We will speak of an inaccessible trap, 

an accessible trap, or a trap accessible from one side, 

respectively. 

Zeros of a and b 

A shunt can be considered as a point where the second order 

diffusion operator 3' degenerates to a first order operator, and a 

trap a point where it degenerates to a zeroth order operator. From 

the discussion above, together with conditions (1. 3 7-41 ), specific 

results can be proved to justify these statements. One can show that, 

for an irregular point of any kind, it is necessary and sufficient that 

a(x) __, 0 on at least one side. Thus, a regular interval consists 

entirely of regular points. Also, if a(x) and b(x) are continuous at z , 

z is a trap if a(z) = 0 and b(x) crosses the x axis at z, while a(z) = 0, 

b(z) < 0 [> 0 J implies a left [right] shunt. A large number of similar 

results can also be proved, for example when a(x) and/or b(x) are 

discontinuous at z and tend to zero on one side only. Pathological 

cases, as when z is a limit point of zeros of a(x) or b(x), are excluded 

f rom consideration. 

An example 

To illustrate the m ethod, one of the above results is proved. 

Let a(z) = 0, b(z) < 0, a and b continuous at z. Then, for z ' 
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just greater than z, 

I 

z 

m(z ')-m(z) = J 
z 

-1 -1 a (x)W (x)dx 

= co 

I I I 

z z z 

I mds = J W(x) J a- 1 (s)W- 1 (s)ds dx 

z z x 

I 

z' ~ z ~ z 

I dx I -1 -1 . 
a ( s )exp b(z) J a (T) )dT) . 

z x x J 

.... 0 
I 

as z ..... z • 

( 1. 52) 

ds 

(1 . 53) 

Thus z is an exit boundary from above, by (1. 3 9). Similarly, for z ' 

just less than z, 

z 

s(z) - s(z
1

) = oo, J sdm-+ 0 
I 

z 

I 
as z .... z (1. 54) 

so that by (1. 40), z is an entrance boundary from below. Thus z i s a 

left shunt, as was to be proved. 
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1. 6 THE STEADY-STATE DENSITY 

In a time-independent physical system excited by stationary 

random noise, it is reasonaple to expect that, as time t _, oo, the 

transition density P(x, t Ix ) should tend to a value independent of t, 
0 . 

the so-called steady-state density P 
0 

(x), and that if P satisfies a 

FP equation then P satisfies the same equation. In addition, it is 
0 

apparent that, for some systems, P should be independent of the 
0 

initial position x • 
0 

Justification of the above statements for one-dimensional 

diffusion was provided by Maruyama and Tanaka (see [32, 39 ]). This 

was e'xtended to n dimensions by the same authors [33 J (see also 

Yaglom [4 7 J and Gray [22 J) and to more general metric spaces by 

Khas 'minskii [30 J. Despite its generality, the treatment in this 

last paper is the most easily adapted to our purposes. 

Some results of Khas 1m i nskii 

In the one-dimensional case, the functions of x m(x) and 

P(x, t jx J can be replaced by set functions (measures) as follows. 
0 

If EC 0, put 

m(E) = J dm(x ) 

E 

P(E, t jx
0

) = J P(x, t jx
0

) dx 

E 

(1. 55) 

( 1 • 56) 

These set functions are more general than the corresponding functions 

of x. Consider a diffusion on an arbitrary a -compact complete metric 
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space 0 . That is (following Khas 1minskii), specify a Markov tran­

sition function P(E, t Ix ) for all measurable EC 0, t ::: 0, and 
0 

x E 0, with 
0 

P(O, t Ix ) = I 
0 . 

(1. 57) 

and satisfying certain other conditions (e.g. 1°-3°, p. 179 of [30]). 

In certain circumstances a canonical measur e m(E) can be defined 

and it is unique (see theorems 2.1, 3.2 of [30] ). The following 

results are relevant. 

(a) If m(D) < co, then for any measurable E, 

. I m(E) hm P(E, t x ) = -(O) 
t ..... co o m 

(1. 58) 

(see Khas 'minskii' s theorem 3. 4). 

(b) For a non-recurrent process and compact E, 

co J P(E, t lx
0

) dt < co (1. 59) 

0 

Hence 

lim P(E, t Ix ) = 0 
t ..... co 0 

(1.60) 

(see lemma 3 .1 and its corollary). 

(c) For a recurrent process with m(O) = co, m(E) < co, 

T 

lim ~ J P(E, t jx
0

) dt = 0 (1. 61) 
t ..... co 

0 

(see the corollary to theorem 3 .1). Khas 'minskii 
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hypothesizes that (l.61) may be strengthened to (l.60), 

and has a proof for the one-dimensional case (see 

remark 2, page 191). 

Application to one-dimensional diffusion 

In the type of process dealt with in previous sections, the 

above results lead to the following 

Theorem: Let 0 = (y
1
,y

2
) be a regular interval. If y

1 
and 

Yz are reflecting or non-attracting natural bound­

aries, then, for any x E 0, 

lim P(x, t Ix ) = P (x) , 
t 

0 0 -+oo 

where P (x) is the solution of 3'':<p = 0 with bound-
o 0 

In every other case, 

lim P(x, t Ix ) = 0 
t-+oo 0 

(l.62) 

(l. 6 3) 

(l.64) 

Here Q denotes dxd (a P ) - bP , so Q = 0 is the steady-state 
0 . 0 0 0 

analog of the reflecting boundary condition Q = O. By a reflecting 

boundary is meant a regular boundary with Q = 0, or an entrance 

boundary. (One has Q = 0 automatically at an entrance or natural 

boundary.) The restriction to a regular interval is equivalent to 

0 3 on page l 79 of [3 0]. The restriction to reflecting or non-

attracting natural boundaries is equivalent to m(O) < oo. Integrating 
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~l'p = 0 once and using the boundary conditions, one gets Q (x) = 0 
0 0 

for all x E 0. Integrating again and using (1. 63) it is seen that 

a -1 (x)exp[[ ~rn d~ 
p (x) = ---------

0 Y1 [ x 

J a -l (x)exp J ~~~~ dJ 

Yz z J 

= 
dm 
dx , z E 0. (1.65) 

It is apparent from (1. 56) that this, together with (1. 62), is the same 

as (1. 58); note that m(x) is differentiable on account of (1. 36) for . 

x EO. 

The second result, (1. 64), follows immediately from (b) and 

(c). Although (1. 57) does not hold if a boundary (y
1 

say) is exit or 

regular non-reflecting, it is likely that result (b) does not require 

this pre-condition. In any case, it can be made to hold by adjoining 

y 1 to the process (so 0 = [y1,y2 ) instead of 0 = (y
1
,y

2
)). 

Irregular points 

If there are irregular points interior to (y 
1

, y 
2

), the theorem 

above cannot be applied directly. In particular, the steady-state 

density may depend on the initial condition x , and so will be 
0 

written PJx lx
0

). Types of irregular points are defined in section l. 5. 

The arguments used below are based on the idea of a shunt as a point 

which allows passage in one direction but not the other, while a trap 

is the end of every path reaching it (if any do). The term absorbing 
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boundary is used below for exit and non-reflecting regular bound-

aries (i.e., accessible traps and shunts directed away from the 

interval under consideration). 

(a) 

The following cases occur . 

Suppose x lies to the right [left J of x and is separated 
0 

from it by a left [right J shunt or by a trap. Then 

P(x, t lx
0

) = 0 for all t (we will say that x is inaccessible 

from x ), and P(x Ix ) = O. 
0 0 

(b) Suppose that (a) does not hold, i.e., xis accessible 

from x , and that an absorbing or attracting boundary 
0 

is accessible from x. Then, although P(x, t Ix ) :/: 0 for 
0 

all finite t, P (x Ix ) = O. 
0 0 

(c) In all other cases, both P(x, t !x
0

) and P 
0

(x \x
0

) are 

non-zero. 

Determination of P 
0 

in the general cas e 

From the above, it i s see n that two cases can occur, accord-

ing to whether or not x lies in a regular interval bounded on both 
0 

sides by absorbing or attracting boundaries. If not (case I), all paths 

from x will end in a single regular interval, or all will tend (at least 
0 

in probability) to the same trap, and P (x \x ) will be zero outside 
0 0 

this region. If so (case II), all paths will eventually divide between 

two s uch regions, one on e ithe r side of x , and n e ithe r containing x • 
0 0 

Once a path has passed into one of these r egions, it stays 

t her e , so that the process in such a region (S say) can b e treated 
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independently of that on the remainder of O. If S is an attracting 

boundary, no path actually reaches S in finite time, so the above 

statement must be modified somewhat, but the result as far as the 

steady-state density is concerned is the same. 
s 

Let P (x) be steady­o 

state density for x ES. Then, if S is a single finite pointy (i.e., an 
0 

accessible trap or an attracting boundary), 

s 
p (x) = o(x-y) • 

0 
(1.66) 

If S i~ the point ± en , 

(1.67) 

for all finite x. 
s If S is a regular interval, the n P (x) can b e found as 
0 

described earlier, using (1.62, 63). Note that in every ca s e PS (x) 
0 

is independent of x (so long as x ES), and is zero for x A- S. 
0 0 'f 

If, for given x , there is only one region S (case I above), 
0 

then 

P (x \x ) = PS (x) • 
0 0 0 

(1.68) 

If there are two regions, s
1 

and s 2 say (case II), the n 

s1 s2 
P {x jx ) = A

8 
(x )P (x ) + As (x )P (x ), 

0 0 10 0 20 0 
(1.6 9 ) 

where AS (x ) is the probability of a path from x reaching (or t e nding 
1 0 0 

to) s
1 

rather than s 2 ; and A
52 

(x
0

) = 1 - A 5 /x
0

). 
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This is a first passage problem. Let s
1 

= (x
2

, x
1

) and 

s2 = (x4, X3 }, where xl ~ x2 > XO > X3 ~ X4. In the case where at 

least one of x 2 , x 3 (say x 2 ) is absorbing, AS (x ) is given by 
1 0 

theorem 5 of Feller [1 7 ]. It appears that this theorem is also true 

for x 2 a strongly attracting natural boundary (i.e., satisfying (1. 51 ))~ 

According to this theorem 

As (x ) = 
1 0 

x 
0 

J exp 

X3 
[-Jx b(S) d~ dx 

a( s) 
z 

t tb(s> d~ dx 
J a( s ) 
z 

for x 3 absorbing or strongly attracting, and 

As (x ) = l 
1 0 

(1. 70) 

(1. 71) 

otherwise. When both s(x
2

) and s(x3 ) are infinite (both boundaries 

attracting but not strongly attracting) this theorem breaks down. In 

the case : = n(t), sl = + oo, s2 = - oo, it is apparent from symmetry 

1 that A
81 

(x
0

) = 2 . In general one would expect that AS (x ) = canst., 
l 0 

where the constant must be found by letting t -+ oo in P(E, t jx ), with 
0 

E = (x, x 2 ). 

Variation of P (x jx ) with x -------o 0 0 

In Case I, it is apparent from (1. 68) that P (x Ix ) is inde­
o 0 

pendent of x , provided x remains within the same regular interval, 
0 0 
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together with any interval which is ace es sible from this interval. 

However, in Case II, since AS (x ), AS (x ) vary continuously with 
1 0 2 0 

x , (1.69) shows that (in most cases) P (x Ix ) varies continuously 
0 0 0 

as x varies in the interval concerned. 
0 

For P to be independent of x for all x E 0, the most com-
a o o 

plex pattern of irregular po1nts possible is illustrated in the next 

page. Note that any of the irregular points shown may be omitted 

and P will still be independent of x • 
0 0 

P as Abelian limit of P -0-----------
In the following chapters, instead of P{x, t Ix ) one first finds 

0 

its Laplace transform 

CX> 

P{x, t Ix )e -stdt . 
0 

Thus it is of interest to show that 

P (x) = lim sp{x, s Ix ) 
o s-.o+ o 

(1.72) 

(1. 73) 

the Abelian limit of P(x, t Ix ) . The existence of p{x, s Ix ) for all s 
0 . 0 

with Re s > 0 follows immediately for all x where P (x) < a:> - - i.e., 
0 

everywhere except accessible traps. In addition, p{x, s Ix ) exists 
0 

for Re s = 0 if and only if the process is transient on the regular 

interval containing x, on ace.aunt of {l. 59) 1 • Zero belongs to the 

1 That this condition is both nee es sary and sufficient for transience 
is shown in problem 4.11. 8, page 159, Ito and McKean [26 ]. 
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>X 

x 
>. 
I 

<<< ( I .Y2 

- Trap with attracting or absorb­
ing boundaries on both sides 

Right shunt; ( - left shunt. 

- Reflecting endpoint . 

Most complex possible system of irregular 
points having P independent of x • 

0 0 
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point spectrum of 31>!< on a regular interval (y 
1

, y 
2

) if and only if 

m(y
2

) - m(y
1

) < oo. Thus for x lying in such an interval, 

lim sp(x, s Ix ) is proportional to the corresponding eigenfunction, 1 

s-+0+ o 
and is thus equal to P (x) when normalized. Otherwise, one must 

0 

have lim sp(x, s jx) = 0 = P (x). 
s-o+ o o 

Suppose that there are no attracting traps interior to 0. 

Then the existence of the Laplace transform for all x E 0, all 

Re s > 0 shows that the eigenvalues of 31>!< must lie entirely in the non-

positive half plane. If there are such traps, consider the indepen-

dent processes on the various subintervals· to obtain the same result. 

Types of stability 

This term will be used in three ways in this thesis. A 

process on (y
1

, y 2 ) will be called stable if neither y
1 

nor y 2 is an 

infinite attracting boundary. It will be called stable in mean 

[or in mean square J if (x) [or (x
2

) J is finite. 

1 
See As tr om [2 ], section 5. 
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CHAPTER II 

SPECTRUM OF AN ARBITRARY PIECEWISE 

LINEAR SYSTEM 

2.1 SOLUTION OF THE FOKKER­
PLANCK EQUATION 

Piecewise linear systems 

In this chapter a method is derived to obtain the spectral 

density and other properties of the system (0 .1), where the functions 

f(x), h.(x) are piecewise linear. By this is meant that they are line ar 
J 

in each of a finite number (say n-1) of segments (xi+l' x i); the end-

points x
1

, xn of the interval in which the process occurs may or may 

not be finite, and f and h . need not be continuous at the points Xi• In 
J 

the ith segment, (xi+l' xi)' we put 

f(x) = {. . x + k . 
01 01 

(2. 1) 

h. (x) = -r.. .. x + k .. 
J J1 J1 

(2. 2) 

The FP equation 

For the first order system (0.1 ), the FP equation (1.11) for 

P(x, t Ix ) becomes 
0 

ap a2 
( · ' a ( ) &f" = --2 a(x)P) - ox b{x)P , 

ox 
(2. 3) 

where, substituting (2.1), (2.2) into (1.15), (1.17), 
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a(x) = L: D.k(,f, .. x+k .. )(,f,k.x+kk.) 
. k J Jl Jl 1 1 
]. 

b(x) =-,{', .x-k . + L: D .k,f, .. (..L .x+kk.) 
01 01 . k J Jl - kl 1 

]1 

for x E (xi+l' xi). Thus a(x}, b(x) can be written 

2 
a(x} = a . (x) = A.x + 2B.x + C. 

1 l l 1 

b(x} = bi (x) = D.x + E. 
1 1 

for x E (xi+l' xi)' where Ai, Bi, Ci, Di' Ei (i = 1, .•. , n-1) are 

constants. Since the matrix Djk is non-negative, (2. 4) gives 

A.G . ~ B.
2 

for every i 
1 1 1 

(2. 4) 

(2. 5) 

(2. 6) 

(2. 7) 

(2. 8) 

It is convenient to include all irregular points--i. e. where a(x) __, 0 on 

one or both sides - -among the endpoints x. of intervals. 
. 1 

The backwards equation 

This is the formal adjoint of (2. 3 ), namely 

ap 
&[ = 

Initial conditions 

o2P 
a(x ) --

2 
+ b(x ) 

0 ox 0 
0 

op 
ax . 

0 

(2. 9) 

The initial condition for both (2.3) and (2.9) is, from (1.12), 

P(x, 0 jx ) = 6 (x-x ) 
0 0 

(2. 1 0) 

Boundary conditions 

At x
1 

and xn' a reflecting boundary is assumed (see 

section 1. 4). Thus the appropriate boundary conditions for (2. 3) are 
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Q(x1 , t Ix ) = Q(x , t Jx ) = 0 , o n o (2. 11 ) 

where 

o 
Q = ox (aP) - bP , (2. 1 2) 

and the appropriate boundary conditions for (2. 9) are 

oP op I ,a;;- (x, t jx1 ) = a;z- (x, t xn) = 0 . 
0 0 

(2. 13) 

Conditions (2. 11) and (2. 13) are both necessary only if x
1 

and 

xn are regular boundaries. If x
1 

or xn is infinite, it is a natural 

boundary, and (2. 11) and (2. 13) are both automatically satisfied. If 

x
1 

or xn is finite but irregular, one or the other condition, or both, 

will be redundant (according to whether it is an entrance, exit or 

natural boundary). Note that one is restricted to integrable solutions 

of (2. 3) and bounded solutions of (2. 9). 

Since the method of solution is to find the general solution in 

each interval of linearity, and to piece these together, boundary con-

ditions are also needed at all points x. (i=2, ••• ,n-1). These are 
l 

provided for (2. 3) by the continuity of Q and aP with respect to x, 

and for (2. 9) by the continuity of P and-:.!- with respect to x • Again 
x

0 
O 

some conditions become redundant when the x. are irregular points. 
l 

The Laplace-transformed FP equation 

By applying a Laplace transform with respect to t to (2. 3 ), 

one obtains a second order ordinary differential equation for 

p(x, s jx ), the Laplace transform of P(x, t Ix ) • This is (using the 
0 0 
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initial condition) 

: 2 (a(x)p )- ;! (b(x)p) - sp = - o(x-x ) . 
0 

(2.14) 

Similarly the Laplace transform of the backwards equation (2. 9) i s 

(2.15) 

The boundary conditions remain the same as in the untrans-

formed case, except that P and Q are replaced by their transforms, 

namely p and q. 

Singularities of the transformed FF operator 

Since (for x E (xi+l' xi)) a(x) is a quadratic in x while b(x ) 

is linear, the transformed FF operator 

2 . 
---:;: d [ I J d [ II I l :r·-= a(x) dx2 + 2a (x)- b(x) dx + a (x)-b (x)-s J ( .) (2. 16) 

will have 3 regular singular points in the complex plane, at co and at 

:L 

- B.±[B.
2 
-A. C.] 

2 

1 1 1 1 

A. 
l 

(2. 1 7) 

except when 2 or 3 of these points coale sce to form an irregular 

singularity. Thus 2 linearly independent solutions for the homogene-

ous equation a<':'p = 0 can be found in terms of known spe cial functions. 

The following cases occur. 
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A. 1 0, 
1 

2 
B. < A.C . . 

l 1 l 
Then a.1 and a. 2 are distinct and 

finite. By a linear transformation of the independent 

variable which transforms a.1 to 0 and °'z to l, the 

equation becomes the hypergeometric equation. 
1 

(b) . A . 1 0, 
l 

2 
B. = A . C .• 

1 1 1 
Then a.

1 
and a.

2 
coalesce to form 

( c) 

an irregular (double) singularity. By replacing the 

independent variable x by (x+B . )-
1

, the equation 
1 

becomes a confluent hypergeometric equation. 
2 

A . = B. = O. 
l 1 

Then a.
1 

and o. 2 both coalesce with ro, 

forming an irregular (triple) singularity. The solution 

can be expressed in terms of parabolic cylinder 

f 
. 3 

unctions. 

The case A. = 0, B. 1 0 cannot occur, on account of (2. 8). This 
l l . 

also shows that o.
1 

and a.
2 

are not real unless they are equal, so that 

the standard solutions for case (a) are complex-valued and must b e 

combined to form 2 independent real solutions (since only real solu-

tions are of interest in what follows). E xcept in special cases, this 

leads to considerable algebraic complication. One such special case 

is dealt with in section 5. 4 . Case (b) is dealt with in Chapter IV 

1 For solutions of this equation, see Abramowitz and Stegun 
[ 1], page 563. 

2 For solutions see Erdelyi et al. [ 11], page 251. 

3 
S ee [1], page 686 . 
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(a special case) and sections 5. 2-3 (a less special case), while 

case (c) (forcing function excitation only) is dealt with in Chapter III. 

Although the above deals only with the FP operator, it is also 

true of the transformed backwards operator 3'. This remark 

applies also to the rest of this section, mutatis mutandis. 

General solution in any sub-interval 

As indicated above, it is possible to find, in terms of known 

special f unctions, two linearly independent functions p/(x), p
2
i(x) 

which satisfy the homogeneous equation 3'>:<p = 0 for x E (x. 
1

, x.). ·It i+ 1 

will be assumed that p 1\x) and p;(x) are real for real x . Since the 

coefficients of the differential equation are real, two such real 

solutions do exist; if the standard solutions are not real, two linear 

combinations of them will be. 

Then if x
0 

~ (xi, xi+l ) the general solution for x in this interval 

will be 

1 1 
where c 1 and c 2 are constant with respect to x . If x

0 
E (xk, xk+l ), 

then for x in this interval a particular solution is 

x 

I 
k k k k 

P1 (x )p2 (z ) - Pz (x )pl (z) 
o(z-x )dz 

0 ak(z ) wk(z) 

0 for x 

= k k k k 
P1 (x)p2 (xo) - P2 (x )pl (xo ) 

for x 
ak(xo)wk(xo) 

~x 
0 

(2. 19) 

~x 
0 
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Here 

k k 
k dp2 (x) . k dpl (x) 

wk(x) = P1 (x) dx - P2 (x) dx (2. 20) 

k k 
is the Wronskian of the solutions p 1 , p 2 • Then (2. 18) applies also 

in the interval (xk+l' xk), except that the constants c 1k, c
2
k have 

k+ k+ k- k-different values for x > x
0 

and x < x
0

, say c
1 

c 2 and c
1 

, c 2 

respectively, for which 

(2. 21 ) 
a 1 (x )wk(x ) 

<: 0 0 

(2.22) 

When x
0 

= xi, no difficulty is experienced; be cause of the 

continuity of p(x, s lx
0

) with respect to x
0

, this can be considered as 

the limit of either of the two cases just dealt with . 

an irregular point can be dealt with as they arise. 

Boundary conditions 

Cases when x is 
0 

On account of (2. 11), one has at the end points x
1 

and xn 

(2.23) 

0 . (2. 24) 

(Here q.i = dxd (a .p.i) - b.p.i.) At the junction points of intervals, 
J 1 J 1 J 

x. (i = 2, .•. , n-1 ), the continuity of Q and aP (and hence q and ap) 
1 

shows that 
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(2. 2 5) 

Existence of a solution to the transformed FP equation 

Equations (2.21-26) form a set of 2n linear algebraic equa­

tions for the 2n otherwise undete rmined coefficients c/, c
2
1 , 

This nonhomo-

geneous set will have a unique nontrivial solution provided the 

corresponding homogeneous set has no nontrivial solution (the 

Fredholm alternative) . The only nonhomogeneous terms are those on 

the right of (2.21) and (2.22) . Putting these equal to z e ro is e quivale nt 

to omi tt:lng the t e rm o (x-x ) on the right of (2. 1 4), i. e. , to solving the 
o . 

homogeneous differential equation (with the same boundary conditions). 

This will have a nontrivial solution only if s = A. , whe re A. is an eig e n-

,,, a2 a 
value of the original FP operator, ;Ji' ''= a}-(a.) - Bx (b .). But this can 

only occur for values of s for which p{x, s Ix ) d oes not exist. Thus 
0 

the nonhomogeneous set will have a unique nontrivial solution when-

ever p(x, s Ix ) exists; which is of course to be expected. In 
0 

particular it will have a solution for all Re s > 0. 

The transforme d transition density 

Having solved (2. 21-26 ), p{x, s lx
0

), the Laplace transform of 

P{x, t \x ), is immediately found using (2 .18). Although the inverse 
0 

transform has been found in only a few special cases (when it can 

usually be found more readily without transforming in the first place), 
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p(x, s Ix ) is of considerable use as it is. 
0 

For example, it can be verified that 

lim sp(x, s Ix ) = P (x} = lim P(x, t jx ) , 
s-+O 

0 0 
t-+oo 

0 
(2. 2 7) 

where P (x) is found as in section 1. 6. See the following section and 
0 

the special cases of Chapters III - V. 

As shown in section 2. 3, the Laplace transform of the auto-

correlation can be explicitly formulated in terms of p and its deriva-

tives with respect to x and x • This can then be used to obtain the 
0 

spectral density. This is the principal result in this thesis. 

2. 2 THE STEADY -STA TE DENSITY 

Determination of P 
0 

The method of determination of P (x} is described in section 
0 . 

1. 6. If (xn, x 1 ) is a regular interval with reflecting or nonattracting 

natural boundaries, then, from (l .65), 

c . [I ( D.x+E . ) ~ 01 1 1 
P 

0
(x) = 

2 
exp 

2 
dx 

A .x +2B.x+C. A.x +2B .x+C . 
1 1 1 1 1 1 

(2.28) 

The integral here can be evaluated by elementary methods. The con-

tinuity of aP allows the determination of the constants C . up to a 
0 01 

multiplicative factor, which can be found using (1.63), i.e. 

x 
n 

(2.29) 
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For the evaluation of this integral, se e below. 

If (x1 , xn) contains irregular points, and/or has absorbing or 

attracting natural boundaries, then the situation becomes more 

involved. The steady-state density may depend on x , contain delta 
0 

functions, or be identically zero. For its evaluation, see 

section 1. 6. 

The integral of P 
0 

In almost all cases, the determination of P (x ) requires the 
0 

calculation of the indefinite integral 

[

x ~ 2 
-1 D . z+E. 

I(x) = J(Aix +2Bix+cJ exp J ( 2
1 1 

) dz dx 
A.z +2B.z+C. · 1 

l l l ._J 

(2. 3 0) 

In some cases, this integral can be found by elementary 

methods. * In general, one notes that J P = 0 can be written 
0 

d[ dIJ dl dx a(x) dx - b(x) dx = 0 , (2. 31 ) 

which is a second order e quation of the same type as the homogeneous 

Laplace-transformed FP equation solved in section 2.1. One solution 

to (2. 31) is I = const. Pick a solution linearly independent to this and 

multiply it by a constant so that its derivative is equal to the integrand 

in equation (2. 3 0). Then this is the required I(x). 

Integrating the Laplace-transformed FP equation (2.14) and 

letting s -+ 0, 



x 

I P (z Ix )dz = 
0 0 

x 
n 

- 51 -

lim q(x, s Ix )+H(x-x ) , 
s-+O o o 

(2.32) 

where H(x) is the Heaviside unit function. This is an alternative 

method of finding I--but only useful if p(x, s jx ), and hence 
0 

q(x, s Ix ), has been found already. 
0 

2.3 THE LAPLACE-TRANSFORMED 
A UTOC ORRELA TION 

By the definition (0. 2), for a stationary process, 

R(t) 

x x 
n n 

x xP
2 

(x , O; x, t)dx dx 
0 0 0 

(2. 3 3) 

If P (x) is identically zero, except perhaps for delta functions, the 
0 

same is true of P 2 (x
0

, O;x,t), and the integral (2.33) is trivial and 

R(t) is constant. We assume this is not the case. Instead of R(t) we 

will find its Laplace transform r(s), whence (as shown in (2. 64)) 

<l>( w ) can be directly obtained. 

The Laplace-transformed autocorrelation 

Thus 

Since [x(t)} is a Markov process, 

R(t) 

P
2

(x , O;x, t) = P (x )P(x, t lx ) . 
0 0 0 . 0 

=I 
x 

n 

x P (x ) 
0 0 0 

dx 
0 

(2. 34) 

(2. 3 5) 
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so that, if r{s) is the Laplace transform of R{t), 

xl xl 

r(s) = f x 0 P 0 (x0 ) [Jx xp(x, s lx
0
), 

n n 

Determination of J xp dx 

dx 
. o (2. 36) 

The Laplace-transformed FP equation (2. 14) can be written 

(2. 3 7) 

where q = q(x, s lx
0

). Multiplying this equation by x and integrating 

x. x. 
l l 

s I xp ax = I x ~ ax + x 0 oik 

xi+l xi+l 

= [ xq - a(x)p J 

x. 
l 

J qdx+x o.k 
0 l 

x. 
l 

+ r 
J 

x . 
l 

(D.x+E.)pdx+x 6.k , 
l l 0 l 

(2. 3 8) 

from the definition of q. But, integrating {2.37) from xi+l to xi, 

x. x. 
l l 

(2. 3 9) 
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Eliminating J pdx from (2. 3 8) using (2. 3 9), 

Jxixpdx = _l {[ x+ Ei 
. s-D . s 

l 

x i+l 

Adding over all intervals (xi+l' xi) , 

(2. 40) 

(2. 41) 

According to (2. 36 ), this must be multiplied by x P {x ) and 
. 0 0 0 

int egrated with respect to x • That is, it is required to find the 
0 

following quantities : 

xk 

I (x +Ek ) x P {x )dx = Jk say , 
0 s 0 0 0 0 

{2. 42) 

xk+l 

x p{x. , s jx )P {x )dx = tt!k{x .) 
0 l 0 00 0 l 

say, (2 . 43) 

x k+l 

x q {x. s jx )P {x )dx = 2..k{x . ) 
0 l 0 00 0 l 

say , (2. 44) 

fork= 1,2, ••• n-1andi=1,2, ••• ,n. 
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D e termination of c9k 

Using Q (x) = 0 and integrating by parts, (2. 42) can be reduced 
0 

to a combination of P and JP (x )dx , which can be found either 
0 0 0 0 

directly (see section 2.2). or by the formulas (2.27) and (2.32). 

We will perform this reduction ex plicitly. Integrating Q (x)=O 
0 

(itself the integ ral of ;J':<p =0), one gets 
0 

(2.45) 

while if Q (x) = 0 is multiplied by x and then integrated, noting that 
0 

d d 
x dx (aP ) = dx (xaP ) - aP , 

0 0 0 
(2. 46) 

one g e ts 

r 2 r I 
xaP - (Ak+Dk)j x P dx - (2Bk+Ek) xP dx - Ck ! P dx = 0 

· O 0 J 0 ·· JO 
(2. 4 7) 

Combining (2. 45) and (2. 4 7), 

(2. 48) 

Thus 

(2. 49) 
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D e termination of tf>k 

The backwards equation (2.15) for p(x, s\?C
0

) can be written 

:::< 
Also, P (x ) satisfies 3' P = 0, or 

0 0 0 

and also the integrated form of this, Q
0 

= 0, or 

Forming p X (2. 51) - P X (2. 50) and simplifying slightly, 
0 

Then, using (2. 52 ), 

d ( d ' spP 
0 

= dx aP 
0 

-iJf-) + P 
0 

6(x-x
0

) 

0 0 

Thus, integrating by parts, 

(2. 50) 

(2. 51) 

(2. 52) 

(2. 53) 

(2. 54) 

x pP dx = 
0 0 0 

~ aP dx dx +xP (x) 6.k . 
0 0 0 1 

0 

xk+l 

(Throughout this derivation P and p without variables indicated 
0 

(2. 55) 
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denote P (x ) and p(x, s Ix ) • ) Integrating by parts again and using 
0 0 0 

(2. 52), 

xk xk xk xk 

sJ x pP dx = ~aP (x dxdp 
0 0 0 0 0 

0 

xk+l 

-p)] +nkJ xopPodxo+EkJ pPodxo 

xo =xk+l xk+l xk+l 

and so, integrating (2. 54) to obtain 

xk 

+xP (x)o.k , 
0 l 

I pP dx , 
0 0 

xk+l 

(2. 56) 

xk { xk 

I x pP dx = _!_D . ~p {·(x + Ek) dx~ - P}] +(+Ek )\P (x) 0.1} • 
0 0 0 s- k [ 0 0 s 0 . ~ s 0 l <: 

xk+l xo=xk+l 

xk (2. 57) 

Thus a(x) I x p(x, s Ix )P (x )dx can be evaluated for any 
., 0 0 0 0 0 
Xk+l 

interval (xk' xk+l). In (2. 43) x = xi, the endpoint of an interval; but 

a(x)p(x, s Ix ) is continuous with respect to x, so that it makes no 
0 

difference whether x. is considered to belong to the interval (x. , x. 
1

) 
l l i-

or the interval (xi+l' xi) -- unless i = 1 or n (i.e., xi is an endpoint). 

One can thus in most cases consider xi not to lie in (xk, xk+l ), so that 

the last term in (2. 57) is zero. This is also the case for i = k = l or 

n when x. is infinite- -in fact then all terms in (2. 57) are zero. In the 
l 

remaining case, note that since in general dxdp (x, s jx ) has different 
0 0 

limits as x .... x from above or below, it can be seen from (2. 43) that 
0 

one must let x-+ x. before letting x -+ x. -- dxdp is not continuous at 
l 0 l 

0 
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x = x . (for any i), so the first limiting process is necessary. The 
l 

5!..9._ ..2. same remarks will also apply to dx in the formula for ~K(xi) 
0 

derived below (2. 62). 

Taking into consideration the above points, the formula for 

t?_k(x . ) = _J;_D { la(x )P (x ){(x +Ek )n "''<[a(x. )p(x., s jx )j
0 

l . s- k [ 0 0 0 0 s l l 0 

~
xk 

-a (x. )p(x., s Ix ) lJ + (x. +Ek )a (x . )P (x.) o 'k} 
l l 0 l S l OlJ' 

x~xkB . 

(2. 58) 

where j = i-1 or i and 

df ' 
dx'(x, x ) (2. 5 9) 

Determination ·of~ 

Operate on (2. 57) by 

! [a(x)(.)J-b(x)(.) . (2.60) 

The first term does not contain x explicitly and is linear and homo-

geneous in p; thus the operation (2. 60) simply replaces p by q. The 

second term becomes 
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a(x)P (x) + (x +Ek )o (x) • 
0 s 0 

(2. 61) 

But Q
0

(x) = O. Thus, as -in the case of gik' 

.2___ (x.) = _L_D {la(x )P (x ){(x +Ek )n>:<q(x., six )-q(x., six )}~xk 
-l<. i s- k [ o o o o s i d i o ~ 

- xo=xk+l 

+a(x. )P (x }6.k~. (2 . 62) 
l 0 0 J J 

The formula for r(s) 

Summarizing, the Laplace-transformed autocorrelation is 

(substituting (2.41) into (2.36)) 

(2. 63) 

where c9k' gk' ~ are given by (2. 49, 58, 62) respectively. Actually 

the last term in (2.58,62) can always be omitted, and thus gk' ~some­

what simplified. It has been explained above how this can be done for 

i = 2, 3, ••• , n-1 by suitably c hoosing j f: k. For i = k = 1, the last 

1 ( El) term in (2. 58) becomes s-D x 1 + s a(x1 )P 
0 

(x1 ), and the last term 
1 

in (2.62) becomes _!.._D a(x1 )P (x1 ). Substituting in (2.63) it is s een 
s- 1 0 

that the corresponding t e rms cance l each other out. The same 

happens for i = k+l = n, the othe r possible exception. These slightly 

revised versions of gk' ~will be used in future. 
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2. 4 THE SPECTRAL DENSITY 

Spectral density 

The Weiner-Khinchine relation (0. 4) can be written 

00 

ci>( w) =; J R(t) (ei wt+e-iwt)dt 

0 

2 = - Re r(i w) , 
1T 

(2.64) 

where r(s) is the Laplace-transformed autocorrelation obtained in the 

last section. 

This formula (which also applies to multidimensional systems) 

was used by Caughey and Diene s [4, 8] to find the spectrum of the 

system governed by the stochastic differential e quation 

x + k sgn x = n(t) -ro<x<ro • (2. 6 5) 

Her e r(s) can be found by direct integration of (2 .• 36) . 

Variance 

A formula for <x
2 ) 1. s · 1 bt . d . t f k eas1 y o a1ne in erms o nown quan-

tities. For 
x 

n 
2 x P

0
(x)dx 

n-1 

=I 
k=l 

lim ~ 
s-co 

(2.66) 



-60- . 

where ~is defined by (2.42). This formula can also be obtained by 

using 

2 (x ) = R ( 0) = lim s r ( s) , (2.67) 
S-+00 

r(s) being given by (2. 63), and noting that both t?k and~ remain finite 

as s -+co. Using the formula (2. 49) for ~k, 

xk 

+ [(2Bk +Ek)Ek-cknk] J. P 
0
{x}dx} . 

. xk+l 

Mean 

It is evident from (2.45) that 

This could also be obtained by a limiting process on r(s ), 

(x ) 2 = R(co) = lim sr(s) • 
s- 0 

since 

However this involves finding the limits as s-+ 0 of t?k' .2.k. 

(2. 6 8) 

(2.69) 

(Z. 7 0) 
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Translation of displacement 

It is sometimes convenient to replace x by a new displace-· 

ment y, where 

y = x -z (2. 71 ) 

where z is constant. For example, with asymmetrical f(x), it may· 

be more convenient in given circumstances to define x either so that 

f(O) = 0 or so that (x) = O. It is apparent from (2.35) that 

xl xl l 
R (t) = R (t) + z(z- (x >) -z I P(x ) [s xP(x, tlx )dxJ dx ' y x 0 0 . 0 

x x 

so that 

where 

n n 

r ( s ) = r ( s ) + ~ ( z - (x ) ) - z g ( s ) 
.y x s 

xl 

g(s) =I 
x 

n 

P(x ) 
0 

dx 
0 

Evaluation of g(s) 

(2. 72) 

(2. 73) 

(2.74) 

xl 

The quantity J xpdx is given by (2.41). Thus g(s) is given by 
Xn 

the same formula (2. 63) as r(s ), but with ..9k' tflk(xi)' ~(xi) replaced 



(using (2.45)); 

xk 

tfl~(xi) = a(xi) J 
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p(x., s Ix )P (x )dx 
1 0 0 0 0 

(2. 7 5) 

(2. 76) 

(2. 77) 

1 

xk . 

~a(x )P (x )D,:'[a(x.)p(x., six\ l]· +a(x. )P (x . )6 .k 
0 0 0 1 1 d_J - 1 0 1 J 

Xo-Xk+l 
= -s 

(2. 7 8) 

(obtained by integrating (2. 54)); and 

q(x. , six )P (x )dx 
1 0 0 0 0 

(2. 7 9) 

i [ -·- I ] xk = - a(x )P (x )D '''q(x., s x ) 
s 0 0 0 1 0 

xo=xk+l 

(2. 80) 

Here D>:< and j are as in (2. 59)--but note that one cannot always omit 

the 6ik term in (2. 78), as one could in (2. 58, 62). 
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Spectral density at w= 0 

From (2. 70) together with the analyticity of r(s) for s > 0, it 

is seen that 

2 
r ( s ) = (x ) + b ( s ) , 

x s (2. 81) 

where b(s) is analytic at s = 0. In fact, putting z = (x) in (2. 73 ), 

b(s)=ry(x)+ (x)[g(s) - <:> J. (2. 82) 

Since r (0) is infinite for (x) -:J 0, (2.64) cannot be used to obtain ~O). x 

However, using the definition (0.4) and noting that 

00 00 

I cos wt dt = ~ I iwt 'IT 
e dt = z:6(w) , 

0 -00 

one gets 

<I> {w) = (x )
2 

6(w) + 3.. Re b(iw) , 
x 'IT 

where Re b(iw) = Re r (iw) for w > O. x 

(2. 83) 

(2. 84) 
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CHAPTER III 

SYSTEMS WITH WHITE FORCING 

FUNCTION EXCITATION 

3.1 THE GENERAL CASE--SOLUTION OF 
THE FOKKER-PLANCK EQUATION 

In this chapter we deal with the first order piecewise linear 

system where the only excitation is a single white noise forcing 

function. Excitation of this type has been the case most widely dealt 

with in previous work. The linear case has long been completely 

solved. The only nonlinear case for which the spectrum has been 

worked out is that with a bang-bang restoring force (f(x)=k sgn x), 

which has been dealt with by Caughey and Dienes [ 4, 8] by a method 

similar to that used in this thesis. 

The formulas for the general case, on an interval containing 

an arbitrary number of linear segments, are worked out in this and 

the following section. Special cases are worked out in the next three 

sections, including numerical results. Approximation of more 

general nonlinear forcing functions is discussed in section 3. 6. 

The stochastic differential equation 

For the systems to be dealt with in this chapter, (0.1) reduces 

to 

x + f(x) = n(t) (3. 1) 

(i .e., m=l andh1 (x) = 1), where 
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f(x)=-Lx+k. for xE(x.+1.x.), i=l,2, •••• n-1 
1 1 1. 1. 

(3. 2) 

(so that there are n-1 linear segments), and n(t) is white noise 

satisfying 

(3. 3) 

For simplicity of exposition, it will be assumed throughout the 

general derivations of this and the next section that 1'., . f. 0 for all i. 
1. 

The method when one or more -l.. = 0 is indicated at the end of this 
1. 

section. 

Nondimensionalization 

Provided -l.. f. 0, the following convenient dimensionless 
1 

quantities can be defined: 

1. 

= j-l..D [2 p(x, six ) 
1 0 

d i .. 
= sgn ,e,_ ~ + s\r 1

=q(x. s Ix ) 
i ds1 o 

k. 
1 ft.=---..... 

1 

(3 . 4) 

(3. 5) 

(3. 6) 

(3. 7) 

(3. 8 ) 

(3. 9) 
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A suffix on S, 1T, ljl will correspond to the same suffix on x, p, q, 

respectively. Both suffixes and superfixes may be omitted when no 

confusion would result. Note that t. may be negative for some i; 
1 

1 
thus to avoid imaginary quantities, It. !2 is used in the nondimen-

1 

sionaliza ti on. 

FP and backwards e quations 

The Laplace-transformed FF equation (2 .14) in this case 

becomes 

D ~ + _i_ {<t.x+k. )p} - sp = - o(x-x ) 
dx2 dx 1 1 0 

(3. 1 0) 

or, using the dimensionless variables defined above, 

(3. 11) 

Similarly, the backwards equation becomes 

(3. 1 2) 

Since q and ap (and therefore p) are continuous with respect to x, the 

transition conditions for (3 .11) at s = s. (i = 2, 3, ••• , n-1) become 
1 

I / - ~ i -1 I I 1-~ i I t. 1 1T ( i; . • (J s ) = -i. 1T ( i;.. (J s ) 
1- 1 0 1 1 0 

(3. 13) 

i-1 I i I"' ljl ( i;.. (J s ) = ljl ( s. . (J ':> ) • 
1 0 1 0 

(3. 14} 
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Fundamental sets of solutions 

Omitting the non-homogeneous term, (3 .11} can be written 

(3 • l 5} 

where 

(3. 16) 

But this is the defining equation for the parabolic cylinder function 

D (z}. 
1 

Two solutions are thus 
\) 

(3. l 7) 

for -t > 0; for -t < 0 replace D by D 
1

• An alternative pair of 
-0 o-

solutions are 

(3. 1 8) 

(3. l 9) 

where M{a., y, z) is Kummer 1 s form of the confluent hypergeometric 

f 
. . 2 

unction. Each of these pairs forms a fundamental set--i. e., is 

linearly independent- -provided o is not a non-positive integer. The 

relationship between (3.17) and (3.18-19) is (from (8.2.4) in [11]): 

1 
See Abramowitz and Stegun [l], Chapter 19, or Erd~lyi et al. 
[12] Chapter 8. --

2 
See [l],Chapter 15, or Erdelyi et al. [11], OJ.apter 6. 
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1 
z-0-l 

1 1 1 r(-0+-) __ , 
2 2 

e 
2 (n (S)+D (-s)) 'IT 1 ( s) = 2 r(}) -0 -0 

for t >O 

for t < 0 

1 1 
-0--

'll"2(_S) = 22 2 

1 1 r(-0) __ , 

\ e 
2 (n (s)-D (- s)) 

r(-2) . -0 -0 
for t > 0 

1 
- -0-l 

(3.20) 

(3.21) 

= 2 2 for t < 0 . 

The first and second solutions (3 .1 7) approach zero as S-+ ±oo, 

respectively, which is convenient if x
1 

and xn are infinite. In a d di­

tion, they remain linearly inde pendent as · t __, 0. However, the e ven · 

and odd solutions (3 .18, 19) are more convenient in other r e spects, 

in particular in their behavior as a__, 0, i.e., t - oo, and are simpler 

to compute numerically. They will be used for the general deriva-

tions in sections 3 .1-2, but in the special cases dealt with in sections 

3.3-5 results will be expressed in whichever formulation is most 

Related quantities 

Using (3. 8) and the recurrence relationships for M(a., y, z), one 

has 
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_, (1 1 1 \ 
~2 (s) = (sgn-t)e M 2-rzcr, 2 • C) 

(The corresponding expressions using (3 .1 7) are 

1 - _, 
±e 

2 
D (± s) a 

for ·.e, > 0 

for {, < 0 . ) 

The Wronskian ofrr1 andrr2 is, using 13.1.20 in [l], 

w( S) = e - C • 

(3. 22) 

(3.23) 

(3.24) 

(3. 2 5) 

A fundamental set of solutions to the backwards equation (3. 12) 

is similarly found to be 

(3.26) 

The Laplace-transformed transition density 

The dimensionless form of p(x, s/x ) is the solution of (3 .11), 
0 

which can be expressed in the form 

(3. 2 7) 

(compare with (2.18)). Here the y~ are functions of s and a, 
J 0 

constant with respect to s except for i = k, where x
0 

E (xk+l' xk); 

the y~ take different values, y!'+ and y~-, respectively, according 
J J J ' 

as~~x0 • Accordingto(2.21, 22), 
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(3.28) 

(3 • 2 9) 

At x = x 2 , x 3 , .• ., xn-l' one has, from (3.13, 14), 

(3.30) 

(3. 31 ) 

(all T1' 1 S and \jl 1 S having argument S.). 
1 

1 Solving these equations for y
1

, 

1 . t f i-1 i-1 h Yz in erms o y1 , y2 ,noting tat 

(3 • 3 2) 

one gets 

. 1 

i ,~ r i-1 ( I \ 

1

2 
i-1 i i-1 i) 

Y1 = (sgn-li)e lY1 -e,i-1 rrl W2 - W1 Tl'z 

1 

i-1( I~ 1
2 

i-l,1, i .1, i-1 i~ + y 2 -i. Tl' 2 'I' 2 - 'I' 2 1T 2 
1-l 

(3 • 3 3) 

1 
Yz = -

1 

+ i-1 ( I \ 

1

2 
i- l ,1, i _ ,,, i-1 i ~ 

Yz -i. 1Tz '1'1 '1'2 Tl'1 
1-l 

(3. 34) 

If x 1 and xn are finite, they are regular boundaries, and, by (2. 23, 24), 
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(3. 3 5) 

n-1 1. n-1 (;:: ) + n-1 ,1, n-1 (;:: ) = 0 Y 1 'I' 1 :on Y 2 't' 2 :on • (3. 36) 

If x
1 

= co, it is a natural boundary, and the only condition Which 1T 

must satisfy is integrability. However, the integrable solution must 

satisfy ~ - 0 as x - co, and it is seen, using 

M( ) 
r(y) 

a.. y, z rw r(a.) 
z 

e 
y-o. 

z 
as z - co , (3. 3 7) 

that there is only one such solution. Thus the condition (3. 3 5} is 

equivalent to integrability; for t
1 

> 0, it becomes, using (3. 37), 

If x = n 
co, the condition corresponding to (3. 36) is, for t > 0, 

n 

( 1 1) n-1 (1 ) n-1 
,('l: r 2°n-l + 2 Y1 - r 2 °n-l Yz = O. 

(3.38) 

(3.39) 

If t
1 

or tn is negative, then similar formulas can be found. However, 

then the corresponding boundary is attracting, and the system is 

unstable and not of much interest (having steady':" state density zero 

and no spectral density). 

Case ,f,. = 0 for some i 1--------
In this case the nondimensionalization of (3 . 4-9) breaks down. 

However, this l e ads to no significant difficulty; in fact the FP 

equation becomes much simpler, as it has constant coefficients. Let 

us consider the limits of the solutions 1Tl and 1T 2 to (3.11) as -t - O. 
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Using Darwin's asymptotic expansions--see Abramowitz and 

k2 
Ste gun [l ], 19. l 0, case (i) - -it can be shown that, provided s > -

4
D, 

{ kx( 4sD)i} D _ 0 (± s) ~Kl, 2 exp :'.f ZD l + kz as t-.!- 0. (3.40) 

Similarly, D 
0

_
1 

(±S) are asymptotic to the same expressions as ti O. 

Here K 1 and K 2 are complicated functions of 1 and :~D Thus, the 

fundamental set of solutions 

(3. 41) 

to the FP equation with .(, = 0 are, up to multiplicative constants, the -

limits of the fundamental set of solutions (3 .1 7) to the FP equation 

with t -:/: O. Thus fo rmulas derived in cases w h e r e all t . -:/: 0 can be · 
l 

used when t. = 0, simply by substituting from (3 . 41 ), provided they 
l 

are expressed in such a way that the multiplicative constants 

mentioned above cancel out. For e xamples, see sections 3. 3- 5. 

Note that since one of these multiplicative constants is infinitely 

large r than the other--which one depends on w hethe r k, s ~ 0 --the 

solutions .1T l, 2 given in (3 .18, 19) become proportional in the limit 

as .e, ..... o. This means thq..tformulas must be expressed in terms of 

(3.17), not (3.18, 19), before substituting from (3.41). 

If both t. and k. are zero in some interval, a ·fundamental set 
l l 

of solutions is 

(3. 42) 
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These are the limits of (3. 41) as k ..... O. In this case, the solutions 

(3. 18, 19) remain linearly independent and finite in the limit, and it 

is easily seen from the power series for M(cx., y, z) that 

3. 2 THE STEADY -STA TE DENSITY 
AND SPECTRAL DENSITY 

Steady- state density 

(3. 43) 

The interval (xn, x 1 ) is regular (a(x) = const. -:/. 0). If either 

x 1 or xn is infinite and .t.1 or {.n respectively negative, then this point 

is an attracting natural boundary and P = 0. If not, · boundaries are 
0 

regular reflecting (if finite) or nonattracting (otherwise). Thus, 

from (2.28) and (3. 7), 

i 
= r . e- c 

l 

where the r. are constants. Then the continuity of P gives 
l 0 

where n-1::::: i >j:::: 1. Also, (2.29) gives 

xl sl n-1 ~i . 

I p 0 dx = I ITO d s = l r i I e - cl d 's i = 1 • 

x s i=l i 
n n si+l 

(3. 44) 

(3. 45) 

(3. 46) 
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Thus, eliminating r
2

, ••• , rn from (3.46) by means of (3.45) 

(with j = 1), 

and similarly for r2' ... , rn. In particular, for t. > 0, 
1 

i;. . 1 1 . 1 sl s . 
J e-C

1

dS =.(~}2(erf ~ - erf );-1) . 
si+i 

(3. 4 7) 

(3. 48) 

If some \ < 0, (3. 46) involves the integral J e ~S 2 
ds. Tables are 

. 1 
available from which this can be obtained. 

P as limit of P -o------
The same P (x) is obtained by finding the Abelian limit of 

0 

P(x, t jx
0

) for large time, i.e., lim sp(x, s jx
0

). As s-+ 0, 'IT. ( S) and 
S-+0 J 

1jl. ( S) behave as follows: 
J 

' . 

(3. 49) 

1jf 2 ~ sgn -f- • 

1 
For example, Abramowitz and Stegun [l], table 7. 5 gives Dawson's 

2 x 2 
-x I t integral, e · e dt. 

0 
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Thus (3.28, 29, 33-36) become, to first order ass .... 0, 

sk 
0 

k­
Y 1 

k+ 
= Y1 sgn .e,k J 

0 

k- k+ 
y2 = y2 + sgn -t.k 

i i-1 
Y2 =-Yi (sgn ,f,i) 

s1 
1 

1 (' 
y 1 °1 J 

0 

n.;..l 
- {; n-1 n-1 

e di; + y2 sgn -t.n-l = 0 • 

(3. 50) 

(3. 51 ) 

(3. 52) 

(3. 53) 

(3.54) 

(3 .55) 
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From (3.53-55) it is seen that the coefficients y~ are an order of 

magnitude 

i 
y

2
= 0(1). 

smaller than the coefficients y t. But (3. 51) shows that 

1 l Thus y
1 

= O(~, and (3. 50, 52) reduce to 

(3. 56) 

t 
. . 1 I .i . . I 1 1- 1 

Y1 = Y1 Z-:-
1-l 

(3. 57) 

to first order. Using (3. 57) on (3. 53 ), 

i 
Yz = { 

sf . sf-1 
. 1 } .i 

i J -r;,1 
Fi i -1 j" - r;,l - Fi -1 i -1 ( i ) 

-sgn .ii Y1 ai e d':> - Y1 ai-1 e d':> + Yz sgn\r • 
rr o 1-1 

(3.58) 

{This is of course just (3.31) to first order.) Successive application 

of this formula gives y;+ in terms of y/(i <k): 

k+ 
Yz - -

(3. 59) 
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using (3. 54). Similarly, 

k 
s s~ 

{ 

k+l k n-1 1 . } 

k- k I -' k \' i I -,1 i 
Y2 = sgn-tk -yl ok e ds +.~ Y1 oi i e <ls 

o i-k+1 si+i 

(3.60) 

k- i 6 gives y
2 

in terms of y
1 

(i > k). Substituting (3. 59) and (3. O) into 

(3. 51 ), one gets 

1 . 
-( 1 

e ~ <ls = 1 (3. 61) 

1 
Thus we have n equations (3. 57, 61) which on solution will give y

1 

for small s. Comparing them with (3. 45, 46) for I'., we see that 
1 

r . 
l 

so that 

p (x) 
0 

as was required. 

Spectral density 

= lim sp(x, s jx
0

) . , 

S-+0 

(3. 6 2) 

(3. 6 3) 

To obtain the Laplace transformed autocorrelation, use is 

made of (2 .49, 58, 62, 63 ), which in this case take the form 



n-1 

r(s) = \1 _Q_ 
L -i 2 

k=l k 

where 
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xk 

.Jk* = r ~( S 0 ) ( Kk(2+cri;h- s: )] -
XO-Xk+l 

3 
2 

I ( si~~\(l+a:l) )2i (S) 

(3.64) 

(3. 6 5) 

. (3.66) 



-79-

(3. 6 7) 

Herei=l,2, ••• ,n; k=l,2, ••• ,n-1; j=iori-1 (j=ifori=l,k+l, ••• , 

n-1 and j = i-1fori=2, 3, •••• k,n is a suitable choice, satisfying the 

requirement that j = k is not allowed except when i = 1 or n); and 

x .... x 
0 

lim 
x E (x . 

1
, x.) 

J+ J 
x .... x. 

1 

df( s. s') 
ds (3. 6 8) 

Having found r(s ), the spectral density <I> (w) follows immediately from 

(2.64). 

Variance and mean 

For the case treated in this chapter, (2.68) and (2.69) become, 

respectively, 

(3.69) 

n-1 ,......., 

(x) = l (3.70) 

k=l 
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3. 3 ONE-INTERVAL CASES 

In the following 3 sections, the methods developed in the pre-

ceding section are used to obtain the Laplace transform of the 

transition probability, and hence the spectral density, for various 

examples. 

A general one-interval case 

Here f(x) = ..t x+k for all x in the interval (x
1

, x 2 ). By a 

suitable translation of x, we assume k = O. 

If the dimensionless transformed transition probability 

density is (from (3. 2 7)) 

(3. 71) 

. > 
(± depending on whether x < x ) , then on account of the reflection 

0 

condition q = 0 at x = x
1
,x2 , (3.35, 36) gives 

(3. 72) 

(3. 73) 

and the delta function initial condition gives, by (3.28, 29), 

(3.74) 

(3 • 7 5) 

Solving these equations, 
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Yz =-(sgn .t) e 

Co 
Yz =-(sgn .t) e 
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Wz(Sl)rrl (So)- *1 (Sl)rrz(So) 

W 1 ( S1) Wz ( Sz) - W i ( Sz) Wz ( s1) 

Wz(Sz)rrl (so)- W1 (Sz)rrz(So) 

W1 (S1)Wz<s2)- *1 (s2Hz(S1) 

Wz ( s1)rr1 (so) - W1 ( S1)rr2 (so) 

W1 (s1) Wz<s2)- ~1 (sz) Wz(S1) 

Thus the transformed probability density is 

(3. 76) 

(3.77) 

(3. 7 8) 

(3. 79) 

Co ( ( Wz ( s1)rr1 ( s) - 1jl 1 ( s1)rr 2 ( 1~;)) (( Wz ( Sz)rr 1 ( sJ-W1(Sz )rrz(sc)) 
rr ( s, a/ s ) = (sgn .t)e 

0 W1 (s1) Wz(Sz)- W1 (Sz)Wz(S1) 

for x ~ x ; and for x s: x interchange S and s in the 1T. 1 s. 
0 0 0 1 

The steady-state density II (x) is, from (3.47), 
0 

It is easily verified that this is the Abelian limit of (3. 80). 

To obtain r(s), one proceeds as follows. From (3.65), 

(3.80) 

(3. 81) 

(3. 82) 

(3 • 83) 
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Also, from (3.66), 

. x 

t?':<(s1 )= c/+l [<sgn-t)IT0 (s0){s0n,\r(s1 ,cr~s0)-1T(Sl'cr/sd~ 
1 

xo=x2 

(3. 84) 

But, applying (3. 32) to (3. 80), 

(3. 85) 

(3 • 86) 

while, noting that 

(3. 87) 

it is seen that 

(3. 88) 

Thus 

Similarly, 
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Noting that W(S., a!s) =: 0 (i=l,2), (3.67) gives 
1 0 

(3. 91) 

Thus (3. 64) gives 

D 1 [ r(s) = t2 . a+l 1 -

+ 2e - sgn-ile LTr1(Si W2(S2)-Tr2(Si~1(S2)J+e . LTr1(s2H2(Si-Tr2(S2H1(S~J \ . 
-(c1+C2) J - C1r: ' -C2 r: ~}1

1
. 

· W 1 ( S1) ~2 ( Sz) - W 2 ( S1) W 1 ( Sz) { 

(3. 92.) 

Then, by (2.64), 

[ 

·s -1 1 . 
. _ 2D 1 r - C . 2-e, 

2 

<P(w) - Tr 2 2 - ( J e d s) { 2 2 2 
-i +w S (-l +w ) 

2 

( 
-c _, ) 

sl e 1 - s2 e 2 

(3. 93) 
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This is the required formula for the spectral density. Finally, 

(3.69) gives 

while, from (3. 70), 

. 1 

(
D \2 

(x) ==" :C / 

(3. 94) 

(3. 9 5) 

The derivation for this fairly simple case has been given in 

considerable detai~, most of which will be omitted in future cases. 

Firstly, several special cases of the one-interval case will be dealt 

with. The form of the r estoring force f(x) in each of these cases is 

illustrated on the next page. 

Example (1 )- -the linear system 

x 1 = oo, x 2 = -oo. Since the boundaries are infinite, t must be 

positive for stability. As s1· ..... oo, s2 - - oo, 

~ ~(a-1) . 
r (-~a+f) 1 . 

• 

(3. 96) 

(3. 97) 

(3. 9 8) 



f(x} 

Section 3. 3, example 1 -
linear system 

frx; 

Example 3 - hard limiter 

f(x) 

k..,_ ___ _ 

------+-~--~x 

Example 4 - another 
rectifier 
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f(x) 

Example 2 - rectifier 

f(x) 

_____ _.. ___ ._-;;.x 

x, 

Special case, limit of 
example 3 

f(x) 

k 

------1-----~ x 

Example 4 is obtained by 
letti:r:ig -l .... 0 in this case. 
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'1' ( S ) = 111 ( S ) /TI r1~0 '1'2 1 '1'2 2 "" rc;a+1i> "' (3 . 99) 

Therefore equation (3. 80) for t he transf ormed transition dens i t y 

becomes 

forx ~ x ,(3 .100) 
0 

confluent hypergeometric functions being replaced here by parabolic 

cylinder functions using (3. 2 0, 21). 

1 In this simple cas e , the transition density i s k nown to be 

(3.101) 

Howeve r, the writer has been unable to derive this dir e ctly by invers e 

transformat ion of (3 .100). 

All terms exce pt t he first in (3. 92) disappear. Thus (3 . 8 2, 

92-94) become 

( 
l )i _1,.g2 

TI
0

(S) = - e 2 
2rr 

D 
r(s) = t (t +s) 

2D 
<l>(w) = 2 2 

;r({, +w ) 

2 D 
(x ) = t ; 

D -tt 
so R(t) = t e 

1 See, for example, Wang and Uhle nbeck [ 40]. 

(3 . 1 02) 

(3 . 1 03) 

(3 .104 ) 

(3 .105 ) 
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all of which results are well known from other methods. 

Example (2 )- -rectifier 

form as the previous case, while 

Thus (3. 80, 8 2, 92-95) reduce to 

D 1 
r(s) = .{,2 o+l 

2D 
¢(w) = -

11" 

2 D 
(x ) = .{, 

( 2D)i 
(x) = \ 11" .{, . 

[ - ~ 
11" 

+Re 2 
· (-t+iw) 

1 , ' w of 0 

x:5:x 
0 

(3.106) 

(3. 1 07) 

(3.108) 

(3.109) 

(3.110) 

(3. 111) 

(3. 112) 

The graph of the spectral density in this case is given as one of the 
.{, 

limiting cases ( .{,
2 = oo) in Fig. (1) on page 117. 
1 

Example (3)-- hard limiter 

x 1 = -x2 < oo. In this case, . since 



rr 1 ( S2) = rr 1 ( S1 ) 

W1 (s2) = -w1 (s1) 

(3. 80) becomes 

-88-

for x ~ x , respectively. Then, from (3. 81 ), 
0 

for ,{, ~ 0 , 

and, from (3.92-94) , using (3.32), 

2D [ 1 <I>(w) = - 2 2 -
rr ,{, +w 

(3. 113) 

(3.114) 

(3 • 11 5) 

(3.117) 

(3.118) 
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In Fig • . ( 2) on page 118, <I>(w) is plotted to show the variation 

of the shape of the spectrum as s1 varies. Variation of this dimen-

sionless parameter can be considered to represent variation of 

either slope t or cutoff point x 1 • Note the behavior for negative s
1 

(i.e., negative slope). Both cI> and w are nondimensionalized using 

.< 2 < 2 6 D and x ) - x) ; as shown in section 3. , this means that the 

"equivalent linear" system in each case is the same. These dimen-

sionless forms of w and cI> are 

w,:, = (x2) ~ (x)2 w (3.119) 

D<P ( w) 
= 

~x2) _ (x )2) 2 · 
(3.120) 

In this example, (x) = O. However, the nondimensionalization 

(3.119-20) will also be used when this is not the case (e.g. example 

(1), section 3.4) . 

A special case 

t = O. This is a system which limits the displacement at ±x1 , 

but otherwise exerts no restoring force • . Iri the limit as s1 --. 0 

(i.e., as-{, .... o), one has, for Isl:::; S1· 

1 

TI" 1 { s) ~co sh [ ( ~) -z-x J '· 
( ltl)t [(s\ft] 

TI" 2 ( S) "'\ -s- sinh D) x 

w1 (s) ~( l~ ·1 )tsinh[(~)txJ , w2 (s),..,cosh[(~)txJ 

I s e - , d s ..., s ( 1 - 1 ~' 3 + 2~2s - • . • • ) 

0 

(3.121) 

(3 .122) 



Thus one obtains 

l. 

p(x, s jxo) = ( sb)2 

for x ~ x respectively, and 
0 

1 
p (x) = -2 -o x

1 

2 
xl D 

r(s) = '"'3s- - --z 

<I>(w) 
2D 

=--2 
TrW 

s 

Example (4)--another rec tifie r 
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(3.123) 

(3.124) 

(3 • 12 5) 

(3 • 12 6) 

(3.127) 

x
1 

= oo, x 2 ;::: 0, .e, = 0 , k > 0. Brownian motion in a constant 

force-field (e .g. g ravity) with a reflecting barrier also leads to this 

process. Its transition density has been found by different methods by 

Smoluchowski(see [6]), Kac [28], Wong [45 ]. Here it will be 

considered as the lirrrit as -t, -+ 0 of the case with the same x
1

, x
2

, k, 

but with .e, > O. In this case, S 1 = oo, s2 = x. = k 
The general one.;..interval case worked out above has k = O. 

The formula (3.80) for TI(S, als
0

) is, however, uncha n ged fork f.O. 
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Substituting for s
1 

and i;
2

, it becomes 

(3.128) 

1 2 
Co+ 4 tt D - a( S) [ l 

= e oD_o-l(tt) ~2(tt)rr1(S)- ~1(tt)rr2(S).J, x s;xo 

(3.129) 

Evaluating c9':<{s2 ), ti*(s2 ), ..2.':<(s2 ) as before (but with k ~ 0), and 

substituting in (3. 64), 

D 
r(s) = 2 

-l 

ft (3.130) 

Now let -l - 0 as explained at the end of the section 3. 1. To find the 

limiting transformed transition density p(x, s lx
0

), it is necessary to 

find the constants K
1

, K
2 

of (3. 40); otherwise p can be found only up 

to a multiplicative constant. The inverse transform of p can be 

found and agrees with the transition density found by Smoluchowski, 

etc. The limit of (3 .13 0) is more teadily found. If p
1 2 

are the , 
solutions in (3.41)--and q

1 2 
correspondingly--then, as -t-l-o, , 

(3 • 131) 

Substituting into (3 .130), the limiting autocorrelation is 
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r(s) = 2D
2 

_ _Q _ k
2 

[l _ (i + 4s
2
D )-~Jl . 

ks s2 zs3 k 
(3.132) 

Note that here we have used 

-2 -4 ) - s2 + 3 s2 .•• as s
2

-+ oo , (3.133) 

which follows immediately from the asymptotic expansion for the 

error function. From r( s) one obtains, using (2.64, 67, 70), 

(x) 
D 

= k 

3.4 SOME TWO-INTERVAL CASES 

(3.134) 

(3. 13 5) 

(3.136) 

Only two of the simplest cases will be worked out~ The form 

of the restoring force f(x) in each of these cases is illustrated on the 

n ext page. 

Example (1 )- - continuous bilinear device 

x 1 = oo, x 2 = 0, x 3 = - oo, k 1 = k 2 = O. For stability, .f.,l and 

.f.,2. must be positive. Using (3.28, 29, 33, 34, 38, 39), one obtains, 

for x > 0, 
0 
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f(x) 

Section 3. 4, example 1 - continuous bilinear 
system 

-k 

Example 2 - preloaded spring 

f(x) 

kr----

____ _,,_k 

Special case (bang -bang), limit of example 2 
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2 l -
Y2 = Y2 

F> (1 1) 2 (1 ) 2 ' 
v'"r 2°2+2 Y1 - r 2°2 Y2= 0 • 

and similarly for x < O. Solving these, one gets 
0 

. C (1T1i(s)- a .1T 2i(s)) (1T1j(s )+b.1T2j(s )) 
1T i ( i;, a I S ) = e . o i o J o 

o a . + b . . 

where i, j = 1, 2 and 

a. = 
1 

1 1 ' 

(3.137) 

(3.138) 

(3.139) 

(3.140) 

(3.141) 

(3. 142) 

(3. 143) 

(3.144) 

and where x ~ x ; for x ~ x , ~nterchange S and s in 1T~( ·). Then as 
' 0 0 0 J 

in the previous section, one gets 

i = 1, 2 (3.145) 

(3. 146) 
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g~' ( s
1

) = g~' ( s
3

) = o (3.147) 

~ ,:, ' s ) = ' -> k-1 rk 'IT k' o. a I o ) , 
k 2 (ak +l) 

(3.148) 

and similarly for .1~'; however, the coefficients of~' ( s
2

) in (3. 64) 

are zero. Thus one gets 

(3.149) 

(3. 1 51) 

(3. I 52) 

Note that putting -t1 = -t2 in the above leads to the results 

obtained above for the linear system, while -t1 = -t, -t2 = oo leads to 

the rectifier device dealt with above. 



-96-

In Fig. (1) on page 11 7, <Ii(w) is plotted- -in dimensionless 

-tz 
form, qy:< against w* - -for various values of T . 

1 

Example (2 )- -pre-loaded spring 

restoring force in this case resembles an idealized type of friction, 

where the result is obtained by adding a linear term to a Coulomb 

friction term. 

By symmetry one has 

2 1 2 1 
rr 

1 
( - s) = rr 

1 
( s) , rr 2 ( - s) = - rr 2 ( s) 

(3. 1 53) 
2 1 2 1 

1lr1(-s)=-1Jr1(S)' 1lr2(-S)=1Jr2(S} . 

Using this to simplify the solution of equations (3.28, 29, 33, 34, 38, 

39), one obtains 

for x ~ x ~ 0 
0 

for x ~ x ~ 0 
0 

(3.154) 

(3.155) 



l 2· 
' -211. -.±.e o 

- 2 

where 

Then 
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- ..fZ re~ a+ 1';) 
a - r(.;a) 

1 

(z~)2 _, 
e 

forx~O<x , 
0 

(3 • 1 56) 

(3.157) 

II ( s) = r e - C = 
0 

erfc jz-
(3.158) 

(3.159) 

(3.160) 

The coefficients of all other tti~(si), ~<(Si) in (3.64) are zero. Thus 

one gets 

D [ I 11.
2 

r(s)=- --+-
.(, 2 a+l a 

l 2. 
( 

2 )2 l . 

- e - 211. { [ D ( x.)J~] 1T I I I -e>-1 
erfc ft -(a+l)2 - it D -a( ft) 

(3.161) 
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<i> ( w) 
erfc ft-

(3.162) 

l 2 ~ i2] . - 2rt 
2 D 2 ( ;:r) rte 

(x ) = ,{'., 1 + rt - -----

. erfc ft (3.163) 

In Fig. (3) on page 119, ~:<(w,:') is plotted for various values of 

rt, which represents, in dimensionless form, the size of the jump at 

zero. The behavior as rt-+ -oo is of some interest. 

A s p ecial case 

As rt .... oo (i.e., ,{'., .... 0 with positive k) we a pproach the case 

with bang-bang restoring force dealt with by Caughey and Dienes 

[4,8] and Robinson [37J. L etting ,f.,-+O in (3.154-6, 158, 161) and 

u sing (3 .131, 133), one gets p(x, s jx) - - see [4J for t he form of this 
' 0 

function and its inver se transform--and also 

(3.164) 

2D
2 

D k 4 

r(s) = k 2 s - ~ + 4s4 D (3.1 65 ) 

and, u sing (2.64, 67), 
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<P(w) 
2D 

=- (3.166) 
lT 

(3.167) 

These results agree with [ 4] except for a factor of 2 in (3. 166 ), which 

is explained if the r e sult in [4] is taken to be the two-sided spectral 

density. (See the discussion in the Introduction of the distinction 

between two- and one-sided spectra.) 

3. 5 THE SYMMETRIC THREE-INTERVAL CASE 

The only three-interval case which will be worked out is the 

symmetric case--t1 = t
3 

> 0, k
1 

= - k 3 :: k say, k
2 

= 0, x
3 

= -x
2 

with in addition x
1 

= oo, x
4 

= -oo. (See the sketch on the next page.) 

Continuity of f(x) at ± x
2 

will not be assumed, as this produces no 

significant simplification in the results; those for continuous f(x) can 

b e obtained by simply replacing k by (t2 -t1 )x2 wherever it appears. 

Such a trilinear characteristic can be used as a reasonable approxi-

mation to almost any continuous symmetric nonlinear characteristic 

with infinite endpoints~ A method of approximation is suggested in 

section 3.6. As is seen below--e.g. (3.192.)--the formulas even for 

the symmetric trilinear case are not simple, and the increased 

accuracy of, say, a five-interval approximation would probably not 

justify the trouble of working it out. 
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f(x} 

Typical restoring force f or the s yrrunetri c 
· trilinear system of section 3. 5. 

x 
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The transition density 

For the symmetric three-interval case, the set of simultan-

e ous equations can be simplified slightly by noting that 

(3.168) 

Then solving the set of simultaneous equations, the Laplace-

transformed transition density is given for various x, x by the follow­o 

ing table: 

Position of x, x 
0 

IT ( S, a I S
0

) Eqn. no. 

x~ x0 ~ ± x 2 
c -tc+tci [F(S ) G(S J 

12e 
0 

D J±s) T+T 3. 169 
- 1 

x ~ x~ ±x 
0 2 

ic +ic 
1 

[ .!. e o 2 0 (±s) F(s) + G(~}J 
2 -0

1 
o F G 3.170 

1 2 1 2 2 

x~±x ~ x 1 C0--.c- C2 +t C2 [" 1 ( S0 ) n 2 ( S.,l] 
3. l 71 2e D (±S) F ± G 2 0 -01 

:c =f Xz 

1 1-1.2 ( t C0 -tci [n 12 
(S) n i (S)J 

x >±x ~x 3 . 1 72 2 - e D (± S ) -- ± - -
0 < 2 t 1 -01 o F G 

~ =f X2 2 2 2 2 
soF[iT1(s) 1Tz(s][1T1(so) iTz(~] 

±x ~ x~x i(sgn ~)e G Jr =F--C F ± G 3 . 173 
2 0 

~ =f Xz 

~(sgnt2 ) ~I 
1 1 2 

x~±x2 ; 
• t <Co- ()+c2- C2 [D-crf±S)U.af TS~ 

3 .1 74 e FG 

XO~ =fx2 
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Here for simplicity of expression we have written 

1

-e,2 I t 1 2 1 2 
F = T D - a ( t;2 ) W 1 ( t;2) + a 1 D - a -1 ( t;2 )rr 1 ( t;2) 

1 1 1 
(3.175) 

(3.176) 

1 

I. 2 1 I ,f'.,21
2 

2 1 J 
=i=rr2<t;>c1 <t;2H1 <t;2)- 1~ *1 <t;2)ir1 <t;2j (3.177) 

G(S) = "1 (S) r: CSzHi <Szl - I~~ I\: ( Sz>.-i «z] 

(3.178) 

in these last two expressions the =F s·ign is taken according as x >x2 

or x < -x2 • 

The steady-state density 

According to (3.44), 

where r. can be found from (3.45, 47), which give 
1 

(3.179) 
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(3.180) 

The transformed autocorrelation 

By symmetry, 

-rr(-s, al-s
0

) = TI"(s. aj s
0

) 

w<-s. ai-s
0

) = -w<s. als
0

) , (3.181) 

and conversely for the derivatives of these quantities. Thus (3.65-67) 

give 

.i{' = ~* = r l{ e -ci [ si-·(2+ o~ >}[ 1 dci+ :l >] ( e _ ,ldi 
2 

(3. 1 82) 

(3.183) 

1 
-Cz · 

,;\'<± Sz) = - <>;'« "Szl = r;~+l tG(l+ :l )- si] n" ,,z, SZ' 0 I± Szl+rr2CS2' o[ ±Sz} 

2 (3.184) 
-Cz 

<>; < S2l = -<>:C-s2> = r~:+l {si [ n* "1
< s2. o I s2>+n*,.1< s2• o l-S2l] 

_ ,,l( s2 • oi S2 > +..\ s2 • o I- s,_1 (3 .185) 
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1 -c2 
2i_*(±Szl = 2t(TSz) = r~~ +! { [~(!+ ~l )- si Jn**Z(Sz, cr/±Szl"'*z( Sz, cr/±Sz} 

2 -C2{ (3.186) 

:i.;_< ( Sz) = ~< ( - Sz) = r20: + 1 sf [ D * W 1 ( Sz, cr i Sz) + D >:< W 1 ( Sz, a/ - Sz ) J 

. - +1 <s2 • cr/S2 l+~,1ci;2 , cr/-s2} • (3.1 87) 

Here, from (3.171, 172), 

(3.188) 

Substituting into (3. 64), the following expression is obtained 

for r(s): 
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(3. 1 92) 



-106-

Spectral density 

From (3 .192), <I>(w) is obtained using (2. 64). Thus 

[ 

1 oo t 2 si ~ -~ 
2D C2 1 1 tl C2 2 2 

<I>(w) =-:;- e J e-C ds +(sgnt2 ) /:r- \ e J e-C ds 

1 
2 

0 s2 

+ C,2~;}[( s;-K )A+i J ( S~ B-1) J 7 [ A+(sgn t 2 ) \~~ \tB ~, 
(3.193) 

where 

A= (3.194) 



Variance 

From (3.69), 

2 D 
(x > = T 

1 

Special cases 
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(3.195) 

(3. l 96) 

A check of the above formulas is obtained by noting that two of 

the cases dealt with in previous sections can be obtained by limiting 

processes on the symmetric three-interval case. The hard limiter 

device (example (3), section 3.3) is obtained by letting -r,1 __, oo, noting 

that then A__, O. The friction-type device (example (2) of section 3 . 4) 

is obtained by putting x 2 = O. 

Two other limiting cases, those with continuous characteristic 

and -r,
2 

and -r,
1

, respectively, zero, will now be worked out. The 

restoring force f(x) for those cases is illustrated on the next page. 



I 
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I 
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f(x) 

I 
I 

I 

I 
-k 

-X2 I ________ .,... ______ ,.. ______ _,_ ______ ~ x 

I 
I 

I 
I 

k I 

I 
I 

I 
I 

I 

IX2. 

Section 3. 5, example l - slack spring 

f[x} 

Example 2 - soft limiter 
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Example (1) - - slack spring 

Put t 2 = O, k = 

/2r(~o1 +~) 
and A = --=-:...,---:--r dta 1) 

In the second interval, (-x
2
,x

2
), (3.121) and 

. (3. l 22}apply. Thus 

D [ 1 1 {x. r(s) = -. - -- + -
t2 l+a TI" 1.. a x.- Cz-)2 

2D 
<I>(w) = -

TI" 

_ Re {lr(_1_)2 
+ 2 + _J 

tt+iw i w (t +iw) w~ 

(3.197) 

(3.198) 

(3. 199) 

Ast .... oo (x.-> -oo), these reduce to (3.125-127). In Fig. (4) 

on page 120, <I>,:,(w,:') is plotted for various values of x. . (Note that x. 

in this figure is equivalent to - x. here.) 
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Example (2) -- soft limiter 

Put -t
1 

= 0, k = -t
2 

x
2

• Write -t
2 

= -t. Then k = -tx
2

, and, in 

the interval (x
2

, oo), (3.131) and (3.133) hold. Thus 

n [ 1T t 2 . ci si J-
1 
[ 1 { 1T t 2 . ci si 2} 

r(s) = {,2 1 +( 2 ) s2 e erf .(r l+CJ ( 2 ) s2 e erf ;z: - 2c2 

+- 2(2 +2+-2 -2(1+2c2 )-2G 2 2 (l--)A-lJi (l--)B-1 i 1 ( 2 1 ) 1 2 2 ~l [i 1 11 1 I 
CJ C2 o CJ o - o _, 

- ~ (-
1
-)[(l - l_)A-ljl (B-1) + (-

1
- )\

2 
(A-1 )(B-1 )\ (A-B0 

o 1 +o CJ 1 +o j J ' 
(3.200) 

where 

(3.201) 

where A and B are as in (3. 201 ), but with CJ replaced by i~ ; and 

2 2 
1 1T ~- 2 C2 Sz 

2 + z + ( 2 ) s2 e er f ./l. 
(x2) = D __ ,_2 ___ ~......-----

-t 1T 1 2 C2 · Sz 
1+(2 )2 s2 e· erf./'Z 

(3. 2 03) 
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As ,f, ..... co, k remaining finite, (i.e., si ..... oo), (3. 200, 202, 

203) reduce to (3.165-6n In Fig. (5) on page 121, . <I>>:'( w>:c ) is plotted 

for various values of Si. 
Computation of <I>(w) 

The formulas obtained in this chapter were found suitable f or 

computation with little modification. Confluent hypergeometric 

functions and error functions can be evaluated using their rapidly 

convergent power series. The gamma functions r(ix) and T'(t+ ix) are 

best evaluated by adding a suitable positive integer n to the argument, 

finding the gamma function of the new argument by Sterling 1 s asymp­

totic series for log r(z), then using r(z ) = z -lr(z+l) n times. Choos e 

n the smallest integer which gives suffident accuracy to Sterling 1 s 

series--n = 4 gives nine figures. The results given in Figs. (1)-(5). 

(8) at the end of this chapter were obtained in this manner on the 

IBM 7094 /7040 at California Institute of Technology . 

3.6 APPROXIMATION BY EQUIVALENT 
PIECEWISE LINEARIZATION 

The method of equivalent linearization is a useful method of 

· approximating the properties of a nonlinear system. It gives good 

r esults for the first and second moments, but no indication of varia-

tion in the shape of the autocorrelation and spectral density curves 

-
for various nonlinear terms. A more accurate method of approxi-

mation would be to r e place the nonlinear system, not by a linear 

system, but by a piecewise linear system optimized in t he same way. 
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The method is discussed somewhat sketchily in this section, and an 

example worked out. It should be possible to extend it, for example, 

to parametrically excited systems. It would be interesting to find 

whether the autocorrelation or spectrum of an arbitrary nonlinear 

sys:tem can be approximated arbitrarily closely (in some sense) by 

that of a piecewise linear system with a sufficient number of segments. 

Equivalent linearization
1 

We consider the application of this method to the first order 

nonlinear system 

x + f(x) = n(t) -oo < x < oo . 

It is replaced by the linear system 

x + -t (x- (x)) = n(t) , - oo<x< oo, 
eq 

where -t is chosen so as to minimize 
eq 

This gives 

E[{f(x) - -t (x - (x)) ~ l . 
eq J-' 

.{, 
eq 

= (xf(x)) - (x) (f(x)) 

(x2) - (x)2 

D = -..,,,.------=-
(x2) - (x )2 

(3.204) 

(3.205) 

(3.206) 

(3.207) 

(3 . 208) 

Thus the mean and mean square are the same for (3. 204) and the 

equivalent system (3.205). 

1 
Caughey in [3 J reviews this method. 
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If the range of x in (3.204) is less than (-oo, co), (3.207) and 

(3. 208) are not equal. It can be shown that (3. 2 0 8 ) give s a more 

reasonable approximation. For example, if f(x) = 0, -x1 <x <x
1

, 

(the special case of example (3), section 3.3). then (3.207) gives 

{, = 0, while (3. 208) gives a positive value for {, w hich is the 
eq eq 

limit as {, ..... oo of that for example (1 ), section 3. 5. 

Since the steady-state density correspon ding to (3. 204) usually 

involves integrals which cannot be e·valuated, the expectations in 

(3. 208) are often evaluated using the equivalent density. This intro-

duces small discrepancies between the actual and equivalent linear 

mean and mean square. The equation (3. 208) will involve {, on both eq 

sides, and must usually be solved by some approximation technique. 

The piecewise linear approx imation 

We proceed in the same manner as above. In the system 

x + f(x) = n(t) (3.209) 

nonlinear f(x) is to be replaced by {,ix + ki, x E (xi+l' xi). where 

i = 1, 2, ••• , n-1, where the 3n-4 unspecified variables {,. , k., x. are 
l l l 

to be determined by minimizing 

where 

z P (x) dx ~ 
0 

(3.210) 

(3.211) 
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P 
0

(x) being the steady-state density corresponding to (3.209). To 

minimize I) it is necessary that 

or 
= o t . 

l 

or = Bk: 
l 

0 • i = 1, 2, ••• , n-1; 
or 

= ax. 
l 

0 • i = 2, 3, ••• , n-1; (3.212.) 

whence 
F.(l)F.[xf(x)] - F.(x)F.[f(x)] 

t. = l l l l 
1 

F. (l)F. (x
2

) - [F . (x)]
2 

l l 1 

(3 . 213) 

F. (x)F. [xf(x)] - F. {x
2 

)F. [f(x)] 
k. = l l l l 

1 
F. (l)F .(x

2
) - [F. (x)J2 

l l l 

(3.214) 

f(x.-)- t.x.-k. = ± [f(x.+) - t. 
1
x . -k. 

1
] 

l l l l l 1- l 1-
(3.2.15) 

The ambiguity in (3. 2.15) 

If f(x) is continuous, the positive sign in (3. 2.15) implies the 

continuity of the equivalent restoring force tx + k; the negative sig n 

implies that t .x. + k. is as far above f(x . ) as t. 
1
x. + k. 

1 
is b e low i t 

l l l l 1- 1 1-

(or vice versa) . To find which sign repr e sents a true minimum of I, 

it would be necessary to examine the second derivatives of I. In some 

cases it is apparent which is to be used. For example, if f {x ) = x 3 , 

the best two-piece approximation (which must be symmetrical) has 

x 2 = 0, k 2 = -k1 > 0 (i.e., the negative sign in (3. 2.15)), while the best 

three-piece approximation has both t
1 

x
1 

+ k
1 

< f(x 1 ), t
2

x
1 

+ k
2 

< f(x
1

) 

(and thus the positive sign in ·(3.2.15)). For simplicity from now on, 

the positive sign will be assumed, and continuous f(x), so that 

(3.215) is 
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k . - k . 1 
1 1-

x. = - -t. -t. 1 1 -
1 1-

Approximating the expectations 

Since P (x) is in general not known explicitly, it will be 
0 

(3.216) 

replaced by the steady-state density corresponding to the equivalent 

system. Doing this, F.(•) in (3.213, 214) becomes G.(·), where 
1 1 

x. 
1 

x. 1 l+ 

(3.217) 

r;,i being given by (3. 16). 
2 

Then G.(l), G.(x}, G . (x ) can be expressed 
1 1 1 

analytically, but G . [f(x) J, G. [xf(x) J must in general be evaluated 
1 1 . 

numerically. Exceptional cases occur when f(x) is a polynonrial in x 

or in ex (e.g., sinh x). 

Obtaining -t. , k., x. 
----......... -1-1-1 

Substitute for x. in (3.213, 214) using (3.216). Then the right-
1 

hand sides of (3.213, 214) will be fairly complicated functions of 

-t., k. (j =i,. i±l}. Even with the replacement of F . by G . , it is not to 
J J 1 1 

be expected that these equations can be solved explicitly, and a 

numerical method is indicated. Since the right-hand sides appear to 

vary slowly with variation of the ,f,. and k., iteration should converge. 
J J 

The method is to choose a piecewise linear approximation to f(x) by eye, 

substitute into the right-hand sides of (3. 213, 214) to obtain improved 

values, and repeat until no further improvement is obtained. 
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Example - - f(x) = 
3 x , D = 1 - - three piece approximation 

· By symmetry, .i3 = ~, k 3 = -k1 = - k say, k 2 = 0, G 2 (x ) = 

k 
G 2 [f(x)]= .o. By (3.216), x 2 = -l

2
- -l

1 
Thus, once~· .i2 , k are 

evaluated, the equivale nt system c an be treated as in section 3 . 5, 

and the spectral density obtained by (3. 193). 

From Fig. (6) on page 122, it is seen that .i
1 

= 6, .i
2 

= 1, k = -5 

(and so x 2 = 1) gives a good first approximation to x
3

• Substituting 

into (3.213, 214) (with F . replaced by G.) and using symmetry, h ighe r 
l l 

approximations can be obtained. Thus one gets: 

Approx. .f,l .f,2 k x 2 
no. 

1 6.0 1. 0 -5.0 1. 0 

2 5.926 . 5651 -5. 457 1. 01 79 

3 6 . 3712 . 59862 -5. 8 78 8 1. 01 840 

It is seen that the iteration is converging. · In Fig. (6) these successive 

approximations to the forcing function are shown, together with the 

corresponding steady- state probabilities; the values corresponding to 

the exact and the equivalent linear systems are shown fo r comparison 

in F ig . (7) on page 123. In Fig. (8), page 124, the spectral density 

for the best three-piece approximation is compared to that of the 

equivalent linear system. 
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CHAPTER IV 

SYSTEMS WITH WHITE PARAMETRIC 

EXCITATION 

4. 1 THE GENERAL CASE 

In this chapter we consider the first order piecewise linear 

system with parametric excitation consisting of a single white noise 

function, and with no forcing function excitation as in Chapter III. 

Such systems lead to a FP equation whose solution does not involve 

special functions, so that the formulas for spectral density, etc., are 

quite simple~ · On the other hand, interesting combinations of irreg­

ular points can occur in th~se systems. Previous work on such 

systems appears to have been limited to the linear case. 1 

The stochastic differential equation 

For the system dealt with in this chapter, (0.1) can be 

written 

x +f(x)[l +m(t)] = 0 

(i.e. m = 1 and h
1 

(x) = -f(x)), where 

f(x) = ~x+ti for xE (xi+l'xi), i=l,2, .•• ,n-1 

(so that there are n - 1 linear segments), and m(t) is white noise 

satisfying 

1 
For example in Gray [22], section 2. 

( 4. 1) 

(4. 2) 
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(m(t
1 

)m(t
2

)) = 2D 6(t
1 
-t2 ) , (m(t)) = 0 . ( 4 . 3) 

It will be assumed throughout the general derivations below that no 

-t. = 0. If some -t. were zero, the power type solutions of the FP 
l l 

equation found below would be replaced by exponentials .in the ith 

interval; it is easily seen that these are the linrits as t. -+ 0 of the 
. l 

case where -t .. -:/. O. The following two dimensionless quantities will 
l 

be useful: 

l 
\ = 2 t .D 

l 
(4. 4) 

( 4. 5) 

Suffixes on -t, A., k, a, etc ., will be omitted whenever no confusion 

would result therefrom. 

FP and backwards equations 

The. Laplace-transformed FP equation (2.14) in this case 

.becomes 

d
2 

[ . 2 l d [ l D--2 (-tx+k) P j+ (l- -tD) dx (tx +k)p_J-sp = - 6(x-:x
0
), 

dx 
(4. 6) 

while the corresponding backwards equation (2.15) is 

2 d
2 

d 
D(.f..x +k) ~ - (1- -tD)(-tx +k) ~ - sp = - o(x- x ) 

o dx 2 o dx
0 

o 
(4 . 7) 

0 

Thus the diffusion coefficient and the drift coefficient are 

a(x) = D(-tx +k)2 
I 

b(x) = - (1- -tD)(-tx+k) , (4. 8) 

respectively. 
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Irregular points 

These consist of all points where {.x + k-+ 0 on one or both 

sides. From (1~2 7, 3 5, 36) one gets, neglecting constant terms 

which must be added to make W, 

W(x) = 1{.x +k ,-1+2 /c 

s, m continuous at x., 
l 

s(x) = .D sgn (tx +k) I {.x +k 1
2

"" 

2A. 
m(x) = - sgn ({.x+k) !-ix+kj- • 

Thus, if tx +k-+ 0 as x-+ z :f±oo on one side, 

( 4 . 9) 

(4.1 0) 

(4.11) 

J mds = - ~ log I {.x + k I -+ ± oo ( 4. 12) 

r · 1 J s 9m = .{'., 1 o g I {.x + k I -+ ± oo , ( 4 • 1 3 ) 

so that, by (1.41), z is a natural boundary on this side. Also, by 

(1. 49, 51 ), z is attracting if and only if {'., > O. (On the other hand, if 

z = ± oo, z is a natural boundary which is attracting i{ and only if 

,f, < 0; or {. = 0, k s gn x < 0. ) 

The boundary on the other side of the irregular point z w ill be 

regular or natural, depending on whether or not {.x +k-+O on this side 

as well. If it is regular, the appropriate boundary condition here is 

Q(z, t Ix ) = 0, sinc e Q is continuous at x = z (although aP need not. be) 
' 0 

and Q .... 0 at a natural boundary. Since all irregula r points have a 

natural boundary on at least one side, no path can c ross from one 

side to the other, and one can consider these points as dividing the 

process into independent subprocesses, one on each regular interval, 
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and consider each of them separately. From now on, therefore, it 

will be assumed that x 1 and xn are the endpoints of such a regular 

interval. 

A fundamental set of solutions 

It is easily seen that a pair of independent real solutions to 

. the homogeneous form of (4. 6) are, provided -t. =/. 0, 
l 

where 

l 
P1 (x) 

l 
P2(x) 

-f3 i 
= j-t.x+k.j 1 

l l. 

P. i 
-1-'2 

= I -t. x + k. I , 
l 1 

i 2 t 
f31,2= 1 +\±(\+CJi). 

If {,. = 0, a fundame ntal set of solutions would be 
l 

(4.14) 

(4.15) 

(4.16) 

(4.1 7) 

(Howe v e r , it is assumed in what follows that this is not the cas e .) 

The following quanti ti e s w ill b e r e quir e d: 

d [ J (f32 i-
1

) -f31 2 
q1. 2(x ) = dx a(x)p1, 2(x> - b(x)p1, 2(x) = 2~ . (-t-x+k) i -tx+k I , 

(4.1 8 ) 

2 ~I 1-4-2:\ w(x) = 2-t( A. + CJ) -tx+k (-tx+k ) (4 .19) 

- - the latter being the Wronskia n of p
1 

and p 2 • 
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The Laplace-transformed transition density 

Putting 

(4.20) 

the coefficients c{. · c~ are given by the set of simultaneous equations 

(2.21, 22, 25, 26), whichbecome,inthis case, 

(4~21) 

(4. 22) 

i i {t i-1 ) J i _ (131 -l) - 2+131 \ (132 -l)(-tixi+ki · 
cl - 2 1-t.x.+k. I 1 - . 

2 111 (11)( ) 2(A.+cr.) A. 1131- {. lx.+k . 1 

i-1 
2-131 . 1 

j-t. lx.+k. ii cl1-
1- l 1-

l I 1- 1- 1 1-

i-1 j i-1 A. . (!3 1 -1)(-t.x. +k.) 2-13 2 1 l 1 l I I . -t. lx . +k. 1 
l 1- l 1- ' 

A. 
1

(13 1-l)(L 
1
x. +k. ) 

1- 1- 1 1-

i-1} C2 

(4. 23) 

i-1 
2-131 . 1 

1-i. lx.+k. i 1 cl1-
1- 1 1-

~ i-1 J A..(13 1 -1)(-t.x.+k.) 
1 1 1 1 

+ 1 - -A-. -1-(!3_2...,..i --1-)-( -t-.-lx-.-+-k-. -1-) 
1- 1- 1 1-

i-1 } 2-132 . 1 
j-t. lx. +k. i 1 c21- , 

1- 1 1-

(4. 24) 

for i = 2, ••• , n-1; together with the boundary conditions at x 1 and xn, 
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which take the following forms : if x
1 

is infinite, 

if x 1 is finite and t
1 

x
1 

+k
1 

:f. 0, 

0 . 

The corresponding equations at x are 
n 

n-1 
c 2 = 0 

= 0 • 

Ste ady-state probability 

(4.25) 

(4.26) 

(4. 2 7) 

(4.2 8 ) 

(4.29) 

(4. 3 0) 

Assume neither boundary is an attracting natural boundary. 

That is, if either x 1 or xn is infinite, then t 1 or t n r e spectively is 

positive; if x 1 or xn is finite, either tx + k f> 0 at this point, or t
1 

or 

tn respectively is negative. For then m(x1 ) - m(xn) < oo. Then, 

by (2.28), 

-1-2/.... 
P (x) = C . j t.x + k. j 1 

0 1 1 1 
(4.31) 
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The continuity of aP 
0 

tl).en gives, for n-1 ~ i > j ~ 1, 

C -1+2A.. p l-2A.. 1 
. 11.,,,· lx.+k. 1 I 1-1 1- l 1--c = 1-i.x.+k. I .i +k ••• 
. 111 .

1
x

1
.

1 J 1- 1- 1-

(4. 32) 

The C. are thus determined up to an arbitrary constant. To determine 
1 

this, one uses (2.29),which gives 

c. = 
J 

c. 
where c~ is given by (4.32). 

J 

(4.33) 

If either x
1 

or x is an attracting natural boundary, then P (x) 
n o 

is zero for all x interior to (x1, xn). If there is only one such bound­

ary, say x. (j = i or n), 
J 

p (x) = o(x-x.) 
0 J 

for finite x. 
J (4. 34) 

= 0 for infinite x. 
J 

(see 1.66-68). If both boundaries-are attracting and finite, 

s (x
1

) - s (x ) s (x )- s (x ) 

I o o n 
p (x) = p (x x ) = ( ) ( ) o(xl -x) + ( ) ( ) o(x-x ) o o . o s x 1 - s xn s x 1 - s xn n 

(4.35) 

(see 1.66, 69, 70) ; note that by (4.10, 11), s(x1 ) and s(xn) are finite 

whenever m(x1 ) and m(xn) are infinite--i. e,, whenever both bound­

aries are attracting. If one or both boundaries are infinite, the 

corresponding terms in (4. 3 5) vanish. 
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P 
0

(x) as Abelian limit of P(x, t lx
0

) 

As in Chapter III, it can be verified that 

P (x) = lim . sp(x
1

s Ix) • 
0 . 0 s-o 

(4.36) 

Suppose, for implicity, that all -l. are positive, and tha:.t x
1

, x are 
1 n 

both regular boundaries. Then (4. 21-24, 26, 2 9) become, to first 

order as s - 0, 

(4.37) 

(4.3 8 ) 

(4 . 39) 

1 
[ 

-l.x.+k. ] l-2A. . 1 . 1 Gt.x.+k. ) . 1 1 I 
1
- 1 1 1 I I 1- 1- 1 1 1 1-c 2 = -l.x.+k. 1 - t . +k t._ 1x.+k._ 1 sDc1 + sgn +k c 2 1 1 1 i-lxi i-1 l 

1 
l i-lxi i-1 

(4.40) 

(4.41) 

n-1 ·I J
2

An-l n-1 sD c
1 

= -l 
1
x +k 

1 
c 2 . 

n- n n-
( 4. 42) 

From (4. 40-42) it i .s seen that the coefficients c~ are an order of 

magnitude smaller than the 

are at least of order unity. 

become 

coefficients c[. 
1 

Therefore c 1 = 

But from (4. 38) the cI 
0( .!_) and ( 4. 3 7, 3 9) 

s 
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( 4. 43) 

1 
c 1 -1+21... 1-21... 

1 
-:--1 = j-t.x. +k. I 1 j-t. lx. +k. i 1 1- • 

1- 1 1 1 1- 1 1-
( 4. 44) 

cl 

Successive use of (4. 44) and (4. 40) allows the determination of c;+ in 

i k- i terms of c
1 

(i <k) and c
2 

in terms of c
1 

(i > k),. Substituting 

into (4. 3 8), 

l . 

Comparing (4. 44, 45) with (4. 32, 33) shows that one must have 

c. 
1 

i = lim s c
1 

s-+0 

(4.45) 

( 4. 46) 

so that (4. 36) has been verified. Similarly this can be proved in the 

more general case, with arbitrary ,t. and possible natural boundaries. 
1 

(An attracting boundary gives lim sp = 0 for all interior x.) This 
S-+ 0 

method is the same as that used for the same purpose in section 3. 2. 

Spectral density 

If neither x 1 nor xn is an attracting natural boundary, the 

Laplace-transformed autocorrelat:ion .is given by (2. 49, 58, 62, 63), 

which in this case take the form 
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n - 1 
:-. l 

+ ~ s+t. (1-t.D) 
i=l 1 1 

(4.47) 

- a(x . )p{x. , s jx 1] xk 
1 1 0 

xo=x k+l 

( 4. 49) 

- q(x., s jx )] ~ 
1 0 

XO =xk+l 

(4. 50) 

Here n':' is given by (2. 59). The spectral density is the n obtained 

·using (2.64). 
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If there is at least one attracting boundary, the auto-

correlation can be determined more directly, by direct substitution 

into (2. 33 }. If there is only one such boundary, say xj (j = 1 or n}, 

then 

6(x-x .)6(x - x.} , 
J 0 J 

so that 

R(t} 2 = x. 
J 

<P(w) = 0 for w > 0 • 

Similarly, if both x 1 and xn are attracting, 

R(t} 2 
x 

n 

(4. 51) 

(4. 52) 

( 4. 53} 

using (4. 35}, where x is the original starting point (at large negative 
0 . 

time). Again <P(w) = 0 for all w> O. This zero spectral density is to be 

·expected, for once the system reaches the steady state, it remains 

stationary, and so the only frequency occurring is w = 0. See (2. 84} 

for cI>(O}. 

4 •. 2 SOME EXAMPLES 

·The three examples dealt with below have the same restoring 

forces f(x) as three of the simpler cases dealt with in Chapter III. 

However, the possible occurrence of irregular points in this chapter 

often allows a smaller interval (x 1 , xn) to be considered than in 

Chapter III. 
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Example (1)- - the linear case 

Assume k = O. Then there is a trap at 0, and, if the initial 

position x is positive, it is necessary to consider only the interval 
0 

(0, oo) = (x2 , x 1 ); x
0 

< 0 is similar. Then if 

for x ;;:: x 
0 

for x s: x 
0 

(4. 54) 

where p 1 , 2 (x) are given by (4.14, 15), then c:, c: satisfy (4. 21, 22, 

25, 30), since 0 and co are both natural boundaries. So 

Solving these, (4. 54) becomes 

x> x 
0 

x <x 
0 

The inve rse Laplace transform P(x, t Ix ) can b e found, using 
0 

( 4. 56 ) 

(4. 57) 

(4. 58) 

( 4. 5 9 ) 
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Erdelyi, et al. [141 p. 246, no. (6). It is 

P(x, t jx ) = 
0 

· {, 1 (x) -+--{,n-

(
x0,2D 4Dt x 0 . 
-:;z) . (4. 6 0) 

It is easily verified that this result is the same as that obtained by 

Gray [22 ], equation 2 .19, by a. variable change in the Langevin 

equation : = n(t). 

If{,> 0, it is seen that x = 0 is an attracting boundary, and 

x = oo a nonattracting boundary. Thus in this case, by (4. 34), 

p (x ) = o(x ) • 
0 

(4.61) 

If {, < 0, x = 0 is nonattracting while x = oo is attracting, so the pro-

cess is unstable, i.e., 

P (x ) = 0 . 
0 

(4.62) 

These results can be verified by taking the Abelian limit of (4. 60), 

since 

P (x) = lim sp(x, s Ix ) = 0 , x .; 0 , 
0 S-+0 0 

(4. 63) 

while, for small positive 6, 

6 6 

JP 0 (x)dx = lim J sp(x, s jx0 ) dx = 1 , {, > O 
0 s-+oo 0 (4. 64) 

=0, ,f,<0. 
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The autocorrelation and spectral density are trivial in th~s 

case. When t > 0, both are identically zero, as is to be expected 

since all paths tend towards zero. When t < O; neither exist. 

Example (2) 

1 interval, x 1 positive and finite, x
2 

= k = O. This restoring 

force is essentially that of example (3) of section 3. 3 (the hard 

limiter), since this produces a trap at x = 0, so that the process can 

be divided into two independent subprocesses, on (-x
1

, O) and (O,x
1

). 

If x > 0, the following analysis holds; if x < 0, corresponding 
0 0 

results can be obtained by symmetry. 

Equations (4. 55, 56, 58) still hold in this case, while the 

condition at the regular boundary x 1 becomes (4. 26 ), i.e •• 

Solving these four equations and substituting in (4. 54), 

p(x, s jx } 
0 - 2 . 

tx () ... +a}~ 
0 

x~x 
0 

x :5:: x 
0 

(4.65) 

(4.66) 
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If .{, > 0, x = 0 is an attracting boundary, and 

p (x) = o(x) • 
0 

(4.67) 

If .{,< 0, x = 0 is nonattracting, and by (4. 31, 33 ), 

1 x -(1+2A.) 
p (x) - (- ) 

o - j-tjxlD xl . 
(4.68) 

As in the previous case, these results can be verified by taking limits 

of sp and J sp dx. 

For.{,> 0, trivially r(s) = <P(w) = O. For.{, <0, by (4.48-50), 

2 
xl 

. J = 1 -2-tD 

ti> ( 0) = .2.(x
1 

) = .2.( 0) = 0 .. 

Thus, by (4,47), 

. 2 
xl . [ 1 .{, (~1- 2 ~ 

r(s) = s +-t(l -lD) Ll -2-tD + s+-t(l --tD) . ~ 1 -1 ~ · 

This can be checked by noting that 

2 
2 xl 

(x ) = lim sr(s) = l-Z-tD 
s-oo 

2 

(4.69) 

(4. 70) 

(4.71) 

(x)2 = lim sr(s) = xl (4. 72) 
s-0 (l --tD)2 

both results which can be easily verified directly. Using (2. 64) one 

has, for .{, < 0, 
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. Example (3) 

2 intervals, x 1 = oo, x 2 = 0, x 3 = -oo, t 1 = t 2 = .{, k2 = -k1 = 

-k f O. There are four somewhat different cases in this example, 

depending on the relative signs of t and k. In no case is x = 0 

irregular .. When -fl< is positive, there are no irregular points at all. 

When tk is negative, ± ~ are traps, and we restrict ourselves to the 

process on (+ ~, - ~), redefining x 1 and x 3 as =f ~ • (The processes 

on t ~ , oo) and (-oo, ~) are essentially that of example (1).) See 

the sketches on the next page for the four cases. 

In cases (a) and (b}, the coefficients c) are obtained by solving 
1 

(4. 21-25, 28), which gives 

. - 13 -1+13 -1+13 

( ) 

1

~ t I I) 
1 

( t I I) 
2J p(x, s lxo> = lkAAI 1 - l+ tlx / 1 + xo . +-A- l+ _32_ ' 

lk (A 2 + 0 ) 2 k . k 1-13 2 k 

x > x ~ 0 < 0 . 
(4. 74) 

= /~I 
. -1+132 ~ . -132 -1311 

1 t!xo I . -t jxl A ili ' 
2 J._(1+ k) (1+k) +n-(1+k) J' 

(:A. +a) 2 · 2 · 

(4. 75) 



f(x) 
! 

k 

-k 

Case (a) - -!, > 0, k > 0 

ffxr 
A 

Case (c) - -{, > 0, k < 0 
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· f(x) 

------:r----~x 

k 

Case (b) :.... -{, < 0. k < 0 

f(x) 
A 

Case (d)-{, <0, .k> 0 

The 4 cases of example 3, section 4.2. 
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= l~l 1!~ . 1-'2 
x~ 0, x § 0 . 

0 

(4.76) 

In cases (c) and (d), (4.25, 28) are replaced by (4.27, 30), but the 

results obtained have the same form, except that 13
1 

and 13
2 

are inter­

changed throughout. 

In case (a), since ± oo are natural nonattracting boundaries, 

( 4 •. 31 - 3 3 ) give 

(4.77) 

Case (d) gives the same .result, since =f ~ are nonattracting. In case 

(b), ± oo are attracting, so P 
0

(x) = O. In case (c), =f ~are attracting, 

s 0' by ( 4. 3 5)' 

where 

A(x ) = 1 
0 

tx 2 A. . 
0 ) • +-­k 

2A. , tx \ 
= ii(l - k 0 ) 

k 
0 ~x ~ - -

0 t 

(4.78) 

(4. 79) 

The same results are obtained by considering limits of sp and J sp dx. 

In case (a), using (4. 48-50), 

· k2 [-2- _ 1 + l _ t 2DJ 
Jl = J2 = 

2 
t 2 . t D -1 . 2 tD -1 . s (4. 80) 
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(4.81) 

all othe.r {?• s and . .2.' s are either zero or cancel out in the formula 

(4. 4 7) for r(s }, which leads to 

= k
2

D
2 l 2 1 

s+-l'.,(1-tD) yl-tD)(l-2tD) - sD 

1 1 - t D {, [ t J} 
- {,D2 s+t(l--1'.,D) . s 5{1-{,D)(l-f32>- 1 . 

r(s) 

( 4. 82) 

In case (d), the same result is obtained, except that (3 2 is replaced by 

13
1 

in (4. 82). In both cases · 

2 2k2 D
2 

(x ) = (l- t D)(l-2-1'.,D) ( 4. 83) 

while 4'(w) can be obtained in an explicit (but complicated) form using 

(2.64). It is seen that the denominator of (4. 83 ) disappears for 
1 

2{, D = 1, 2. In fact case (a) is unstable in mean square for D ;;:: 2
1t, 

so that (4. 82, 83) are meaningless in this range. In case (d), t is 

negative, so this does not arise. 

In case (b), . there are attracting natural boundaries at± co, 

which means that the system is unstable, and that autocorrelation and 

spectral density do not exist. In case (c), since all paths tend to 

± k as t ..... co, 
t 

1 
See discussion by Gray in [22],part 2. 
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I k )
2 

R(t) = \ -e, 

<I>(w) = 0 

(4. 84) 

for w> O. (4. 85) 

2 ( . k \
2 

2 ( l ) 
2 

If x 1 = · - -e,) were not equal to x 3 = :[ , i~ would be .nee es sary to 

use (4. 53) to obtain R(t), which would depend on x • 
0 
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CHAPTER V 

SYSTEMS WITH BOTH PARAMETRIC AND 

FORCING FUNCTION EXCITATION 

5. 1 PRELIMINARIES 

In this chapter we deal with some piecewise linear systems 

excited by both the forcing function excitation dealt with in 

Chapter III and the parametric excitation of Chapter IV. No work 

appears to have been published concerning nonlinear systems of this 

type. We deal in deta.il only with the two extreme cases of no corre-

lation and of perfect correlation between the two white excitation 

functions. 

The stochastic differential equation 

We consider systems for which (0.1) can be written 

x + f(x) (1 + m(t)) = n(t) 

(i.e., m = 2, h
1 

= -f, h 2 = 1 ), where 

f(x) = k.x+-t.. · forxE(x.+
1
,x.) , i=l,2, ... ,n-1, 

1 1 1 . 1 

so that there are n-1 linear intervals. The white noise forcing 

function, n(t), and parametric ex~itation, m(t), satisfy 

(m(t
1 

)m(t
2

)) = 2D l o(t1 -t2 ) 

(n(t
1

) n(t
2

)) = 2D2 o(t
1 
-t

2
) 

( 5. 1) 

( 5. 2) 

(5.3) 

(5. 4) 
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(m(t)) = (n(t)) = 0 (5.6) 

Here D 1 , Dz are used instead of the D 11 , Dzz of Chapter II. Note 

that (5. 6) represents no restriction, as it can a lways be obtained by 

a suitable linear transformation of f(x), m(t) and n(t). 

Special cases to be dealt with 

The followi_ng cases will be worked through, as outlined in 

Chapter II, and the spectral density, etc., found. 

}_ 

(a) D 1 z = (D1 Dz)2 :/- 0 -- i.e., perfect positive correlation 

between fo rcing function and .parametric excitation. 

This case is dealt with in sections 5. Z-3. Note that it 

can be obtained by putting 

D i 
m(t) = ( D 

1
) n(t) , 

. 2 
( 5. 7) 

so that there is es'sentially only one white excitation in 

this case . The case of perfect negative correlation is 

no different. 

(b} D
1

z = 0, ·n 1,Dz =f. 0 --:- · i.e., no correlation b e tween 

forcing function and parametric excitation; dealt w ith in 

section 5. 4: 

Two other special cases, D 1 = 0 and Dz = 0, have been d ealt 

with in the preceding two chapters. 
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The case of partial correlation 

The special cases (a) and (b) are chosen primarily for their 

mathematical simplicity. In each case one can obtain fairly simple 

solutions to the Laplace-transformed FP equation in terms of known 

special functions, which are real for real x, x and s. In the more 
0 

general case of partial correlation between m(t) and n(t) 

( 
J... \ 

i.e., 0 < j n
12 

j <(D
1

D
2

)1.a), the simplest solutions consist of hyper-

geometric functions in which both argument and parame ters are 

complex. The results for partial correlation (i.e., transition density, 

spectrum, e tc.) would be expected to lie b e tween these for the two 

extreme cases. There are no irregular points_ in the case of partial 

correlation. (It resembles (b) rather than (a) in this respect.) 

Nondimensionalization 

It is convenient to define the following dimensionless 

quantities : 

(5 . 8 ) 

( 5. 9) 

l 

= ~(D 1 D 2 )2 p(x, s jx0 ) for x E (xi+l' xi) (5.10) 

Dl2 
p =-----.... 

(Dl Dz)2 
(5.11) 

(5.12) 



x. . = 
1 

( 
D 1 )i 
D 

k . 
2 1 
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i 2 J a(x) a.. ( s) = ( s ) - 2 p s + 1 = -D 
1 2 

(5.13) 

(5.14) 

ljh s, a Is ) = ~[a.. ( s)rri] +"2 /.... -1) Si +p lrri= q(x, sl x ) for x E (x. l' x.) • 
o <ls i 1 ~ 1 _ o i+ 1 

(5 . 15) 

A suffix on S, rr, * will correspond to the same suffix on x, p, q, 

respectively. Both suffixes and superfixes may be omitted when no 

confusion would result. 

The FP equation 

The Laplace-transformed FP equation, (2. 14), becomes for 

the system (5. 1 ), 

d2 {' 2 . J } dx2 LDl(-lix+ki) - 2D12(-lix+ki)+D2 . p 

+ d: {[(\x +k;)(1~.iin 1 JHp1 z] p }-•p " -_o(x-x0 ) 

for x .E (x i+l' x i) , 

or, using the dimens ionless va_riables defined above , 

Similarly, the backwards equation i s 

(5.16) 

(5.17) 
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- 6( s- s } . 
0 

(5.1 8 } 

The continuity of ap and q at the points x. leads to the following when 
1 

nondimensionalized: 

(5.19} 

i I i - 1 Is ljl ( s., a s } = ljl ( i; . , a } . 
1 0 . 1 0 

(5. 20} 

5.2 PERFECT CORRELATION--GENERAL CASE 

In this section we deal with the stochastic differential equation 

x + (-e. .x+k.}(l+m(t}} = n(t} 
1 1 ' . (5 .21} 

where m(t}, n(t} satisfy (5. 3-6} with 

(5.22} 

The dimensionless variables of (5. 8-15) can be used for all 

intervals where -e.. :f O. As before, in the general derivation below it 
1 

will be assumed that no -e. . = O. 
1 

Irregular points 

The FF equation is give:n by (5 .1 7} with p = 1. That is 

(5.23} 

Thus it is seen that x is an irregular point only when s-+ 1 from one or 

both sides . The corresponding limiting value of the · drift coefficie nt 
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( Dz)~ b(x) is- D , so that the irregular point is always a left shunt 
1 

(see section 1. 5). This is the case whether S .... 1 on both sides, so 

that the point is an exit boundary for the process on the right and an 

entrance boundary for that on the left, or whether s .... 1 only on one 

side, the point being a regular bo~ndary on the other side. (This 

occurs when -tx + k is discontinuous at the point.) 

A fundamental set of solutions 

The differential equation (5~ 23) has an irregular (double) 

singular point at s = 1, and a regular singular point at s = oo. 

Kummer' s confluent hypergeometric equation1 has the same singu-

larities, but at oo and 0, respectively. Thus we 'attempt to find 

solutions in terms of confluent hypergeometric functions. Putting 

s = B. + 1 c 
the homogeneous part of (5. 23 ) becomes 

(5_. 24) 

(5. 25) 

which is in Kummer' s .form. Thus a fundamental set of solutions is 

(5.26) 

1 See Abramowitz and Stegun [l], Chapter 13, or Erdelyi et al. 
[11 ], Chapter 6. 
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2\ 
for c = s-1 > 0 

(5.27) 

131 c 
= (-C) e U(l-f3 2 , 1+13 1 -13 2 , -C) for C < 0, 

where (as in the previous chapter) 

(5.28) 

and M, U denote Kummer's confluent hypergeometric functions of the 

first and second kinds, · respectively. An alternative to rr
2 

is 

(5.29) 

However, this becomes infinite when (A.
2 + 0)~ is a positive integer; . 

(5.26, 27) remain independent and finite for all A. and 0 • 

Related quantities 

Using (5.15) and equations 13.4.11, 23, 26 in [l], 

(5.30) 

(5.31) 

!31 ' . 
= a(s-1)(-C) e U(2-[3 2 , 1+[3 1 -[3 2 , -C) for c <o 

\ 

The Wronskian of rr 1 and rr 2 is (using equations 13 .1. 22, 23 in [ l ]) 
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for C > 0 

(5.32) 

= 

A fundamental set of solutions to the transformed backwards equation 

is obtained similarly to the forward equation: 

(5.33) 

for ( ~ 0 -o 

The Laplace-transformed transition density 

Putting 

(5.34) 

l 1 
the coefficients y

1 
, y2 satisfy the usual conditions at regular points 

x. (i=l, •.. ,n) (see(5.19, 20))andx · (see(2.21,22)). Thecon-
1 0 

ditions which follow are for ~ > O; for C < 0 the appropriate changes 

can be seen from the previous paragraph. The conditions are: 

l+P.k_P. k 
. i--1, i--2' (5.35) 

k 
k- k+ r(!31 > 

y = y + ----=---=--
2 2 r(i+!3 t-13{> 
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i-1 

= Ai-1 ( C~-1} -1 +f31 [ y[-1(1 -f3 i-l}M (f3 ;-1 :-1, l+f3 ~ -1-13 ~-1, C~ -1 ) 

- i -1 u ( A.i -1 -1 l+P. i -1 ('.). i -1 i -1 ) 'J 
Y 2 \t-' 1 • t-' 1 - t-' 2 • Ci (5.38) 

for i = 2, ••• , n-1; together with boundary conditions at x 1 and xn. 

At x
1 

the condition is the first or second of 

l 
Y2 = 0 

depending on whether x 1 is infinite or finite and regular; and 

similarly at x • 
n 

( 5 . 39 ) 

(5. 40). 
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Conditions at irregular points 

Conditions (5.37, 38, 40) must be modified if the points 

concerned are not regular. If x. is an exit boundary from above, 
1 

then, since W(x) = exp {- J x ~~~~ dx} -+ 0 as x 1 xi, aP need not be 

continuous at x. (see section 1. 3). Otherwise both aP and Q must be 
1 

continuous. If x . is an entrance boundary from below, then since 
1 

M(a., y, z) I'(y) ( )-a. ) ( )-a. r ( y- a.) - z • u (a.. y. - z ,.__, - z as z - - co ' 

(5.41) 

one has a(x.-)P(x.-, t Ix ) = O. This implies that, if x. is a regular 
1 1 0 1 

boundary from above, a(x . +) P(x.+, t jx ) = O. This absorption con-
1 1 . 0 

dition is to be expected on the right of a left shunt. 

According to section .1. 4, no boundary conditions are required 

for an exit boundary; however, the integrability of .p requires that 

i-1 
y1 = 0, since 

. I1tl 
M(a., y, z) ,..., I'(a.) 

z 
e 
r·a. z 

U(a., y, z) ~ z - a. as z --+co . (5. 42) 

Incidentally, this shows that a(x.+)P(x.+, t Ix ) = 0 in this case also. 
. 1 . 1 0 

The above considerations lead to the following conditions 

r e lating the coefficients on either side of the three kinds of left shunts 

which occur. 

(a) Exit boundary above, entrance boundary below: 
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i-1 
Y1 = 0 ' 

(the latter following from the continuity of w, using the 

asymptotic formulas (5. 41-42)) . 

(b) Exit boundary above, regular boundary below: 

i-1 
Y1 = 0 ' 

where w
1

, w
2 

are given by (5. 30-31). 

(c) Regular boundary above, entrance boundary below: 

i-1 i-1 ) i-1 i-1(,: ) = 0 
Y1 rr 1 (Si + Y2 rr 2 ':> i 

2:\. 
1 

r(1 +13 {-13~) 

r(l -13~) 

(5. 43) 

(5. 44) 

(5.45) 

Similarly, i f S __, 1 as x ..... x
1 

(i.e., if x
1 

is an entrance bound -

ary), (5. 40) is replaced by 

1 
Y1 . = o ' ( 5 . 4 6 ) 

and if S ..... 1 as x -..x (i . e ., x a n exi t boundary) 
n n 

n-1 
Yi = 0 • (5. 4 7) 

A s might b e expe c t e d, i f x i is irregula r, YI , y ~ (j < i) can be 

completely d e termined inde pende n t ly o f y i, y~ (j :::: i), but not v i ce 

v e r sa . That is, the proba b i lit y d e n sity to the left of a l eft s hunt 

depends on tha t t o the righ t , but t hat to the righ t d o e s not d e p end on 
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that to the left. In particular, if x < x., ;r (x, s Ix ) = 0 for all x > x .. 
0 l 0 l 

Steady-state probability 

All x to the right of the least irregular point lie in a regular 

interval bounded below by either an exit boundary or a regular absorb-

ing boundary. Thus, according to the discussion of section 1.6, the 

steady-state density P (x) is zero except in the region to the left of 
0 

the least irregular point. 

Let the least irregular point be x .{,. Then (2. 2 8) gives, for 

. 1 +2/... . 
P (x) = c. I c i I . i 

0 l 
(5. 48) 

The continuity of aP 
0 

throughout the interval (xn, x.{,) shows that, for 

n-1 ~ i > j ~ .{,, · 

X exp. (- . rii+ i-1 i-1 j ) 
» Ci - Ci-1 + · • .+ Cj+l · 

The C. are thus determined up to an arbitrary constant. 
l 

this, use (2. 2 9), noting that 

2/... 
s 1- s 

r r 2 t... . .i +2 
"- ( 2 t... ) , I 2 t...-1 -t / 

. \--) exp -- ds =2/... t e dz= 2/...y\1 2/..., 
J . i-s' s'-1 
-oo ' 0 

(5. 49) 

To determine · 

(5. 50) 
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z 

where y(a., z) = J ta.-l e -tdt is the incomplete gamma function. Thus 
0 

one gets, for j ~ -t, 

(5.51) 

c . 
1 

where -C. is given by (5. 49) and £ . = 
J 1 

1 
sgn (- C· ) . 

1 

Exceptional cases 

If x is an exit boundary, -t = n in the above, and it is appar­
n 

ent that all paths eventually reach x and stay there. That is, all n 

C. = 0, and 
1 

p (x) = o(x-x ) . o n ( 5. 52) 

If x = -co and -t 
1 

< 0, then x is natur.al attracting and P (x) = O. 
n n- n o 

P (x) as Abelian limit of P(x, t Ix ) 
-o 0--

As in previous cases, it can be verified that 

P (x) = lim sp (x, s jx
0

) , 
0 s-0 

( 5. 53) 

for all x
0

• In fact, letting s - 0 in (5. 35-40, 43-45) it can be shown 

that 

i 
y2 = 0(1) , 

k- k+ 
Y1 - y 1 = 0(1) ' ( 5. 54) 

so that, to the first order, 

(5.55) 
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It can also be shown that 

( 5. 56) 

The method is the same as that used for the same purpose in section 

3. 2, and the details are easily filled in. 

Spectral density 

The Laplace-transformed autocorrelation is given by (2. 49, 58, 

62, 63 ), which in this case take the form 

where 

n-1 4\~ 

+I 0.+2~.-1 
i=-l l. l. 

4 x.k 3 
1-2\k + (l-2A.iJ(l-A.J 

(5. 57) 

(5. 58) 
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li(D1 )'1aa(x )P (x ){[s -ft - - 1 L n 2 o o o o k crk 

+ · ftk (1 -2 A.k) J D>:'[a.( $. )rr ( S·, o IS ) lJ - O'.( $. )rr ( S·, crJ s }] x k 
(Jk . 1 1 0 1 1 0 

XO =xk+l 

(5.59) 

){k l -·- I + - (l -2A.k)"JD"-~(s . , o S ) -
(Jk 1 0 

(5.60) 

where D':' is given by· (3. 6 8), and x {,is the leftmost irregular point. 

The spectral density <i>( w) is then given by (2.64). 

Variance and mean 

For the case treated in this section, (2.68) and (2.69) b e come, 

respectively, 

(5.61) 
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(x) 

(5.62) 

Case .t. = 0 for some i ---1-------
In all the above it is assumed that .t. '/. 0, for all i ; otherwise 

·l 

the nondimensionalization breaks down. In an interval (xi+l' xi) where 

.t. = 0, the FP equation takes the form 
1 

(5.6 3) 

Except that D is replaced by (n
1
iki - Df) 2 , this equation is the same 

as that of Chapter III, with t. = 0, which has been dealt with at the end 
1 

of section 3. 1. 

As in this previous case, it appears possible to show, using 

asymptotic expansions for M(a., y, z } and U(a., y, z} 1, that the solutions 

for t. = 0 are the limits of those as t. -. 0, so that all results can be 
1 . 1 

obtained as limits. However, the writer has not worked through such 

a proof in detail. 

1 
See Abramowitz and Stegun [l J, section 13. 5, or (more detailed} 
Slater [38]. 
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The case -t. = 0, 
1 

(
Dl )~ 

1 - Dz ki = 0, eliminates all stochastic 

terms in (5. Zl} for x in the ith interval, which can be considered 

composed entirely of left shunts. 

5.3 PERFECT CORRELATION--EXAMPLES 

Only two cases will be worked out in detail. 

Example (1)--the linear case 
D ;i,. 

Assume -t > 0, k = O. The only irregular point is x = ~ (DZ )
2

• 

( 
1 (Dz) t ) · l Thus there are two interv~ls, (xz• x 1) = {, Di , oo and 

( l (D2)t \ ., 
(x3, xz) = -ro, "::[ D J • Wong [45J has found the transition density 

. 1 
for x

0 
E (x

3
,xz) in the form of an eigenfunction expansion(case F , 

page 2 71 ). Since x
2 

is an exit boundary above and an entrance 

boundary below, (5. 3 5, 36, 3 9, 43) give, for x
0 

> x 2 , 

l+ 
Y2 = 0 

r<f31 > 
-f32 - Co 

1- l+ C0 e 
Co) Y1 = Y1 r(l+f31-f32> S - 1 U(f31' l+f31-f3z• 

0 

1 + I'(f31) 
-!32 - Co 

1- Co e 
M(f31 • l+f31 -132• Co) Y2 = Y2 + r(l +131 -!32> . s - 1 

0 . 

1- 0 Y1 = 

I'(l +131 -f32) 2 l -

r(l -!32) Y1 = Y2 

2 
Yz = 0 • 

(5. 64) 

(5.65) 

(5.66) 

(5.67) 

(5.68) 

(5.69) 
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Solving these, 

(5. 70) 

-c 0 r(f31 )e 

- r(i+f31 -f32> 

(5.71) 

for x
0 

> xz: > x . (5.72) 

Forming the corresponding set of simultaneous equations for x
0 

< x 2 

and solving, 

r(l-f32> 
- r(i+f31-f32) 

for x 2 > x
0

> x · . 

The steady-state density P (x) is, from (5.48, 51), 
0 

( 5. 73) 

(5. 74) 

(5.75) 
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for x < x 2 
.( 5. 76) 

= 0 for x > x 2 

It is easily verified that, for all x , sp(x, s Ix ) tends to this same 
0 0 

P (x) as s -+ 0. 
0 ' 

To obtain the spectral density, note that 

>!<_4A.
2

1A.+l I] 
J2 - 2 A. -1 LA--:-Y- + er ' (5. 77) 

while all tf>k,. ~ are zero. Thus 

( ) Dz [ 1 +2-l,D 1 -e, 2 D il 
r s - .f,(1-1,,Dl) [s+-l,(l -.iD

1
) J . 1-2-l,Dl + s j ' (5. 78) 

so that 

(5. 7 9) 

z D 2 1 +2tD1 
( x ) = lim s r ( s ) = T ( 1 - -lD 1 ) ( 1 - 2 .{,D 1 ) 

s-+co 
(5. 80) 

-ti 
( x) = [1im s r ( s) J = 

s-+ 0 . 
(5.81) 

These last two results can, of course, be easily found directly 

using (5. 76). 

Note that according to Gray [22, 23] our system (being linear) 

should have the same mean, autocorrelation and spectrum as the. 

system 
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( 5. 82) 

where a(t) is white noise of magnitude such that (y
2

) = 2 
(x ) , so that, 

using (5. 80), 

( 5. 83) 

Since (5. 82) is just the linear system treated in section 3. 3 (except 

that k =! 0), the results of (5. 7 8, 79, 81) are easily verified. 

Note that the system is unstable in mean for D
1 
~ l , and 

unstable in mean square for D 1 ~ 2~ , so that equations (5. 78, 79) 

1 
hold only for D 1 < 2 -e, 

Example (2) 

2 intervals, x 1 = oo, x 2 = 0, x 3 = - oo, t 1 = t 2 = -t > 0, 

k
2 

= -k
1 

= -k =! O. There are several different cases; depending on 
D i 

the value of k. For k > ( D 
2

) 
2

, there are no irregular points•: For 

I D2 )~ 1 
k = \ D , there is one left shunt at x = 0, consisting of a regular 

1 ( D2 )13 
boundary below and an exit boundary above. For jk J < \ D there 

D i 1 
is one left shunt at x = t-l [ ( D~ r;;- k], consisting of an entrance 

boundary below and an exit boundary above, and the situation is quali-
. D ~ 

tatively the same as in the previous example. For k = - ( D 
2

) 
2

, 

1 
there is an additional left shunt at x = 0, consisting of an entrance 

( 
D2)~ 

boundary below and a regular boundary above. For k< - D there 
1 

are two shunts, both of entrance-exit type, at 

1 [( D2 )i -x=t- n =Fkj. 
1 
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(
D \12-

0nly one case will be worked through, that where k = D 
2

) • 
1 

The restoring force f(x) for this case is shown on the next page. 

Since the shunt lies at x 2 = 0, no new points of division need be 

defined. Equations (5. 35, 36, 39) give, for x > 0, the same equa­o 
. 6 6 l+ l+ 1- 1-tions (5. 4- 7) for y

1 
, y

2 
, y

1 
, y

2 
as in the linear case. Thus 

above the shunt the transition density is again given by (5. 70-71). 

Howeyer, (5.43) is replaced by (5.44), which bec.omes 

f3 . 
A. l[{l-f32)M(f31-l• 1+!31-'32· -A.)y:-cre-A.U(2-l32• 1+131-'32, A.)yiJ = A.yi-

for x > 0, and similarly for x < 0, so that 
0 0 

r(f31) 

x M(f31, l+f31-f32, C) M(f31, l+f31-f32, Co) 

M{f31 -l, l+f31 -f32, -A.) 

r(1-13 2 ) 

- r(i+f31-f32> 

( 5. 84) 

forx>O>x 
0 

for 0 > x > x 
0 

( 5. 85) 

( 5. 86) 
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f(x) 

I 

-(ff,f 

The special case of example 2, section 5. 3 . 



·. 
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r(l-f32) 

- r (i+f3 i-f3 2) 

lcre -:\ U(2 -f32 • l+f31-f32' :\) 'o . l 
x ~ -f32 M(f3fl, l+f3ff32• -A)M(f31' l+f3ff32• CJ+e U(l-13z, l+f3ff32, _,~ 

for 0 > x > x . 
0 

The steady-state density P (x) is, from (5. 48, 51 ), 
0 

(DD fi(_,)1+2 :\eC 
p (x) = __ l _..,,,.2 _____ _ 

0 
4:\ 

2 
y(2:\, :\) 

for x < 0 

= 0 for x > 0 

To obtain the spectral density, one finds that 

(5. 87) 

(5. 88) 

(5. 89 ) 

(5. 90) 

while tf'~:'(s3 ), ~<(s2 ), ~:<(s3 ) are all zero. Note that on account of the 

discontinuity of a(x)P(x,tlx
0

) at x = 0, the quantity a.(s2 )1T(s2 , ojs 2 ) in 

(5.59) must be considered as the limit of a.(S )1T( S, ajs) as x , x .... 0, 
. 0 0 0 

both from below. That is, x = 0 must be treated as though it were an 

end-point, rather than a point of discontinuity. This is permissi.ble, 

since Q (0-) = 0, so the argument at the end of section 2. 3 holds. 
0 

Thus, using (5. 86) and (5. 32), 
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(5 . 91) 

Similarly, 

Thus (5. 90) for -ti' ( s2 ) is obtained from (5. 59), The corresponding 

evaluation of~:'( s2 ) is straightforward, since Q(x, ti x
0

) is continuous 

at x = O. Substituting (5, 89, 90) into (5. 57), 

Thus the spectral density <.l?(w) is obtained by (2.64). Also, 

2 (x ) = (5.94) 

(5.95) 

As in the previous case, the process is unstable in mean square for 

D 1 ~ 2
1
,f_, , and in mean for D 1 ~ ~ 
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5.4 ZERO CORRELATION CASE 

In this section we deal with the stochastic differential equation 

where 

(m(t1 )m(t2 )) = 2D1 6(t1 -t2 ) 

(n(t
1

) n(t2 )) = 2D2 o(t
1 
-t2 ) 

(m(t
1

) n(t2 )) = (m(t)) = (n(t) ) = 0 

(5 . 96) 

(5. 97) 

(5. 98) 

(5.99) 

The dimensionless variables of (5. 8-15) can be used for all 

int e rvals for which .{,. f O. In the general derivation below it will be l. . 

assumed that no .{,. = O. 
l. . 

Solutions to the FP equation 

The FP equation· is given by (5.17) with p = O. That is 

d
2

2 Rs2
+1)rr l + dd!O"rL(2t..-1)r;rr 1- arr= -Ms-s >. ds L ~ ';, ~ 0 

(5.100) . 

Since ex.( s) ;;:: 1, there can be no irregular points; in this respect the 

system resembles that of Olapter III. 

By making the substitutions 

2 -~(l+;\) 
'f=(l-C) rr (5.101) 

the homogeneous form of ( 5. 1 00) becomes 

(5.102) 
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This is Legendre 1 s equation of degree A. and order µ, 1 
where 

1-
2 2 

µ=(A.+cr) (5.103) 

Thus two solutions are 

(5.104) 

(5.105) 

where P~ (x) denotes the associated Legendre .function of the first kind 

of degree A. and order µ. These solutions are independent (form a 

·fundamental set) provided µ is not an integer. When this is the case, 

p ~ could be replaced by ot in 'IT 2. 

Related quantities 

Using (5.15) and equation 8. 5.4 in [l], 

(5. l 06) 

The Wronskian of 'IT 
1 

and 'IT 2 is 

sin µ'IT (5.107) 

(This result can be.obtai n e d by substituting equation 3.4.17 in [11 J into 

equation 3.4.25.) A fundamental set of solutions of the l::>ackwards 

1 See Erd.elyiet al. [11 ], Chapter 3; or Abramowitz and Stegun [l ], 
chapter 8: . Since we are concerned with real C, -1 <c< 1, the 
slightly modified Legendre functions dealt with in [ 11], section 3. 4, 
and [l], section 8. 3, are required, and will be used throughout. 
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equation is obtained similarly to the forward equation, giving 

(5.108) 

The Laplace-transformed transition density 

Putting 

(5.109) 

l l 
the coefficients y

1
, y 2 satisfy the usual conditions atx

0
(see (2.21,22)) 

and x., i = 1, 2,, ••• n (see (5.19, 20)). These become : 
l 

(5.110) 

(S.111) 

(5.112) 
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(5.113) 

for i = 2, 3, ••• , n-1; and 

(5 . 114) 

(5.115) 

If x
1 

or xn respectively is infinite, (5.114)' or (5.115) respectively 

becomes 

1 
Yz = 0 (5.116) 

n:r = (5.117) 

Yz 

since, as z - 1, 

all µ _:;t 1, 2, 3, . ; . (5.11 8) 

PP(-z) ...... ztµ sin TIA I'(f.»(1-z}-~µ 
"' 'IT 

µ> 0 
(5 . 119) 

J_ 1 
2-2µr(-µ)(l-z) 2 µ 
r(1+A.-µ)r(-A.-µ) µ < 0 

(see [11], section 3.9.2 ) • 



-173-

Steady-state probability 

From (2. 2 8). 

Since aP is continuous, this gives, for n-1 ;;;:: i > j;;;:: 1, 
0 

(5 . 120) . 

C. 
l 

-= 
C· 

J [ J

t-A.. t Ji-A.. l 
( 

i-1 \2 - 1-l - ( j+l\2 J+l 2-A.j 
si ) + 1 sj +2) + 1 '( j \ 2 1 

• • • • . I s. +11 

( 
i -1)2 . - ( j +1)2 . ~ J +i) _J 

i;._l +l i;.+l +l 
l - . - J 

(5.121) 

The C. are thus determined up to an arbitrary consta·nt. To determine 
l 

this, use (2. 29), noting that, for S ;;;:: 0, 

s ~2 ( s2 + n -1 
J" 2 -~-A. ·_ 1 r . -~ A.-1 _ 1 i 

(z +l) dz - 2: j t (1-t) dt - z:B 2 - 2 -l (2, A.) , 
.. 0 0 s ( s +l) 

(5.122) 
z 

where Bz(a, b) = J ta-\1-t)b-ldt is the incomplete beta function. Thus 
0 

one gets 

c. = (n1D2_)- \ cci "-· le_ .iB . . 2a' A..) - e.i+1.B . z(t, A..)l • ~
'n-1 }-1 

J _L . l L l (r .1) . l l ( r .1 ) i J 
. 1=1 J \,,1 \,,1+r 

(5.123) 

c . 
l l 1 

where C"?- is given by (5. 121) and E:k = sgn sk . 
J 
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P 
0

(x) as A belian limit of P(x, t lxJ._ 

We verify that 

P (x) = lim sp(x~ s lx
0

) 
0 s-+O 

Lettings-+ 0 in (5.110-117), it can be shown that 

. 1 
Yi= 0(-) 

1 (J 

J. 
Y2=0(l) 

so that, to first order, 

since (see [l ], 8. 6 .10) 

1,. \) 
-\) 2 2 

p-V(z) = 2 (1-z ) 
\) r(v+l) 

It can also be shown that 

The method is the same as that used for the same purpose in 

section 3. 2. 

Spectral density 

(5.124) 

(5.125) 

(5.126) 

(5.127) 

(5.128) 

The Laplace-transformed autocorrelation is given by (2. 49, 

58, 62, ·63), which in this case take. the form 
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n-1{ 41 2 . 2 . \"' ~k . 
r(s) = Dl Dz}_, a +2t.. -1 J; 

k=l k . k 

n-1 4f..~ 
+\ 1 

L a.+zt...- 1 
i=l 1 1 

x. 

[ni{s-x;+ :~(1-2\l}~<Sl-"~'m] ~ \ 
X-Xi+l { 

(5.129) 

where 

(5.130) 
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':~ 
where D is given by (3. 6 8). The spectral density <P( w) is then given 

by (2.64). 

Variance and Mean 

For the case treated in this section, (2.68) and (2.69) become, 

respectively, 

(5.133) 

(x) 

(5.134) 

Case t . = 0 for some i --- i -------
In all the above it is assumed that t . f- 0, for all i. In the 

l . 

exceptional case, the FP equation takes the form 

(5 . 13 5 ) 

2 
E xcept that Dis r eplaced by D

1 
ki +D2 , t his is identical to that of 

Chapter III, with -t. · = O; see section 3 .1 for solution. 
l 
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Alternatively, it appears to be possible, as before, to treat 

this case as the linrit of the general case letting -t. .--. O. 
1 

. l 

Example ..;.-the linear case 

Since there can be no irregular points in these uncorrelated 

systems, any system can be handled exactly the same as the system 

with the same restoring f unction dealt with in Chapter III. Thus only 

one example will be worked, that of the linear system (with k = 0). 

Wong [ 45] has found the transition probability in this case in the form 

of an eigenfunction expansion (case E, p. 26 9). 

Equations (5.110, 111, 116, 117) become 

+ 
Yz = 0 (5.136) 

+ (s 2
+1) 

.p, 
- Tr p µ((,: ) :'1 = Y1 - 2 sin rrµ 0 A. o 

(5.137) 

rr ( s z ·+ 1) 
.l.A_ 

- + 2 

p ~ U ( l.:o) Yz = Yz + 2 sin rrµ o 
(5.138) 

(5.139) 

whence 

1 Appropriate asymptotic formulas for the L egendre function are given 
on p. 658 of Jeffries and Jeffries [27]. . 
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for x ~x (5.140) 
0 

( 
2 )~A.( 2 )-i(l+A) s +l s +l 

= 0 P,-µ(r0)[sin t..rrr(f3 1 )I'(l-f3 2}P~µ( C ) 
· 2 sin µrr I\ '-" I\ 

forx~x . (5.141) 
0 

The steady-state probability P (x} is, from (5~ 120, 123), 
. 0 

( 5. 142) 

Using (5.127), it easily verified that this equals l i m sp(x, s !x
0

). 

. s~o 

To obtain the spectral density, note that 

* 1 
J = tD

1 
(l -2-e,D

1
) ' ( 5 .143) 

while all ti', .2.. are zero. Thus 

(5 . 1 44) 

(5.145) 

D 
(x2) _ 2 1 

-y l-2tD
1 

( 5. 1 46) 
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1 
Note that the system is unstable in :mean square for D

1 
2: Z,f, , so 

1 
these equations hold only for D 1 < -2 ,e, • 

According to Gray L22, 23] this linear system should have the 

same autocorrelation and spectrum as the system 

*+-!'.,(l - tD1)y=a(t), (5.147) 

2 2 
where a .(t) is white noise such that (y ) = (x ). This is easily verified. 
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APPENDIX 

SOME NOTES ON SECOND ORDER SYSTEMS 

The FP equation 

Consider the system with stochastic differential equation 

m 

:X + f(x, x) = \ h. (x, x}n. (t) • L J J 
(Al) 

j=l 

where the n . (t) represent white noise. This can be written as a pair 
J 

of first order equations, thus: 

· x-y=O (A2) 

m 

y + f(x, y) = \ h . (x, y)n. (t) L J J 
(A3) 

j=l . 

Then, by (1.1 ~). the FP equation i s 

(A4) 

_ L [ l a 1 J ap - 2 a(x, y)PJ - By Lb(x, y)P - y ax 
ay 

(A5) 

say. In particular, if h . (x, y). f(x, y) are piecewise linear in x, y, so 
J 

is b(x, y), and a(x, y) is piecewise quadratic. 
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Appropriate boun dary conditions 
2 

The right hand side of (A.S) does not contain a term in ° r , 
ox 

so that, considered as a parabolic equation, (AS) is degenerate . 

Fichera [20] has developed, and Oleinik [ 34, 3S] has extended, a 

theory of boundary value problems for so-called elliptic-parabolic 

equations, i.e., equations of form 

i, j 
I: a .. u + L: b. u + cu = f , 

lJ x.x. i" 1 x. 
1 J 1 

(A6) 

where the matrix [a .. ] is non-negative, but not nece ssarily positive 
lJ 

definite. Fichera shows that the boundary can be divided int o three 

regions: I:(l), where no boundary conditions can be impos e d ; 1:(
2

), 

whe r e the Dirichlet condition u = const. can be impos e d; and I'.(
3

), 

where either the Dirichlet condition or the Neumann condition 

a .. u nj = const . ( [n.} being the unit normal) can be imposed. Ob-
lJ xi , J 

viously, linear combinations of these two conditions can also be 

imposed on I: (3 ). 

Consider (AS) in the domain [t> 0, x 2 <x<xl' y 2 < y<y
1 

}, 

where y 1 and y 2 are finite and a(x, y) is not zero for y = y 1 or y 2 • 

Then I:(l) consists of the surfaces t = co, x = x 1 for y 2 0, 

for y $; 0; I:(Z) consists of the surfac.es t = 0, x = x
1 

for y 

x = x
2 

for y > O; and I: (
3

) consists of the surfaces y = y 
1

, 

and x = x
2 

< 0, and 

Y2· It is 

apparent that sample paths can not enter through I: (l), can e nter but 

not exit through I: (2 ), and can do both through I: C
3

) . The permis s ible 

boundary conditions on I: (
3

) may be compared with the elastic bound-

ary condition (1. 46) in the one-dimensional case. 
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More general domains 

If y
1 

or Yz is infinite, or if a(x, y) .... 0 as y _, y 1 or y 2 , then 

this part of L:(3 ) may degenerate to L:(l} or L:(Z) __ compare with the 

contrast between regular and irregular boundaries in section l. 4. If 

instead of a rectangle in the x, y plane a more general region is 

chosen, L:(
3

) will consist of all parts of its boundary where the tangent 

is not perpendicular to the x axis. Similarly for time dependent 

boundaries the same thing is true. 

Difficulties encountered 

In attempting to deal with second order systems by methods 

similar to those used in Chapter II for first order systems, the 

following problems occur. Firstly, analytical solutions are not known 

for the FP equation (AS) with delta function initial condition, or its 

· Laplace transform, except in the simplest linear cases. Secondly, 

the piecing together of solutions in different linear subdomains 

involves integral equations rather than algebraic ~quations, since ' 

their commoIJ. boundaries are lines (or curves) in the x, y plane, . . . . 

. . 
rather. than points on the x axis . Thirdly, the w riter has not been 

able to generalize the m~thod of section 2. 3, whereby the Laplace-

transformed autocorrelation is expressed in ter~s ~£ the .Laplace-

transformed transition density. It . . C\-ppears unlikely :thcl.t ail these 

difficulties can be· eliminated. 
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The method of Ro bins on 

The output (x, y) of the second order system (A2-3) forms a 

two dimensional Markov process, so that the formula (0. 2) for the 

autocorrelation can be written 

R (t) = J.JjrJ xx P(x, y, t Ix , y ) P (x , y )dx dy dx dy x 0 0 0 00 0 0 0 
(A 7) 

Thus, once P and P have been found by solving the FP equation, four 
0 

integrations are necessary to obtain R (t) (unless the third difficulty 
.X 

mentioned above can be overcome). Robinson [3 7] has shown that 

this can be reduced to two. In fact 

Rx~t) = JJ x v(x, y, t) dx dy (A8) 

where 

· v(x, y, t) = JJx P(x,y,tlx ,y )P
0

(x ,y )dx dy 
. 0 0 0 ·0 0 0 0 

(A9) 

so that v satisfies the FP equation (AS) with initial condition 

v(x, y, O) = x P 
0 

(x, y) . (Al 0) 

The steady-state FP equation can be solved to obtain P in several 
. 0 

important cases. However, the time dependent equation, with initial 

condition (AlO)--or any other initial condition--has been solved in 

only one (linear) case. 



-184-

The work of Wolaver 

Wolaver in [43, 44] claims to have solved the FP equation 

for v in the two special cases where (Al) takes the form 

(a) x + ex + k sgn x = n(t) ' 

(b) x + ex + -ix + k sgn x = n(t), 

-oo<x<oo 

-oo<x<oo. 

(Al 1) 

(Al Z) 

However, as Professor Caughey pointed out to the writer, the solutions 

Wolaver obtains do not satisfy the boundary conditions he assumes, 

which are themselves incorrect. 

Wolaver 1s method is to solve the FP equation by Fourier trans­

form methods in each of the regions x ~ 0, and to match up the 

solutions. He assumes--see his equation (II-7)--that v(o, y, t) = O. 

This is not so, and in fact it is seen from the discussion above of 

appropriate boundary conditions that when solving in the region x > 0, 

one can specify v(o, y, t) for y < 0, but not for y :2: O; and c.onversely 

· when solving in the region x < O. Thus it is to be expected that any 

11 solutions 11 obtained by Wolave~ to his ill-posed problems will be 

incorrect, since there is no reason to believe that any solutions 

exist. 

Correction to Wolaver 

Case (a) above- -bang-bang restoring force- -is worked through 

here, without making the invalid assumption v(o, y, t) = O. The ·treat­

ment is incomplete, since it leads to an integral equation for v(o, y, t) 

which the :writer has not been able to solve. Case (b) can be treated 

in the same way • . 
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Statement of the problem 

· For x > 0, the FP e quation (A4) becomes 

&2v 0 0 
D --2 + c av (yv) + k ~y 

&y . Y 

and the initial condition (AlO) is 

3 

v(x,y,o) - ~ ( 2~) 2 
exp[- ~(kx+ ~ y2 )J . 

(A13) 

(A14) 

According to the discussion above, for a well-posed problem one can 

specify v(o, y, t) for y > 0, and upon solution one will obtain v(o, y, t) 

for y < O. However, by symmetry one has 

v(o, y, t) = -v(o, -y, t) , (Al 5) 

so t hat an obvious method is to solve the proble m for arbitrary 

v(o, y, t), y > 0, find the ·corresponding value of v(o, -y, t ), and then 

substitute into (Al 5 ), which should lead to an equation for v(o, y, t), 

y > 0, with a unique solution. 

Partial solution 

Following Wolaver, Appe ndix II, one performs on (Al3, 1 4 ) a 

two-sided Fourier transf orm w i th respect toy and a one- sided Fourie r . 

transform with respect to x, so that, if 

00 

v
1 

(x, T], t) = J v e-iT]y dy = 
-oo 

31 (v) 
y 

., 
\ 

(Al6) 
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D 2 

( 
-2 - .±!..!L ck ck . 2c · 

Vz(S, fl , O) = 2D D +is) e 

g(rp t) = - 3< [yv(O, y, t)] . 
y 

(Al 7) 

(Al 8) 

(Al 9) 

(A20) 

Solving (Al 8-19) by the method of subsidiary e quations (or b y Lapl ace 

transformation with respect to t) one obtains 

t 
,J ick)l} J [ -c(t-s) J ) D ·L- , ( )2( -2c(t-s)) +cg,_s- n _J + g (cri-s)e +s. s expl- 7 1t cri-s 1-e 

· o . 

( ick)( -c(t-s) )' ( i c k) · l\ +(cri-s)s-D 1-e · +css-D(t-s)JJ ds 
. . 

(AZ. l) 

Carrying out the inverse transform with respect to x, 
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' co t 

.vl (x. 11· t} = v 0 (x. 11· t) + 2~ I d sei Sx Ji cc11- s)e -c<t-s_)+ s. s J 
-co 0 

X { 
D [i ( ;:)2(1 -2c(t-s)}\ + ( F')(;: ick\(1 -c(t-s))\ 

exp - 3 2 c 11- "' - e c 11- '::> \ -;, - DJ\ - e · 
c . 

I ick \ l' + c sv; - n;<t-s} r ds. 
_) 

(A22) 

where 

1 

[ 
1 I -ct)]2 · v 

0
(x, 11• t) = 21T \ct :-1 +e .exp t [ -1 ( -ct) J2

} _ c _kt-c (k-i11D) 1-e . -ex 

D ( ct-1 + e - ct) 

l , 

( c ·)2[ 1 . , ( -cf) l [ i-nlr ( -ct) l - ZD kt-c(k+111D) 1-e -ex fXP - 7\1-e J 

X erfc 

i [ -1 ( - ct) 1 
( _<:_ ) 2 _kt- c (k+i 11D) 1 - e 

1 

- ex J 
D . (ct - 1 + e -ct)2 

(A23) 

But, from (Al 5), 

(A24) 

g(11, t) = g(-11. t) . (A25) 

·Thus, substituting (A22) into (A24) and using (A2 5), 
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00 t 

l J J [ -c(t-s) J [ k ( -c(t-s)) ks J :rr ds g (cri-s)e +s, s cos - 2 (cri-s) 1-e . +c-(t-s) 

·-00 0 c ' 

{ 
Dr 1 2 · ( -c(t-s)) 2 ll Xexp - 3 Lz-(cri-s) +s(cri-S) 1-e +cs (t-s)_J[ ds 
c . 

(A26) 

It is now necessary to solve this integral equation for g, substitute 

into (A22), and then invert with respect toy to obtain v (x, y, t). This 

the writer has not been able to do. 

A problem of Wang and Uhlenbeck 

On page 33 8 of [ 40 J the problem is stated of Brownian motion 

in a constant field of force (gravity) above a reflecting surface. The 

FP equation involved is identical to (Al 3), and P , and therefore 
0 

v(x, y, 0), is the sam:e except for a factor of 2 (since only the region 

x > 0 is considered). The reflecting condition at x = 0 leads to 

v(O, y, t) = v(O, -y, t) instead of (Al 5). It is easily seen that this prob-

lem leads to the same integral equation (A26 ), with a somewhat · 

different term on the right hand side • 

. Conclusions 

The writer is not hopeful that useful results for second order 

systems can be obtained by the method of Robinson, or by any 

similar method related to those used in the body of this thesis fo! 

first order systems. It is unlikely that exact solutions can be 



-189-

obtained for the integral equation (A26 ), or any integral equations 

similarly obtained for more complicated systems. It is possible that 

approximate solution~ can be obtained, but the.se would have to be 

~ simple enough to be twice integrable to obtain R (t) by (A S). A . x . 

numerical method of solut,ion ·might be adopted, but the multiple 

numerical quadratures necessary w ould require a large amount of 

computation. 

' 
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