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ABSTRACT 

37(\) ) 37 In view of recent interest in the Cl solar'e- Ar 

reaction cross section, information on some aspects of mass 

37 nuclei has been obtained 
39 . 37 

using the K (d, Ol) Ar and 
35 3 37 

Cl (He ,p)Ar reactions. Ar
37 

levels have been found at 

0' l. 41' 1. 62' 2. 22' 2. 50' 2. 80' 3 .17' 3. 27' 3. 53' 3. 61, 

3.71, (3.75), (3.90), 3.94, 4.02, (4.21), 4.28, 4.32, 

4.40, 4.45, 4.58, 4.63, 4.74, 4.89, 4.98, 5.05, 5.10, 

5.13, 5 . 21, 5.35, 5.41, 5.44, 5.54, 5.58, 5.67, 5.77, and 

5.85 MeV (the underlined values correspond to previously 

tabulated levels). The nuclear temperature calculated 

from the Ar37 level density is 1.4 MeV. Angular distribu-

39 37 
tions of the lowest six levels with the K (d, 0(.) Ar . 

reaction at Ed= 10 MeV indicate a dominant direct inter­

action mechanism and the inapplicability of the 2I + 1 rule 

of the statistical model. Comparison of the spectra ob-
. 39 37 35 3 37 

tained with the K (d, o< ) Ar and Cl (He , p) Ar reac-

tions leads to th~ suggestion that the 5.13-MeV level is 

the T = 3/2 Cl 37 ground state analog. The ground state 

Q-value of the Ca
40

(p,« )K37 reaction has been measured: 
37 

-5179 ± 9 keV. This value implies a K mass excess of 

-24804 :I: 10 keV. Description of a NMR magnetometer and a 

sixteen-detector array used in conjunction with a 61-cm 

double-focusing ~agnetic . spectrometer are included in ap­

pendices. 
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I. INTRODUCTION 

A. SOLAR V'S 

Since neutrinos are the only known participants in 

nuclear reactions that have a mean free path at least as . 

large as the solar radius, it is of interest to consider 

what astrophysical information can be extracted from the 

detection of solar neutrinos . 

. Fowler (1960) and Parker, Bahcall, and Fowler (1964) 

have discussed in detail the fusion reactions that are cur-

rently believed to be the primary -sources of solar energy. 

The basic reaction is H1 (p,e+v)a2 (p,V)He3 followed by: 

1) He
3

(He
3

,2p)He4 

2) He3 («,~)Be7 (e-,Y)Li7 (p,~)He4 
. 8* 

3) He3 (~,t)Be7 (p, t )B8 (e+ll)Be (c<)He4 

4) He3 (p,~)Li4 (e+~)He4 

The fourth termination branch produces less than 0.2% of 

the total He4 generated (Bahcall 1964a). The carbon-

nitrogen-oxygen cycle is currently believed to contribute 

only a few per cent of the total energy generated by the 

sun (Sears 1964). 

Calculations of the solar neutrino flux at the earth 

have been carried out by the construction and solution of 

a variety of solar models (Sears 1960, Bahcall, Fowler, 

Iben and Sears 1963, Sears 1964, Bahcall 1964b). The com-

plex shape of the neutrino energy spectrum is evident from 

Table I, which indicates the reactions and flu.xes currently 
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believed to be primarily responsible for solar neutrinos. 

An experimental determination of the neutrino spectrum 

outlined in Table I would: 

1) resolve the flux contributions of individual 

nuclear reactions and make clearer the role of nuclear 

reactions in the sun, and 

2) provide an accurate measurement of the central 

solar temperature by utilizing the temperature depen­

dence of the Be7 (p, lf )B8 cross section. 

37 - 37 B. THE Cl <Vsolar,e )Ar EXPERIMENT 

A neutrino detection scheme based on the detection of 

37 37 y - 37 Ar nuclei produced by the Cl ( solar,e )Ar reaction 

has been shown to be feasible (Davis 1964) . It is expected 

that this experiment will furnish information primarily on 

high-energy solar neutrinos. The cross section,o-, for this 

reaction has been predicted by Bahcall (1964a, b, and c). 

The number of expected Ar
37 

nuclei created, per unit time 

per c137 atom is simply 

N-= I <Y ~ .. dE 

where 0 is the neutrino flux and E the neutrino energy. 

In order to calculate the reaction cross section, 

Bahcall has assumed the validity of the shell model. He 
37 

assumes that only the five states of 18Ar19 involving the 
2 

coupling of the ld312 proton holes and the ld312 neutron 

hole will have large matrix elements for the c137 (v ,e-)Ar37 

reaction. · The first calculations were based on the level 
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assignments shown in Figure 1. These calculations produced 

both the matrix elements for the c137 C Y ,e-)Ar37 reaction 

and the matrix elements for /3 decays in the remainder of the 

mass 37 system. The calculations have stimulated interest 

in the experimental determination of the predicted branch-

ing ratios for p decay in the mass 37 system as well as · the 

collection of information about the Ar37 level structure. 

C. OUTLINE OF PRESENT EXPERIMENT 

The primary purpose of the experiment described in this 

thesis was to investigate the level structure of Ar37 • The 

experiment may be divided into four parts as follows: 

1) Alpha spectra from the K39(d, o<. )Ar37 reaction 

were used to locate Ar37 levels· below 4.5-MeV excita-

tion energy. This work is described in Part III, pages 

22 to 29. 

2) Angular distributions of the first six states 

in Ar37 were measured with the K39 (d, c( )Ar
37 

reaction 

using 10-MeV incident deuterons. This work is des-

cribed in Part IV, pages 30 to 45 . 

3) Spectra from the c135 (He3 ,p)Ar
37 

and ·J29 (d,O()Ar37 

reactions were used in a search for the Ar37 T = 3/2 

state that is the analog of the c137 ground state. 

This work is described in Part V, pages 46 to 70. 

4) The ground state Q-value of the Ca40 (p,~)K37 

reaction was measured. This work is described in Part 
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II, pages 7 to . 21. 

D. OTHER RELATED Ar
37 AND i37 EXPERIMENTS 

37 . The known Ar level structure at the start of the ex-

perimental work described in section C is shown in Figure 1. 

The primary experiments leading to this level structure are 

summarized below; the levels observed in some of these 

experiments are listed in Table IV. 

Ar36 (d,p)Ar37 . Davison et al.(1949) employed a detec-

tion scheme consisting of a proportional counter with absorb-

ers to determine the proton energy. A discriminator was em-

ployed to select only the highest energy pulses from the 

counter. Contaminant Ar40 protons partially obscured the 

region above 2.6-MeV Ar37 excitation, and only the ground 

state, 1 . 42-, 1.61-, 2.25-, 2.54-, 3.55-, and o.07-MeV 

levels were observed. Zucker and Watson (1950) employed the 

same system of proton detection but used a target with a 
36 

higher degree of Ar · enrichment and reported all the levels 

of Figure 1 above 2.5 MeV. Owing to slightly poorer reso-

lution they did not see the 1.62- or 2.25-MeV levels. Yama­

moto and Steigert (1961) obtained ln = 2,0, and 2 angular 

distributions for the first three levels respectively, using 

Ed = 3.85 MeV and proton ranges in emulsions to identify the 

proton groups. 

c137 (p,n)Ar37. Ferguson and Paul (1959) obtained an 

excitation spectrum at zero degrees and placed ± 10-keV 

errors on levels at o, 1.42, 1.61, 2.25 and 2.41 MeV . 
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Their published spectrum ends two points above 2.41- MeV 

excitation energy and the reduced magnitude of these points 

appears to be the only evidence for a 2.41-MeV level. 
34 37 

S ( o<. ,n)Ar • 
37 

Nelson et al . (1963) have found Ar 

levels at O, (0 . 70), 1.54, 2.56, 3.50, 4.40, and 4.63 

± .05 MeV by means of a zero degree spectrum. 
37 

The hyperfine . structure of Ar has ·been investigated 

by Robertson et al.(1960, 1965). This investigation has led 

to the 3/2 spin assignment for the ground state . 

Previous work on the specific reactions studied has 

been sparse. The K
39

(d , ~)Ar37 reaction was utilized in an 

early measurement of the half life of Ar
37 

by observing the 

K conversion electron capture (Weimer, Kurbatov, and Pool 
40 37 

1944). The Ca (p , cX. )K reaction was used to manufacture 

i37 leading to the beta decay of K
37 

with a 5 .10 :t: O . 07 - MeV 

end point energy (Sun and Wright 1958). 

A large number of experimenters began working on 

the mass 37 system simultaneously with the experiment re-

ported here. The work directly relating to this thesis 

is summarized below. Some of these experiments will be dis-

cussed later in greater detail. 
36 37 . 

Ar (d,p)Ar . Rosner and Schneid (1964, 1965) have 

studied this reaction with a beam of 15-MeV deuterons and 

solid state detectors; the spin assignments determined from 

their angular distribution are given in Figure 2. Wiza et 

al.(1965) are conducting high resolution level surveys 
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with the reaction Ar36 (d,p)Ar37 . 

c135 (He
3

,p)Ar37 . Castro (1964) has obtained spectra of 

Ar
37 

levels below 6.1- MeV excitation energy. DWBA fits to 

the angular distributions of some of the low-lying levels 

were attempted. 

K39 (d,"")Ar37 . R l ' 1 (1964) . -"" aw ins et~· have investigated 

this reaction with deuteron energies of 3 to 4 MeV, from the 

standpoint of the statistical model and the 21+ 1 rule. 

Ca 
40 

(p ,o<. ) K37 (e+ 'J ) Ar37 and Ar36 (p, "t ) K37 (e+ Y ) Ar37 . 

. Kavanagh and Goosman (1964, 1965) have determined the 

branching ratios of K37 beta decay . From gamma angular dis-

tributions they conclude that the spin and parity of the 

2.80-MeV Ar37 level (mirror of the 2.74-MeV K37 level) is 

(5/ 2 +) • 

37 37 
Cl (p,n)Ar . Davies and Barnes (1964) have obtained 

time-of-flight neutron spectra at zero degrees . They do not 

see the 2.41-MeV level of Ferguson and Paul (1959). Adel­

berger and Barnes (1965) have obtained similar spectra o f 

the 5-MeV Ar
37 

region. 

ca40 (p,o<. )K37 . Kavanagh and Goosman (1965) have ob­

served the ground state of K37 in their Ca 4o (p, ~ ) K37 study 

of K37 levels below 2.8 MeV. 

Lowest K37 T = 3/2 Level . 
37 The Ca beta decay studies 

of Hardy and Verrall (1964) and Reeder et al. (1964) and the 

K37 studies of Kavanagh and Goosman (1965) lead to a 5040 

.:t 12 keV value for the lowest K37 T =3/2 level . 



7 

I I. Ca 
4o (p, oC. ) K37 GROUND STATE Q-VALUE 

A. INTRODUCTION 

Measurement of the Ca40 (p, ~)K37 Q-value was under-

37 taken to reduce the 45-keV K mass uncertainty appearing 

in the 1964 mass tables of Mattauch et al.(1965). This 

uncertainty limits the accuracy of the experimental 

K37 - Ar37 ft values to approximately 5%. 

The K37 mass is also of interest in computing the ex­

citation energy of K37 levels corresponding to resonances 

in the Ar36~ p excitation function (Kavanagh and Goosman 

1964). The Ar36 + p energy is known to within· ± 4 keV. 

In order to relate the energy of the K37 states above the 
\ 

Ar36+ p threshold to the ground state, either a measurement 

of the gamma energy or an independent measurement of the 

K37 ground state mass is required. Kavanagh and Goosman 

(1964) have measured the gamma ray energy ( .:1:.10 keV) and 

find the mass excess of K37 is -24793 .± 11 keV. 
40 37 . 

The measurement of the Ca (p, o( )K ground state 

Q-value was 
. 3 

begun while the He injector was out of order, 

and work on 
35 3 37 the Cl (He ,p)Ar reaction could not pro-

ceed . Because of the limited amount of machine time avail-

able, the measurement does not demonstrate the accuracy 

to which a Q-value measurement could be made with the spec-

trometer. It is described as the first of the work on the 

mass 37 system because it utilizes and illustrates most of 
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the spectrometer techniques employed in these thesis ex-

periments. The 61-cm spectrometer has been described in 

detail by Groce (1963); no further description is given 

since the apparatus is now a routinely-operated piece of 

experimental equipment in conjunction with the ONR-CIT 

tandem accelerator. The discussion of the present experi-

ments assumes familiarity with either the thesis of Groce 

or the operation of the spectrometer. 

B . TARGETS 

The thick targets used for the measurement of the_ 

Ca4o (p, - ) K37 _gr·ound t t Q 1 d b - s a e -va ue were ma e y evapora-

ting natural calcium pellets in the target chamber furnace 

. illustrated by Groce (1963) . The calcium was evaporated · 

from a holder made from tantalum sheet onto commercial 

23-karat gold leaf (Hastings and Co.) of approximately 

1000 Angstroms thickness. 

The alphas were detected with the 61-cm spectrometer 

placed at either 90° or 150° to the incident beam. The 

normal to the calcium surface bisected the angle between 

the incoming beam and the magnet entrance. By observing 

the alphas in the backward hemisphere the target could be 

used in a "reflecting" rather than "transmitting" geometry . 

The highest energy alphas originate in the exposed surface 

of the calcium and do not pass through the gold backing. 
(• 

Target loss corrections would be required if either the 



9 

protons or alpha particles passed through the thick cal­

cium or gold backing before the alphas entered the spec-

trometer. 

The use of a thick target simplifies the determination 

of target thickness; the ideal spectrum of counts vs. fre­

quency will be a step function with the surface target nu­

clei contributing the counts at the step edge. Both Ca42 

(0.6%) and Ca44 C2.1%) undergo (p,~)reactions that could 

contribute an alpha continuum in the momentum region of the 

ground state group from the 97% Ca40 in the target. No 

background continuum is seen, and it is possible to use 

thick targets. 

C. SPECTRA COLLECTION DETAILS 

The particle detection system for the magnetic spec­

trometer is quite versatile, consisting of 

1) a single solid state detector placed in the focal 

plane to intercept the central ray of the spectro-

meter, 

2) an array of sixteen solid state detectors arranged 

along the focal plane of the spectrometer, and 

3) three 2.5-cm x 15.2-cm nuclear emulsions that may 

be located in the focal plane to provide six expos­

ures without disturbing the spectrometer vacuum sys-

tern. 

Preliminary Ca4°Cp,o<.)K37 surveys with the detector array 
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were made using both thick and thin targets. Although the 

array immediately indicates whether the thick target cri­

terion has been satisfied, it is of little value in exam­

ining the detailed structure of the thick target step be­

cause the spacing of the detectors is 5.80 mm (from center 

to center) compared with the 1.84-mm slit size which . 

principally determines the frequency width of the step~ 

T~e spectra used in determining the Q-value for the K37 

ground state are shoWJl in Figure 3. After th~ array was 

used to determine the target thickness, detector 8 (the 

central ray detector) was connected to a standard Ortec 

pre~plif ier whose output was examined by 100 channels of 

an RIDL 400-channel analyzer. The spectra from the re­

maining array detectors were stored in one-quarter of a 

Nuclear Data 4096-channel analyzer and served only to sub­

stantiate the background and plateau counting rates . The 

nuclear data memory was printed out only after each of 

the spectra of Figure 3 was completed. Since the print­

out time of the RIDL 100 channels is much less than the 

Nuclear Data 1024 channels, this procedure not only saves 

time but also utilizes an electronics system that is in 

general more dependable. 

All data were taken with a fixed beam energy and 

varying spectrometer fields. Both image and object slits 

of the beam analyzing magnet were 2.54 mm wide. Slits in 
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frorit of the target chamber were 1.27 nun in a vertical 

direction and 1.53 mm in a horizontal direction. The 90° 

data were obtained with a spectrometer angular acceptance 
0 0 40 37 0 

9-= O. 79 , ft): 6. 56 . The Ca (p, o(.) K 150 data were ob-

tained with an angular acceptance 9 c 1. 33°, ft) : 6. 56° . 

In addition to the Ca
4
°Cp,o()K37 profiles, similar· 

profiles were obtained for the elastic scattering of pro­

tons from ca40
• These ca4 °Cp,p)Ca40 spectra (Figure 4) 

40 37 
are analyzed in the same manner as the Ca (p, o< ) K 

spectra and verify the general measurement procedures. 

D. SPECTRA 

The spectra were obtained in the following order 

(with target changes indicated by asterisks): Figure 3a, 

*, Figure 3b, Figure 3c, Figure 4a, *, Figure 4b and Fig-

ure 4c. The target changes were made in an attempt to 

minimize any target deterio~ation that might arise from 

long beam exposures and to establish that no local tar-

get effects seriously affected the calculated Q-value. 

In order to establish the true momentum position of 

the ideal rectangular step, various experimental contri-

butions must .be unfolded from each spectrum. The profile 

will depend on: 

1) the object height, b rs, (vertical dimension of 

the beam spot) , 

2) the collector slit width, 6 re, 
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3) the horizontal (0) angular acceptance of the 

spectrometer and the reaction cross section varia­

tion within this angle, 

4) the energy dependence of the reaction cross sec­

tion, 

5) the target surface conditions, e.g., contaminant 

layers and surface homogeneity, 

6) the aberrations present under the operation con­

ditions imposed on the spectrometer, i.e., field 

·v.alue, angular acceptance, and object dimensions, 

7) energy dependence of the stopping CTOSs · sections 

in the target, 

8) the variation of beam intensity across the object 

slits of the analyzer, and 

9) current variation in the magnet. 

Conversely, of course, if we knew the functions describing 

these contributions, the functions could be folded into 

each other and finally into the ideal step shape to ob­

tain the experimental data profile. The effects of some 

of the above contributions are discussed by Brown, Snyder, 

Fowler, and Lauritsen (1951) and, in greater detail, by 

Bardin (1961) . 

In the present measurement 6 r c .> 3M5rs where M is the 

magnification, so the effect of (1) should be small com­

pared to (2). The 9 contribution originating with the 
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change of outgoing particle energy with angle , i~ shown on 

all parts of Figures 3 and 4 and is comparable to the b r c 

contribution. The 0contribution (3) has been ' assumed to 

be rectangular, i . e., the cross section does not vary ap-

preciably over approximately the one-degree width of the 

slits. Similarly, (4) has been assumed to involve a con-

stant cross section with energy. Since these last · two 

assumptions have not been experimentally verified, data 

were collected at two different laboratory angles. The 

frequent changes of targets has not revealed any surface 

effects (5) that would complicate the extraction of the 

step frequency from the data. Although the exact aber­

ration contribution (6) is not known, the rounding of the 

upper step edge is in qualitative agreement with the elas­

tic scattering data of Groce (1963) . At the energies of 

the present measurement, (7) may be neglected. The scat-

tering data of Groce (1963) and the work of Pearson (1963) 

yield ·~ be::l,m resolution function (8) that is much 

narrower than the width calculated from the analyzing mag­

net slit openings. Therefore (8) is also neglected. The 

contributions of (9), which are expected to be symmetric 

·in momentum and also very small for the apparatus used, 

are also neglected. 

In summary, it is assumed that only d r , 9 and aber-. c . 

ration play important roles in the present measurement. 
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. Further, the dominant ~ re and e contributions are approx­

imately symmetric in momentum, and when folded into the 

ideal step shape should yield a curve whose momentum at 

half height represents .the momentum of the outgoing parti-

cle. The frequencies at half height are extracted from 

Figures 3 and 4 and used to calculate the Q-values 

discussed in Section F. A 4-kc/sec error is assigned to 

each frequency determination on the basis of both the 

statistical uncertainty of the midpoint frequency of the 

' step and the possibility of varying asymmetrical eftects 

leading to rounded step edges. 

E. CALIBRATION 

Both the 90° beam analyzing magnet (radius 86.3 cm) 

and the spectrometer .(radius 61. 0 cm) are calibrated by 

passing particles of known kinetic energy, E, charge Z, 

and mass M through the magnets. For each magnet, the 

parameter k in the equation (Appendix III) 

k = _E . (~) (1 + ~) 
f 2z2 M 2M p 

may be calculated from the measured magnetometer frequency, 

.f. 

The analyzer ·parameter, k , will be constant if f is a 
proportional to the central trajectory field, B , as ex-. 0 

. . 0 
pected for the uniform field 90 analyzing magnet. Fisher 
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and Whaling (1964) have shown that the momentum of particles 

passing through the analyzing magnet is propor~ional to 

the measured field within one part in 3000 for fields cor-
4 ++ 

responding to He energies from 2.5 to 10 MeV. It is 

therefore necessary to measure ka at only one field value . 

in this range. 

B is a function of radius, r, for the spectrometer. 

In order to measure B0 directly it would be necessary to 

locate the magnetometer on the central trajectory. Since 

this would obstruct the trani3mission of particles through 

the-spectrometer, the magnetometers are located (Figure 

21) at one sid~ of the magnet gap~ Unfortunately, at 

this position the magnetometer field deviates from the 

ideal relation 

requiring measurements of ks as a function of fs . 

The general calibration procedure is discussed below . 

As an example of this procedure the calibration curves for 

a wide range of fs values are shown. These curves have 

been used in analysis of the Ar37 level spectra. The one 

ks determination (at 20 Mc/ sec) necessary for the Q-value 

determination treated in this part is presented as a 

special case of the general procedure. 

The steps of the calibration procedure are: 
212 

1) With the standard Po source (8785.0.±0.8 keV 
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(Wapstra 1964)] at the object position, the corresponding 

spectrometer frequency fs~ is determined. ks(fs~) is 

calculated. The peak frequency of the alpha line was 

used (Groce 1963). 

2)With the spectrometer at zero degrees and the same 

spectrometer field as (1) a beam with the same momentum· as 

the source alpha particles is admitted through the spec-

trometer after passing through a pinhole in a tantalum 

sheet which is used to define accurately the object posi-

tion. Both source and pinhole are located by measuring 

a standard distance (7.925 cm) from the bottom of the 

lucite top of the target chamber. This measurement deter­

mines an analyzing magnet calibration constant, k (f J). a a .... 

3) Assuming analyzing magnet linearity as discussed, 

the spectrometer may now be calibrated by passing a known-

energy beam through the pinhole and the spectrometer. This 

determines a unique spectrometer frequency for the unique 

variation OI the beam energy varies Is and ks(f8 ) is found 

for a range of fs values. 

Figure 5 shows data obtained for spectrometer fre~ 

quencies from 20 Mc/sec to 44 Mc/sec; it is presented as 

the ratio of the two magnet frequencies found in (3), and 
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the Po
212 

calibration is shown in the inset. 

One complication is the sensitivity of the spectrometer 

calibration to radial detector displacements. Fortunately, 

only the first step of the calibration procedure must be 

repeated if the detector position has been shifted from 

the calibrated detector position. 

For a particle energy E, let fs equal the original 

geometry spectrometer frequency while f s' ( = fs +-A fs) 

equals the spectrometer frequency with the detector dis­

placed a distance £1 r from the original position. Since 

the dispersion 

c1 r/r 
D = ll f/f' '1fs r . 

The dispersion (Appendix II) has been shown to be indepen­

dent of frequency, implying that fs'/f 5 is also independent 

of frequency. Repetition of step (1) gives 

For a given particle energy E 

ks'= ks ( :: Y=ks G:z )2 
Combining this expression with the original calibration 

gives (fs2 and f a 2 are the step 

' ' (f S« fafs2) 2 
ks (fs )= f 'f f · 

SO< S a2 

2 results) 

t 

Since ks depends on the frequency of the calibration al-
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' phas (fs~), we may generate a family of ks' vs. fs' curves 

with f ' as a parameter. Figure 6 presents two of these soe. 

curves from which the spectrometer calibration constants 

were obtained for other reactions to be described later. 

One of the greatest advantages of the above direct 

beam method is that only small beams are required to carry 

out the calibrations. The analyzing magnet slits may be 

reduced to 0.62 mm from their typical settings of 3.8 mm 

and data are very quickly obtained. 

ks (20Mc/sec) was determined at the same time that the 

value of ka was determined for the Ca 40 (p, ol.) K
37 

measure­

ment. The Bi212 alpha line (6049.5%0.7 keV (Wapstra 

1964)] was used as the energy standard because its energy 

(f ,.., 23 Mc/sec) placed it close to the 20 Mc/sec region s 

in which Q-value spectra were collected. During the ex-

periment only small variations 1n the magnet occurred in 

the 20 Mc/sec region. The field was recycled (O amps to 

700 amps to 0 amps to the final field of approximately 

200 amps) between each spectrum. 

Figure 7 shows a typical pinhole spectrum together 

the B212 ( ~ 0 0) with alpha line c> = 1.33 , 0 .... 6. 56 used in 

one of the k determinations. Because the pinhole data 
a 

are taken by counting the beam particles with a scaler 

for a given period of time, beam fluctuations cause var.i-

ations of the data that far exceed statistical variations . 
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This has little effect on the accuracy of the midpoint 

determination because the steep sides of the trapezoidal 

spectra have approximately equal absolute values of slope 

and the precise half height position is unimportant. 

Four pinhole measurements of k were made with three a 
types of beam. 

Beam Source ka 
3 -N- Negative ion .019885 He3 +'+ source 

He It It " .019885 
d 3 .,.. " " " .019879 
He Neutral injection . 019877 

.019881 average 

Calibration constant uncertainties are established by 

assuming ±1 kc/sec uncertainties in the calibration data 

b . . h" 1 "th th B · 212 1 h and com 1n1ng t is va ue wi e i a p a energy 

uncertainty to give 

, ka = (19881 ± 5) x lo-6. 

The average value of ka was then used with two additional 

pinhole measurements to find an average k at approxi-s 

mately 20 Mc/sec. 

1) k s (20 Mc/sec)= .0113637 

2) ks (20 Mc/sec) = . 0113593 

average ks (20 Mc/sec)= .0113615 

and ks (20 Mc/sec) = (11361.5 ± 5) x 10-6 

E. CALCULATIONS 

A relativistic Q-value program for use with the 

spectrometer has been written by A. ~acher as a corollary 
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to the more general ADBKIN. The input data are the masses 

of the target (nuclear), ingoing, and outgoing particles; 

the constants of both magnets, laboratory angle, the fre­

quencies of both magnets (fa and fs), and a small frequenc.y 

interval specified ·for each magnet (ti fa and t1 fs) . Th~ 

program then finds Q-values(Appendix III) for the four sets 

of frequencies: fa' f ; fa-+- Ll f ,f ; f , f + Af ; and s a s a s s 

fa+ Li. fa' fs + ~ fs. These combinations of frequencies 

allow a simple evaluation of Q-value uncertainties since 

all errors may be expressed either in terms of the ana-

lyzing magnet frequency, the spectrometer frequency, or 

the spectrometer angle. 

The contributions to the uncertainty in the Q-value 

are listed in Table II. The analyzing magnet slit width 

of 2.5 mm contributes the largest uncertainty to the Q-

value. The value quoted in Table II corresponds to an 

uncertainty in the mean radius of ± ! of the full slit 

width. 

Current changes in the two magnets introduce an 

additional uncertainty. The average current over the 

collection interval is difficult to determine since the 

magnets are not m~nitored constantly by the experimenter. 

The value of this uncertainty is therefore assumed to be 

of the same order as the current excursions over a short 

period time at the beginning and end of each collection 

-. 
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interval. 

The spectrometer angle uncertainty of 0.05° is based 

on the track protractor measurements described by Groce 

(1963) and the measurement. of the zero degree beam posi-

tion. 

The measured Q;...values are: 

Ca 40 (p, o<.. ) K37 90° -5179.6 ± 9.4 keV 
150° -5178.3 ± 9.4 keV 

40 40 
90° 4.2 ± Ca (p,p)Ca 5.3 keV 

150° 4.1 :i: 5.3 keV 

Since the beam energy differed for the two reactions, 

there is no justification for attempting to reduce the 

error by adjusting f to yield a zero Ca40 (p,p)Ca40 
a 

Q-value (within the large beam uncertainty limits). 

G. RESULT 
I 

Using the 1964 mass tables (Mattauch et al.1965) the 

ca40 (p,c:X )K
37 

Q-value of -5179 ± 9 keV yields a K
37 

mass 

excess of 

-24804 ± 10 keV. 
. 36 

Kavanagh and Goosman 's (1964) 1850 :l: 11 keV Ar + p thresh-

old value in K
37 

implies a K37 mass excess of 

-24793 ± 11 keV. 

These values compare well with each other and the mass 

table value of 

-24810 ± 45 keV. 
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III. Ar37 LEVELS 

A. INTRODUCTION 

E L 4.5 MeV 
x 

The work described in this section was undertaken in 

37 
order to verify the low-lying levels of Ar as tabulated 

in Endt and Van der Leun (1962) and assumed by Bahcall 

(1964) in his model hypothesis for cross section calcula­

tions (see Figure 1). The resolution and background rejec-

tion features of the 61-cm spectrometer were advantageous 

for this study. Therefore a reaction was sought that would 

involve incident and outgoing charged particles with a Q-

value sufficiently large that outgoing particles could be 

easily detected and would not be greatly hindered by the 

Coulomb barrier. Further, it was desirable to have a solid 

target--either self-supporting or mounted on a thin backing 

foil--with a large abundance of the target isotope. The 

above requirements suggest the first three of the following 

reactions (Q-values are from Endt and Van der Leun [ 1962]): 

1) K39 (d, ol ) Ar37 
Q = 7 .862 MeV 

2) Cl 35 (He3 ·, p) Ar37 .= 9. 582 

3) c1
37

(He
3

,t)Ar37 = -0. 834 

4) S34( 0( ,n)Ar37 = -4.629 

5) Ar
36

(n, 'lf )Ar37 = 8. 794 
36 37 

6) Ar (d,p)Ar = 6. 570 

7) 
37 37 

Cl (p,n)Ar = -1. 599 

8) Ca 40 (n, o( )Ar37 = 1. 750 

9) Cl 
35 

(t, n) Ar37 = 8. 818 
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10) 
35 37 

Cl ( o< , d)Ar Q = -8.771 MeV 
36 37 

11) Ar (t,d)Ar = 2.537 

Ar36 ( o<, He3 ) Ar 
37 

12) -::: -11. 783 
38 37 

13) Ar (p,d)Ar =-9.617 

14) Ar
38

(d,t)Ar
37 = -5.584 

15) 
38 3 37 

Ar (He ,o( ) Ar = 8.763 

16) K
39

(n,t)Ar37 = -9.726 

17) .K39 (p' He3) Ar37 = -10 .491 

Since none of the first three reactions listed has been 

used for Ar
37 

level studies, they provide independent veri-

f ication of the previously established level system. Pre-

liminary runs showed that the data could be obtained more 

rapidly with reaction (1) than with reactions (2) or (3). 

Cl
37 

Reaction (3) involves with a twenty-four per cent 

natural abundance, and tritons from this reaction were not 

obser ved in a brief initial exploration. The K39 (d,~)Ar37 

37 
reaction was used for the study of the Ar excited states 

below 4.5 MeV. 

B. EXPERIMENTAL DETAILS 

K
39 

targets were prepared by vacuum evaporation of 

either KBr or KI on carbon foils of approximately 50- pgms 
2 

/cm thickne.ss. The carbon foils were made on microscope 

slides by first evaporating BaC1 2 and then sputtering car­

bon from an arc onto the BaC1 2 surface (Woytowich 1962). 

The foils were then floated off on water and mounted on 

tantalum holders over holes 8 mm in diruneter. Potass1um 
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halide was then placed in a tantalum boat and evaporated 

onto four holders placed so that the square of the distance 

from the boat doubled with each succeeding holder. The tar--

get thicknesses then differed by four successive factors of 

two,_ and targets of the optimum thickness could be quickly 

found by investigating the apparent momentum width of the 

37 ground state of Ar . There was no deterioration in targets 

left for a month or more in a desiccator and no deteriora-

tion was observed in the yield if the beam remained less 

than 0.3 ra. Beam defining slit apertures were 1.5 mm hori­

zontally and 1.8 mm vertically. Neither halide was obviously 

superior to the other and targets prepared from the two 

halides were used interchangeably. 

A 10-MeV deuteron beam was used, and the alphas were 

detected with the spectrometer sixteen-detector array (Appen­

dix II). The array slits were 3.18 mm in width and the mag-

·net angular aperture was 0 = 6. 56° and a== 3. 04°. The beam 

was stopped in a tantalum sheet connected to the target hol-

der and placed at +300 volts with respect to the grounded 

chamber walls. The electron suppressor was placed at -300 

volts with respect to the chamber walls. The spectra shown 

in Figure Sa were obtained with KBr targets at laboratory 

angles of 30° and 150°. Additional data (Figure 8b) were 

obtained with the same resolution using KI targets and 

f 
0 90°, 120° 4 ° angles o· 60 , , and 1 0 for the region of exci-

tation between 3 . 5- and 4.5-MeV Ar37 excitation. It is 
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clear that increased resolution would be desirable to 

resolve further the doublets (multiplets) in this region. 

Th 1 t . . t f A 37 . . e reso u ion in erms o r excitation energy is approx-

imately 50 keV (FWHM). Levels numbered 18 and 19 (also 

20 and 21) are separated by 50 keV. The frequency and 

yield factors described in Appendix II were used to reduce 

the array data to the equivalent single particle data shown 

in Figure 8. 

The collector slit width ( b r c = 3 . 2mm), one of the 

major contributors to the final resolution of the data, ap-

proximately equals the 2.6-nun dead spacing between detector~ 

Since several data points on each peak are required to de-

termine the level positions, a given region of the survey 

is obtained by changing the magnetic field in steps cor­

responding to a 1.9-mm displacement of the image along the 

perpendicular to the central ray. The data of each field 

region spanned by the array are therefore composed of three 

separate spectra, slightly displaced in field. The fields 

of the next series of three spectra are adjusted so that 

the data from detector one of the first series are adjacent 

to the data of detector sixteen in the new series. One ad-

ditional spectrum is taken after each series of three spec­

tra with the magnetic field at an intermediate value between 

two series. This spectrum quickly indicates that the array 

is functioning properly and that the pulses from each detec-

tor are being routed correctly. Array electronic malfunc-
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tions usually change the number of events detected with an 

individual detector by at least 50%. 

The only target contaminant observed in the spectra 

of Figure 8 is c13
. The broad group at 34.5 Mc/sec in the 

11 
30° spectra is the ground state of B , populated by the 

13 11 39 
reaction C (d, o<. )B • The Ar ground state from 

K41 (d,~)Ar39 has been observed weakly at a higher momentum 

than the Ar37 ground state, but no excited states of this 
41 

reaction were observed. The isotopic abundance of K is 

6.9%; K40 (0.01%) is the only other natural isotope of 
0 

potassium. The kinematic momentum shift between 30 and 
0 39 

150 for a target mass two atomic units from K differs 

from the K39 shift by approximately 180 kc/ sec (an easily 

detectable quantity, as seen in Figure 8). The two spectra 

of Figure Sa have been shifted relative to each other to 
39 

align vertically states originating from K nuclei. 

Table III indicates some of the factors that lead to 

the uncertainty assignment for the excitation energies of 

the Ar37 levels.· All factors except those dealing directly 

with the target orientation and thickness have been dis-

cussed in the preceding section. The spectrometer calibra-

tion constants have been found in Figure 6. Peak frequen-

cies have been used to find the Q-values of each level. 

These frequencies have a relatively large error assignment 

(:1/ 6 FWBM) because of the large statistical errors. Each 

ordinate mark in Figure 8 indicates 50 counts. 
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In addition to the uncertainties discussed above, there 

is a systematic uncertainty owing to small un.lmown energy 

losses of the deuterons and alphas in the halide target and 
"\ 

the carbon supporting foil. In obtaining the 90°, 120°, 
0 0 

140 , and 150 data, the normal to the halide sur f ace bisec~ 

ed the angle formed by the beam and spectrometer entrance. 

The incoming deuterons and outgoing alphas were not required 

to pass through the carbon foil. Although we are interested 

in the alpha energy from target nuclei on t he front surface 

of the halide (the condition which involves no energy los­

ses), alphas leave the target with a continuous energy range 

whose maximum corresponds to front surface target nuclei and 

whose minimum corresponds to back surface target nuclei. 

Since the peaks in Figure 8 have base widths W, equal 

to the sum of all the momentum resolutions, an estimation of 

the target contribution, £ T, may be obtained from 

M6rs+ S re+~ 9 .rc)T-= W. 

The beam energy spread is negligible for the present case 

(Pearson 1963 and Groce 1963) . The assumed beam size (M£rs) 

may overestimate the source slit contribution to the momen-

tum resolution since the beam may not illuminate the target 

uniformly over the entire vertical slit dimension ( 6 rs) . 

For the ground state at 150°, 

M ~ rs + S r c + ~ 9 = 125 kc/sec and W = 120 kc/sec. 

· Even with the assumption ~rs =O, the value of 6 T would be 

approximately 20 kc/ sec; this would shift the peak location 



28 

approximately 10 kc/sec from the frequency corresponding to 

the front surface target nuclei. 
0 0 

The 30 and 60 data were taken with the normal to the 

halide surface at the same angle as the spectrometer en-

trance. The incoming deuterons pass through the carbon foil 

before reaching the halide target. The carton foils were 

visually estimated to be approximately 50 micrograms per cm2 

thick (Cusson 1965 and Woytowich 1962) . This thickness im­

plies a 4-keV energy loss for 10-MeV deuterons (Demirlioglu 

and _Whaling 1962). From the ratio of deuterons to alpha 

stopping cross sections (1/5.7), the 150° data imply a 

maximum halide target contribution of 8 kc/sec. The total 
. 0 0 

maximum systematic uncertainty for the 30 and 60 data 

is approximately 12 kc/sec. 

In order to minimize the effects of the systematic and 

beam energy uncertainties, the ' average excited state Q-

values found from the data of Figure 8 were subtracted from 

the average ground state Q-value in order to obtain the ex-

citation energies. The ground state Q-value of Mattauch et 

al (1965), 7.859 ± 3 keV, agrees with the experimental 
c 

ground state Q-value of 7.857 ± 17 keV; this also indicates 

that the effect of systematic target loss errors is small. 

The total uncertainty assignments adopted are 16 keV. 

C. RESULTS 

Table IV lists the excitation energies found in this 

and other work. Figure 2 shows the excitation energies 
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found in this work. The level density implied by the new 

diagram will be discussed in a following part. 

No new levels having a cross section greater than one-

tenth of the ground state cross section appear below 2-MeV 
37 

Ar excitation energy . The only previously reported level 
39 37 

which was not observed in the K (d, o(. )Ar spectra is the 

level at 2.41 MeV. This level was observed by Ferguson and 
37 37 

Paul (1959) using the Cl (p,n)Ar reaction at zero degrees 

but was not observed by Davies and Barnes (1964 ) using the 

same reaction at zero degrees (Part I, Section D) . 

The assignment of a level at 4.22 MeV is tentative 

since the cross section decreases in moving to a f orward 

angle so that the target nucleus cannot be identified from 

the kinematic shift. This level has been established as . an 

Ar37 level by Castro (1964) with the 
35 3 37 

Cl (He ,p)Ar · reac-

Ar36 (d,p)Ar 
37 

tion and Wiza et al . (1965) with the reaction. --
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IV. J29 (d, o<.) Ar37 ANGULAR DISTRIBUTIONS 

A. INTRODUCTION 
37 37 

Calculations of the Cl (V ,e-)Ar cross section are 
37 

based on both the location of the Cl ground state analog 
37 37 

level in Ar ·· ' and the properties of Ar levels below 3 MeV 

excitation energy. In an attempt to learn more about the 
39 37 

levels below 3 MeV and the mechanism of the K (d,~ )Ar 

reaction, angular distributions of these levels were ob-

tained with Ed :: 10 MeV. 

Conclusions about the properties of the low-lying Ar
37 

levels will, of course, depend on the reaction mechanism. 

If a compound nuclear (CN) mechanism were dominant, data 

might be interpreted in terms of the statistical model's 

21 + 1 rule: the total react ion cross sect ion is proportional 

to 2I+ 1, I the final nucleus spin. Successful interpreta-
. 37 

tion would yield spin assignments for the Ar levels below 

3 MeV. 

If the direct interaction (DI) mechanism were dominant, 

· it would be difficult to extract information . In general, 

determination of the angular momentum transferred by the 

proton and neutron does not uniquely specify the spin 

of the final state. A spectroscopic factor, S, may 

be extracted from the magnitude of the cross section: S is 

defined by 
dO' 
d..n = F ( G , Q, L, Z, R) S ( i, f) 

(Ehscattering angle, Q .... reaction Q-value, L=momentum trans-
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fer, Z =target charge, R =target radius, and i and f, prop-

erties of the initial and final states.) The theoretical 

evaluation of S has been discussed formally by Yoshida 

(1962) and in a more qualitative fashion by Bromley (1964). 

The two-particle spectroscopic factor has not, as yet, been 

widely used as a tool of nuclear spectroscopy. 

If a DI mechanism is established, there is reason to 

level. This consequence of a DI mechanism is discussed in 

more detail in Part V. 

B. EXPERIMENTAL DETAILS AND RESULTS 

The scattering chamber described by Harrison and White­

head (1963) was used in obtaining the K39 (d,~)Ar37 angular 

distributions . The data were collected with a single Mol-

echem solid state detector (n-type 6500 ohm-cm nominal res-

istivity). The bias value of 60 volts (300 microns depth) 

was .determined by the requirement that the detector be thick 

enough to stop completely 20-MeV alpha particles, yet not so 

thick that proton and deuteron energy losses are large 

enough to cause pile-up background in the alpha energy 
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region of interest. The detector was fixed to the movable 

arm and was approximately 7.9 cm from the beam spot on the 

target. A 0.5-mm thick tantalum collimator with a rectang­

ular opening (0.76 mm parallel to the detector-beam plane by 

4.8 mm) was located on the movable arm approximately 7.25 cm 

from the beam spot. Another 0.5 mm thick collimator with a 

rectangular opening (4.8 mm parallel to the detector-beam 

plane by 7 . 9 mm) was located on the arm approximately 2.1 cm 

from the beam spot. This second collimator eliminated the 

possibility of detecting beam scattered from the beam catch-

er ~r defining slits. 

A target of KBr on carbon foil, prepared in the manner 

described in Part III, was used in determining the angular 

distributions. Gold backing foil created severe background 

at forward angles, dictating the use of carbon target back­
o 

ings. The KBr surface was oriented at 40 to the beam di-

rection so that it was facing the incoming 10-MeV deuteron 

beam (Figure 9). The shaded areas of Figure 9 indicate the 

portions of the quadrants in which data were taken at every 

5° laboratory angle from elab = 165° to 20° with the excep-

0 
tion of e lab"::. 25 

Figure 10 shows one of the spectra from which the rela-
37 

tive differential cross sections for the lowest six Ar 

levels were extracted. A target thickness was selected 

that would enable the first two excited states to be barely 



33 

resolved. The kinematic energy spread owing to the finite 

entrance aperture ($ = 0.60°) is 20 keV at 90°; the first 

two Ar
37 

excited states are separated by 120 keV. Thus the 

target thickness (and A Ed) is on the order of 100 keV. 

This large target thickness resulted in a correspondingly 

high count rate and also served to increase the spread of 

incident deuteron energy. Assuming statistical model valid-

ity, the corresponding spread of excitation energies in the 

compound nucleus means that the angular distributions should 

show less fluctuations and possibly better 21+1 rule valid-

ity. 

The angular distributions were obtained with no change 

of target position. A monitor detector was placed at approx­

imately E\ab .: 60°. In principle the data from each angle 

could be normalized. by the monitor detector yield. Unfor-

tunately, a large changing background was present in the 

home-made monitor detector and it was not used in the final 

data reduction. Two other experimental aspects must be con-

sidered . First, if the target is inhomogeneous, a change in 

the illumination of the beam area defined by the beam slits 

(0.9 mm by 0.9 mm) may imply a change in the relative cross 

section from one angle to another . The most probable source 

of target inhomogeneity will be target deterioration under 

excessive beam current. Second, as the more forward angles 

are observed, the dead time increases, owing to increased 
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proton and deuteron yields. This increase produces a larg-

er electronic dead time. 

Figure 11 shows the angular distributions for the first 

six Ar37 levels. The ordinate of each of the six plots is 

the same; each tick mark represents approximately 100 counts 

per 430 microcoulombs (a correction has been made for the 

lab to center-of-mass cross section conversion). The data 

were taken in the fo l lowing order: 8 = 160, 150, 140, 130, 
lab 

120, 110, 100, 90, 80, 70, 60, 50, 40, 30, 20, 155, 165, 

145, 135, 125, 115, 105, 95, 85, 45, 55, 65, 75, and 35 de-

grees. 

With the exception of the first angle, 160°, where a 

larger number of counts appears than at adjacent angles , 

there is no yield variation outside statistics that could be 

attributed to target deterioration or to beam shift between 

the first and second halves of the data angles investigated . 

Therefore in the backward hemisphere the error bars repre -

sent only statistical (including background estimation and 

subtraction) uncertainties. Determination of the forward 

hemisphere error bars is complicated by analyzer dead time 

0 losses. At 20 the RIDL 400-channel analyzer meter dead 

time was -25%, at 30° ""'18% and at backward angles ....... 2%. The 

error bars at forward angles are based on two independent 

uncertainties: the statistical uncertainty and the dead time 

uncertainty (assumed to be one-half of the meter reading). 
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The open circles in Figure 11 indicate one further experi­

mental uncertainty. The kinematic behavior and cross sec­

tion of an unidentified contaminant group have been deter­

mined. In all cases (open circle points) the presence of 

this group increases the uncertainty of the subtracted back­

ground less than a factor of two. 

C. DISCUSSION 

The experimental data are discussed both in terms of the 

two reaction mechanisms (CN and DI) and o f the spectroscopic 

information that one dominant mechanism might reveal . With 

respect to a dominant CN mechanism, which is considered 

first, it is reasonable to expect validity of the 21+1 

rule . 

Assuming a CN mechanism,. Bethe (1937) pointed out that 

when the energy levels of the CN are sufficiently dense, the 

cross section for a reaction to a particular final state, f, 

is proportional to the average partial width of the compound 

levels for decay.to the particular final state, and he 

writes 

where E is the kinetic energy of particles emitted to the 

state f and g f is the "sticking probability," a quantity 

which Bethe assumes to vary s~owly with the energy E. The 

so-called 21 + 1 rule follows from the assumption that E if 

is independent of f, and Bethe notes that this assumption is 

" 
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best justified when one compares final states that differ 

little in energy . . The 2/ 1 intensity of the proton groups to 

the ground and first excited states in the reaction 

Li
6

(ct,p)Li
7 

is cited by Bethe as evidence for this rule. 

The conditions under which the 2! + 1 rule approximat ion 

should hold have been recently discussed in greater detail 

by Ericson (1960) and MacDonald (1962). These conditions 

have been summarized by Hansen et al.(196 4) as: 

"l) The reaction mechanism should be compound nucleus 
formation. 
2) The bombarding conditions should be such that a 
large number of compound states are excited and the 
spin J of these states should satisfy the condition 
J >I. 
3) The energy of the outgoing particles should be 
large enough to ensure that barrier penetration does 
not suppress any 1-values feasible with J and I. 
4) The cross sectionsO""'(I) should be averaged over 
'sufficiently' many compound states in order to 
destroy any special correlat i on that may exist be­
tween the compound states and the final states." 

It is difficult to make more quantitative statements and es­

timates of the 2! + 1 rule validity. For most (d, cl ) reac-

tions a beam energy of 5 MeV will ensure the presence of 

conditions (2), (3), and (4); the compound nucleus will be 

excited to a region with overlapping levels. Specifically, 
39 37 

if a CN description of the K (d,o(. )Ar reaction is valid, 

then description in terms of the 2I+l rule should be valid 

for the excitation energy with which we are dealing. 

Dominance of a particular reaction mechanism may be 

treated qualitatively in terms of the reaction time scale. 
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The CN mechanism implies an intermediate state lifetime long 

enough so that statistical equilibrium among all possible 

nuclear excitation modes may be reached. The DI mechanism, 

on the other hand, implies a correlation between the inci-

dent and outgoing particles; the incident particle undergoes 

a reaction with a small group of target particles (or a · 

si.ngle target particle) and the particle(s) with sufficient 

energy promptly leave the nucleus, undergoing no further 

particle interactions. The CN mechanism is therefore as-

sociated with long intermediate state lifetimes, while the 

DI mechanism is associated with short lifetimes. Generally, 

as the excitation energy of the intermediate system is in­

creased, the nuclear lifetime, ?: -:: 11/r , decreases, and there· 

fore reactions through highly excited intermediate nuclei 

will proceed via the DI mechanism . Reactions through much 

lower excitation energies will be characterized by a domi-

nant CN mechanism. 

It is difficult, however, to predict which (if either) 
. 39 37 
react ion mechanism will dominate the K (d, a( ) Ar reac.tion 

with 10-MeV incident deuterons, i.e., which of the reac-

tion mechanisms will be valid for a 24-MeV excitation en-

c 41 . . 1 I ergy in the a intermediate nuc eus. n an attempt to 

examine further the problem of the expected reaction mechan-

ism, a digression is made to summarize the results of the 

two most extensively studied (d, o() reactions carried out on 
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nuclei with 20 ~ A '- 40. 
27 25 

The Al (d,~)Mg reaction was first studied from the 

21+1 point of view by, Sheline et al. (1959) . These authors 

0 
observed the alpha products only at 130 and with two bom-

barding energies Ed=7.5 and 8.5 MeV. Assuming isotropic 

angular distributions they divided each "cross sectionw by 
25 

21+1 (twelve Mg levels with known spins were utilized) 

and, after correcting for the alpha penetrability, found 

values with a rms deviation of 33%. The uncertai~ty of the 

130° yield values was claimed to be 15% . Since the ap-

pearance of this paper, there has been a considerable ef-

fort, not only to measure accurate cross sections for 21+ 1 

purposes, but also to investigate more generally other pre~ 

dictions (such as cross section fluctuations and symmetry of 

angular distributions about 90° after averaging over various 

Ed intervals) of a statistical compound nuclear model. 

Cassagnou et al.(1963) have studied in detail fluctu-

ations appearing in angular distributions and excitation 

functions :from Ed= 2 to 10 MeV (Ed= 6. 5 MeV corresponds to 

Si
.29 

24-MeV excitation energy). Ericson's predictions of 

fluctuating cross sections and symmetric energy-averaged 

angular distributions are well verified for the range of 

E from 2 to 5 MeV. Compared to the 5-MeV data, the 10-MeV 
d 

data show angular distributions that have: 

1) increased similarity of shape for all alpha groups .. 
2) an increased tendency toward forward and backward 
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peaking ("U""'"'.'shape) 

3) less marked symmetry about 90°. 

The conclusion of Cassagnou et al. is that the E = 10 MeV 
d 

results do not preclude a DI contribution and that their 

data are of insufficient precision either to confirm or deny 

the Ericson fluctuation predictions. 

Other authors (Hinds et al.1961, MacDonald 1962, Han­

sen et al.1964, Gadioli et al.1964, Abuzeid et al.1964, 

Jahns et al.1964, Naqib et al.1965, and Cosper and Johnson 
27 25 

1965) have analyzed their Al (d, o( ) Mg data in terms of 

the 2I + 1 rule. The spirit in which the 2I + l rule is 

tested for the determination of unknown spins is indicated 

by MacDonald's implication that spin determinations with un-

certainties less than one unit are unlikely with the 2I+ 1 

rule, even under the most favorable conditions. Using this 

criterion, the rule holds for the data from Ed= 1. 4 to 14. 7 

MeV, including the Ed~ 14. 7 MeV data of Yanabu et al. (1962), 

which was analyzed in terms of a DI mechanism. The 2I+ 1 

27 25 
rule has, then, worked admirably with the Al (d,ot.)Mg 

reaction, even at a bombarding energy high enough that good 

PWBA fits may be obtained from the DI mechanism. 

A quantitative examination of this 21+ 1 rule as a 

function of deuteron energy is possible by evaluation of 

O" /2I + 1, the cross sect ion divided by 21+1 . The following 

table lists the experimenters, deuteron energy range, and 

rms deviation from the average 0""/2I + 1 for the lowest five 
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25 
Mg levels. 

Experimenters Ed(MeV) Ci"/2I + 1 (%) 

Gadioli et al. 1.4-2.3 9-T 
Abuzeid et al. 1.5-2.5 9-T 
Jahns et al-. - 2.4-2.6 17-T; 17-B 
Hansenetal. 3.5-3.8 19-T 
Naqib et al. 5 .3-6. 5 10-T 
Cosper and Johnson 9.3 6-T ; 18-B; 6-CN 
Hinds et al. 10 22-T; 12-B 
Yanabuetal. 14.7 40-T; 27-B --
In the right hand column, T is the total cross section, 

0 0 
either for all angles measured or for 0 to 180 using 

extrapolations; B is the cross section integrated over the 

backward hemisphere; CN is the so-called compound nuclear 

cross section. The latter is an attempt to decompose the 

angular distributions into incoherent DI and CN parts--the 

CN part is assumed to be isotropic with a differential cross 

section equal to the minimum of the measured differential 

cross section. This decomposition procedure has been used 

extensively by the Purdue group (Cosper et al.) in analyzing 

(d,o<..) reactions. The practice of using only the cross sec-

tion integrated over the backward hemisphere is common at 

bombarding energies wher~ there is a large DI contribution 

to the cross section. The argument is that since the DI 

mechanism contributes .. a r~latively larger (forward 

peaked) cross section to the forward hemisphere, the back-

ward hemisphere cross section will represent more accurate-

ly the CN contribution to the cross section. 

As the bombarding energy is increased, the table indi-
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cates poorer 2 I+ 1 agreement. This is not totally unexpec-

ted in view of the idea of an increasing DI contribution and 

lack of a 2I + 1 term in the plane wave pickup theory (Butler 

1957) • 

A further point of interest is the effect of correc-

t ions upon simpl e ~I+ 1 cross section proportionality (Eric­

son 1960 and MacDonald 1962). Abuzeid et al.have made a --
correction for the alpha penetrability (condition 3 of Han­

sen) and obtain results very similar to those of Gadioli et 

a1.,who make no apparent cross section correction (both have 

9% rms deviations). MacDonald (1962) has made corrections 

for the Ed= 10 MeV data of Hinds St! !i!J:. with little or no im­

provement in the 21 + 1 agreement. 

J~necke (1963) has extensively investigated the 
40 38 42 

Ca (d, o<.)K reaction with Ed =-7 .7 MeV ( 18.2 MeV in Sc ) . 

His experiment provides some basis for decomposition of the 

cross section into DI and CN parts as described above. From 

the statistical theory he has computed the cross sections to 
38 

the lowest five levels in K These cr oss sections are 

normalized to the nearly isotropic (Jir = 0 '*", T = 1) level data 

with the assumption that isotopic spin rules are completely 

violated via the CN mechanism and no DI contribution is 

present (i.e., the isotopic spin rule is completely con­

served in the DI case) . The CN cross sections thus calcu-
38 

lated for the T = 0 K levels (where the DI mechanism is 

"allowed") yield dif f erential cross sections appr oximately 
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equal to the minimum of the measured differential cross sec-

tion. Attributing the difference between the actual cross 

section and the calculated CN cross section to a DI cross 

section, he finds that typically two-thirds of the reaction 

cross sect ions proceed by the DI mechanism. At Ed= 14. 8 

MeV Micheletti and Mukherjee (1965) found that the ground 

state cross section plotted against the momentum transferred 

agrees well with the Ed= 7.7-MeV data; they discuss their 

data in terms of a predominant pickup mechanism. 

Jllnecke suggests that the DI dominance of the 
40 38 

Ca (d,o<. )K reaction at a bombarding and excitation energy 
27 25 

lower than that of the Al (d,o<.)Mg reaction isa result 

of even (or self conjugate) target nuclei cluster conf igur­

ations that favor DI (d,«.) reactions. Because of the frag-

mentary nature of work on other reactions it is not possible 

on the basis of previous experimental results to predict 

what reaction mechanism will be exhibited by the 
39 37 

K (d, o( )Ar reaction with Ed= 10 MeV. 
. 37 

In discussing the K39 (d, o<) Ar data of Figure 11 it 

is apparent that the general shape of each of the angular 

distributions is forward peaked. Although the statistical 

·model predicts symmetrical distributions about 90° when data 

from a sufficiently broad ra~ge of bombarding energies are 
27 25 

averaged together, the Ed= 10-MeV Al (d, o<.)Mg data of 

Hinds et al.and Cassagnou et al.,though generally unsynunet-
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rical and forward peaked, still have cross sections that 

show 2I + 1 proportionality. The E = 14. 7-MeV angular dis­
d 

tributions of Yanabu et al.are qualitatively very similar 
. 37 

to the Ed= 10-MeV , i39 
(d, o(. )Ar angular distributions. It 

is interesting to compare the rms deviation of 0"'/2I + 1, 
37 

using the four Ar levels of known spin and the cross sec-
27 25 

tions from Figure 11, with the table of Al (d,°'- )Mg 

results: 
37 

Ar ()-;, a:; O":. 
Level Spin a;. 2r'i-1 __QL_ 21:1 crcw 2r.t~ 

g.s. 3/2 147 36.8 46 11.5 44 11.0 
1.4 1/2 155 77.5 40 20.0 38 19.0 
1.6 7/2 87 10.9 37 4.6 28 3.5 
2.2 181 58 50 
2.5 3 / 2 68 17.0 26 6.5 22 5.5 
2.8 (5/2) 518 86.4 106 17.7 110 18.3 

The results for the standard deviation of0"'/21+1 are: 

73%-T; 56%-B; and 62%-CN. 

There appears to be no experimental support for the 
39 37 

2I + 1 rule at Ea = 10 MeV for the K (d, ol ) Ar reaction. 

Rawlins, Riley, and Shin (1964) have also investigated the 
39 37 

K (d, Ol )Ar reaction (at Ed = 3 to 4 MeV). Al though they 

find "marked fluctuations" in the excitation functions, they 

find some forward peaking. There appears to be no possibil-

i ty of applying the 21+1 rule since the results of integra-

ting yields over the backward hemisphere are consistent with 

a spin of 3/2 rather than the known (Rosner and Schneid 

1965) 7/2 for the 1.6-MeV level. 
37 

The forward peaking of the six lowest Ar levels and 
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failure of the 21+1 rule indicates that a DI mechanism is 
39 37 . 

dominant at Ed =10 MeV for the K (d, o<.. )Ar reaction. Al-

though both PWBA and DVIBA (d, o<. )reaction calculations have 

been made, the theory of (d,oe.) DI mechanism reactions is not 

as well explored, or as well tested experimentally, as the 

one-particle transfer reactions. 

In principle, fitting experimental (d, oc) DI data will 

determine ln+p , the angular momentum of the proton and neu­

tron transferred in the reaction. Only pickup is treated 

since it is experimentally difficult to distinguish between 

the .pickup and knockout mechanisms (Pellegrini 1961). Even 

if it were poss;ible to determine Jn+P' the 3 / 2+ K
39 

g.s. 

spin and parity and the two-particle transfer make it pos­

sible for a given ln+p momentum transfer to form a variety 

of J values in Ar 
37 

Conversely, a given .J7T Ar37 

level may be :f:ormed by more than one · .e n+p value. 

This is shown in the following table of permitted Jn~p 

values for assumed J 1f values. 

J" ln~p J 7f ln+p 

1/2 + 0,2 1/2 1,3 
3/2 + 0,2,4 3/2 1,3 
5/2 + 0,2,4 5/2 1,3,5 
7/2 + 2,4,6 7/2 - 1,3,5 

Jllnecke's (1963) data on the Ca 40 ( d ' o<. ) K3 9 reaction 

supports his qualitative argument predicting the enhance­

ment of high Jn+p values. This argument states that since 

the DI mechanism is primarily a surface reaction and 
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L 'V k r 0 (L is the angular momentum, k the momentum, and r
0 

the nuclear radius), L°' "'6 and Ln+p ..... 3. But the transferred 

1 - L - Lct so n · ....., 3 is the smallest favored trans-~ n+p- -°' - ' ~ n.,.p 

ferred angular momentum. It is difficult to determine un-

ambiguously high Rn+p values by either PWBA or DWBA meth­

ods, even with single particle pickup, and, as shown in' the 

table, a unique Jn+p value will not uniquely determine the 

final state J 1f • No work has been reported as yet on J-

dependent DWBA two-particle DI theory. 

D. CONCLUSION 
39 . 37 . 

The experimental K (d, o(. )Ar angular distributions at 

E = 10 MeV give no support for the 2I + 1 rule. A DI reac-d . 

tion mechanism appears likely in view of the forward peak-

ing and 2I + 1 rule failure. No conclusions are made with 

regard to the spin and parity of the astrophysically inter-
.. · 37 

.es ting 2. 8-MeV Ar level. 
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37 
V. A SEARCH FOR THE LOWEST Ar T:: 3/2 LEVEL; 

Ar
37 

LEVELS 4.5 L E L 5.9 MeV 
x 

A. INTRODUCTION 
37 

The important role of the lowest Ar T = 3/2 level in 
37 37 

the · determination of the Cl (v ,e-)Ar cross section is 

indicated in Part I. The part that follows is a descrip-
37 

tion of a search for this Cl ground state analog level 
37 

in order to determine its Ar excitation energy . A domi-

nant DI mechanism implies probable isotopic spin rule valid-
39 37 

i ty for the K (d, o(. )Ar reaction. 

levels will be strongly populated. 

Therefore, only T = ~ 

The C135 (He3,p)Ar
37 

reaction will populate both T = 3/2 and T::. ! levels in Ar37 . 
35 3 37 39 37 

If the Cl (He ,p)Ar spectra reveal all the K (d,CI( )Ar 

spectra levels plus one additional level near the predict-

ed T: 3/2 level position, the additional level may be the 

T = 3/2 level sought. Facets of the straightforward pro-

cedure described above will be expanded in the discussion . 

B. K39 (d, o<. ) Ar37 EXPERIMENTAL DETAILS 

The experimental work described in this section is 

the extension of the spectra of Part III (Figure 8) to 

higher excitation energy. Ed is 11 MeV and the analyzing 

magnet slits are 3.81 nun. Because the level density rap-

idly increases with excitation ~nergy, increased experi-

mental resolution is required to investigate the 4.5 to 

5.5 MeV excitation energy region. 
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The table below lists some of the experimental details. 

elab e cm A0 .1S Resolution 
(degrees) (degrees) (degrees) (degrees) (,.., keV FWHM) 

18.8 20.0 6.56 1.60 30 
28.2 30.0 6.56 1.60 30 
37.7 40.0 6.56 1 . 50 30 
66.5 70.0 6.56 1.50 40 

106.4 110.0 6.56 1.50 40 
137.4 140.0 6.56 1.50 40 

To obtain increased resolution, the data were collected 

with the 1.8-mm array slits (described in Appendix II) 

rather than the 3.2-mm slits previously used. The beam 

defining slits form a 1.5-mm square aperture. 

The ordering of frequencies, fs, in the data collec­

tion process is the same as for the data of Ar37 levels 

below 4.5 MeV. The .use of higher resolution for the pres-

ent data means that a larger number of exposures must be 

made in order to span the 2.6-mm focal plane region be-

tween detectors. Only one series of exposures is neces-

sary since the array conveniently covers the regions be-
37 

tween 4.5-and 5.5-MeV Ar energy at one frequency set-

·ting. Within this series there are eight (110° and 140°) 

or nine (20° to 70°) exposures separated by the same fre-

quency interval. Because of the low counting rate three 

separate series were obtained with approximately 150, 450, 
. 0 0 0 0 

and 450 microcoulombs of beam at 40 , 70 , 110 , and 140 . 

At 20° and 30° single 450 microcoulomb beam exposures were 

made. 
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Targets were prepared and selected as discussed in 

Part III Section B for the data of the last four angles 

given. ' 0 0 
KBr was used for the 40 and 140 data; KI for 

0 0 0 0 
the 70 and 110 data. KBr was used for the 20 and 30 

data with commercial gold leaf substituted for the carbon 

backing. As in the previously described work, the targets 

were oriented so that for spectrometer angles less than 90° 

the beam passes through the backing before reaching the 
0 

halide material. For angles greater than 90 the halide 

surface was toward the beam and the "reflection" geometry 

was utilized. Carbon backings were unsatisfactory for the 

20° and 30° spectra because contaminant peaks due to the 
13 11* 16 14 

reactions C (d, o( )B (2.14 MeV) and 0 (d, OC:)N (ground 

state) obscured the portion of the Ar
37 

excitation region 

above 5.2 MeV. The magnitude of the contaminant peaks 

was reduced by the use of gold backings. Since the gold 

backing precludes the use of a monitor detector (Part IV) 

a separate method was devised to obtain relative cross 

sections for the angles observed. At each of these angles 

it is noted (Figure 12) that the data appear to be free 

from major contaminants in the region between 4.5 and 4.8 

MeV. There appear to be three levels in this region that 
37 

are well separated from neighboring Ar levels (Figures 

8 and 12) as well as from contaminants. The following 

procedure was carried out in a relatively short time with 

approximately 400 microcoulomb beam charge exposures. 
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With the 3.2-mm slits and a series of four exposures, 

spectra between 4.3 and 5.0 MeV were obtained for .each 
37 

angle . The yield between approximately 1 and 3 MeV Ar 

excitation energy was measured with a solid state monitor 

detector located at approximately 120° to the beam axis. 

The order of data collection was : 20° 30° 40° 10° ' , , , 
*, 110°, 140°, *, 20° (the asterisks between angles repre-

sent rotation in target position relative to the beam posi-

tion). The forward hemisphere data were obtained with the 

Kl surface toward the b,eam (the carbon surface toward the 

spectrometer) and the target plane approximately 45° to 

the beam . The backward hemisphere data were obtained with 

the KI surface toward the beam in the usual "reflecting" 

geometry and the plane of the tar get approximately . 35° to 

the beam axis. The usual beam-stopping tantalum sheet 

was replaced by a sheet of tantalum bent in such a manner 

that a part of the sheet extended toward the center of the 

chamber and prevented the monitor detector from detecting 

events occurring during the beam-stopping process. The 

yield at each angle was normalized to the average monitor 

detector yield of the four exposures, and the f inal high 

resolution data were normalized in turn to this adjusted 

yield . The last 20° series was obtained with only the 

approximate target plane angle of the first 20° series . 

The yield per unit monitor count from the two 20° series 
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agreed, however, to 3.3%. 

The data obtained at the six angles are shown in Figure 

12. The ordinate scales indicate the same relative cross 

sections for the plots at each angle. Typical error bars 

indicate the statistical uncertainties; ordinate tick marks 

indicate fifty counts. The excitation energies of the ob-

served levels appear in Table IV. These energies are eval-

uated as described in Part III. The E = 10 MeV data un­
d 

certainties are also applicable to these data (only a 5% 

increase in beam frequency accompanies a 10% increase in 

beam energy); the final uncertainty is assumed to be 16 

keV. In calculating the excitation energies, the ground 

state Q-value was assumed to be the 7.859-MeV value of 

Mattauch et al.(1965) since the ground state was not inves­

tigated in obtaining this dat~. The high resolution data 

yield excitation energies that exceed the low resolution 

values by -12, -8, and 19 keV for the 4.58, 4.63, and 

4.75 MeV levels respectively (the only levels appear~ng 

in both sets of data) . In view of the difficulty of de-

termining the peak frequencies for the low r~solution data, 

the high resolution data values alone are tabulated . 

For each of the six angles the spectra were decomposed 

into eleven levels with characteristic shapes. Success-

ful hand-calculated decomposition was possible when isos-

celes triangle shapes with rounded tops and the same FWHM 

for each level were assumed. The FWHM for each angle 
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separately is the average FWHM found in a preliminary data 

decomposition of each spectrum; this procedure left the 

peak height as a free parameter. The results are plotted 

in Figure 13 (after the usual laboratory to center-of-mass 

cross-section conversion). This figure shows the trends 

of the angular distributions. Typical error bars are 

based on the statistical errors of the number of counts in 

each peak (including background correction) and an inde-

pendent 10% error for the error in the relative yields at 

each angle. The 10% value is determined primarily by the 

background subtraction involved in the low resolution nor-

malizing angular distribution. 

Inspection of the six spectra indicates the possibil­

ity of three unexplain~d groups at 20°, two at 30°, and one 
0 

at 140 . Only two of these groups are consistent with a 
39 0 0 

K target nucleus, i.e., the groups at 20 and 140 (la-

beled number 27) that occur at approximately 5.14-MeV 
37 

Ar excitation energy. On the basis of the data of Figure 

12, no claim could be made concerning the existence of a 

level at this energy. In view of the results of the next 

section, however, it is interesting to plot on Figure 13 

the 20° and 140° cross sections as well as upper limits 

for the cross section at other angles of a possible level 

at 5.14 MeV. For comparison purposes these cross sections 

are added (open circles) to the data plot for the weakest 
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of the eleven lev~ls (4.89 MeV). The other unexplained 

0 0 groups occurring at 20 and 30 may be contaminant groups 

arising f rom the gold backing foil. 

C. c135 (He3 ,p)Ar37 EXPERIMENTAL DETAILS 

The experimental aim of the work described in this 

section is to obtain spectra at several angles of the 
37 

5.0 MeV Ar excitation energy region with the 
35 3 37 

Cl (He ,p)Ar reaction. Two experimental techniques 

differ from those described in the preceding parts: 

1) isotopically enriched targets were used, and 

2) emulsions replaced the focal plane array of solid 

state detectors. 

A brief preliminary investigation showed that BaC1 2 

vacuum-evaporated on gold leaf could serve as satisfactory 

targets. Some beam deterioration of the target may have 
3 +-r 

been present with a 0.3 ~a beam of 10-MeV He . Because 
37 39 

of the large level density in Ar , Ar groups from the 

24.5% natural abundance of c1
37 

might have complicated 

the spectra severely. For this reason BaC1
2 

enriched to 

35 
a claimed 98.6% of Cl was obtained from Oak Ridge Nation-

al Laboratory. In order to conserve the e nriched iso-

tope, the target-making procedure and testing of the emul-

sion system were carried out using natural BaC1 2 . 

The major problem encountered during target manuf ac-

ture was breakage o f the backing foils during the evapora-
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tion process. The obvious solution, moving the foils 

farther from the "boat," was not satisfactory since it 

wasted BaC1 2 . Thin carbon foils were not sufficiently 

strong to withstand evaporation (although this backing 

material was eliminated earlier because of the c12
(He3 ,p)N

14 

ground state contaminant). Commercial gold leaf was un­

satisfactory since it was not homogeneous and failed re-

peatedly during the evaporation process. Gold foil is 

easy to prepare, however, by evaporation of a gold shaving 

from a bent tungsten wire onto microscope slides that have 

been previously coated with thin layers of BaC1
2 

by evap­

oration (similar to the preparation of carbon backing 

foils). The BaC1
2 

acts as a release agent and the gold 

foil floats free from the slide as the BaC1 2 dissolves. 

The foil is mounted on 2.5-mm tantalum holders with 8-mm 

diameter holes and secured with Glyptal. 

In order to reduce the heating of the foil during 

evaporation, shields with 8- and 10-mm holes were placed 

over the tantalum boat which holds the BaC1 2 target materi­

al. This arrangement and the shape of the boat are shown 

in Figure 14. To make the boat, a 4.75-mm steel ball bear-

ing is placed on a 0.5-mm tantalum sheet which is in turn 

placed on a lead block resting on the base of a hydraulic 

press. The ball is pressed into the soft lead (and the 

tantalum) by a steel block placed under the upper movable 

plate of the press. The tantalum material on two sides of 
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the depression is removed with a punch so that the depres-

sion is preferentially heated when a current is passed 

through the sheet. 

Four targets are prepared simultaneously with one 

BaC1 2 evaporation. Two targets are placed 2.5 cm from the 

boat and the other two targets 3.5 cm from the boat. The 

geometry is such that the four target holders intercept 

virtually all the BaC1 2 that passes through t°he heat 

shields. Three enriched BaC1 2 evaporations, using 15, 15, 

and 20 mg of BaC1 2 , were undertaken during the course of 

the experiment. None of the foils ruptured during the 

evaporation process. 

Selection of target thickness was made using natural 

BaC1 2 and the detector array with 3.2-nun slits. The FWHM 
37 

of an Ar level was measured using a thick target (so 

that the target thickness contribution dominated the FWHM 

value). The thickness desired for high resolution work was 

calculated as a fraction of the known thick target thick-

ness. When identical evaporation geometries were used, 

the target thickness was assumed proportional to the weight 

of BaC1 2 evaporated. This assumption was verified by ob­

serving the yields from two different evaporations of known 

weight that produced targets thin in comparison to the 

slit resolution. The yield ratio of the two targets was 

within 15% of the weight ratio. The assumption was veri-

fied for samples of enriched and natural BaCI 2 . · 
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An 11.5-MeV He3 ++-beam · was used to obtain data at the 

laboratory angles 10°, 20°, 30°, and 80° with natural 

BaCl targets and 
2 

30°, · 40°, 60°, 80°, and 150° with en-

riched BaC1
2 

targets. The spectra obtained for the last 

seven angles comprise Figures 15 and 16. For the natural 

target data and approximately one-half the 30° and 80° · 

enriched target data, the analyzing magnet slits were 3.81 

mm, and both the horizontal and vertical beam defining slits 

in front of the target chamber were. 1.0 mm. These slits 

were reduced to 2.54, 1.0, and 0.8 mm respectively for the 

remainder of the enriched target data with no apparent in-

crease in resolution. The resolutions in keV (FwmI) are 
0 

approximately 25 keV for 30°, 40 ' and 150° data, 30 keV 

the 60° data 
0 

for and 35 keV for the 80 data. All the 

data were obtained with spectrometer angular apertures of 
0 0 

9 =l. 04 and fl)= 6. 54 . An attempt was made to equalize 

· the target thickness resolution and the angular aperture 

resolution. The approximate integration charges for natur­
o 

al Cl targets were 3000 ~c for 10°, 20°, and 30 and 

13,500 ~c for 80°. For the enriched c135 targets the 
0 0 

charges were 11, 300 f'C for 30 , 13, 500 j'C for 40 , 18,900 

pc for 60°, 14,400 re for 80° and 24, 800 J<C 0 , for 150 . 

Because of the problem of target deterioration, the beam 

current remained less than 0.2 }'-a. 
37 

The Ar level spectra were obtained with 2.54-Cm x 

15.2-cm x 100-micron Ilford K-2 emulsions located in the 



56 

spectrometer focal plane. The emulsion holder rotates to 

accommodate three emulsion plates, and two exposures may be 

made on each plate. Holder design and construction were 
35 3 37 

supervised by R. Miller. Although the Cl (He ,p)Ar 

spectra served as the first extensive test of this system, 

the developing and scanning procedure is straightforward 

enough so that no data were lost. 

Scanning was carried out with an oil immersion lens; 

the number of events in successive 1/3-mm strips across the 

width of the plate was mentally summed, then written down 

at the end of each scan. Throughout the fourteen or fif-

teen days devoted to scanning, the scanning speed increased -

without reaching a plateau. After a week of scanning it was 

possible to scan approximately 15 cm of exposed plate per 

day. In the final form of the spectra (Figures 15 and 16), 

the data were summed to yield 2/3-mm steps along the 

abscissa. A 0.15-mm Al foil in front of the emulsions sim-

plif ied scanning by eli~inating tracks other than those 

caused by the passage of protons or deuterons. The deuter-

ons were easily recognized by their shorter track lengths. 

If the emulsion scheme is to be used extensively to 

detect protons in the future, a more sensitive emulsion 

than K~2 might be advisable, to increase the scanning speed. 

Reaction protons are easily distinguished from background 

events by their uniform angle of entrance and range, and 

I 
~ 
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could be counted more rapidly with a denser track (as was 
212 

seen in counting the dense alpha tracks in Po alpha 

exposures) . 

The major disadvantage of emulsion work is the scan-

ning process. Although it is admittedly tedious, there is 

a definite advantage for high resolution work, i.e . , the 

ability to collect all the data for a complete spectrum at 

one time. A prohibitive number of detectors is required 

to duplicate tbe data recorded by a single emulsion. For 

the sixteen-detector array, comparable resolution requires 

at least eight separate exposures. Target deterioration 

and/ or contaminant build-up is often important over such 

long beam exposure times . Another consideration is that 

the sum of emulsion exposure time plus developing and scan-

ning time is often far less than array exposure time. 

The general approach to the extraction of excitation 

energy values from emulsion spectra is indicated in Appen-

dix II. From the data of Table VII (Figure 24), the emul-

sion frequency factors are plotted versus plate distance 

(in the natural units of 2 / 3 mm). For each p.eak position, 

the frequency factor is then graphically obtained both 

for the observed plate distance and for this distance plus 

2.5 distance units. The frequencies are then calculated 

and inserted into the Q-value computer program previously 

described. The result of this procedure is, therefore, 



58 

equivalent to both single detector data and array data 

analysis (with t .he additional possibility of observing the 

effect of emulsion plate position shift along the focal 

plane). 

The uncertainties of excitation energy assignments are 

listed in Table III. The only new factors in this table 

are associated with the possible plate position shift. 

The Cl
35

(He3 ,p)Ar
37 

11 f spectra were co ected or the purpose 

• n A 37 I of observing the relative spacing OI r levels. t was 
212 

later evident that a plate with Po alpha exposures could 

serve as an absolute calibration if reasonable errors were 

allowed for any relative position shift between the data 

plate and the calibration plate. The positioning uncertain-

ty may be separated into three parts: 

1) the uncert~inty of holder position relative to 

the vacuum box (0.6 mm) 

2) the uncertainty of locating the data plate (1 mm) 

3) the uncertainty of locating the calibration plate 

(1 mm) • 

For exposure, the plates were placed in the grooved holder 

(grooves along the 15-cm sides), pushed firmly agaitist a 

brass stop, and secured with set screws. The scanning 

ori~in was the end of the plate at the stop. Since some 

of the slides fit tightly in the grooves, it was possible 

that the end of the slide was not always against the stop. 

The possibility also exists that a piece of chipped glass 
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would prevent the plate from resting against the stop. 

With the position uncertainties given above, the uncertain­

ty assignment is 16 keV. 

Clearly it would be preferable to calibrate the data 

slide itself with either a well-known reaction, like 
9 3 11 212 

Be (He ,p)B , or with Po . alphas (if a method of foii 

removal in situ· could be devised). Because of the primary 

interest in relative level spacings, direct calibration was 

not pursued, although one unsuccessful attempt was made to 
9 3 11 

use the Be (He ,p)B reaction. 

Energy losses of either the incident or outgoing reac-

tion particles passing through the unknown backing foil 

thickness have not been inclu.ded in the uncertainty calcu-

lations. Therefore the calculated uncertainties are appli-

cable only to the "reflecting" geometry measurements at · 

so0 and 150° (Figures 15d and e). Although the 30°, 40°, 
0 

and 60 spectra may not be used for determining the abso-

lute excitation energies, they do contribute information 

about the relative level spacing. 

Excitation energy calculations were based on the posi-

tions of levels 22 and 28, since these levels appear well 

resolved from background and other levels. The excitation 

energies were obtained by averaging the excitation energies 
0 . 0 

calculated from the 80 and 150 data. They are listed in 

Table IV. The excitation energy values for the other levels 
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were obtained by: 

1) calculating the excitation energies for each peak 

at each angle, 

2) shifting (by subtraction of a number of keV) all 
0 0 

the values obtained at a given angle (30 , 40 , or 

60°) by a constant amount so that the excitation en-

ergy values of levels 22 and 28 agree with the values . 

listed in Table IV, and 

3) averaging the values calculated for each level. 

These excitation energies are also listed in Table IV. 
35 3 37 

Cl (He ,p)Ar excitation energies for levels 22 and 28 are 
39 37 

17 keV lower than the K (d, o<.) Ar energies. 

D. DISCUSSION 

· Requirements for the use of a reaction comparison 
37 

scheme to identify the lowest Ar T = 3 / 2 level are more 

complex than is indicated in the Introduction. The prob-

lem may be discussed in three parts: 
39 37 

1) the probability that the K (d, ~)Ar reaction at 
37 

Ed:: ll MeV will populate only T = ~ Ar levels; 

2) the probability that the lowest T:3/2 level exists 

as a single unmixed level; and 

3) the complications introduced by experimental prob-

lems. 

(1) This part concerns the validity of isotopic spin 

selection rules for the K
39

(d, o<. )Ar
37 

reaction at Ed -:11 
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MeV. The rules have been reviewed and discussed by Wilkin­

son (1956 a), Lane and Thomas (1958), and MacDonald (1960) 

and reference may be made to these works. For the specific 

reaction and energies under consideration, the relevant 

selection rule criterion depends on the characteristic time-

dependent perturbation theory time~/ He (~, Planck's con­

stant / 21f ; (H~'), an average coulomb matrix element between 

states that may mix appreciably) in which isotopic spin 

mixing occurs. If this time is long compared to the nuclear 

lifetime, "fiir ( r' the average total level width in . the 

CN system), appreciable mixing will occur and the isotopic 

spin rules may be violated. If, however, the lifetime is 

short compared to the mixing time the degree of isotopic 

spin violation will be small (i.e., on the order of 1%) 
39 

since the isotopic spin impurities of the K ground state, 

the deuteron, and the alpha are small. Wilkinson (1956a) 

treats the lifetime in terms of excitation energy of the 

compound nucleus. Noting that in general r increases with 

excitation energy, he estimates that between 15 and 25 MeV 

in light odd A nuclei r will have become sufficiently larg e 

for the isotopic spin rules to hold. DI mechanism reactions 
16 

should follow the isotopic spin rules; in the 0 case the 

usual estimate of a lower limit for the CN lifetime as the 

time required for a nucleon to travel a distance equal to 

the nuclear diameter corresponds roughly to Wilkinson's 
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upper limit for selection rule validity. On the other 

hand, the isotopic spin rules may be severely violated if 

a CN model is applicable. 

A detailed summary of the experimental work on iso-

topic spin rule validity is presented by Lane and Thomas 

(1958). This evidence has, of course, been expanded since 

1958; in general the experimental work both before and after 

1958 supports the above qualitative views . Three reviews of 

the rule validity in specific nuclei as a function of ex­

citation energy are : 0
16 

(Wilkinson 1956a) and F
18

(Bromley) 

1964, Carlson and Heikkinen 1965) . At the higher exci-

tation energies with which we are dealing almost complete 

violation of the selection rules is observed when the 

mechanism is predominantly CN. One of the most complete· 

studies of this point is the work of J~necke (1963) 
· ~o 38 
on the Ca (d, o( ) K react ion, previously cited in discus-

sion of the 21+1 rule. 

From the preceding discussion it is reasonable to ex-
39 37 

pect the formation of the T = 3/2 level in K (d, o(. )Ar 

spectra only by means of a CN reaction mechanism. Since 

the T = ~ levels may be formed through either a DI or CN 

me.c.;.i~_is:n. .., w·c. ::- -eq uire dominant DI T = ,~ cross sect ions in 

order to differentiate between the two isotopic spin 

states. 

(2) Another consideration is possible final state iso-
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topic spin mixing. In other reactions large suspected iso-

topic spin admixtures have led to apparent "violations" of 
20 18 . 

the isotopic spin selection rules, e . g . , Ne (d, o<. )F 
. 10 8 

(Matous and Browne 1964) and B (d, o() Be (Erskine and 

Browne 1961) . A meaningful calculation of this mixing re-

quires a knowledge of the wave functions of nearby leveis. 

It is difficult to construct a model yielding these wave 

functions; even the spins and parities have not been ex-

perimentally determined. There is, however, some ex-

perimental evidence that the mixing will be small. Goos-
37 

man and Kavanagh (1965) have investigated K levels with 
36 36 36 . 37 

the Ar (p,p' '11 )Ar and Ar (p,t )K reactions. The 

ratio of the cross sections from the population of indi-
37 

victual K levels by the two reactions determines the quan-

tity r, Ir,.,, For the 5. 04-MeV level this ratio is a 

factor of 10 greater than neighboring levels. On this bas­

is we might expect some ( ,.., 5%) T = 3/2 isotopic spin admix-
37 

ture in one of two closely spaced Ar levels, the other 

level containing the remainder of the T = 3/2 admixture. 

(3) Experimental complications are a further consid-

eration. Although increased resolution reduces the yield, 

owing to the necessity of thinner targets, smaller solid 

angle, and narrower collection slits, it will make pos-

sible the establishment of more accurate cross section 

values for weak and closely spaced levels (i.e., the 5.14-



64 

MeV level and presently unresolved levels) . With the pres-
39 37 

ent K (d,~ )Ar data (Figure 12) it is possible to es-

tablish low relative cross section limits for the 5.14-MeV 

level. The peaks of the spectra of Figures 12 and 16 ap-

pear to be quite consistent with their single level assign-

ments in that no significant peak shifts are apparent from 

one angle to another. These shifts might occur if the peaks 

were formed by unresolved levels with different angular 

distributions. Still, it is quite possible that not all 

levels have been identified; in many instances it would be 

impossible to identify two levels separated by 25 keV in 

the spectra of Figures 12 and 16. The possibility of un-

resolved levels is clearly a major disadvantage of the 

reaction comparison method--one that has been magnified by 

the high level density present at 5 MeV. 

Some of the angular distributions in the 5-MeV region 

appear to reflect the DI mechanism. Others (Figure 13) do 

not display the forward peaking and asymmetry characteris-

tic of the DI mechanism. The DWBA curves of Satchler 

(J~necke 1963) show a decrease in these characteristics 

as higher transferred I-values are considered . The angu-

lar distributions in the 5-MeV region that do not display 

the DI characteristics may be levels of high spin, with 

several competing high I-values allowed. It is reasonable 

to assume that a DI reaction mechanism accounts for much 

of the observed alpha yield to states near 5-MeV excitation, 
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as it does at lower excitation energy. 

E. CONCLUSION 

There are no states seen in 
35 , 3 37 

the Cl \He ,p)Ar reac-

tion that are not also populated 
39 37 

in the K (d, o() Ar reac-

tion. Therefore, the most unambiguous evidence of the pres-

ence of a T = 3 / 2 level is lacking. 

It is interesting to look for states weakly populated 

in the K39 (d,~)Ar37 reaction, since these transitions in-

dicate that 

1) the final state is a T:::: 3/2 level, populated through 

a CN mechanism (the CN mechanism is believed to be less 

likely than a DI mechanism) or 

2) the final state is a T.:: ! level with a small prob-

ability of formation with this reaction. 
39 37 

The K (d,~ )Ar cross section to the 5.13-MeV level 

is approximately 2.5 times less than that of any neigh­

boring level (Figure 13). Furthermore, the angular dis­

tribution is consistent with the symmetry about 90° ex-

pected for the CN process, an argument supporting hypo-

cl37_ thesis (1) above. Of all the states observed in the 

ground state region, the 5.13-MeV level most nearly dis-

plays the behavior expected of a T = 3/2 state. 

F. OTHER EVIDENCE CONCERNING T = 3/2 LEVEL LOCATION 

Since the work described in this thesis was initiated, 

three other studies have been made of Ar37 levels in the 
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5-MeV region. 
37 37 

(1) The Cl (p,n)Ar reaction was investigated (Adel-
37 

berger and Barnes 1965) in a search for Cl ground state 

analog level enhancement. This technique has been success-

fully used to find analog levels, e.g., Anderson et al. 

(1964) who used 18.5-MeV protons. Because of background 

problems, the c137 (p,n)Ar37 reaction was investigated at a 

maximum E of 8.2 MeV. At this energy there was no ap­
p 

parent enhancement of any level in the 5-MeV region. 
35 3 37 

(2) Castro (1964) has studied the Cl (He ,p)Ar 

reaction. The spectrum shown in his thesis at Ed::.6.5 MeV, 

0= 150° indicates an experimental resolution of 40 keV. 

The targets are enriched AgCl evaporated on carbon back-

ings and contaminant proton groups from carbon, nitrogen, 

and oxygen are present. Castro does not list the 5.13-MeV 

level (see Table IV) although a group is located at the 

5.13-MeV position in the spectrum shown in his thesis. 

(3) Wiza" et al. (1965) have reported high resolution --
"("' 20 keV) observations of levels from the Ar36 (d,p)Ar37 

reaction. This reaction should populate only T:: ~ levels. 

Unfortunately, information on the 5-MeV region is unavail-

able except for the statement that transitions to their 

5.07- and 5.16-MeV levels have "small cross sections" com-

pared to their 5.11-MeV level (their levels correspond to 

this writer's 5.05-, 5.13, and 5.10-MeV levels; see Table 

IV). Observation of a strong transition to the 5.13 state in 
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the (d,p) reaction would cast grave doubt on the suggestion 

that this state has T = 3/2. Al though the claimed experi-

mental resolution is higher than that of the present ex-

periment, no levels are seen that are not seen in this ex-

periment. 

The expected position of the lowest T = 3/2 level may 

be considered both in terms of three calculations and of 

the previously discussed K.3 7 T = 3/2 experiments. Kavanagh 

and Goosman find at least the primary T = 3/2 component at 
37 

5. 04-MeV K excitation energy. The T = 3/2 level should 

also appear at approximately this energy in the mirror 

Ar
37 

nucleus, a result which is consistent with the sug­

gestion that the T:: 3/2 level is at 5 .13 MeV in Ar
37

. 

Calculations of the T = 3/2 level position are based 

on the relation 

Ex(Ar37) =(C1
37

+ H1 -Ar
37

- n)c
2

-rEc(Ar37)- Ec(C1
37

) 

where Ex is the excitation energy, the quantities multi­

plied by c 2 are the atomic mass excesses, and Ec is the 

coulomb energy. 

(1) Assuming a uniform spherical charge distribution and 
1/3 

the usual expression for the nuclear radius, R = R A 
0 

3 e2 

Z(Z-1) 
Al/3 

The quantity 5 R
0 

is evaluated for the three mirror T = ! 
pairs closest to mass 37. 
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3e 2 

Mirror pair 5R0 

J29 _ Ca39 650.2 

Ar37 _ K37 
641.8 

Cl35 - Ar35 649.0 

average 647.0 

From this table 

Ec(Ar
37

) - Ec(C137) :::. 6602 keV; Ex(Ar37) =- 5.01 MeV. 

(2) This method (Wilkinson 1956b)considers only the mirror 

C 35 A 35 . 1 . 1. . f b 1 - r pair; mu tip ication o· the coulom energy dif-
1/3 

ference by (1-2/A) allows for the increase in nuclear 

radius caused by the addition of two neutrons. This 

yields 

Ec (Ar
37

) - Ec (Cl 37) = 6621 keV; Ex (Ar
37

):. 5. 03 MeV. 

(3) De-Shalit and Talmi (1963) fit their three-parameter 

shell model expression for level positions to the experi-

mental d 312 shell coulomb differences. From their 

expression 

Ec(Ar37) 37 37 
- E (Cl ) = 6750 keV; E (Ar ): 5.15 MeV. c . x 

The three predicted Ar37 excitation energies of 5.01, 

5 . . 03, and 5 . 1 5 MeV are consistent with the suggestion that 

the T = 3/2 level is at 5 .13 MeV. 

G. Ar37 LEVELS - NUCLEAR TEMPERATURE 

A by-product of the search for the T = 3/2 level has 
37 

been the observation of seventeen Ar excited states 
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(Table IV) between 4.5 and 5.9 MeV. An Ericson (1958, 

1959, 1960) plot of the levels seen in this experiment is 

shown in Figure 17. From the p lot of the number of levels 

below a given excitation energy, N(E ), vs. the excitation 
x 

energy E , we extract the quantity Ericson has defined as 
x 

the nuclear temperature, 7' . This temperature, 

is found to be 1.4 MeV. Comparison of this plot with the 

more linear plots of other nuclei by Ericson (1959) and 

· MacDonald and Douglas (1961) suggests that not all levels 

are resolved at the highest excitation energy. The tem-

perature results cited by the above authors for nuclei 

with the same Tz (a dependence on Tz was suggested by the 

work of Bardeen and Feenberg (1938)) are: 2.2 MeV for 

25 v s.29 M v s33 Mg , 1.8 Me for 1 , and 1.6 e for , consistent 

A 
37 

with the observed 1.4 MeV for r . 

H. SUMMARY 

The primary aim of the work described in this part 

was to determine the excitation energy of the lowest T = 3/2 
37 

level in Ar 
-~'39 37 
K- (d, oc ) Ar 

by comparing levels populated by the 
35 3 37 

and Cl (He ,p)Ar reactions. The lowest 

T = 3/2 Ar
37 

level is expected near 5 .1-MeV excitation 

energy. In the region between 4.6 and 5.5 MeV, the same 

eleven levels were observed in both reactions. This leads 
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to three possibilities: 

1) Isospin is not "conserved" in the (d, «.) reaction, 

probably because of a CN mechanism 

2) The T = 3/2 state has not been excited or observed 

in the 
3 

(He ,p) reaction 
37 

3) States in Ar have such large isospin mixtures 

that conservation rules offer no evidence of the 

character of the states. 

The weak 5.13-MeV level has an angular distribution consis-

tent with the CN mechanism and, of the eleven levels, 

this level displays most closely the characteristics ex-

pected for a T = 3/2 level . 

Seventeen levels were found between 4.5- and 5.9-MeV 

excitation energy; they are tabulated in Table IV. An 

Ericson plot of the level density shows that unresolved 

levels may be present ~t the high excitation energies and 

that the level density ("t'.: 1.4 MeV) is in accord with 

similar plots for other light nuclei. 
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APPEND IX I: MAGNETOMETER 

At the time of construction of the 61-cm spectrometer, 

three principal methods of monitoring the ma gnetic field 

we.re considered. The first method had been previously 

used in various forms in this laboratory (Lauritsen and 

Lauritsen 1948, Li 1951, and Bardin 1961). A coil pivoted 

in the magnetic field to be measured is displaced by a 

constant torque applied to the coil. This torque (and t he 

angular displacement) is then canceled by an opposing torque 

created by passing a known current through the coil. The 

second method, utilizing the Hall effect, involves measur­

ing the voltage developed across a semiconductor, placed 

in the field to be measured, through which a standard cur-

rent flows. The third method employs a proton resonance 
l. 

magnetometer adapted to operate in the inhomogeneous r-2 

field of the spectrometer. 

Of the three methods, only the nuclear magnetic res-

onance (NMR) device has the advantage of being "fail-safe," 

and for this reason was selected as the magnetometer for 

the 61-cm spectrometer. Although malfunctioning NMR appar-

atus may cause loss of the resonance signals, the field 

is uniquely determined if the signals are present, whereas 

defective equipment does not necessarily preclude a field 

indication in the apparatus of the first two methods. This 

criticism is par ticularly valid for the Hall magnetometer, 
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since even small variations in the current or temperature 

of the device will produce a spurious Hal l voltage. Another 

advantage of the NMR met hod is the i n herent a ccura cy 

of frequency measurements . A commercial frequency counter 

may be employed; in practice the spectrometer NMR uses the 

same frequency counter as does the NMR device used to meas­

ure the homogeneous field of the beam analyzing magnet. 

Andrew's (1958) book is an excellent "review article" 

of the various designs and applications of NMR devices, and 

contains a detailed bibliography. The NMR device used as 

the magnetometer consists of a proton sample located inside 

a coil which forms the inductive component of an oscillator 

tank circuit. The axis of the coil is placed perpendicular 

to the magnetic field of interest. A variable capacitor. 

controls the oscillator frequency. When the oscillator fre­

quency (rf) equals the Larmor precession frequency of the 

protons, the proton system will absorb energy, since some 

of the protons undergo transitions to the excited state of 
I 

E: ~~ 

where )"is the maximum measurable component of the magnetic 

moment, I is the proton spin, and H the magnetic field. 

Andrew points out that only a small population excess ac­

counts for the absorption of energy at resonance, since the 

probability of stimulated de-excitation transitions and the 

relative population excess in the lower state may be given 
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by the Boltzman factor 

exp [ ~] z 1 + ~ ::. 1 + 4 x 10-6 
kT . kT 

for protons at room temperature in a f ield o f 5000 gauss. 

If the frequency and field satisfy the resona nce con-

dition for a long period of time, saturation will occur .and 

it will no longer be possible to place a net amount of ener-

gy in the proton system. For this reason, a pair of series-

connected coils approximating the Helmholtz geometry are 

placed around the sample so that an applied alternating 

current will produce an alternating field parallel to 

the field to be measured. The resonance condition is tra-

versed twice on each complete cycle of the modulating field. 

Each time resonance occurs, the parallel resistance of the 

tank circuit decreases and the voltage across the tank cir-

cuit decreases (the oscillator is designed to serve as a 

constant current source). The resonance condition may be 

observed by sweeping an oscilloscope horizontally with the 

modulation frequency and by displaying vertically the audio 

frequency envelope of the rf voltage. 

Figure 18 is a block diagram of the general method 

described above as it applies to the 61-cm spectrometer. 

The oscillator and detector circuits are shown in more 

detail in Figure 19. These circuits are slight modifica­

tions of the circuit described by Singer and Johnson (1959) . 

This marginal oscillator is a simple one-transistor device 
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with only two free parameters available for operator ad­

justment; the variable capacitance of the tank circuit ad-

justs the frequency and the variable 2.5-knregeneration 

potentiometer limits the amplitude of the voltage developed 

across the load. The single-detector stage rectifies the 

oscillator output and supplies the envelope of the rf to 

the audio amplifier. The oscillator frequency is stable to 

within a few parts in 105 over long periods of time. 
_ .l 

Since the spectrometer r 2 field creates a field in-

homogeneity of approximately 1% per cm of radius, the meth­

od of Vincent, King, and Rowles (1959) was used to cancel 

the field gradient. As shown schematically in Figure 20, 

this method involves four series-connected coils placed 

around the sample coil; the magnitude of the current deter-

mines the amount of "compensating" field seen at the sample. 

The usual field plotting methods (in this case with uni-

form resistance paper and silver paint) were employed to 

investigate the field generated at the sample by four 

ideal compensating coils, i.e., four pairs of infinitely 

long thin wires. Only this ideal case may be treated using 

the incomplete analogy of the magnetostatic potential 

(Weber 1950) to the electrostatic potential. The results 

were compatible with the geometry used by Vincent et al and 

the dimensions of the final coils for the magnetometer .were 

·scaled from their coils. The presence of "ringing" · after 
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the modulating field passes through the resonance condi-

tion demonstrates that this method successfully removes 

the field gradient. The "ringing" is s een a s os c i lla tions 

of the oscilloscope trace between grou nd and a smoot h e n -

velope of the resonance trace, and may be made plausible 

with the aid of the following classical picture (Bloember­

gen et al. 1948). At resonance, the spins precess in phase 

with the applied rf field. As the modulation field moves 

adiabatically past resonance, the spins continue to precess 

coherently--the rate changing as the field changes value--

for a relaxation time characteristic of the sample. The 

magnetic moments beat with the H of the applied fixed fre-

quency field, producing the "ringing" effect. ·Any varia-

tion of the field over the sample causes interference be-

tween the signals derived from the different parts o f the 

sample, consequently reducing the magnitude of the ringing 

·effect. 

Andrew (1958) discusses in detail the factors affect-

ing the signal-to-noise voltage ratio. The two factors of 

greatest importance to the design of the magnetometer are 

1) the linear dependence on the number of protons 
· . ' 

within the effective volume of the coil, and 
J. 

2) the dependence on Q2 , where Q = w L/R with w equal-

ling the angular frequency of the applied field, L the 

sample coil·inductance, and R the coil resistance. 
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The limitation on the volume of the sample is the gap 

width (the distance between the magnet pole pieces) and 
.:!.. 

the distance into the r-2 field that the brass probe con-

tainer can project without intercepting useful beam. These 

dimensions determine the size of the compensating coils, 

which in turn determine the maximum sample diameter. Fig-

ure 21 shows the positions selected for the two probes. 

Since the magnetometer was constructed before the use of 

emulsions or a focal plane array of detectors was cons i d-

ered, it was placed at the detector end of the magnet so 

that the probes could project farther into the r 
1 

- 2 field 

without restricting the maximum acceptance solid angle of 

the spectrometer (the object distance being greater than 

the image distance) . The cylindrical brass containers 

have an inside diameter of 5.5 cm, and project beyond the 

inside surface of the vacuum chamber 3. 4 cm (D in Figure 

21) and 4.1 cm (E in Figure 21). The proton samples are 

0.66 cm in diameter and 1.6 cm long, and are made by seal-

ing mineral oil in thin-walled glass tubes. 
l. 

The value of Q2 is not as flexible a quantity as the 

sample volume in determining the signal-to-noise ratio. It 

is important to reduce the stray capacitance to a minimum, 

since 

which yields 
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and a given tuning capacitor (d C) must yield as large a 

range of frequencies . ( .1 f) as possib le. Two s eparate 

probes and oscillators ' (Figures 18 and 21) are r equired to 

span the range of spectrometer field. I t is a lso desir able 

to reduce the stray capacitance of the high-frequency probe 

so that more turns of wire may be added to increase the · 

volume of the sample coil. The capacitance was reduced by 

roou~ting the probe directly on the oscillator chassis, and 

an oscillator frequency range of 19.5 to at least 50 Mc/sec 

was obtained with a coil containing three and one-half turns 

of number 14 wire wound around a 0.66-cro diame ter drill. As 

shown in Figure 21, the low f requency probe is mounted far­

ther from the detector than the high frequency probe. 

Although less cable capacitance would be present i f the 

probe positions were interchanged, the compensating coils 

of the low frequency probe require fewer turns o f wire and 

can be placed in the brass container which projects a 

shorter distance into the vacuum chamber. This distance is, 

of course, subject to the condition that the sample must be 

in a portion o f the field with a unif orm gradie nt. The low 

frequency probe is mount ed at the end of a hand -made coax ial 

brass tube which has approx imately one-half the capacitance 

of commercial RG-62 coaxial cable. The coil is formed from 

a sing le winding o f number 17 wire around a 0.66-cm diame­

ter drill and has t e n turns over its 1-cm length. This 
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gives a frequency range of 5.8 to 12 . 0 Mc / sec. In order 

to cover completely the frequenciy range of 6 to 45 Mc/sec 

a middle (mid) frequen-cy range has been obtained by plac-

ing an inductive coil in parallel with the sample coil of 

the low-frequency oscillator. This shunt is placed in the 

circuit by a relay in order to meet the requirement of 

remote operation of the magnetometer. 

The two free parameters of the oscillator circuits 

(capacitor and regeneration resistance, Figure 19) are 

operated remotely by two selsyns which in turn operate 

two worm gears, each of which operates two gears leading 

to the potentiometers or capacitors of both the high and 

low frequency oscillators . Tuning the "frequency" selsyn 

in the control room thus tunes the variable capacitors of 

both the high ~nd low frequency oscillators simultaneously. 

A schematic illustration of the gear box is shown in Figure 

21. A switch in the control room actuates relays which 

select the frequency range--low, middle, or high--of the 

experimenter's choice. These relays serve to 

1) turn on the power for the appropriate oscillator 

chassis, 

2) connect this chassis with the common audio ampli-

fier, 

3) connect the chassis with the frequency meter, 

4) turn on the proper compensating coils, 
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5) turn on the audio amplifier, and 

6) turn on cooling for the compensating coils. 

The items listed above-have been previously d escr ibed, ex­

cept for the compensat i ng coil cooling. Be cause of the heat 

gen~rated by the compensating coils enclosed in the brass 

canisters, low-pressure air is fed into and out of the can­

isters, thus maintaining a flow of air around the coils. 

The air pressure also expands brass bellows which actuates 

a microswitch. If the pressurized air supply should fail, 

the magnetometer is turned off and a warning light appears 

on the operating console. 

At present the limitation of the f requency range is 

the heat developed by the compensatingccoils. The somewhat 

arbitrary maximum of 45 Mc/sec, determined by this heat 

generation, is close to the maximum practical frequency 

of 48 Mc/sec. This latter frequency maximum is dictated 

by the incomplete inhomogeneous field cancellation of the 

compensating coils (assuming the compensating coils are 

always supplied with the optimum current) . The remaining 

field inhomogeneity is a fixed percentage of the average 

magnetic field. Theref ore an increase in the frequency 

increases the magnitude of the field inhomog eneity across 

the sample volume. Since different parts of the sample 

achieve resonance at different times of the modulating field 

cycle, the resonance traces broaden. In practice there is 

a noticeable trace broadening above 45 Mc/sec; above 48 
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Mc/sec the resonance condition becomes difficult to locate. 

The major difficulty with the construction of the mag-

netometer was the signal-to-noise ratio. Copper shielding 

did not appear to . affect the noise level. The signal-to-

noise ratio was increased to a usable level. by reducing the 

detector inductances (Din Figure 19) to a minimum, and.or-

ienting the two identical inductances so that any field 

picked up in one would be canceled in the other. Diffi-

culties presented by microphonics were largely overcome by 

isolating the selsyns from the gear box with rubber connec-

tors and by supporting most of the electronics on a brass 

plate securely bolted to the outer return of the magnet. 

At a preliminary stage of the magnetometer's development, 

the signal-to-noise ratio of the transistorized circuitry 

was compared with that of another device employing the same 

circuitry as the commercial NMR used with the tandem ana-

lyzing magnet. There was no significant difference in the 

operation of the two devices. 

Perhaps the most important of the magnetometer's 

qualities is its accuracy. The lack of a noticeable uni-

form drift of either frequency or the resonance traces 

after a fifteen-minute waiting period indicates that therm­

al effects are minimal. Po
212 

alpha source measurements 

are reproducible within one part in 25000 after hysteresis 

effects have been minimized and thermal equilibrium has 
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been reached (Groce 1963). This reproducibility implies 

that any difference between the field at the probes and the 

central field owing to· saturation or different thermal co-

efficients of the materials which determine t he probe posi-

tion may be included in the calibration of. the spectro-

meter (Figure 6). 

If the compensating coils are not aligned properly 

with respect to the sample, an additive field, dependent 

on the strength of the compensating current, may be pres-

ent at the sample. This effect will also be included as 

part of the calibration of the magnetic field-to-frequen-

cy relationship (Figure 6) and will not affect the accur-

acy of operation unless the signals re~ain visible over a 

range of compensating current values wide enough to change 

the additive field appreciably. This has been investigated 

and found to produce an error of less than one part in 

10
4

. in magnetic field. Since the experimenter should al-

ways "peak" the magnitude of the traces, this figure is 

not a limitation of the accuracy of the magnetometer. 

With the smallest 'modulating coil current setting, 2.5 mm 

4 
on the oscilloscope corresponds to approximately 1/10 

in magnetic field at a field of 2 Kg. Although in prac-

tice the traces can usually be located to within ± 1 mm, 

the magnet current regulation dictates a ± 2 . 5 mm toler-

ance on trace position. 
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Other than the periodic changing of the oscillator and 

audio amplifier batteries, the only maintenance necessary 

in three years of operation has been the replacement of one 

relay, and a tube in the oscilloscope. However, the appar­

atus underwent several revisions as it was being built and 

could still be improved. The rubber couplings from the· 

selsyns to the gear box produce an annoying backlash. 

The rubber couplings might be eliminated by a pair of small 

motors. If the compensating and modulating coils were 

potted in epoxy, another two or three megacycles would be 

added to the usable frequency range without overheating the 

coils. Although the oscillator batteries last approximate­

ly a year, replacement of the amplifier batteries occurs 

every few months 1 with the increased use of the spectro-. 

meter, and it would be helpful to replace these with a 

DC power supply. 
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APPEND IX I I : DETECTOR ARRAY 

A. INTRODUCTION 

A focal plane array o f sixteen solid s tate det ectors 

has been constructed to supplement the single detector de-

vice initially installed on the spectrometer. In many ex-

periments the array permits accumulation of the data for a 

given spectrum with reduced total bombardment charge, using 

less machine time. The advantages of the latter are ob-

vious--experiments may be conducted that would otherwise re-

quire prohibitive amounts of machine time. Reduced bom-

bardment causes less target deterioration for a given spec-

trum. The array is the first multi-detector device used in 

conjunction with a spectrometer in this laboratory, and it 

is expected that experience with . this array will provide 

the basis for _. improved future designs. The initial design 

criteria were developed by W. Whaling, D. Groce, and this 

writer; the final 'detailed designs of the array and associ-

ated electronics were completed by V.F. Ehrgott and L.J. 

Graham respectively; and the equipment was constructed in 

this laboratory. The detectors were obtained from Oak 

Ridge Technical Enterprises, Inc. 

B. MECHANICAL DESIGN 

ing. 

Figure 22a is a reduction of the array assembly draw­

o 
The focal plane angle, 41 to the central ray, is de-

rived f rom ray tracing measurements (Groce 1963) . Two con-
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trol rods outside the vacuum chamber operate two movable 

foil holders, which allow three absorber thicknesses (the 

foils inserted independently or simultaneously) to be placed 

in front of the detectors. The foil holders (Figure 22b) 

are mounted near the detectors to minimize small angle 

scattering displacements. The array design assumes an ac-

t ive area of 6 .3 mm by 6 .3 mm for each detector. Each sur-

face barrier detector has a 300 micron depletion depth (nom-

inally n-type silicon with 4000 ohm-cm resistivity and 85 

volts bias). Since each detector is mounted at 41° to the 

incident beam, its effective depth is 450 microns, the 

range of a 7.5 MeV proton. 

Figure 22c is a cross section view showing some of the 

slit and detector dimensions. The slits initially installed 

in the array were milled from 0.51-mm thick tantalum sheet; 

the slit edges were normal to the detector surface. Data 

collected by passing a low-inten$ity proton beam through a 

0.2~mm pinhole and exploring the detector surfaces and slit 

edges revealed energy losses in the neighborhood of the 

slit edges. This ' led to the replacement of these slits with 

the slits shown in Figure 22c. Sixteen individual slits 

were formed, each by plunging a 3.18-mm end mill 

(Ap/p = 1/720) into a 0. 79-mm thick brass plate at an angle 
0 

of 41 . The center-to-center distance between slits is 

5.80 mm; i.e., the center-to-center distance is 1.82 times 

the slit width and the detector active areas cover approxi-
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mately one-half the focal plane over the length of the ar-

ray. Since these slits do not present a tapered edge to 

the particles, the energy spectra of the detectors show 

little energy loss due to slit edge penetration or scat-

tering. 

For some experiments it is desirable to use narrower 

slits that will provide resolution greater than the 3.18-mm 

slits of Figure 22c. Slits of width 1.84-mm (measured per­

pendicular to t·he central ray, 4p/p = 1/1250) were made by 

forming a ladder with a 3.96-mm diameter brass rungs spaced 

8.84 mm apart. The overall dimensions of the ladder are 

compatible with the dimensions of the foil holder closest 

to the detectors; in use the ladder replaces this foil hold-

er. The 1.84-mm slits may therefore be remotely inserted or 
. ·'·-) 

withdrawn without disturbing the calibration of the more 

generally u.sed 3 .18-mm slits. Since the ladder is thicker 

than the foil holder it replaces, the present foil holders 

cannot be used in conjunction with the new slits. Foils 

are often fastened directly to the ladder. 

C. ARRAY ELECI'RONICS 

A block diagram of the array electronics is shown in 

Figure 23. Each of the sixteen detectors has its own pre-

amplifier-amplifier-routing system. The output pulses from 

the sixteen amplifier systems are combined by a common sum-

ming amplifier whose output is examined and stored in a 
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Nuclear Data Pulse Height Analyzer (ND-160) . The analyzer 

operates in a 16 x 64 mode; i.e., sixteen independent 64-

channel analyzers. The routing pulses from each detector 

system select the proper group of sixty-four channels which 

then record the analysis of the pulse height obtained from 

the same detector system. 

The charge-sensitive preamplifiers are adaptations of 

the RIDL 31-17 amplifier with conversion gains of 0.1 volt 

per MeV of particle energy. For detectors with 100 pf or 

less capacitance the electronic noise will contribute less 

than a 50-keV energy resolution to the detected particle 

group. At saturation the preamplifier output pulse is 1.2 

volts. A toggle switch provides the preamplifier with two 

gain settings; the preamplifier saturates with either a 12-

MeV or a 48-MeV energy loss in the detector. 

The linear amplifier gain may be varied from 0 to 10 
,. 

with a variable resistor accessible to the experimenter. 

This amplifier (and the summing amplifier) are adaptations 

of portions of the RIDL 31-12 circuitry. The linear ampli-

fier saturates at 10 volts. In order to reduce spurious 

routing, a threshold bias stage rejects pulses of less than 

1.5 volts amplitude from proceeding through the routing cir-

cuitry. The bias level is controlled by a potentiometer 

not readily accessible to the experimenter. 

A standard 4 ~sec 8 volt square wave is generated by 

the routing section, a trigger generator biased at 0.5 
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volts. With the usual threshold bias and linear amplifier 

settings, the array is insensitive to energy losses in the 

detector of less than 2 MeV . If special settings are used, 

the array will properly record energy losses greater than 

1.5 MeV. The routing pulse is processed by a binary coder 

whose output routes the coincident linearly amplified pulse 

to the proper group of sixty-four channels. The detectors 

are numbered consecutively from 1 to 16, with increasing 

spectrometer radius. If no routing pulse is present (0000), 

the "linear" pulse is stored as a pulse from detector 1, a 

0001 routing pulse as detector 2, 0010 as detector 3, etc. 

Before the linear pulse reaches the analyzer it passes 

from the linear amplifier through a summing amplifier (gain 

= -+) which produces an output pulse 
. ~ 16 

e 0 = (-1) ~ e· . 1 l. l. = 
The pulse size is adjusted to conform with the 0-2.7 volt 

acceptance range of the analyzer by an attenuator at the 

analyzer input. 

Bias is applied to all detectors equally through a 

control which may be located either at the spectrometer or 

in the tandem control room. Individual detector bias ad-

justments and measurement points have been .removed because 

of noise pickup problems. 

D. DATA REDUCTION 

The basic relation for describing a particle travel~ 
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ling in a plane perpendicular to a magnetic field is the 

familiar 

B R = P/Q 

where B is the magnetic field, R the radius of curvature, 

P the momentum, and Q the charge. 

Data collected by magnetic spectrometers can be regard-

ed as belonging to one of two categories: 

1) B is held constant. - R is varied to examine the P 

spectra 

2) R is held constant - B is varied to examine the P 

spectra 

The first category usually includes data from broad-range 

spectrometers with their relatively long focal planes. The 

second category usually includes data from spectrometers 

(including double-focuing spectrometers) with one fixed­

posi tion detector placed in the focal plane. With the in­

homogeneous field of the double-focusing spectrometer, only 

the central ray will have a constant R in the basic equation 

above. However, the data may still be related to the basic 

equation, as we show below . 

Spectrometer data analysis in this laboratory is treat­

ed within the framework of category (2) (Snyder, Rubin, 

Fowler, and Lauritsen 1950) since the double-focusing spec­

trometers have each had single detectors. It is therefore 

logical and convenient to treat spectra from an array of 
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detectors by transforming the array spectra into a form 

equivalent to data taken by a single detector at the cen­

tral ray position, thereby retaining the category (2) 

methods. The transformation of array spectra will be con-

sidered in two parts: if a certain counting rate, N, is ob-

tained by detector x at a given field setting (correspond­

ing to magnetometer frequency f) we must find 

1) the frequency setting f' at which the central ray 

detector accepts the same particle momentum as accep-

ted by detector x at frequency f 

2) the counting rate N' that would be observed by 

the single central ray detector at frequency f'. 

For brevity the transformation factors (1) will be called 

frequency factors and (2) will be called yield factors. 

The detector array was designed so that detector 8 is 

very close to the central ray position. We consider detec-

tor 8 as the single central ray detector and relate the data 

from the other detectors to it. Detector 8 is calibrated 

Po
212 

with a alpha source at the target position; the mag-

netometer frequency written in the experimenter's notebook 

as he takes data is the frequency corresponding to detector 

8. Of course, any other detector could be considered as 

the "reference" detector, and all calibrations would then 

be made with respect to that detector. When comparing any 

spectra taken with both the single detector and the array, 
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however, it is less confusing to have detector 8 as the ref-

erence detector. 

Frequency factors were obtained by changing the spec-
212 

trometer field so that the Po alpha group is moved across 

each of the sixteen detectors. The frequency recorded for 

detector x (fx oc. ) is the frequency of detector 8 such that 

the known alpha momentum passes through the center of de-

tector x. Since we wish to relate all data to detector 8, 

we note that the fixed alpha momentum is defined by f 8~ . 

Therefore, when the ·magnetometer reads fx~, f8~ is the 

frequency (momentum) accepted by detector x. Clearly, 

the frequency (momentum) observed by detector x (f8 o< ) 

equals the measured frequency of detector 8 (fx~ )times the 

ratio f s« I f x~ . If for any fixed ~omentum 

f 8 °' I fxll( = f 8P/ fxp 

then, for any field, 

fx = f 8 (f8 " I fx"') 

where f is the equivalent detector 8 frequency observed by x 
detector x for a measured (notebook) frequency f 8 (which is 

also, of course, the frequency of detector 8). 

This last hypothesis has been verified experimentally 

by scattering protons and deuterons from a thin gold foil. 

The spec~rometer field has been varied and the frequency of 

the p and d groups recorded for each of the representative 

detectors 1, 4, 7, 10, 13 and 16 at four different beam mom-
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enta. Table V is a tabulation of the frequencies of de-

tector 7, and the ratios of the other detectors to detec-

tor 7. Within the experimental uncertainties, the ratios 

are independent of the field value. Detector 8 was not 

functioning at the time of this measurement, but the data 

implies that f 8P/ f 7P will be independent of field. Since 

. fxp/ f 7 P (or f 7P/ fxp) is constant, f 8P/ fxp should also be 

a constant independent of field, and the Po212 alpha values 

of f8~/ fx« can be utilized to find fx for any value of f 8 ; 

i.e. , 

The statement that f 8 I f p is independent of field is 
\ p x 

equivalent to the statement that the dispersion is constant. 

To show this we define the dispersion D as: 

..:i r /r8 
Af/f8 

where the subscripted quantities are evaluated at detector 

8 and ~ r is the radial displacement of a ray for a momen-

tum or frequency displacement tip or ~ f, respectively. 

If f 8P/ f xp is independent of p then 

fsp fxJ fg+fs-xj 
fxp = f 8 at p = fg p :. 

is independent of p and Dis independent of p. The.con-

clusion that the dispersion is independent of the field con-



92 

curs with the ray tracing data obtained at several fields 

below 11 Kg in a two-cm range on either side of the central 

ray (Groce 1963). 

Table VI presents the frequency factor data obtained 
212 

by changing the field so that the Po alpha group moved 

across each of the sixteen detectors . The frequency of the 

alpha peak for each detector is used to find the frequency 

factor values. Both of these quantities are tabulated. 

Po212 source measurements with full aperture, 0 = 11. 2° 
0 0 

B; 4. 2 , and 0 = G:. 2 yield the same frequency factors 

within experimental errors, indicating that the frequency 

factors are not a function of solid angle of the spectro-

meter. The frequency values are plotted in Figure 24. 

Yield factors were obtained by finding the yield (yxf) 

of detector x at a given frequency, f = f and the yield 
x 

(y8 f) of detector 8 with the field · set at f 8 =fx :::f. Clear-

ly, the yield (Yxf) of detector x normalized to detector . 

8 (or, in other words, the yield that detector 8 would have 

at f) equals yxf times the ratio y8f/ Yxf · If for any 

fixed momentum p 

then, for any field, 

The data of Table V, described earlier in this sec­

tion, show that y8P/ yxp is independent of p. If the mag-
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net analyzes a spectrum at momentum p, with N counts per 

unit frequency and unit beam charge, then y = Nq d f , 
xp xp 

where q is the charge and .1 f xp is the frequency range ac-

cepted by detector x at momentum p. A fxp may be expressed 

as f - f where the subscripts refer to the frequen-
xpl xp2 

cies at the slit edges (r and r 
2

) of detector x . Since 
xl x 

Table V, within the experimental uncertainties, shows no 

frequency dependence of f I f 7 for any of the array detec-
xp P 

tors investigated, we conclude that at positions r and 
. xl 

rx2 there will also be no frequency dependence of 

fxpl/ f 7P and fxp 2 / f 7 P. Therefore for any field the yield 

factors 

Ysp 
Yxp 

_ Nq f 8pl-f 8p2 

Nq fxp1-fxp2 

are .independent of field. 

f ~ -1 ~ f . 
7p 

The spectrum of particles elastically scattered from 

the interior of a clean tantalum sheet is used to evaluate 

the yield factors. It is convenient to obtain these fac-

tors in the frequency region two or three array frequency 

widths (f16 - f 1) below the calculated frequency position 

of elastic scattering from the surface nuclei; in this 

region the spectrum approximates a straight line. 

1) y xf values (f::: fx) are obtained in this frequency 

region for the sixteen detectors by a single array 
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exposure. 

2) y8 f values are obtained by detector 8 exposures 

with f 8 equal to several frequencies throughout the 

frequency interval f
16 

- f 1 of the first exposure. 

A smooth curve (in practice, a straight line) through the 

y values provides a means of determining the y f value 
Sf 8 

for each of the sixteen fx of the first exposure. The 

yield factors are simply the ratios y8f/ yxf • 

Figure 25 shows yield factor values as determined by 

L . Cocke. In all cases these factors differ from unity by 

less than 15%. The solid curve in this figure was derived 

from the data of Table VI, assuming that all of the sixteen 

slits were identical in width and spacing and that the de-

tectors would register all particles that pass both the 

spectrometer solid angle slits and the collector slits . 

A smooth curve is fit to a plot of the frequency spacing 

between detectors. The ratios of these frequency spacings, 

as found from the curve, are the yield factors (discussed 

above). The deviation of the measured yield factors from 

the values indicated by the solid curve is not surprising. 

The effective solid angle changes along the focal plane. 

Owing to the difficulty of plunging a thin end mill through 

a brass plate inclined at 41° to the end mill axis, the 

slits are not identical although a steel guiding jig was 

used. Very few of the detectors satisfy the design specifi-
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cations placed on active area location. The wide deviation 

of detector 2 from the solid curve, for example, is the re­

sult of some particles passing through the slits and strik­

ing a dead area of the detector. 

Unfortunately, the ~ailure of the active detector 

areas to meet specifications also means that the beam (ob­

ject) must be accurately located in the z (parallel to the 

f ie+<l) direction in order that the image be contained by the 

maximum available active area of each detector. Object 

sizes should be limited in the z direction to 1.9 mm with 

respect to the beam axis or else the beam image will fall 

partially on the dead area of several detectors. Particu­

lar caution should be exercised with gas targets, Since the 

object size may be quite large unless it is carefully col­

limated. 

The yield factors depend on the 0 angular entrance 

aperture of the spectrometer. Figure 26 shows data obtained 

with detector 16 by scattering protons from a gold foil. 

The lower 0 slit has been placed at a reading of 0 and the 

·upper 0 slit placed at four different settings. The areas 

of the spectra are measures of the probability of the mag­

netometer canisters' intercepting particle rays passing into 

the spectrometer (Figure 26). Since the area indicates an 

obstruction for angle settings greater than 15 (3.28°), 

most data are collected with slit settings of 0 = 15; 
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measurements of yield factors have been made with 0 - 15 

settings only. 

The treatment of emulsion spectra is similar to the 

treatment of array spectra. The data of Table VII are 

used to transform the scale of plate position to the fre-

quency scale of an equivalent single detector (detector 8). 
212 

The data were obtained by exposing an emulsion to Po 

alphas at eleven different fields. Alpha group plate posi-

tion is tabulated as a function of the field frequencies. 

The emulsion data are, of course, equivalent to the array 

data of Table VI and Figure 24 . They are also plotted in 

Figure 24. It is most convenient to convert the emulsion 

spectra into single detector frequency spectra (category 2) 

rather than to work directly from plate position (category 

1). This permits the use of the frequency Q-value program 

and emulsion spectra are then compatible with both array 

and single detector spectra. 

E. ARRAY PERFORMANCE 

The array has undergone continuous improvement since 

its construction, and the electronics system has been fre-

quently revised. The first routing system utilized the 

two-dimensional mode of the Nuclear Data analyzer with each 

detector system producing a routing pulse of characteristic 

height. This system was abandoned when electronic drifts 

frequently created routing problems. The binary routing 
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system has also been revised and further modifications will 

probably be made to eliminate noise-generated routing pul-

ses. 

High counting rates create routing errors. The pulse 

height analyzer requires 10 + ~ microseconds (n ranges from 

0 to 64 and equals the channel number) to analyze and store 

an incoming pulse. If a second pulse occurs within the 

processing time of an initial pulse, misrouting to another 

group of 64 channels may occur. Assuming that a one per 

cent misrouting is permissible, an order of magnitude cal-

culation for the maximum counting rate N yields 

.01 
N = 2 x 26 x lo-6 ::: 200 

particles per second. Use of a blocking pulse from the ana-

lyzer to prevent further routing pulses from reaching the 

analyzer during processing of an initial pulse would, of 

course, eliminate this problem. Detection of weak particle 

groups in the presence of elastically scattered beam parti-

cles will require this modification. With use of a block-

ing pulse the only effect of a high counting rate will be 

the increase in the analyzer dead time. 

For some applications it would be desirable to have an 

array of lower resistivity detectors. For example, the 

separation of low energy (2-3 MeV) doubly-charged alpha 

particles from piotons is difficult with the present detec-

tors since the bias must be reduced to the contact bias of 
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the detector, which varies from one detector to another. 

Low-resistivity detectors will have the required depletion 

depth at a bias of 5 or 10 volts. Insertion of foils to 

degrade preferentially the alpha energy is not possible 

because the proton and alpha peaks cannot be separated well 

enough. A detector system with a higher focal plane ratio 

of live detector area to dead area (between detectors) would 

be advantageous, particularly with experiments requiring 

higher resoluti-0n ( f 2-mm slits). Suitable array detectors 

are difficult to obtain. Since Ortec will not furnish re­

placement detectors of the original design, a source of new 

high-resistivity detectors will soon have to be found in 

order to maintain the present array efficiency. 

An examination of the detector requirements of future 

spectrometer experiments is in order at this point. The 

array has resulted in an order of magnitude increase in 

the data output of the spectrometer for some experiments, 

and the idea of a focal plane array of detectors has been 

shown to be practical. It is time to consider refinements 

(different detector resistivity, geometry, positioning, 

and type (including position-sensitive detectors)) that 

will extend the increased array efficiency to a larger num­

ber of experiments. The rate of data collection with the 

array requires automatic methods of data handling. 
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APPENDIX III: Q-VALUE CALCULATION 

For convenience the subscripts 1,2,3, and 4 refer to the 

usual reaction labeling convention of incident, target, 

observed, and residual nuclei, respectively. The frequen-

cies of the beam analyzing and spectrometer magnets are f 1 

and f
3

, respectively. 

The momenta, P1 3 , and total energies, E1 3
, of parti-

' ' 
cles 1 and 3 are evaluated with the relations 

2 2 2 2 2 2 
P1,3 :: El,3 - Ml 3 =kl 3Afl 3zl 3 ' 

' ' ' ' 
where M is the approximate mass, Z is the charge, and A is 

a constant chosen equal to 2 MP. Letting A= 2 MP yields 

values of k 1 and k
3 

equal to the k and k obtained with . a s 

the approximate expression of Marion (1960) that is used 

in this laboratory; i.e., 

where T is the kinetic energy. 

The expression for 

in terms of the known M1 , M
2

, M
3

, E1 , E
3

, P
1

, P3 and 9 3 

follows from the conservation of momentum 

and the conservation of energy 

E1 + E2 = E3 + E4 • 

2 2 2 . ! 
Q = M1+M2-M3 -[M1+M2+M3 -2E3 (E1+M2)+2E1M2+2P1P3 cos8_,] . 
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TABLE I: SOLAR NEUTRINO FLUX 

_N_u_m_b_e_r ______ R_e_a_c_t __ io __ n __________________ Q...._-_v_a_l_ue (MeV) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

Hl+ H
1 

._. H2 + e•+v 0.420 

BS ~Be S* + e + +- v 14. 06 

13 c13 .... + ,, N -t> +-e ,, 

015 _,.. Nl5 + e+ +Y 

Li 4 -+ He 4 + e + + '1 

H1 + H
1 +- e - --. H2 + Y 

3 -He + e ~ 

Be 
7 + e- __. Li 7 '*" V 

015+ e--+ Nl5 +v 

Nl3.,.. e- . ._. cl3 + v 

B8 + e - --. Be 8 + V 

1. 20 , 

1.74 

18.8 

1.44 

-0.018 

0.861 
0.383 
2.76 

2.22 

15.08 

Flux 

1011 

10
7 

10
9 

10
9 

10
8 

106 

10 
10 
109 
105 

10
5 

1 

All flux values are order of magnitude values in 

-2 -1 
units of number cm and sec Reactions 1-4 produce 

continuous neutrino energy spectra with the approximate up-

~er 'Y energy i .nd i ·ca t ed. React ion 5 produces an uncertain 

small flux value. Reactions 6-10 produce nearly mono-

energetic neutrinos~· the energy widths being determined by 

the thermal spread of the solar electrons. The neutrino 

energy spectra of reactions 2 and 11 reflect the 2 MeV 
8 

breadth of the Be state. (See page lff.) 
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TABLE II: Q-VALUE UNCERTAINTIES 

Beam Analyzing Magnet 
(fa "'>i 20 Mc/sec) 

Entrance and exit slit 
width= 2.54 mm 
± -! FW gives 
tJr / r =±1/ 1360 

Calibration constant
6 ka = (19881 ± 5) x 10-

Current regulation 
(field drift) 
d I/I = ± 1 / 7000 

40 37 Ca (p,ot..)K 
'1 f ilQ 

(kc/sec)(keV) 

± 8.6 

;!:3 .0 

.t 3. 0 

Ca40(p,p)Ca40 
.1 f ~Q 
(kc/sec) (keV) 

±5.9 

±2.0 

±3 .o 

RMS subtotal 

Spectrometer (f
5

"' 20 Mc/ sec) 

Calibration constant6 

±9.6 :t8.6 ±7 .o .±4.4 

ks=(ll361 . 5±5)xl0- · .±4.4 

Current r egulation 
(field drif t) 
~I/I~±l/10,000 ±.2.0 

Location of step midpoint ±4.0 

RMS subtotal 

Spectrometer angle (± 0.05°) 

RMS total 

(See page 20) . 

±6 .3 

±4.4 

±2.0 

:C4.0 

:J:3.5 ±6.3 

± 0.5 

± 9.4 

::1::3 .0 

±0.2 

±5 . 3 
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TABLE III: EXCITATION ENERGY UNCERTAINTIES FOR Ar37 LEVELS 

K39 (d' ct..) Ar 37 

Analyzing magnet (f ~ 32 Mc/sec) 
Full slit widt~ = 3. 8 mm (Ar / r::. ± 1/910) 
Calibration constant k~= (19881± 5)x10-6 
Current regulation (.&I; I::. :I: 1/6000) 

Subtotal 

Spectrometer (fs"' 34 Mc/sec) _ 6 
Calibration constant (""' 11380 :t 5) xlO 
Current regulation ( A I/I: :J: 1/10, 000) 
Typical peak frequency determination 

Subtotal 

Spectrometer angle ( ± 0 .05°) 

Total 

c135
(He

3
,p)Ar37 

Analyzing magnet (f "'20. 8 Mc/sec) 
Full slit widtfi= 2.54 mm Cdr/r= :il/136Q~ 
Calibration constant ka. = (19881±. 5)xl0 
Current regulation (AI; I """ ± 1/4000) 

Subtotal 

Spectrometer 
Calibration constant 
Current regulation 2 Typical peak frequency determination (±'3111111) 
Error in holder position ( * 0. 6 mm) 
Plate position - data ( :J: 1 mm) 
Plate position - calibration ( :j: 1 mm) 

Subtotal 

Spectrometer angle ( :J:. 0. 05°) 

(See pages 26, 58). 

{ft~ ) 
sec 

± 18 
:t 4 
±: 5 
J: 19 

.:i: 7 
± 4 
± 10 
±. 13 

.± 8 
:t 3 
:i: 5 
*10 

:J: 8 
:i: 4 
:.t: 5 

* 4 * 6 ± 6 
:!: 14 

J:.12 

:I:. 11 

± 1 

± 16 

.:110 

:I: 12 

:l: 1. 

:i 16 



108. 

TABLE IV: EXCITATION ENERGIES OF Ar37 LEVELS(L.5.9 MeV) 

37 
Ar level excitation energies are listed that 

have been reported since the compilation (column 8) 

of Endt and Van der Leun (1962). (See pages 4f . , 28, 

50, 66, 69f .) 
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TABLE IV: EXCITATION ENERGIES OF Ar37 LEVELS (l5.9 MeV) 

0 -
1 
2 
3 

4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 

0 . 000 
1.408 
1.617 
2.217 

2.498 
2.797 
3.173 
3.273 
3.525 
3.614 
3.711 

(3.751) 
(3. 90) 
3.937 
4.020 

(4. 215) 
4.282 . 
4.320 
4.402 
4.451 
4.582 
4.634 
4. 750 
4.894 
4.991 
5.055 
5 . 110 

(5 .14) 
5.221 
5.354 
5.417 
5.460 

4.623 
4.733 
4.877 
4.976 
5.035 
5.087 
5.122 
5.204 
5.338 
5.400 
5.426 
5.533 
5.568 
5.664 
5.762 
5.840 

o.ooo 
1.406 
1.607 
2 . 213 

2.484 
2.792 
3.167 
3.266 
3.515 
3.593 
3.693 

·3. 930 
(4.003) 
4.188 
4.277 

4.385 
(4. 435) 
(4. 562) 
4.613 
4.729 

((4.83)) 
4.978 

(5.036) 
(5.105) 

5.203 
5.341 

(5.401) 

5.574 
5.662 
5.761 
5.846 

o.ooo 
1.417 
1.618 

2.501 
2.807 

3.528 

3.717 

3.994 
4.047 
4.213 
4 . 284 

4 .421'. 
4.466 

4.657 
4.764 
4.909 
5.010 
5.070 
5 . 110 
5.158 
5.241 
5.376 
5.439 
5.467 

5.565 
5.701 
5.802 
5.870 

0.00 
1.40 
1.60 

2.50 
2.80 

(3 .18) 

3.55 

3.74 

4;04 
4.18 

4.49 

4.68 
4.81 
4.90 

5.18 

5.30 
5.43 

0.00 
(0.70) 
1.54 

2.56 

3 .50 

4.40 

4.63 

o.oo 
1.42 
1.61 
2.25 
2.41 
2.54 

3.55 

4.40 

4.63 

5.07 

5.85 
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TABLE V: f xp/ f 7p 

p [f7p f /f7 f 4p/ f7p . f 10p/ f7p fl3p/ f7p f / f 
Mc/sec] lp p 16p 7p 

17.087 1.01626 1.00801 0. 99256 . 0. 98536 0.97881 

27.781 1.01630 1.00795 0.99247 0.98544 0.97876 

28.035 1.01655 1.00795 0.99250 0.98541 0.97866 

35 . 132 1.01630 1.00796 0.99251 0.98542 0.97876 

41.945 1.01623 1.00793 0.99260 0.98557 0.97894 

f equals the central frequency of the group observed 
xp 

in detector x. All measurements in a given row were made 

with particles of the same momentum. Ratios at f
7
P=l7.087 

were obtained with protons scattered from gold. Ratios at 

f
7

P= 27.781 were obtained with Po
212 

alphas. All other 

data were obtained with deuteron scattering from gold. 

Errors are approximately .± 1/ 40 FWHM (± 1 kc/ sec for the 
-5 I 

28.035 data); this yields an error of% 5 x 10 • No 

significant change with frequency is observed in the verti­

cal columns. (See pages 9lff .) 



Detector 
Number 

1 
2 
3 
4 
5 

.. 6 

7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
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TABLE VI: FREQUENCY FAcrORS 

Frequency 
(Mc/ sea> 
r6 :::G=2 

28.234 
28.157 
28.078 
28.002 
27.926 
27.852 
27.781 
27.711 
27.640 
27.572 
27.505 
27.441 
27.377 
27.314 
27.250 
27.191 

Frequency 
Factors 
0:9=2 

0.98148 
0 . 98416 
0.98693 
0.98961 
0.99230 
0.99494 
0.99748 
1.00000 
1.00257 
1.00504 
1.00749 
1.00984 
1.01220 
1.01453 
1.01692 
1.01912 

Frequency 
(Mc/ sec) 
0: 6° 
G:::: 3 .6° 

28.226 
28.150 
28.069 
27.994 
27 . 917 
27.845 
27 .774 
27.704 
27 .635 
27.566 
27.499 
27. 435 
27.370 
27.307 
27 .246 
27.186 

Frequency 
Factors 
0 = 6° 
~= 3 .6° 

0.98151 
0.98416 
0.98700 
0.98964 
0.99237 . 
0.99494 
0.99748 
1.00000 
1.00250 
1 . 00501 
1.00745 
1.00980 
1.01220 
1.01454 
1.01681 
1.01905 

The frequency in the second column is the central fre-
212 

quency of the Po alpha line observed by the detector 

listed in the first column, with an acceptance angle 

0 0: 9 = 2 . The third column lists f Sot.. I f x o<.. for each 

detector . The last two columns list the same measurements 
. 0 0 

for a dif f erent acceptance angle: 0 :: 6 , 9 = 3. 6 . Errors 

are approximately ±. 1/40 FWHM ( .:t. 1 kc/sec); this yields 

-5 
an error of ± 5 x 10 . (See pages 92, 94; Figure 24.) 
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TABLE VII: EMULSION DISPERSION DATA 

Fr~~~ency of Frequency Plate 
Po alphas Factors Position 
(Mc/sec) f8e1,,, /fxoe. (2/3 mm) 

27.200 1.01838 19.5 
27.300 1.01465 42.0 
27.400 1.01095 62. 7 
27.500 1.00727 83.3 
27.600 1.00362 100.3 
27.700 1.00000 121.4 
27.800 0.99640 140 . 8 
27.900 0.99283 159.4 

. 28.000 0.98929 176.9 
28.100 0.98577 194.6 
28.200 0.98227 211.5 

212 
The central positions of Po alpha groups on an emul-

sion are listed in the third column. The magnetometer 

frequencies of these groups are listed in the first column 

with the corresponding frequency factors (f8«/fx~) listed 

in the second column. Plate position is measured from the 

end of the emulsion plate at the largest spectrometer 

radius~ (See pages 57, 96; Figure 24.) 
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FIGURE 1: INITIALLY· ASSUMED LEVEL SCHEMES 

The unbracketed quantities are tabulated in Endt 

and Van der Leun (1962). Quantities bracketed [ ] 

indicate additional assumptions made by Bahcall in 

order to carry out the flux-cross section calculations 

described in the Introduction. The number to the left 

of the Ar37 , i37
, and Ca

37 
ground states is the rela-

tive energy difference between the ground states of 

the nuclei on either side of the number. The branch-

ing ratios are the result of calculations by Bahcall. 

(See pages 4, 22.) 



(5.15 3/2~3/2] 
5.07 

~ 
4.40 

3.55 

2.54 

2.41 

2.25 

1.61 (3/t,5/2+)[512~ 1/2] 

1.42 ( 112+)[1/i; 1/2) 

0.816 
3/2~ 1/2 

3/2~ 312 / 
37 

18Ar 19 

37 
17CI 20 

t112 = 35.0 days 

[ 5.'12 

[ 1.57 

1.46 

3/2~ 312] 

5/2~ 112] 

[112~ 112] 

(312~ J/2] 

37 
t9K 18 

t112 = 1.23 sec 

(11.64] (312+,312] 

37 
20Co 17 

'""'"" 31% 
t 112 =0.13 sec 

,... , 23% 

~----12% 

r--o 
r--o 
,;:.. 

"=j 
I-'· 
aq 
i:: 
'i 
ro 
r--o 



115 

FIGURE 2: LEVELS OF Ar
37 

37 . 
The Ar levels found in this experiment are shown 

in the level diagram. Dashed lines and numbers in 

parenthesis indicate tentative level assignments . To 

the right of the diagram are spins and parities found 

by Rosner and Schneid (1964, 1965), Goosman and Kava­

nagh (1965), and Robertson et al (1960, 1965). The 

level diagram may be compared with the levels tabu­

lated by Endt and Van der Leun (1962), shown in Fig­

. ure 1. (See page 28; Table IV . ) 
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FIGURE 3: THICK TARGET SPECTRA FOR THE 
40 37 

Ca (p,o( )K GROUND STATE Q-VALUE 

The order of data collection is the order illus-

t .rated [a), b) and c)] with a change to a thinner tar­

get between a) and b). Experimental conditions are 

shown on each spectrum. Crosses mark the half-

height frequency (f s) . A 4-kc/sec uncertainty is 

assigned to fs. Three contributions to the resolu­

tion are shown: 5rc, the collector slit resolution; 

~ e, the kinematic resolution due to solid angle; 

and bra, the beam energy resolution due to the 

total analyzing slit width. (See pages lOf ., 14.) 
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FIGURE 4: THICK TARGET SPECTRA FOR 
40 40 . 

Ca (p,p)Ca ELASTIC SCATTERING 

The order of data collection is the order illus-

trated (a), b), and c)] with a change to a target of 

approximately the same thickness between a) and b) . 

Figure notations are the same as Figure 3. The 

approximate expected step position of Ca42 (p,p)Ca42 

and Ca44 (p,p)Ca
44 

contributions are indicated. (See 

pages 11, 14.) 
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FIGURE 5: DATA FOR SPECTROMETER CALIBRATION CURVES 

The ratio of spec.trometer frequency (f ) to ana­s 
lyzing magnet frequency (fa) is plotted for various 

.He
4+ 4 ++ 

spectrometer frequencies (fs). , He , and 

p beams were used. The experimental arrangement is 

described in the text. The Po212 alpha line shown 

is necessary to obtain absolute calibration constants. 

(See pages 16f .) 
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FIGURE 6: SPEC'TROMETER CALIBRATION CURVES 

These curves are obtained from the data of Figure 

5 for two different collector slit positions such that 

the Po
212 

alpha line appears at spectrometer fre­

quencies of 27.707 Mc/sec and 27.712 Mc/sec respec­

tively. (See pages 18, 26, 81.) 
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FIGURE 7: SAMPLE DATA OF A k DETERMINATION 
a 

Figure 7a shows a Bi
212 

alpha calibration used in 
3++ 

conjunction with the He pinhole data of Figure 7b to 

obtain a value for the analyzing magnet calibration 

constant (ka). (See page 18.) 
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FIGURE 8: K39 (d, o<)Ar37 SPECTRA SHOWING 

Ar37 EXCITED STATES L. 4. 5 MeV 

J29 (d, o< ) Ar37 alpha spectra at 30° and 150° show­

ing Ar37 excited states between 0 and 4.5 MeV are 

shown in Figure Sa. Figure 8b shows spectra of the 
0 0 0 0 

same resolution at 60 , 90 , 120 , and 140 for the 

excitation region between 3.5 and 4.5 MeV. Typical 

experimental resolutions are indicated on the 150° 

spectra. The ordinate marks indicate 50-count in­

tervals. In Figure 8a the 30° and 150° spectra 

abscissas have been shifted to align Ar37 states 

vertically. The additional frequency shift for an 
39 0 0 

Ar state between 30 and 150 is 180 kc/sec; if the 

Ar37 o Ar39 ground state of seen at 30 were an 

state, the state would appear at the arrow labeled 

X at 150°. The position of a level at 2.41 MeV in 

Ar37 is indicated by the arrow labeled 2.41. (See 

pages 24ff., 46, 48.) 
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FIGURE 9: SCHEMATIC TOP VIEW OF SCATTERING CHAMBER 

The shaded areas indicate the angles at which 

the detector was placed in order to obtain the 
39 37 

K (d, oC ) Ar angular distributions at Ed= 10 MeV. 

No change of target position is required for data 

taken at any angle. The KBr target surface was clos-

est to the incoming beam; the carbon backing was 

closest to the beam catcher. (See page 32.) 
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FIGURE 10: SOLID STATE DETECTOR SPECTRUM 

T.he angular distr.ibutions of the lowest six 

Ar
37 

levels were derived from this and similar spec­

tra extending from 20° ~ glab '= 165°. (See page 32.) 
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FIGURE 11: K39 (d,~)Ar37 ANGULAR DISTRIBUTIONS OF THE 

LOWEST SIX Ar37 LEVELS AT Ed=lO MeV . 

The ordinates of each of the six plots are the 

same. Each ordinate mark represents approximately 

one hundred detected events. The solid curves are 

drawn to aid the·eye and typical error bars are 

shown. Open circled data points have larger uncer-

tainties owing to contaminant background subtrac-

tion. (See pages 34f.) 



en 
I-

z 
::> 

>-
a:: 
<I: 
a:: 
I-
ffi 
a:: 
<I: 

a 
"D 

b' 
"D 

• 

0 

.. 
0 45 90 

Elc.M. 

K39 (d,a)Ar37
. 

• 

. . 

g.s. 

1.41 

• 

2.22 

2.50 

. . . 
135 18 

1.62 MeV 

. .. ·· . . ·----.......-·· .. 

2 .80 



136 

FIGURE 12: K
39 

(d, °'- ) Ar
37 

LEVELS - 4. 5 £Ex I. 5. 5 MeV 

Ar37 level data, collected using the K39 (d, o( )Ar37 

reaction, are shown in this figure. The six alpha spec­

tra were obtained at e cm= 20°, 30°, 40°, 10°, 110°, 

and 140°. The approximate excitation energy scale is 
0 

indicated on the · 20 spectrum. Yield factor correc-

tions have been made. Levels are numbered as in 

Table IV. Unidentified groups are labeled X. The 

peaks that are reduced by a factor of 3 in the 20° 
0 

and 30 spectra are caused by the contaminant 
16 14 

0 (d,o()N ground state reaction. Two triangles 

from the cross section decomposition have been includ­

ed in the 70° spectrum. (See pages 28, 50f., 64.) 
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FIGURE 13: K39 (d,oe.)Ar37 ANGULAR DISTRIBUTIONS 
37 

OF Ar LEVELS 4.5 '-Ex£ 5.5 MeVAT Ed=ll MeV 

The relative differential cross sections extrac-

ted from the spectra of Figure 12 are shown. The 

levels are numbered as in Figure 12 (Table IV). 

Level Ar37 
number energl 

20 4.58 
21 4.63 
22 4.75 
23 4.89 
24 4.99 
25 5.06 
26 5.11 
27 5.14 
28 5.22 
29 5.35 
30 5.42 
31 5.46 

Solid curves connect the data points. The data for 

the 5.14-MeV level (open circles)are plotted with the 

level of smallest cross section. The open-circled 
0 0 

points are measured cross sections for 20 and 140 

and upper limits for the remaining angles. (See 

pages 51, 65.) 
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FIGURE 14: VACUUM EVAPORATION OF B c1
35 

a 2 

The tantalum Bac135 holder is shown in (a). The 
2 

reservoir is pressed into the sheet with a ball bear-

ing. Notches provide local heating of the reservoir. 

(b) shows the holder and heat shields in position 

between the electrodes. The target holders are lo­

cated 2.5 and 3·.s cm above the holder. (See pages 

53f .) 
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. 35 3 37 

FIGURE 15: Cl (He ,p)Ar 4. 6 ~ E ~ 5. 9 MeV 
x 

37 
Ar level data collected using the 

c135 (He
3

,p)Ar
37 

reaction with natural chlorine tar-

gets are shown in this figure. The two proton spec­

tra were obtained at e lab= 30° and 80° . The approx­

imate excitation energy scale is indicated on the 30° 

spectrum. Levels are numbered as in Table IV. Ordi­

nate tick marks indicate one hundred counts . (See 

page 55 . ) 



en 
I-z 
::> 
0 
u 

c135(He3' p) Ar37 

NATURAL TARGET 
81ab = 300 

36 
• 35 

34 
• 

5.6 
I 

5.1 Ex 
I 

~ 

l z -Q. .. 
~ 

Q) 

J: -t\I 
u 

I 
26 

PLATE DISTANCE (CM) 

24 
• 22 

4.6 
I 

21 

l I ~ 
~ 
<:Tl 

1-:tj 
I-'· 

°ci 
Ii 
<O 

~ 
c.n 
fl> 



(/) 
1-
z 
::> 
0 
u 

Cl35(He3 ,p} Ar37 

NATURAL TARGET 
81ab =aoo 

34 
• 

35 

28 

29 
24 

25 
26 

PLATE DISTANCE (CM) 

22 21 

23 

• 

I-' 
~ 
..;i 

>zj 
..... 
~ 
Ii 
CD 

I-' 
(Tl 

O' 



148 
35 3 37 

FIGURE 16: Cl (He ,p)Ar 4.6 L E L 5.9 MeV x 

37 
Ar level data collected using the 

35 3 37 
Cl (He ,p)Ar reaction with enriched targets are 

shown in this figure. The five spectra were obtained 

e 0 0 0 0 0 0 
at lab= 30 , 40 , 60 , 80 , and 150 . The 30 and 

so
0 

spectra may be compared with the similar natural 

target spectra of Figure 15. The approximate exci­

tation energy scale is indicated on the 30° spectrum. 

Levels are numbered as in Table IV. Ordinate tick 

marks indicate one hundred counts. (See pages 55 

and 64.) 
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FIGURE 17: ERICSON PLOT OF Ar
37 LEVELS 

37 An Ericson plot shows the number of Ar levels 

below a given excitation energy for the levels ob-

served in this experiment listed in Table IV. The 

nuclear temperature determined from this plot is 

1 . 4 MeV with temperatures of 1.2 and 1.6 MeV also 

shown. (See page 69.) 
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FIGURE 18: BLOCK DIAGRAM OF NMR MAGNETOMETER 

Two separate circuits are required to cover the 

spectrometer magnetic field range commonly used. These 

two circuits are designated as "high" and "low" in 

the figure referring to the higher and lower frequency 

ranges respectively. Solid lines differentiate appar­

atus located at the spectrometer from the apparatus 

located in the control area, which is indicated by 

broken lines. (See pages 73, 77.) 

• 
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FIGURE 19: OSCILLATOR AND DETECTOR 

CIRCUITS OF NMR MAGNETOMETER 

The output of the single stage marginal os ­

cillator is adjusted in frequency by the variable 

capacitor and in amplitude by the regeneration resis­

tor. The detector stage supplies the rectified rf 

envelope to the audio amplifier. The table lists 

the different parameters used for the high and low 

frequency ranges (see Figure 1 . ) (Refer to pages 

73, 78, 80.) 



TO FREQUENCY METER 
A· 

1 4.7 µ.µ. f """ 10 µ.µ. f 

I t IE I 
w 

, I I I _J _J 
a.. - ~ ~ 0 :E 0 

2.5K 'Y 47K~ 
.02 _l_ 47K~ ~ u 

J ~ 
0 ...._ , . -L.. r - -- -

_+ IC J 5mfd 

COMPONENT 

A 
B 
c 
0 
E 

LOW 

10µ.µ.f 

2N247 
av 

470µ.h 
2N247 

~ 

I 

HIGH 

22µ.µ. f 
2N384 

12V 

60µ.h 
2N501 

.I mfd 

I I~ AMP~~FIER 

~ 27K 

..... 
()'1 
<O 

1-:i:j ,..,. 
aq 
r! 
'i 
ro 
..... 
c.o 



160 

FIGURE 20: SCHEMATIC DRAWINGS OF 

MAGNETOMETER COMPENSATING COILS 

The isometric sketch shows the relative positions 

of (A) the sample coil, (B) the modulating field coils, 

and (C) the compensating coils. Section A-A displays 

a cross section of the compensating coils and the 

volume occupied by the sample with the approximate 

scale of the drawing indicated by the 1-cm reference 

line. The field directions are shown; over the sample 

volume the field gradient is uniform, and both opposite 

and approximately equal to the external field gra-
. 

. dient .. The compensating coils ideally contribute no 

field to the center of the sample volume. (See page 

74 .) 
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FIGURE 21: SCHEMATIC ILLUSTRATION 

OF MAGNETOMETER COMPONENTS 

(a) A section through the magnet shows: 

A. vacuum chamber 
B. detector box 
C. focal plane 
D. low frequency probe 
E. high frequency probe 
F. anti-scattering baffles 
G. maximum limits of beam, focus on central ray 
H. high frequency oscillator and detector 
I. low frequency oscillator and detector 
J. BNC connector joining coaxial brass tubes 
K. two rods· (one behind the other) controlling 

high frequency variable capacitor and regen­
eration 

L. two rods (one behind the other) controlling 
low frequency variable capacitor and regen­
eration 

M. gear box 
N. selsyn . 
O. support for gear box 
P. plywood flooring of spectrometer table 
Q. outer return 

(b) The front section of the gear box and selsyns 
shows: 

R. gear box 
S. gear controlling high frequency capacitance . 

· T. gear controlling low frequency capacitance 
U. gear controlling low frequency regeneration 
V. gear controlling high frequency regeneration 
W. selsyn . controlling high and low frequency 

regeneration 
X. selsyp controlling high and low frequency 

capacitance · 

(See pages 15, 76~.) 
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FIGURE 22: ASSEMBLY DRAWING OF ARRAY 

The array is shown within the detector box in the 

side and top views of (a). In (b) and (c) s ections 

show details of the movable foil holder assembly and 

details of the detector locations respectively . The 

detector box is bolted to the exit flange of the mag­

net, to the right of the two left-hand views in (a). 

Some of the components are: 

1. array baseplate which is bolted to detector 
box 

3. array support, permanently attached to (1) 
5-6. foil holders 
8-9 . push rods for operating foil holders 
11-12-27. positioning guides for fixing z 

position 
13. original slit assembly, milled tantalum 

sheet 
15. foil holder spring 
17. foil holder hinge assembly 
18. detectors 

(See pages 83ff .) 
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FIGURE 23 : BLOCK DIAGRAM OF 

SIXTEEN DETECTOR ARRAY ELECTRONICS 

Since all detectors have identical circuitry 

(except that detector 1 needs no routing pulse), the 

circuitry of an arbitrary detector is shown. Appar­

atus located at the spectrometer is indicated by solid 

lines, that located in the control area by broken 

lines. (See pages 85ff .) 
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FIGURE 24: FREQUENCY FAcrOR DATA 

The circles indic~te the frequency positions of 
212 

the Po alpha line as the magnetic field is moved 

over the surface of each of the sixteen array detec-

tors. The frequency is plotted against the calcu-

lated distance along the focal plane; the point deter-

mined for each detector is adjacent to the detector 

number. (See page 92; Table VI.) 

Similar data have been obtained for use with 

· emulsions. The closed circles are the frequencies 
212 

of the Po alpha line for eleven field settings 

plotted against emulsion distance and normalized to 

the detector 8 position. (See pages 57, 96; Table 

VII.) 

Curvature of the data from the straight line 

indicates the dispersion change across the focal 

plane. 



0 
Q) 
I/) 

....... 
0 

~ 

r 
u z 
w 
:::> 
0 
w 
0:: 
u... 

28.0 

27.5 

15 

170 

10 

FREQUENCY FACTOR DATA 
o ARRAY 
• EMULSION 

5 

Figure 24 

0 

FOCAL PLANE DISTANCE (CM) - INCREASING R --.. 



171 

FIGURE 25: YIELD FACTORS 

Experimental yield factors of L. Cocke plotted 

with a solid curve derived from the frequency factor 

data (Table VI) are shown. Owing to array changes 

these yield factors are not valid for the analysis 

of recent data. They were obtained with 4 0 s 15 

and !J.fi= 2. 5. (See pages 94f . ) 



1
7

2
 

F
ig

u
re

 
2

5
 

• 
<.D 

• 
U

) 
lO

 
0:::: 
0 

~
 

I-(.j 
<

{ 
f() 

• 
L

L
 

0 
C

\J 
_

J
 

w
 

~
 

->-
w

 
m

 
0 
~
 

::)
 

O
') z ~

 
C

D
 

0 t-

• 
,._ u w

 
t-

• 
U

) w
 

0 

• 
lO

 

• 
~
 

• 
f() 

• 
C

\J 

• 

0 
0 Q

 

SH0.1~'1,:j 
0

1
3

1
A

 



173 

FIGURE 26: DETECTOR 16 TRANSMISSION 

DATA FOR DIFFERENT SOLID ANGLES 

Protons scattered from a gold foil are observed 

by detector 16 with four different entrance slit 

openings. Thee aperture is l .33°for all cases . The 

lower 0 slit reading is 0 and the upper 0 reading is: 

1) 25 

2) 20 

3) 15 

4) 10 

The areas of the four right-hand curves are plotted 

on the left side. Because of beam interception by 

the magnetometer canisters the transmission does not 

increas.e linearly above 0 = 15. (See page 95.) 
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