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Abstract

Coronal mass ejections (CMEs) are dramatic eruptions of large, plasma structures

from the Sun. These eruptions are important because they can harm astronauts,

damage electrical infrastructure, and cause auroras. A mysterious feature of these

eruptions is that plasma-�lled solar �ux tubes �rst evolve slowly, but then suddenly

erupt. One model, torus instability, predicts an explosive-like transition from slow

expansion to fast acceleration, if the spatial decay of the ambient magnetic �eld

exceeds a threshold.

We create arched, plasma �lled, magnetic �ux ropes similar to CMEs. Small,

independently-powered auxiliary coils placed inside the vacuum chamber produce

magnetic �elds above the decay threshold that are strong enough to act on the plasma.

When the strapping �eld is not too strong and not too weak, expansion force build

up while the �ux rope is in the strapping �eld region. When the �ux rope moves to a

critical height, the plasma accelerates quickly, corresponding to the observed slow-rise

to fast-acceleration of most solar eruptions. This behavior is in agreement with the

predictions of torus instability.

Historically, eruptions have been separated into gradual CMEs and impulsive

CMEs, depending on the acceleration pro�le. Recent numerical studies question this

separation. One study varies the strapping �eld pro�le to produce gradual eruptions

and impulsive eruptions, while another study varies the temporal pro�le of the voltage

applied to the �ux tube footpoints to produce the two eruption types. Our experi-

ment reproduced these di�erent eruptions by changing the strapping �eld magnitude,

and the temporal pro�le of the current trace. This suggests that the same physics

underlies both types of CME and that the separation between impulsive and gradual
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classes of eruption is arti�cial.
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Chapter 1

Introduction

1.1 Thesis outline

This thesis is written for two separate audiences: (i) thesis committee members who

are presumed to be interested in the results and (ii) future graduate students, who

are presumed to be interested in the details. As such, the thesis main body attempts

to be succinct with only the relevant details, whereas the appendix is lengthy. The

reader is encouraged to peruse the appendix to view useful de�nitions, mathematical

relationships, nuts and bolts, and an in-depth look at some of the solar models. Due

to the organization of this thesis, there will be some repetition between the main

body and the appendix.

The basic structure of the thesis is as follows. The introduction motivates the

study of the sun, presents a brief introduction to plasma, describes the experimen-

tal setup, and de�nes important solar terminology. Chapter 2 is dedicated to the

reproduction of the slow rise to fast acceleration of a solar eruption. This chapter

contains an overview of the debate, the set-up, a generalized implementation of torus

instability, results, and discussions addressing important questions in solar physics.

Chapter 3 gives the conclusion. The conscious decision to have a single main chapter

is due to the time restrictions for thesis writing.
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1.2 The sun

It is di�cult to exaggerate the importance of the Sun to life on Earth. Evidence of

the prime role of the Sun is evident in its status as a deity among human civilizations

and cultures1. With the power to sustain life comes the power to harm, and the sun

is certainly capable of violence. Large solar eruptions release energetic particles and

magnetic energy into the solar system. If these eruptions hit the Earth, the solar

magnetic �eld can cancel out part of the Earth's magnetosphere, e�ectively lowering

the Earth's protective shields and resulting in powerful geomagnetic storms.

Countless solar eruptions have impacted the earth since the beginnings of civiliza-

tion, but societies are increasingly susceptible to geomagnetic storms, since modern

humans depend on an always-functioning electrical infrastructure. In 1989, a solar

eruption caused a geomagnetic storm which induced large electric currents in the

long-distance electrical power transmission lines in Quebec, Canada. These currents

interacted with and overwhelmed transformers, causing catastrophic failures, and the

entire province was left without electricity for over nine hours! Another example is

the outage of two Canadian telecommunications satellites in January 1994 due to

enhanced energetic electron �uxes. Even though the �rst satellite recovered after a

few hours, the repair of the second satellite took 6 months and costs over 50 million

dollars [19].

A recent �near miss� event occurred in July 2012 when a coronal mass ejection

(CME) hit NASA's Solar Terrestrial Relations Observatory (STEREO [20])-A, a satel-

lite on the same solar orbit as the Earth but during the eruption was located ahead of

the earth by about a week [21]. Scientists used STEREO-A's magnetic measurement

to model the theoretical impact of this CME had it struck the Earth. Their models

predicted a larger storm than the 1989 Quebec storm in the best case scenario and a

storm surpassing the largest solar storm on written record in the worst case scenario.

This �largest solar storm� is known as the Carrington event of 1859 and was reported

to have caused auroras as far south as Hawaii, and to have knocked out the global

1Solar gods include the Aztec Huitzlopochtli, the Mayan Kinich Ahau, the Egyptions Ra, the
Greek Helios, the Roman Sol, the Arabian Malakbel, etc.
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telegraph network.

The close-call of July 2012 motivated question about the frequency of extreme

solar storms and the likelihood of Earth impact. Riley [22] assumed that the frequency

of occurrence scales as an inverse power of the severity2 and estimated the probability

that another Carrington-like storm would occur in the next decade to be 12%. This

is comparable to the likelihood of a serious earthquake in California over the same

time interval. A 2008 National Academy report [19] estimates the cost of a �severe

geomagnetic storm scenario� to be 1-2 trillion dollars, with a recovery time of 4-10

years.

One major di�erence between solar storms and earthquakes is that scientists can

obtain early warning from satellites observing the sun and potentially predict oncom-

ing solar storms. Unfortunately, predictions of solar eruptions are exceedingly di�cult

and the arrival times of signi�cant space weather events have only been accurate to

±12 hours [20]. Much of the uncertainty is due to the complicated nature of erup-

tions. After leaving the solar atmosphere, erupted structures can confound simple

estimates by speeding up, slowing down, or rotating. The ambient solar �eld may

de�ect the eruption, resulting in non-radial propagation [23]. Many models do not

consider these nuances and instead rely on nominal values to make their predictions.

The community has not agreed on the geometry of the eruptive structure, resulting

in a healthy debate between 2-D loops, spherical shells, cylindrical shells, ice-cream

cones, and graduated cylindrical shells (side view of arched structure) [4, 24].

The magnetic �eld orientation also plays a central role in how solar eruptions in-

teract with the earth. CMEs with a southward magnetic �eld can cancel the Earth's

northward magnetic �eld, thereby enhancing the injection of magnetic energy into

the Earth's magnetosphere. In contrast, northward-directed solar magnetic �elds

have minimal interactions with the Earth [25]. Even though the magnetic orientation

of the eruption determines whether a storm will have a catastrophic impact, most

existing space weather models do not include information about the underlying mag-

netic structure [26, 27]. These models rely on measurements from spacecraft at the

2This is similar to the scaling of earthquake frequency and their severity.
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Figure 1.1: (From Fig. 6 of Ref. [1]) False alarm due to failed prediction about
geo-e�etiveness of Jan 10 event by current NASA & NOAA models. The NASA and
NOAA predictions are of a serious solar storm whereas measurements (in green) show
little geo-consequence.

�rst Lagrangian position to determine the magnetic orientation. This means that

information about the magnetic �eld orientation is not available until approximately

1 hour before Earth impact. Unfortunately, this may not be enough time to arrive at

the correct prediction.

There are societal consequences for accurately predicting low-probability high-

damage events, as demonstrated by the L'Aquila, Italy earthquake and corresponding

debate [28]. The trials of the Italian scientists who failed to predict this earthquake

highlight the challenges of communicating probabilistic events to the general com-

munity. Scientist must balance a 98 percent probability of a false alarm against a 2

percent chance of failing to issue a warning for a catastrophe. While the L'Aquila

event focused on the latter, there are tangible consequences associated with false

alarms. One example of a solar eruption false alarm is from Ref. [1] and shown in

Fig. 1.1. Scientists use a logarithmic Kp index to predict the severity of a solar

event where Kp ≥ 5 is considered a solar storm and Kp = 8 represents a severe solar

storm. The latest NASA and NOAA models predicted a powerful storm but actual

Kp measurements shown in green reveal negligible consequences due to the eruption.

There is much to be done in order to improve our space weather predictive ca-

pabilities. In theory, we should be able to predict an upcoming solar storm through

accurate modeling of the underlying physics. Unfortunately, there is no standard
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model for CMEs and much of our understanding is still empirical and based on qual-

itative arguments about magnetic �eld lines.

1.3 Motivating questions

There are many hotly debated solar physics questions as of the writing of this thesis

[29] and two of these will be addressed herein. The �rst question is most fundamental:

what causes the slow-rise to fast eruption of CMEs? The next question is 'Should fast

and slow CMEs be attributed to di�erent models?' In the process of addressing these

questions, we create a framework that uni�es two di�erent models of solar eruption.

1.3.1 Demonstration of slow-rise to fast eruption.

Measurements of CMEs near the earth are consistent with coherent magnetic, twist-

carrying coronal structures (i.e., �ux ropes) [4, 30], but there is debate on whether

the �ux rope structure existed prior to the eruption or if it was formed during the

eruption by magnetic reconnection. Recent observations [31] and simulations [32]

suggest that the magnetic �ux rope structure exists before the eruption and triggers

the eruption through a �loss of equilibrium� mechanism. One such mechanism, the

torus instability [33], occurs when a strapping �eld in the corona decays sharply as a

function of height, allowing a rapid acceleration of the �ux rope when it rises above

a critical height.

We reproduce the slow rise to fast acceleration of laboratory �ux ropes in the lab,

and our results are in agreement with the torus instability.

1.3.2 Impulsive vs Gradual CMEs.

Historically, CMEs are divided into two categories: impulsive (fast) and gradual (slow)

[29, 34]. Impulsive eruptions occur at very high speeds and decelerate while gradual

CMEs exhibit a slow acceleration3. It is thought that impulsive CMEs are tied to

3Impulsive CMEs velocities are over 750 km/s whereas gradual CMEs velocities are around 400
km/s.
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�are-associated events while gradual CMEs are associated with �lament eruptions.

There is recent evidence, however, that such a distinction may be arti�cial. Feynman

and Ruzmaikin [35] present observations of a fast, �are-associated CME with corre-

sponding erupting �lament. Statistical studies by Vrsnak et al. [36] and Yurchyshen

et al. [37] found no reason to separate the two types of CMEs. Chen & Krall [38]

and Torok & Kliem [39] numerically reproduce impulse and gradual CMEs by ��ux

injection� and by �torus instability,� respectively.

We are able to produce impulsive and gradual CMEs in the laboratory by changing

the pro�le of the current trace (�ux injection), and by changing the strapping �eld

(torus instability). We expect the sun to use both approaches to produce fast and

slow CMEs, so the distinction between impulsive and gradual CMEs is likely arti�cial.

1.3.3 Unifying �ux injection and torus instability

The Kliem & Torok implementation of torus instability [33] focuses on the pro�le

of the strapping �eld interacting with a current loop. The �ux injection model [40]

focuses on the applied voltage across the footpoints of a plasma arch. Chen [41] argues

that the Kliem & Torok implementation does not have footpoints, and is therefore

inconsistent with the boundary conditions. Our experiment has footpoints, adjustable

strapping �eld pro�les, and adjustable voltage pro�les, so elements from both models

are applicable.

We present a simple model for a nearly-circular plasma, with boundary conditions

determined by an adjustable power supply. This model connects �ux injection and

torus instability to our experimental setup.

1.4 Introduction to plasmas

Plasmas are ionized gases and make up 99 percent of the known universe. However,

the typical human environment is too dense and too cool for plasma to exist. Figure

1.2 is a log-log plot of temperature and density; solids, liquids, and gases occupy the

lower right hand corner of the plot whereas plasma makes up the rest of the �gure.
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Copyright © 2010 Contemporary Physics Education Project

Figure 1.2: Temperature vs density chart for plasmas. (From: Contemporary Physics
Education Project).

Plasmas can be cool and di�use like the beautiful auroras of the polar skies or dense

and extremely hot like the center of the sun. Their ionized nature means that their

behavior is in�uenced by magnetic �elds. The three fundamental parameters that

characterize a plasma are: temperature, number density, and magnetic �eld [42].

Consider plasmas with equal numbers of positive and negative charges4. Even

though the plasma is considered �neutral� as a whole, there are localized regions of

strong electric �eld. Within these regions, the forces due to an isothermal pressure

gradient must balance the electrostatic electric �eld to determine the localized density

distribution. Assuming that thermally induced perturbations are su�cient slow, the

density distribution of the electrons and ions are given by the Boltzmann relation

nσ = nσ,0 exp(−qσφ/κTσ)

where σ ∈ {e, i} is the particle species, Tσ is the temperature, qσ is the charge, φ

is the electrical potential, κ is Boltzmann's constant, and nσ,0 represents a constant

4Non-neutral plasmas contain only a single charge and dusty plasmas also include charged �dust�
as a third type of particle.
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density.

The charges self-organize because same-polarity charges repel and opposite-polarity

charges attract; this self-organization creates an e�ective screening e�ect. For exam-

ple, an ion will attract electrons around it while repelling nearby ions. The charge of

the surrounding electrons screen the charge of the ion so that an observer su�ciently

far away will not see the electric potential associated with the ion. The length scale

of this screening e�ect plays a fundamental role in plasma physics and is known as

the Debye length:

λD ≈ λD,e =

(
ε0κTe
ne2

)1/2

where n ≈ ni is the system density and the system Debye length (λD) is approximately

the Debye length of the electrons (λD,e). This self-organization occurs for all particles

in the plasma and only makes sense if enough particles exist within a volume (λ3D)

to provide screening. Thus, a criterion for an ionized gas to be considered a plasma

is nλ3D � 1, where n is the number density of the ionized gas [42]. In order for the

shielding to be relevant, the plasma characteristic length must be much greater than

the Debye length so that the plasma can be considered quasi-neutral. Thus, the two

de�ning features of a plasma are:

1. nλ3D � 1

2. L� λD

The inclusion of a steady state magnetic �eld introduces interesting behavior to

individual particles and to the collective plasma. A charged particle in a magnetic

�eld exhibits cyclotron motion by making circular or helical orbits along a guiding

center as shown in Fig. 1.3 (a). If both electric and magnetic �elds are present, the

particle undergoes an E × B drift as shown in 1.3 (b). This drift is independent of

the charge of the particle, so both positive and negative charges move in the same

direction. Things get even more interesting when the particles follow curved magnetic

�eld lines or enter a non-uniform and/or time dependent magnetic region. Needless to

say, plasmas exhibit many complicated but interesting behaviors; the �eld of plasma
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Figure 1.3: (a) Particles make circular cyclotron orbits about magnetic �eld lines
or helical orbits along the magnetic �eld lines. (b) A particle experiencing both a
magnetic and electric �eld will tend to drift in the direction of Ê×B̂. This movement
is independent of the particle charge.

physics attempts to describe the essential concepts behind these behavior.

1.5 Magnetohydrodynamics

There are many levels of plasma description from tracking individual particles to

magnetohydrodynamics (MHD); additional information about the di�erent descrip-

tion of the plasma can be found in Sec. B.1. MHD approximates the plasma as a

single conductive �uid and is the least accurate of all the descriptions. Nevertheless,

it is still tremendously useful because many systems do not require the additional

precision of the other descriptions and MHD provides the most e�cient and intuitive

method for assessing the plasma. Complicated geometries are also di�cult to model

and are often only analytically feasible in the context of MHD.

The MHD equations relevant to solar phenomena are:

• The continuity equation:

∂ρm
∂t

+∇ · (ρmU) = 0 (1.1)
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where ρm is the mass density and U is the center of mass velocity.

• The equation of motion:

ρm
DU

Dt
= J×B−∇P − ρmg (1.2)

where J is the current density, B is the magnetic �eld, P is the thermal pressure,

and ρmg is the force of gravity, which is typically important on the Sun but is

not found in standard MHD derivations.

• Ohm's law for resistive MHD:

E+U×B = ηJ (1.3)

where E is the electric �eld and η is the plasma resistivity.

• Faraday's law:

∇× E = −∂B
∂t

• Ampere's law in the limit of velocities much less than the speed of light:

∇×B = µ0J

• Divergence free condition:

∇ ·B = 0

• Energy equation of state:
P

ρ
5/3
m

= const (1.4)

where γ = 5/3 for an adiabatic equation of state.

MHD focuses on low-frequency, long-wavelength, and magnetic behavior of the plasma.

The following conditions are required for MHD to be valid:
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• Quasi-neutrality, meaning that the characteristic length scale must be much

larger than the Debye length (λD).

• The plasma must be collisional. This means that collision time is much less

than the time scales of interest so that the pressure can be approximated as

isotropic and the system is at a near Maxwellian.

• Characteristic velocity is much slower than the speed of light, meaning that the

displacement term is dropped from Ampere's law.

• Characteristic time scale of phenomena is long compared to electron cyclotron

motion qB/m so that the electron inertia term can be dropped.

In the limit when resistance is negligible (η → 0), the system is known as Ideal MHD.

The concept of frozen-in �ux (Sec. B.2) is important in ideal MHD. It is intuitive

to think of frozen-in �ux as plasma and magnetic �eld lines moving as an ensemble in

order to preserve the �eld-line topology [42]. This is a strong topological constraint

which prevents the magnetic �eld lines from �tearing� and �reconnecting� even if doing

so would result in an energetically favorable con�guration. Thus, even a small amount

of resistivity can have large impacts on plasma stability since it allows the plasma

�eld line topology to change within localized regions.

1.6 Magnetic Reconnection

Magnetic reconnection describes the topological change of a magnetic con�guration

due to a �tearing� and �reconnecting� of magnetic �eld lines at a magnetic null point

(Fig. 1.4 (a)). The resulting change in the topology allows the system to relax to lower

energy con�gurations, thereby releasing free energy (Fig. 1.4 (b)). This free energy

has been attributed to many space processes, including the Earth's magnetosphere,

solar �ares, and star formation [29, 43, 44]. Reconnection has also been observed in

laboratory experiments [45�47].

The simplest reconnection model is the Sweet-Parker reconnection [48, 49]. Flows

of plasma bring magnetic �eld lines together so that �eld gradients become strong at
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Magnetic null point

Free energy release

Figure 1.4: Cartoons depicting reconnection. (a) Two �eld lines come together and
interact a magnetic null point. (b) The corresponding change in �eld topology is
associated with a release of energy. (c) Bulk plasma �ows Uin carry magnetic �eld
lines �ows towards a magnetic null. (d) The compression of �eld lines creates a thin
current sheet (red) where reconnection occurs. Outward plasma �ow Uout carries
newly reconnected �ux away from the reconnection site.
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a localized region (Fig. 1.4 (c)). The interaction of �eld lines forms a thin current

sheet (Fig. 1.4 (d)) where non-ideal MHD reconnection behavior occurs. The rate of

reconnection is determined by the dimensions of the current sheet (δ, L), which scale

as:
δ

L
=

1√
Sin

(1.5)

where Sin is the in�ow region's Lundquist number. The Lundquist number, a measure

of how well the magnetic �eld is frozen into the plasma, is

Sin =
µ0va,inL

η

where va,in = Bin/
√
µ0ρm is the Alfven velocity of the in�ow, and η is the resistivity

of the system.

While a general Sweet-Parker reconnection model has been demonstrated in the

laboratory [50], the reconnection rate predicted by Eq. 1.5 is many orders of magni-

tude too slow to describe solar �ares [51], which have Sin ∼ 1011. This slowness in

Sweet-Parker is attributed to the pile-up of the large amount of mass that must �ow

through the very narrow (∼ δ) current channel. Petschek [52] proposed that, outside

the immediate reconnection region, standing waves could drive out�ows, dramati-

cally increasing the reconnection rate. The Petschek model predicts reconnections

rates that scale as
vout
va
∼ 1

ln(Sin)

which is insensitive to Sin. Nevertheless, the Petschek model has been criticized as not

being self-consistent [53] and modern researchers are looking beyond Resistive MHD

towards the smaller length scales when ions are no longer considered magnetized

[54�56]. This regime � Hall MHD reconnection � is a current topic of research and

the details can be found in Ref. [43].
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1.7 Dimensionless form

A remarkable feature of plasmas is that the same qualitative phenomena occur in

plasmas with temperatures, densities, and magnetic �elds that di�er by many orders

of magnitude. This scalability permits predictions about novel behavior using intu-

ition about known plasma behavior. One way to take advantage of the scalability of

plasmas is by rewriting the MHD equations in dimensionless form to extract dimen-

sionless constants. In particular, the continuity equation (Eq. 1.1) and the equation

of motion (Eq. 1.2) become
∂ρ̄m
∂τ̄

= −∇̄ · (ρ̄mŪ)

ρ̄m

(
∂

∂τ̄
+ Ū · ∇̄

)
Ū =

(
∇̄ × B̄

)
× B̄− β∇̄P̄ + γρ̄mḡ (1.6)

and the induction equation is obtained by taking the curl of resistive Ohm's law (Eq.

1.3), yielding
∂B̄

∂τ̄
= ∇× (Ū× B̄) +

1

S
∇̄2B̄ (1.7)

Three dimensionless constants capture the essential physics of the system:

β =
2µ0P

B2
(1.8)

S =
µ0LvA
η

(1.9)

γ =
gL

vA
(1.10)

where L is a typical length scale and vA = B/
√
µ0ρm is the characteristic Alfven

velocity. The plasma β is a ratio of thermal pressure to magnetic pressure. The

Lundquist number S is a ratio of Alfven time scale to the resistive time scale. There

is no standard name for γ which compares the gravity to magnetic forces.

In the solar corona, and β � 1 so magnetic forces dominate thermal forces. S � 1,

which means that the plasmas are highly conducting and Ideal MHD is applicable.

The magnetic energy density is 800 times more powerful than the gravitational energy

density in the solar corona [57] so γ is negligible.
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1.8 Limits of observation and numerical studies

Observation of solar �laments, arched plasma structures associated with eruptions,

have various limitations. Solar observations are unable to measure the magnetic �eld

in the corona precisely and so solar models extrapolate the coronal magnetic �eld

from photospheric magnetic measurements [32, 58]. The best photospheric magnetic

measurements are obtained from �laments positioned on the face of the sun, but

observers lack the ability to determine the geometry and con�guration of those �la-

ments directly; the converse is true for �laments close to the limb of the sun [59]. As

a result, eruptions with excellent imaging diagnostics are severely lacking in magnetic

information. Even when quality photospheric magnetic measurements are available,

the process of extrapolating the magnetic �eld into the corona has its limitations.

Extrapolation results di�er depending on the underlying assumptions [30] and even

the best non-linear force-free algorithms struggle to extrapolate the force-free corona

magnetic �eld from the boundary measurements obtained from a �forced� photosphere

[60].

The methods of modeling the magnetic �eld listed in increasing levels of sophisti-

cation are potential �eld source surface, force-free �eld, non-linear force-free �eld

(NLFFF) employing line-of-sight magnetograms, NLFFF employ complete vector

magnetograms, and MHD models. The advantage of the �eld models is that they

are data-driven and constrained by observations. Unfortunately they are static, so

independent �eld models must be generated for each time step to evolve the sys-

tem. In contrast, MHD models are intrinsically dynamic but they are initialized by

idealized magnetic �elds and are not constrained by observations. Almost all solar

eruptions models su�er from poor knowledge about the initial conditions of the mag-

netic �eld and this problem is unlikely to be addressed until satellites are sent to

directly probe the sun5.

Although we have more satellites in the sky than ever before, there are limitations

to what can be done observationally. Scientists do not have control over the behavior

5See: Solar Probe Plus mission set for 2018 launch.
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of the Sun and must wait for it to do something interesting. The sun is happy

to oblige with powerful eruptions during solar maximum but can also stubbornly

refuse to display interesting eruptions during periods of solar minimum. When an

eruption occurs, scientists hope that satellites are properly positioned to image the

event. Most satellites are along the Sun-earth axis and thus provide a single view of

eruptions. A pair of satellites (STEREO-A and STEREO-B [20]) �y ahead and behind

the earth and the additional perspective of an eruption can be used to extract 3D

information [61]. Unfortunately, STEREO satellites may not be in the best position to

capture eruption images and the satellites have �black-out� periods of several months

corresponding to when both spacecrafts are on the far side of the sun. One such

black-out period (March 2015 to July 2015) is in e�ect as of the writing of this thesis.

Furthermore, the STEREO mission has a �nite lifetime [4], which means that future

observers may be restricted to a single viewpoint.

Much of what we know about the sun is from empirical statistical studies based on

observations and numerical models which depend heavily on information about the

magnetic �eld, the quality of which is lacking. This has made it di�cult to e�ectively

predict solar weather from observations and numerical modeling alone.

1.9 Contribution of laboratory experiments

Many of the shortcomings of numerical and observational studies can be addressed by

laboratory experiments. Unlike observations, experiments provide repeatability, per-

mitting the use of statistics to investigate speci�c phenomena. Laboratory diagnostics

can directly measure solar-relevant laboratory plasmas and can be set up to extract

the desired spatial and temporal information about speci�c plasma processes. Desir-

able plasma parameters can be varied independently to extract the essential physics.

Unlike numerical studies and theoretical analysis, no �potentially unphysical� simpli-

fying assumptions are made; laboratory plasmas obey all the laws of physics.

Laboratory experiments (see Fig. 1.5) can provide some insight into the behavior

of solar-relevant plasma loops in an ambient magnetic �eld [2, 3]. The dimensionless
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(a)

(b)

Figure 1.5: (a) Ref. [2] showed that a strong strapping �eld can inhibit plasma
expansion. (b) Ref. [3] demonstrated the eruption of a solar-relevant plasma structure
by injecting hot plasma into the footpoints.
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numbers for laboratory plasmas must match the numbers for solar plasmas to take

advantage of plasma scalability (Sec. 1.7), so solar experiments have been designed

so that β � 1 and S � 1. Hansen and Bellan [2] designed such an experiment and

demonstrated that a su�ciently strong strapping �eld can completely inhibit plasma

loop expansion in the lab. This result is expected to scale to con�ned solar eruptions

� an eruption that rises rapidly from the solar surface but does not escape the solar

atmosphere.

The smaller scale separation is the main limitation of laboratory experiments.

The Lundquist number is S ∼ 108 − 1011 for solar plasmas due to the immense

length scale of plasma. In contrast, laboratory plasmas are more likely to have to

S ∼ 10−103 since there is a restriction on the length scale of laboratory experiments6.

This inability to match the immense Lundquist numbers of astrophysical phenomena

means that not all of the relevant solar physics is captured by laboratory experiments.

Since S is found in the denominator in Eq. 1.7, however, laboratory experiments with

S = 100 capture 99% of the essential physics (instead of 99.999999999% of the physics

for S ∼ 1011). Such experiments can produce powerful insights into solar eruptions,

provided that the boundary conditions and dimensionless numbers requirements are

satis�ed.

1.10 Experimental set-up and useful concepts

This section outlines the most common set-up for the majority (but not all) of the

work presented in this thesis; a more in-depth discussion can be found in the Appendix

(Sec. D). This section also contains useful concepts and terminologies that are used

throughout this thesis.
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Figure 1.6: The cathode and anode de�ne the x− y plane of the coordinate system,
with the gap separating cathode from anode de�ning the origin. The bias coils (pur-
ple) generate arched magnetic �elds similar to a horseshoe magnet. Strapping coils
(blue) are inside the vacuum chamber for the majority of the work in this thesis.

1.10.1 Laboratory set-up

The experimental setup is shown in Fig. 1.6. A pulsed, magnetic plasma gun con-

sisting of anode, cathode, and bias coils is mounted at the end of a 1.5 m long, 0.92

m diameter vacuum chamber with 10−7 torr base pressure. The chamber is much

larger than the plasma, thus simulating a half-in�nite space, and the chamber axis

de�nes the z direction (height). The bias coils located behind the electrodes generate

arched magnetic �elds in the y − z plane. The magnetic �eld is nominally 1.5 kG at

the foot points and 250 G at the apex. Fast valves pu� gas through the center of

the bias coils into the vacuum chamber. High voltage applied to the electrodes by a

59 µF capacitor ionizes hydrogen gas to form an arched plasma of density n ∼ 1021

m-3. The capacitor is typically charged to 2.5-5 kV driving 30-70 kA of current which

�ow in the y direction at the plasma loop apex. Additional inductance (Lextra) can

be added to the intrinsic inductance of the system (Lintrinsic) to slow down the cur-

rent pulse. The plasma temperature T is estimated to be 2-4 eV, corresponding to

β = 2µ0nkBT/B
2 ∼ 0.2, so magnetic forces are expected to dominate.

6Surprisingly, this restriction is often the size of the laboratory chamber door. What is the largest
vacuum chamber that can be brought into the laboratory?
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A 0.77 F capacitor bank powers two 7.6 cm diameter strapping �eld coils mounted

9.5 cm in front of the electrode. The strapping coils each have 11 turns and are placed

in a coaxial con�guration inside the chamber to produce a maximum 875 G strapping

�eld in the x direction so that the Jy × Bstrap
x force inhibits plasma loop expansion,

where Jy is the electric current density in the plasma loop.

1.10.2 Diagnostics

The work in this thesis relies on three diagnostics techniques: imaging diagnostics,

magnetic diagnostics, and circuit analysis. Each technique has its own strengths and

weaknesses, but together they construct a robust picture of the plasma dynamics.

Imaging provides location-dependent scalar measure of the plasma emission inten-

sity. Imaging diagnostics are intuitive and visual information is compelling and easy to

understand. However, cameras compress 3-D information into 2-D images resulting in

ambiguities. Two cameras can resolve basic projection e�ects, but three-dimensional

structures are di�cult to reconstruct without additional viewpoints. The plasma is

also di�cult to image because it is amorphous and somewhat transparent. Thus,

imaging diagnostics normally gives qualitative information unless carefully calibrated

(Sec. G.1).

While imaging provides clues about the underlying magnetic structure, it does

not capture the magnetic information that is important in a β � 1 con�guration.

Magnetic probes permit direct measurement of the magnetic �eld. The probe clus-

ter inside the chamber measures the magnetic �eld associated with the plasma while

magnetic Hall sensors (Chapter E) measure the slower magnetic �eld associated with

the bias coils and the strapping �eld. Magnetic measurements provide direct quanti-

tative insight into the dynamics of the plasma but the measurements are di�cult to

analyze and are unintuitive. Magnetic information is often compared to an idealized

model in order to gain insight into the behavior of the plasma. Magnetic �elds are

also a location-dependent vector quantity, meaning that magnetic probes only provide

a local description of the plasma.
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Figure 1.7: Application of cylindrical coordinate system to (a) a cylinder of radius a
and length L and (b) a hoop of aspect ratio R0/a. (c) A donut expressed in toroidal
coordinates.

Circuit analysis complements imaging and magnetic diagnostics by providing a

scalar quantitative description of the system. The voltage measured across the plasma

footpoints measures the magnetic �ux injected into system. The plasma current is a

fundamental MHD parameter and drives loop expansion. The plasma can be modeled

as a variable inductor and its inductance is a global measure of the plasma structure:

greater plasma expansion means increased plasma inductance. Thus, inductance

calculations can quantify whether a plasma is expanding and also the rate of that

expansion.

A more in-depth look at imaging (Secs. D.6.1 and G.1), magnetic (Secs. D.6.2

and G.2), and circuit analysis (Sec. G.3) can be found in the Appendix.

1.10.3 Axial, Poloidal, and Toroidal

Cylindrical coordinates are the natural choice for axisymmetric systems. In the case

of a cylinder of radius a and length L, the r̂, φ̂, and ẑ direction are typically aligned,

as shown in Fig. 1.7 (a). It is common to align the length of the cylinder with the

ẑ axis, which is then called the axial direction. A donut-shaped con�guration, aka

torus, is de�ned by its major radius R and minor radius a, and the conventional way

of applying cylindrical coordinates is shown in Fig. 1.7 (b). The z axis is aligned

with the symmetric axis of a torus.
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A useful concept in axisymmetric con�guration (spheres, cylinders, and donuts) is

the concept of toroidal and poloidal. The toroidal direction refers to the φ̂ direction

whereas the poloidal direction refers to the remaining two directions7. For describing

particles within the donut, a length ρ along the minor radial direction with rotation θ

is introduced and the overall geometry is called toroidal coordinates. The left-handed8

toroidal coordinate for a hoop is shown in 1.7 (c).

One useful feature of separating vectors into poloidal and toroidal components

is to simplify the mathematics into intuitive components. For example, suppose we

separated the current J = Jtor + Jpol and the magnetic �eld B = Btor +Bpol, then

J×B = Jtor ×Bpol +Bpol × Jtor + Jpol ×Bpol

where we note that Jtor×Btor = 0, since it is the cross-product of parallel vectors. It is

also easy to see that Jpol×Bpol = (J×B)tor
9 and similarly that Jtor×Bpol+Bpol×Jtor =

(J×B)pol. For axisymmetric systems, (J×B)tor = 0, so the force

J×B = Jtor ×Bpol +Bpol × Jtor (1.11)

is purely in the r̂ and ẑ or poloidal direction.

Another useful intuitive concept comes from Ampere's law ∇ × B = µ0J which

basically states that a toroidal current produces a poloidal magnetic �eld and vice-

versa.

1.10.4 Solar Terminology

The following section de�nes common solar concepts which will be used in this thesis.

Coronal mass ejection (CMEs) are transient large-scale ejection of mass from the

sun due to magnetic eruptions. While CMEs and �ares are both magnetic

disruptions, CMEs are observed by white-light emissions of erupting mass in

7This is r̂ and ẑ in cylindrical coordinates but could be ρ̂ and θ̂ in spherical coordinates.
8The poloidal rotation is left-handed with respect to the corresponding cylindrical coordinates.
9For example, Jpol ×Bpol = (Jr r̂+ Jz ẑ)× (Br r̂×Bz ẑ) = (Jr ×Bz + Jz ×Br)φ̂.
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(a)yThree-partycoronalymassyejection (b)yX3.1yflareyfromyARy12192ycapturedybyySDOy

Figure 1.8: (a) CME with three part structure (from Ref. [4]) The front represents
density build-up in front of the CME, the so-called ��ux rope� is the CME cavity, and
the prominence is the core located at the bottom of the �ux rope. (b) X-class �are
as viewed in 131 angtrom light.

the outer corona and heliosphere whereas �ares are often observed in X-rays.

The arch-typical morphology of a CME has �three-part� (Fig. 1.8 (a)) structure

even though not all CMEs show this structure [4, 62]; there is typically a bright

leading edge followed by a darker cavity containing a bright core. About 70%

of CMEs are associated with an erupting �lament10 [62] though fast CMEs

tend to be associated with �ares. CMEs occur about 1-3 times a day and

release approximately 1012 − 1013 kg of mass per ejection, resulting in 10% of

the mass loss rate of the steady solar wind [63]. The interaction between the

Earth's magnetosphere and the ionized particles and magnetic �ux associated

with CMEs causes geomagnetic storms which can disrupt satellites and electrical

infrastructure back on Earth.

Prominences and �laments both refer to the cool dense plasma feature above

a magnetic neutral line in current systems that builds up over several days.

Historically, the term prominences referred to bright loops appearing on the

limb of the sun whereas �laments referred to darker loops on the face of the

sun. They are now accepted as the same structure. The existence of dense cool

10CMEs associated with a �lament often display a three part structure: a bright, high density
front moving ahead of a dark, low-density cavity, within which rests a �lament.
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plasma in the corona over several days indicates that �laments are surrounded

by magnetic �eld. The magnetic �eld supports the dense plasma against the

pull of gravity and is also the only means of preventing the matter from heating

via thermal conduction [64]. The �lament is the core in the three-part CME

structure of Fig. 1.8 (a).

Flux ropes are force-free 3-D magnetic structures with helical magnetic �eld lines

�elds wrapped around a center axial �eld. This structure is able to store a large

amount of free magnetic energy and support �laments against the gravity of

the sun. Kuperus & Raadu [65] provided one of the �rst formal de�nitions of

a �ux rope in cylindrical geometry. They permit a surface return current in

order to match the magnetic �eld at the boundary of the �ux rope but made no

claim about whether the �ux rope contains a net current. As summarized by

Bellan [66], later models diverged on the topic of net current with some authors

arguing that the current must vanish outside the �ux tube (like a coaxial cable)

while others argue that net current may be �nite. Regardless of the details

about the current, all parties agree on the helical nature of �ux ropes and many

models now extend �ux ropes to arch-shaped con�gurations [33, 40]. The �ux

rope is the cavity in the three-part CME structure of Fig. 1.8 (a).

Flares are rapid magnetic energy releases in the corona. The energy accelerates

non-thermal particles, resulting in heating of the coronal and chromospheric

plasmas. The acceleration of these particles result in a broad-spectrum emis-

sion in X-ray, EUV, white light, and radio. Historically, they were identi�ed

mainly by transient spikes of emissions in hard X-ray, soft X-ray, and radio.

They exist across many di�erent energy scales and micro�ares and nano�ares

have approximately 10−6 and 10−9 the energy of the largest �ares, respectively.

They may or may not be associated with a CME and are observed as intense

brightenings, as shown in Fig. 1.8 (b).

Open vs closed �eld lines: The divergence-free condition of Maxwell's equation

states that all magnetic �eld lines must close upon themselves so any �eld line
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radiating from the sun must eventually make its way back to the solar surface.

In the solar context, open-�eld regions are where the plasma leaves the sun as

solar wind and closed-�eld regions are regions which trap pockets of plasma in

quasi-static equilibrium.

Sunspots are regions of intense magnetic �eld on the sun. When looking at the

sun in the visible spectrum, they are observed as dark blemishes on the solar

surface. They are often represented by a dark central umbrae feature and a

gray penumbrae feature.

Dipole, Bipole, Quadrupole are terms best understood as idealized magnetic con-

�gurations, representing con�gurations of sunspot groups classi�ed by the Mount

Wilson Magnetic Classi�cation. While the original paper by [Hale and Nichol-

son, 1938] is not readily accessible, a summary of this classi�cation can be found

in solar textbooks [67] or at solar weather websites. Classi�cation α applies to

a sunspots group with unipolar sunspots (dipoles). Classi�cation β applies to

sunspot groups with both positive and negative polarities, with clear division

between opposing polarities (bipoles). Classi�cation δ refers to a single sunspot

with two opposite polarity umbrae within the same penumbra (i.e. two oppo-

site polarity dark spots within the gray sunspot region) and is often associated

with quadrupolar �eld con�gurations. If a speci�c region has irregularly spaced

positive and negatively spaced polarities which are not amenable to obvious

classi�cation, they are called γ regions. The γ can also be used as a quali�er

for α, β, and γ sunspots. For example, a β − γ sunspot region is characterized

by bipolar behavior, but without a continuous division between the polarities.

Similarly, a β − γ − δ region is a β − γ region with additional delta spots.
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Chapter 2

Experimental reproduction of slow

rise to fast acceleration

2.1 Introduction to solar eruptions

One of the great advances in solar physics is the Carmichael-Sturrock-Hirayama-

Kopp-Pneuman (CSHKP) model, the �standard� model for �ares [68�71]. The CSHKP

model (Sec. C.1) describes most �are observations, including the power source of

the �ares, the coronal streamer structure, the often-observed rising prominence, the

brightening of chromospheric footpoints, �are signatures in X-ray, EUV, and Hα,

and the increased height and footpoints separation of the magnetic structure. The

model presents the physical mechanisms behind these observations but does not spec-

ify what causes the initial magnetic arcade con�guration to go unstable. Regardless,

the strength of the model drove the paradigm that reconnection rapidly evolves the

solar magnetic �eld, resulting in large solar �ares which are the fundamental cause of

thermally driven material ejection, geomagnetic storms, auroras, interplanetary shock

disturbances in the solar wind, solar proton events, and polar cap absorption events1

(summarized in Fig 2.1).
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Figure 2.1: Adapted from Ref. [5]. Paradigm with �ares playing a central role. Cap-
ital letters indicate observational phenomena and lowercase letters indicate physical
processes or descriptive processes.

2.1.1 Coronal mass ejections

Gosling et al. [72] are among the �rst to report observation of sporadic ejections of

large quantities of mass (1015-1016 g) from the Sun at velocities ranging from 200 km/s

to 1100 km/s. These so-called coronal mass ejections (CMEs), often have material

concentrated into clearly distinguishable loops and are believed to remain connected

to the sun at their footpoints. CMEs are about 40% associated with �ares and 70%

associated with eruptive prominences [62]. Even when a CME has a corresponding

�lament eruption, most of the material within the CME originates from the corona

[73], suggesting that CMEs are related to but distinct from prominence eruptions.

Gosling [5] summarizes evidence against the classical �are paradigm and place CMEs

as the main driver of many geo-e�ective events (Fig. 2.2). He argues that �ares occur

in smaller, magnetically-complex regions, and are perhaps the result of reconnection.

CMEs are associated with larger magnetic regions than �ares, though the processes

1Fading of cosmic ray signature at the poles due to enhanced ionization in the D region of the
ionosphere and associated with > 20 MeV protons.
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Figure 2.2: Adapted from Ref. [5]. Paradigm with CMEs playing a central role. Cap-
ital letters indicate observational phenomena and lowercase letters indicate physical
processes or descriptive processes.
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Parameter Value

Kinetic energy (CME, prominence, shock) 1026 J
Heating and radiation 1026 J

Work done against gravity 1025 J
Volume involved 1025 m3

Energy density 10 J/m3

Table 2.1: (Reproduction) Energy requirements for a moderately large CME
Forms of Energy Observed Avg Values Energy Density (J/m3)

Kinetic ((mpnV
2)/2) n = 1015m-3, V = 103 m/s 10−6

Thermal (nkT ) T = 106 K 0.01
Gravitational (mpngh) h = 108 m, g = 274 m/s2 0.05
Magnetic (B2/2µ0) B = 10−2 T 40

Table 2.2: (Reproduction) Estimate of Coronal Energy Sources

that trigger the release of CMEs are not well understood.

2.1.2 Observed characteristics: nature of CMEs

Early CME models suggest that thermal pressure powers the eruption and invoke

images of bomb blasts. These �thermal blast� model are likely motivated by the �are-

centric paradigm which claims that reconnection in �ares heats up nearby plasma,

producing rapid expansion of the chromosphere and the corona around the �are site

[5]. Today, better satellite evidence and energy composition studies of CMEs have

rendered thermal blast models obsolete. The basic energies for a CME have been cal-

culated by Forbes [57] and are reproduced in Table 2.1. The photospheric magnetic

�eld is unperturbed by eruptions, suggesting that the energy for eruptions originates

in the corona [29]. Estimates of coronal energy sources are shown in Table 2.2, and

only the magnetic energy in the corona has su�cient energy density to drive a mod-

erately large CME eruption [57]. This has lead to a consensus that eruptions are

magnetically driven, though the details are still under debate.
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2.2 Debate

A mysterious feature of many CMEs is that they remain stable in the solar atmo-

sphere for days/weeks, before rapidly erupting in the matter of minutes/hours. It is

helpful to organize the debate regarding CMEs into two stages: before eruption and

during eruption. The CME is stable for days before an eruption, and many scien-

tists believe that energy slowly builds up during this stage. Those arguing against

energy build-up argue that su�cient injected energy is injected during the eruption

to drive the eruption, so a separate build-up stage is not necessary. At the beginning

of the eruption phase, CMEs leave quasi-equilibrium and slowly rises to some critical

threshold after which they experience rapid acceleration. Once the eruptive process is

over, most CMEs propagate with nearly constant speed into the solar system system.

2.2.1 Before eruption: store and release vs dynamo

Before the eruption, most models have a slow build-up �storage� phase when free

energy is added to the system. Popular build-up methods include the slow twisting of

�eld lines to add free energy, the loading of mass to compress some sort of magnetic

spring, or the �ow of photospheric plasma to cancel magnetic �ux [74]. In contrast,

dynamo theories argue that rapid generation of magnetic �ux is introduced by real-

time stressing of the magnetic �eld during an eruption [74]. Chen [40] introduces a

�ux injection dynamo model where ��ux injection� corresponds to a speci�ed increase

in the poloidal �ux Φp(t). He argues that the dynamics of the erupting structures can

be �t to a dΦp(t)/dt pro�le. In essence, the di�erence between these two classes of

models is their assumption about the energy conservation during the eruption. Stor-

age models assume that energy is held constant during the eruption, whereas dynamo

models add energy into the CMEs during the eruption.
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Pre-eruption configuration

Sheared arcade Flux-rope

Figure 2.3: Adapted from Ref. [6]. Over-simpli�ed representation of pre-eruptive
con�guration for sheared arcade models compared to �ux-rope models. The dark
region represents the so called �core �eld� where energy is built up.

2.2.2 Eruption

There is a general consensus that solar eruptions expel magnetic �ux ropes into the

solar system [4, 75]. The debate is whether the �ux-rope exists before the eruption

[40, 76, 77], or whether it is formed during the eruption as a result of magnetic

reconnection (Fig. 2.3). For the former, magnetic reconnection is a secondary e�ect

resulting from the interactions between a rising �ux rope and the background ambient

�eld. For the latter, the initial �eld con�guration is a magnetic arcade [78] and

magnetic reconnection creates the �ux rope as part of the eruption process [8, 9, 79].

Models supporting each side have been sorted into �sheared arcade� models and ��ux

rope� models in Secs. C.3 and C.4, respectively.

Much debate during the eruption phase is about the trigger. The trigger is a

mechanism that dynamically perturbs the pre-eruptive con�guration and causes the

core �eld to erupt. This trigger can be attributed to a large injection of poloidal

�ux for �ux injection models [40, 80], or attributed to the passing of some critical

threshold for storage and release models. For those in the ��ux rope� camp, this

critical threshold marks of loss of equilibrium due to MHD instability [33, 65] or

MHD catastrophe [11]. The physical onset-criterion corresponds to an assumption

about the �decay index� of the overlying �eld [33] or changes in the strength of the

main polarities in the active region [11]. For those in the �sheared arcade� camp,

the critical threshold is the onset of �fast� arcade shearing [8] or the onset of fast(er)
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reconnection [7, 9]. There is no quantitative onset-criterion for sheared arcade models,

except arguments that the rate of magnetic reconnection must be su�ciently fast

enough to produce the observed kinetic energy of the eruption.

Once the eruption has been triggered, there are two suggested driver mechanisms:

(i) the Lorentz force or (ii) increasingly fast magnetic reconnection. Models which

permit net current cite the Lorentz force for driving plasma loop expansion. Mod-

els without net current cite the formation of a large current sheet where magnetic

reconnection can drive the eruption. Lynch at al, [81] presents simulations demon-

strating eruptive �are reconnection driving the eruption, though the authors note

that their magnetic structures are arti�cial and their numerical simulations do not

have su�cient spatial resolution.

2.2.3 Caltech experiment overview

The Caltech experiment features an arched plasma loop connected to a current source

power supply as described in Sec. 1.10.1 and in Fig 2.4. A current source powers

the setup by injecting poloidal �ux into the system. By modifying the pro�le of the

current, the rate of poloidal �ux injection can be adjusted to reproduce a strongly

driven (dynamo) con�guration or a slow build-up con�guration.

A capacitor bank powers two strapping �eld coils mounted in front of the elec-

trode. The strapping coils produce magnetic �eld oriented so the J × Bstrap force

inhibits plasma loop expansion, where J is the electric current density in the plasma

loop. The plasma represents a pre-existing �ux-rope structure that expands due to

the presence of arched currents. The plasma apex expands into a region of strong

strapping �eld and is slowed down. In the limit of No Strapping �eld (NS), the hoop

force dominates expansion dynamics [82] and the apex accelerates and erupts. In

the limit of Large Strapping (LS) �eld, the plasma apex is completely inhibited from

expanding. A customized Intermediate Strapping (IS) �eld has been found which

captures the essential physics of the torus instability and reproduces the slow rise

to fast acceleration associated with the majority of coronal mass ejections [83]. The



33

Onsetzof
toruszinstability

Strappingzfieldzprofilezandzdecayzindex

ncr

EcmB

M
ag

ne
tic

zF
ie

ld
zE

A
7U

7B

Cathode

z

y

Plasmazatzbreakdown

Sidezview

Anode

59zμFz

Lintrinsic

LExtra

Strappingz
Coil

Magneticzclusters

Biaszcoils

3Dzview

Gaszinlets

0777zFz

y
x

Strappingz
Coils

Strappingz
Coil

Strappingzfieldzlines

Magneticzprobe
array

D
ec

ay
zin

de
x

Figure 2.4: Schematic representation of experiment. The cathode and anode de�ne
the x−y plane of the coordinate system, with the gap separating cathode from anode
de�ning the origin. The bias coils (purple) generate arched magnetic �elds similar
to a horseshoe magnet. Independently powered coils (blue) produce strapping �eld
(green arrows) and the plot in the upper part of the side view shows how the strapping
�eld magnitude varies along the z axis. In the plot, the up-sloping dashed line (red)
shows the calculated decay index of the strapping �eld and the horizontal dotted line
(red) shows the calculated instability threshold. Additional inductance (Lextra) can
be added to the intrinsic inductance of the system (Lintrinsic) to slow down the current
pulse. The plasma (red) starts small but grows to many times its original size as it
expands into the vacuum chamber.
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IS con�guration slows plasma expansion at early times, allowing expansion forces to

build up and contribute to the rapid acceleration of the plasma when it moves past

the strapping �eld peak. The sudden rapid acceleration also comes from the steep

spatial decay of the strapping �eld, a feature that is not present in Ref. [2] which

employs a uniform strapping �eld.

Plasma dynamics are captured by two fast cameras and by magnetic probe clusters

placed at 17.5 cm, 19.5 cm, 21.5 cm, and 25.5 cm in front of the electrode along the

chamber axis. One camera is a movie camera with line of sight perpendicular to the

side view and provides the primary means of measuring plasma dynamics. The other

camera faces the electrode from the opposite end of the vacuum chamber and provides

disambiguation of projection e�ects. The strapping coils block viewing of the early

plasma evolution so imaging-based analysis is restricted to z ≥ 11 cm. The magnetic

probes provide localized, in situ measurements and can precisely time the plasma

motion. Information about the overall plasma structure is obtained by measuring the

voltage and current across the electrodes and calculating the inductance of the plasma.

The experiment is reproducible and shots can be repeated every two minutes. High

resolution data are obtained by averaging repeated shots with the same parameters.

2.3 Theory

We now discuss the relevant MHD theory describing the plasma. In Ideal MHD, the

equation of motion is given by Eq. 1.2:

ρm
DU

Dt
= J×B−∇P

where for a plasma with β � 1, the force corresponding to the pressure term ∇P �

the so-called �tire tube force,� � can be neglected, so we consider only the J × B

forces. These forces are normally separated into toroidal and poloidal components



35

J1J2

Jtor

x

x

x

x

x

Bpol

Figure 2.5: Depiction of the hoop force.

(Sec. 1.10.3) and the relevant forces in the major radial direction are

ρm
DU

Dt
= Jtor ×Bpol + Jpol ×Btor + Jtor ×Bstrap

which are the hoop force, tension force, and strapping force, respectively. Each force

will be discussed separately.

2.3.1 Hoop Force

The hoop force is a manifestation of the idea that anti-parallel currents repel, so that

a ring of current will tend to get larger. There are three intuitive ways to see this

(Fig. 2.5): (i) repulsion of anti-parallel currents J1 and J2, (ii) greater density of Bpol

inside the ring results in a magnetic pressure that pushes the loop outwards, and (iii)

the toroidal current Jtor produces a poloidal magnetic �eld Bpol, which in turn results

in a net outward J×B force.

Instead of directly evaluating Jtor × Bpol over the entire volume, the standard
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approach is an energy argument using a virtual displacement. This was �rst demon-

strated by Shafranov [84] and reproduced by many others [33, 85, 86]. The energy

associated with a loop of current-carrying plasma is:

U =
1

2
LI2

where L is the loop inductance and I is the current. The hoop force is obtained by

making a virtual radial displacement to the loop and looking at how the energy of

the loop changes:

Fhoop = −
∂U

∂R

The poloidal �ux through the loop is given by Φ = LI so U = Φ2/(2L). The loop

is modeled as a perfect conductor, so the poloidal �ux through the loop is constant.

The hoop force can be rewritten as:

Fhoop = −
∂

∂R

Φ2

2L
= −Φ2

2

∂

∂R

1

L
= −I

2L2

2

∂

∂L

(
1

L

)
× ∂

∂R
L(R) =

1

2
I2
∂L

∂R
. (2.1)

The inductance of a loop of major radius R, and minor radius a, is a standard

calculation which can be found in Jackson [87]. The solution in the limit of large

aspect ratio (R/a� 1) is

L = µ0R

[
ln

(
8R

a

)
− 2 +

li
2

]
(2.2)

where li is a term of order unity which captures the internal current distribution. For

example, li = 0 if the current is strictly on the skin of the loop whereas li = 1/2 if

the current is uniformly distributed through the loop. Assuming a uniform current

distribution, the hoop force is obtained by plugging Eq. 2.2 into Eq. 2.1, yielding:

Fhoop =
µ0I

2

2

(
1 + ln

(
8R

a

)
− 7

4

)
(2.3)

so the force per unit length is given by
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fhoop =
µ0I

2

4πR

(
ln

(
8R

a

)
− 3

4

)
(2.4)

which depends quadratically on the current.

While this derivation of the hoop force relies on the inductance of a perfectly

circular loop, the hoop force for a non-circular object is quite similar. For example,

the inductance of a square with wire radius ρ and length L can be found in [88]. In

the limit where l� ρ, the solution is

L =
µ04L

2π

[
ln

(
4L

ρ

)
− 1.910

]
.

If we approximate the perimeter of the square (4L) as the circumference of a circle

with radius R = L/2, then the expression simpli�es to:

L ≈ µ0R

[
ln

(
8R

ρ

)
− 1.910

]

which is very similar to Eq. 2.2. A similar study by Cooke [89] for elliptical loops

�nds that the Eq. 2.2 is 90% accurate even when the ratio of the major radius to the

minor radius is greater than a factor of 2. Ref. [89] �nds that inductance is about 5/6

that of the circular loop, even for highly eccentric ellipse. Thus, the inductance of

large aspect ratio (�skinny�) circular loop is robust and can be applied to non-idealized

situations.

Another potential issue is the assumption that the loop is �skinny� and how much

error is introduced when working with �fat� loops. Zic et al. [90] study the inductance

in the low aspect ratio limit by introducing the terminology η = a/R, which is the

inverse of the aspect ratio. They �nd that Eq. 2.2 is accurate to within 1% for

η < 0.02, but overestimate by 10% for n ≈ 0.1, and by 100% for n ≈ 0.55. They note

that the internal current distribution can play large role in the internal inductance li

which becomes an important term in the fat loops approximation. For example, the

li/2 term is approximately the same size as the other terms in the square bracket of



38

 ϕ

R0

a

Btor
Jpol

 ρJxB1

JxB2

R

 θ

Diamagnetic current

Figure 2.6: Tension force comes from Jpol × Btor and is a consequence of the 1/R
dependence of Btor so that J×B1 6= J×B2. The direction of the force is determined
by Jpol, i.e., by whether the plasma is paramagnetic or diamagnetic.

Eq. 2.2 when η = 0.5. Ref. [90] proposes the use of:

L(η)

R0

= A

(
log(

8

η
)−B +

li
2

)

and provides numerically determined values for constants A andB for di�erent density

distributions. In the large aspect ratio limit, A = µ0 and B = 2, thus matching Eq.

2.2.

After taking into account the non-circular shape and the aspect-ratio of Caltech

plasma loops, Eq. 2.2 is expected to approximate the plasma inductance to within

30%, resulting in a negligible correction to the hoop force. The hoop force depends

quadratically on the current, so errors in current measurements play a much larger

role. Stenson [82] reports as little as 10 % of the current may �ow through the

cross-section of the visible plasma loop, suggesting that not all the current measured

by the Rogowski coil contributes to the hoop force2. A factor of 10 decrease in

current results in a factor of 100 decrease in the hoop force calculations, which can

signi�cantly change the behavior of the plasma. For a thoughtful discussion about

the hoop force, see Ref. [17].
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2.3.2 Tension force

The tension force can be conceptualized by thinking of magnetic �eld lines as rubber

bands. If these �eld lines are pulled at a given point, the corresponding �tension force�

will �resist.� This behavior can be evaluated directly by considering the relevant J×B

forces. When studying forces along the R direction on a toroidal plasma, the tension

force is given by Jpol×Btor. In toroidal coordinates, R = R0+ρ cos θ, Z = ρ sin θ, and

the poloidal current is determined by Ampere's law applied to Btor = Bφ, yielding

Jpol =
R0

µ0R

∂Bφ

∂ρ

where the toroidal radius ρ is as shown in Fig. 2.6. The tension force can be calculated

by integrating over the volume of interest:

Jpol ×Btor = −
πR2

0

µ0

∫ (
∂B2

φ

∂r

)
cos θ

R
ρdρdθ

To simplify the analysis, we assume a large aspect ratio so that

1

R
∼ 1

R0

(
1− ρ

R0

cos θ

)

where a Taylor expansion is applied to the �small� element ρ/R0. Recalling that∫ 2π

0
cos θdθ = 0 and Bφ = 0 for ρ > a, we are left with

Ftension =
π

µ0

∫ 2π

0

cos2 θdθ

∫ a

0

∂B2
φ

∂ρ
ρ2dρ = 2π2a2

(
B2

φ,vac

2µ0

−
〈
B2

φ

〉
2µ0

)
(2.5)

where B2
φ,vac is the vacuum toroidal magnetic �eld at R = R0 when no plasma is

present and 〈
B2

φ

〉
=

2

a2

∫ a

0

B2
φρdρ

represents the average value of B2
φ.

2Some of the missing current may be arcing from anode to cathode instead of �owing through
the plasma.
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Figure 2.7: Depiction of strapping force and hoop force. The strapping �eld is oriented
into the page and interacts with Jtor.

Equation 2.5 shows that the tension force may be described in terms of magnetic

energy: the tension force on the plasma is due to the di�erence between the plasma

toroidal �eld and the vacuum toroidal �eld [85]. If the plasma is diamagnetic, then〈
B2

φ

〉
< B2

φ,vac so the tension force is oriented outwards. If the plasma is paramagnetic,

then
〈
B2

φ

〉
> B2

φ,vac so the tension force is oriented inwards.

The concept of a diamagnetic tension force encouraging plasma expansion seems

counter-intuitive, but can be understood by comparing the Jtor ×Bpol force at R =

R0 − a to at R = R0 + a. For example, assume diamagnetic plasma current (green

in Fig. 2.6) �ows strictly on the skin of the plasma. The skin currents produce a

toroidal magnetic �eld with scaling Btor ∼ 1/R [91], so that the �eld is stronger at

R = R0− a than at R+ a. Thus, J×B1 > J×B2, resulting in a net outwards force.

A similar argument can be used to show that paramagnetic tension force results in a

net inwards force. The plasmas in the lab are paramagnetic, so the tension force is

expected to resist the hoop force expansion.

2.3.3 Strapping force

A current carrying loop of plasma will tend to expand in vacuum unless additional

forces are introduced to �strap� it down. This external force comes in the form of a
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Jtor×Bstrap force where the strapping �eld Bstrap is created by external coils and the

orientation of the �eld is chosen so that Jtor × Bstrap points in the −R̂ direction as

shown in Fig. 2.7. For example, if the toroidal current is in the φ̂ direction, then the

strapping �eld must be oriented in the −ẑ direction. This �eld is known as a vertical

�eld in the tokamak literature [84�86, 92] and strapping �eld in the solar literature

[33, 40]. It is also possible to think of the strapping �eld from the perspective of

magnetic pressure. Recall that Jtor produces denser regions of poloidal �eld inside

the loop than outside of the loop, resulting in greater magnetic pressure inside the

loop (Fig. 2.5). The strapping �eld lines can be thought as decreasing pressure inside

the loop and increasing magnetic pressure outside of the loop.

The strapping force can be calculated by integrating the J ×B of force over the

plasma volume:

Fstrap =

∫
Jtor ×Bstrap2πRdS (2.6)

If we assume that Bstrap is essentially constant over the cross section of the plasma

and that Jtor is uniformly distributed within the loop, then

Fstrap = −2πRIBstrap (2.7)

where I = πa2Jtor is the current �owing through the loop. Eq. 2.7 has the same form

as a wire of length 2πR0, carrying a current I, in a uniform �eld Bstrap.

2.3.4 Equilibrium

Combining the hoop force (Eq. 2.3), tension force (Eq. 2.5), and strapping force (Eq.

2.7) yields the following equation of motion:

m
d2R

dt2
=
µ0I

2

2

(
ln

(
8R

a

)
− 3

4

)
− 2π2a2

(
B2

φ,vac

2µ0

−
〈
B2

φ

〉
2µ0

)
− 2πRIBstrap (2.8)
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Figure 2.8: Nearly-circular plasma connected to a black-box power supply. The power
supply can be (a) a short, (b) a voltage source, or (c) a current source.

where m is the mass of the plasma ring. Thus, the strapping �eld required for

equilibrium is

Bstrap =
1

2πRI

(
µ0I

2

2

(
ln

(
8R

a

)
− 3

4

)
− 2π2a2

(
B2

φ,vac

2µ0

−
〈
B2

φ

〉
2µ0

))

2.4 Torus instability

Suppose the tension force were negligible, so that only the hoop force and strapping

force are considered. The simpli�ed equation of motion can be expressed in terms of

force per unit volume as

ρm
d2R

dt2
=

I2

4π2a2R2
(L+ µ0R/2)−

IBstrap

πa2
(2.9)

where L+µ0R/2 = µ0 ln(8R/a)−3/4) and L is the loop inductance given by Eq. 2.2.

Equilibrium is determined by the balance between the hoop force and the strapping

�eld. The torus instability considers the stability of this equilibrium con�guration.

The approach here is a generalization of the approach outlined by Kliem and

Torok [33]. Instead of a circular plasma loop, we consider a nearly-circular loop with

electrodes connected to a black box, as shown in Fig 2.8. The near-circular nature
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of the plasma means that the simpli�ed equation of motion (Eq. 2.9) remains a

good approximation. The presence of the electrodes and power supply permit the

application of di�erent boundary conditions.

2.4.1 General algorithm

We adapt the algorithm developed in Ref. [33], making an ansatz about the magnetic

�eld and assuming self-similar expansion to make the problem analytically tractable,

while retaining the essential physics.

The general algorithm is as follows:

1. Consider the system in equilibrium at some R = R0 and use subscripts to denote

values determined at equilibrium.

2. Make ansatz that Bstrap(R) = B̂R−n for R ≥ R0. Assume that Bstrap(R < R0)

is �nite and has been tailored to achieve equilibrium at R = R0.

3. Use boundary conditions at electrodes to express current as a function of R,

i.e., I = I(R). Substitute I(R) into the equation of motion.

4. Simplify mathematics by:

(a) Normalizing distance (ρ) to R0 so that ρ = 1 at equilibrium. Normalize

time τ to a �hybrid� Alfven time.

(b) Assuming self-similar expansion so that R/a(R) ∼ const and the logarith-

mic term ln(8R/a) ∼ const.

5. Use d(d2ρ/dτ 2)/dρ|ρ=1 > 0 to determine the condition for instability.

The derivation in Ref. [33] looks at a closed conducting loop and is limited to the

short-circuit boundary condition [41]. Our set-up does not have this restriction so we

consider the following boundary conditions: (i) short circuit, (ii) voltage source, and

(iii) constant current source.
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2.4.2 Short circuit

Consider the situation in Fig. 2.8 (a) where the black box contains a short. The �ux

within the loop

Φloop = Φplasma = LI (2.10)

is conserved and strapping �eld does not penetrate inside the loop due to perfect loop

conductivity3. In this limit, the loop current is given by

I(R) =
L0I0
L

=
c0R0I0
cR

(2.11)

where c = L/(µ0R). R0 and I0 represent the major radius and current at equilibrium,

so c0 = L0/µ0R0. Plug Eq. 2.11 into the equation of motion (Eq. 2.9) and normalize

according to ρ = R/R0 and τ = t/T , where

T =
(2c0 + 1)1/2

2
√
2

a

VAi

(2.12)

where VAi =
√
B2

strap,0/(µ0ρm,0) is the Alfven velocity determined by equilibrium

values of strapping �eld and mass density. T is then a �hybrid� Alfven time of the

minor radius. Simplifying the math yields the following equation of motion:

d2ρ

dτ 2
=
(c0
c

) (2c+ 1)

2c0 + 1
ρ−2

[
1− ρ2−n c

c0

(2c+ 1)

(2c0 + 1)

]
(2.13)

After assuming a self-similar expansion so that c(R) = c0, we apply the instability

criterion
d

dρ

(
d2ρ

dτ 2

)∣∣∣∣
ρ=1

> 0

to obtain

ncr = 2 (2.14)

3There are nuances to this argument, depending on whether the strapping �eld is present when
current is introduced to the loop.
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as the critical decay index. This means that the system is unstable if the strapping

�eld falls o� more sharply than R−2.

2.4.3 Voltage source

In contrast to the short-circuit situation, a voltage source boundary condition can

model the e�ect of strapping �eld penetrating into the plasma loop. In this case, the

�ux within the loop is now

Φloop = Φplasma + Φstrap = LI − 2π

∫ R

0

Bstraprdr (2.15)

where the strapping �ux di�uses into the center of the loop. This �ux criterion is

assumed by both Bateman [85] and KT [33] for tokamak stability and solar eruptions,

respectively. Equation 2.15 holds if the loop evolves slowly over the di�usion time

scale. While tokamak plasmas are highly conductive, their conductivity is �nite and

a strapping �eld applied over a long period can penetrate into the plasma. Similarly,

solar loops are stable for days so ambient �ux can penetrate the loop. When tokamaks

become unstable or solar loops erupts, Eq. 2.15 may not hold since the instability

time scale may be shorter than the magnetic di�usion time scale. If the instability

time scale is too short, no new strapping �ux may di�use into the plasma and the

conserved �ux is

Φloop,R0 = Φplasma + Φstrap,R0 = LI − 2π

∫ R0

0

Bstraprdr = L0I0 (2.16)

where the subscript denote the value at equilibrium. The problem described by

Eq. 2.16 reduces to a modi�ed version of the short-circuit problem. These nuances

about boundary conditions are glossed over by KT. Chen [41] points out that the

lack of footpoints in the KT derivation requires imposing the short-circuit boundary

conditions (Eq. 2.10).

The presence of electrodes permits more �exible boundary conditions. For exam-
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ple, during eruption, Eq. 2.15 can be rewritten as

Velectrode =
dΦloop

dt
=

d

dt
(Φloop,R0) +

d

dt
(Φstrap,R>R0) =

∂

∂R

(∫ R

R0

Bstraprdr

)
dR

dt

where we assume a perfectly conducting plasma (dΦloop,R0/dt = 0) and a strapping

�eld with no time dependence (∂Φstrap/∂t = 0). Thus, the voltage across the foot-

points represents the strapping �eld di�using into the plasma loop. Equation 2.15

can be expressed as a voltage source condition on the electrodes (Fig. 2.8 (b)).

Assuming that Eq. 2.15 holds, the current is given by

I =
L0I0 − 2π

∫ R

R0
Bstraprdr

L
(2.17)

where we note that LI −
∫ R

0
Bstraprdr = L0I0 − 2π

∫ R

R0
Bstraprdr. The ansatz that

Bstrap(R) = B̂R−n for R > R0 and is at equilibrium at R = R0 means that

Bstrap(R) =
I0

4πR2
0

(
L0 +

µ0R0

2

)
Rn

0R
−n, R ≥ R0 (2.18)

Substituting Eq. 2.18 into Eq. 2.17 yields an expression for current which can then

be plugged into the equation of motion, normalized, and solved (see Ref. [33] for

complete details). The resulting critical decay index is

ncr =
3

2
− 4c0 (2.19)

where c0 = L0/(µ0R0). For laboratory plasmas, a typical value of c0 is 2.5 to 10 so

ncr ≈ 1.5

2.4.4 Constant current source

Instead of passively responding to the plasma, the power supply could inject energy

into the system, as in a constant current con�guration (Fig. 2.8 (c)). The current is
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given by

I = I0 (2.20)

and the force balance equation takes the form

ρm
d2R

dt2
=

I20
4π2b2R2

(
L+

µ0R

2

)
− I0Bstrap(R)

πb2

In the large aspect ratio limit, L ∼ µ0R ln(8R/a)� µ0R/2, so the equation becomes

ρm
d2R

dt2
=

I20L

4π2b2R2
− I0Bstrap(R)

πb2

Once again, we assume a self-similar expansion so c(R) = L/µ0R is constant. Specif-

ically, c = c0 = L0/(µ0R0). We make a similar ansatz about the strapping �eld so

Bstrap(R) = B̂R−n for R > R0, and set B(R0) = (I0L0/(4πR
2
0))(R

n
0R

−n).

At equilibrium, the equation of motion becomes

0 =
I20µ0Rc0
4π2b2R2

− I20µ0R0c0
R2

0

Rn
0R

−n → 0 =
1

R
− 1

R0

Rn
0R

−n

and can be normalized to ρ = R/R0 to obtain

0 =
1

ρ
− 1

ρn
.

Thus, the instability criterion for constant current boundary conditions is

n > 1 (2.21)

2.4.5 Physical systems and interpretation

A system described by the constant �ux assumption (Eq. 2.10) is the most stable of

the cases considered. When the plasma loop expands, the �eld lines just outside the

loop are unable to di�use into it, resulting in a pile-up. This pile-up resists plasma

expansion, and the system is stable unless the magnetic �eld falls o� more sharply
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than ∼ R−2. If the strapping �eld is allowed to di�use into the loop (Eq. 2.15), then

there is no stabilizing pile-up e�ect and the system is unstable if the magnetic �eld

decreases more sharply than ∼ R−1.5. Or else, if the system is driven by an external

power supply, as to maintain constant current (Eq. 2.20), then the plasma is unstable

if the �eld decrease more sharply than ∼ R−14.

Unfortunately, physical systems may not conform to the simpli�ed description of

Eqs. 2.14, 2.19, and 2.21. All three theoretical descriptions assume self-similarity,

but the minor radius of a solar loop often varies along the loop, resulting in non-MHD

e�ects like �ows [66]. Solar �loops� also have footpoints and are arched-shaped instead

of fully circular. Simulations by Olmedo and Zhang [93] suggest that ncr is smaller for

partial loop than for complete loops. These details make it impractical to prescribe

a single critical threshold.

Nevertheless, the essence of the torus instability is that a system can go unstable if

the magnetic �eld decreases su�ciently sharply. Though the torus instability is often

cited as a driver of solar eruptions [13, 32, 33, 94, 95], no experimental veri�cation

has been performed. In the Caltech solar experiment, we study hoop-force dominated

plasma loops expanding in a sharply decaying strapping �eld, demonstrating that a

plasma loop can go from slow rise to fast eruption due to torus instability.

2.5 Results

A key assumption in our implementation of the torus instability is that two forces

dominate plasma dynamics: the hoop force and the strapping force. In this section,

we provide experimental veri�cation that the hoop force dominates plasma dynamics

when no strapping �eld is applied. We study plasma dynamics for strapping �elds of

di�erent amplitudes, and highlight results from three con�gurations: No Strapping

�eld (NS), Intermediate Strapping �eld (IS), and Large Strapping �eld (LS). These

three con�gurations corresponds to a peak Bx of 0 G, 250 G, and 500 G, respectively

4A useful analogy is the snow height required to stop a runaway snowplow. Lower snow height
will stop a snowplow, if the snow can pile up. In contrast, if the snowplow engine is engaged, then
higher snow height would be required to stop the snowplow.
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Plasma Apex Arrival Time
(a) Probe 1: R=17.5cm (b) Probe 2: R=19.5cm

(c) Probe 3: R=21.5cm (d) Probe 4: R=25.5cm

Figure 2.9: Time for the plasma to travel to the magnetic probe clusters. dI/dt
is varied by changing the peak current I0 and the rise time of the current pulse τ
independently. The inset is a log-log representation of the data and shows the relation
tprobe ∝ (I0/τ)

−γ where γ = 0.55, 0.49, 0.45, and −0.39 for probes 1-4, respectively.

(See plot in Fig. 2.4 side view).

2.5.1 Hoop force dominates

Stenson and Bellan [82] use camera images to study the acceleration of plasma loops.

They conclude that expansion is dominated by the hoop force (Eq. 2.4):

fhoop =
µ0I

2

4πR

[
ln

(
R

a

)
+ 1.08 +

li
2

]
(2.22)

where I is the current, R is the major radius of a loop, a is the minor radius, and

li represents the internal inductance due to the internal current distribution of the

loop. The equation of motion for an in�nitesimal segment of the loop with length ds
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and mass dm can be expressed as a second order di�erential equation for R(t):

R̈(t) =
α

4π2

µ0

mina2
I(t)2

R(t)
(2.23)

where α = (ln(R/a)+1.08+ li/2), mi is the ion mass, and n is the number density of

the plasma. Stenson and Bellan assume that n and a are time-independent, consistent

with laboratory observations.

By assuming a linear time dependence for the current I(t) = I0t/τ , and approxi-

mating α as constant due to slow variation of ln(R/a), Stenson and Bellan show that

for times t < τ , the expansion of the plasma due to the hoop force has the form

R(t) =
1

2π

√
µ0α

2min

I0
aτ
t2 (2.24)

where I0 is the peak current, τ is the rise time of the current trace. Equation 2.24

predicts constant loop acceleration for t ≤ τ ≈ 8.5 µs and t ∝ (I0/τ)
−0.5 for a �xed

R.

Since the strapping coils in our experiment block the plasma from the camera

viewpoint at early times, we use magnetic measurements to verify that the NS plasma

expansion is dominated by the hoop force. This is done by measuring the polarity

reversal of the Bx component of the magnetic �eld. Figure 2.9 plots plasma travel

time to four magnetic probe clusters as a function of I0/τ . We vary I0/τ by either:

1. Adding inductance into the system to increase τ while adjusting the charging

voltage of the 59 µF capacitor bank to maintain I0, or

2. Increasing the charging voltage of the capacitor bank to increase I0.

Applying a log-log �t to the data (Fig. 2.9 insets) gives tprobe ∝ (I0/τ)
−γ where

γ = 0.55 for the �rst probe cluster (Fig. 2.9 (a)) and γ = 0.47± 0.06 across all four

clusters. This near square root dependence indicates that the hoop force dominates

plasma dynamics in the absence of a strapping �eld. The �t is weaker for the fourth

probe cluster (Fig. 2.9 (d)) at R = 25.5 cm. This is attributed to the falling current

trace at later times, violating the assumption of a linearly rising current.
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(d)

(e)

(b) 
IS

(c) 
LS

(a)
NS

Figure 2.10: Imaging and magnetic diagnostics. The dots in (a), (b), and (c) repre-
sent the location of the plasma apex and are determined by looking at intensity slices
along the z-axis and selecting the local intensity maximum. (d) and (e) show Bx com-
ponent of the magnetic trace across all four magnetic probe clusters. The diamonds
correspond to the bright (high density) leading edges from the camera images.

2.5.2 Imaging and Magnetic diagnostics

Imaging and magnetic diagnostics were used to determine the location of the apex

of the plasma as shown in Fig. 2.10 (a-e). For complete details about the diagnostic

technique, see Appendix sections G.1 and G.2.

When no strapping �eld is applied (NS), the acceleration occurs at low heights

and images of the plasma show near-constant expansion of the plasma apex (white

circle in Fig. 2.10 (a)) after 6 µs. The application of a strapping �eld introduces a

J×B strapping force which opposes plasma expansion. Images of the plasma loops

(Fig. 2.10 (a-c)) show more compact plasmas for the IS and LS con�guration than

for the NS con�guration. The dots in Fig. 2.10 represent the location of the plasma
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Figure 2.11: Height (z) vs time plot of di�erent strapping con�gurations. The circles
represent data obtained from imaging the plasma. The diamonds represent plasma
position determined by the magnetic probes. In the LS con�guration, the plasma
does not reach the magnetic probe in the 14 µs time interval.

apex and are determined by looking at intensity slices along the z-axis and selecting

the local intensity maximum. The black circle at the center of each frame is a vacuum

chamber window.

Figure 2.10 (a) shows the NS con�guration where most of the acceleration oc-

curs at low apex height and the plasma expands at near constant velocity after 8

µs. Figure 2.10 (b) shows the IS con�guration plasma demonstrating slow-rise to

fast-acceleration. The apex of the plasma loop is slowed as it passes the region of

strong strapping �eld between 6 µs - 8 µs while the upper and lower section continues

to expand outwards. Between 8 µs - 10 µs, the apex of the plasma rapidly acceler-

ates as it experiences a sharp decay in the strapping �eld. Figure 2.10 (c) shows LS

con�guration. The strong strapping �eld slows down the entire plasma structure and

completely inhibits bulk plasma motion along the z-axis.

The mean distance between the apex and the electrodes at a given time is ex-

tracted from camera images and plotted as black circles in Fig. 2.11. The distance

vs time measurements from Fig. 2.11 are smoothed and numerically di�erentiated to

obtain velocity. This process is repeated on velocity vs time calculations to obtain
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Figure 2.12: (a) Velocity obtained by smoothing the distance vs time measurements
and then taking the numerical derivative for the three strapping con�gurations shown
in Fig. 2.11. (b) Velocity as a function of apex height (z). (c) and (d) show acceler-
ation obtained by smoothing the velocity and applying a numerical derivative.

acceleration. We apply the same apex extraction, smoothing, and numerical di�er-

entiation techniques to the NS, IS, and LS con�gurations and append the results

to Figs. 2.11 and 2.12; the NS, IS, and LS con�gurations are color-coded as black,

orange, and red, respectively.

The diamonds in Fig. 2.11 represent the average time for the plasma to travel

to the magnetic probe clusters. We determine the plasma expansion time to a given

magnetic cluster by measuring when the polarity reversal of the Bx component of the

magnetic �eld occurs (Fig. 2.10 (d)); Bx reverses sign on the axis of the loop. In

the LS con�guration, the plasma is completely con�ned and the velocity peaks (Fig.

2.12) once the driving current begins to decay at 10 µs (Fig. 2.13(b)). The apex does

not reach the magnetic probe until t > 15 µs and the estimated expansion velocity is

essentially zero.
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2.5.3 Demonstration of slow rise to fast eruption

Our main result is the IS data which demonstrate a slow initial rise of the plasma

apex followed by a rapid expansion. The nominal Alfven velocity of the system

vA = B/
√
µ0ρ ≈ 40 km/s and we de�ne �fast� to be v > 20 km/s and �slow� to be

v < 13 km/s. The sudden increase in velocity (slow to fast transition at 6− 9 µs in

Fig. 2.12 (a), 12 − 20 cm in Fig. 2.12 (b)) corresponds to the plasma escaping the

region of strong strapping �eld (centered at z = 9.5 cm in Fig. 2.4 side view). This

escape coincides with a seven-fold increase in the plasma apex acceleration (6− 9 µs

in Fig. 2.12 (c)).

The increased acceleration is attributed to two e�ects: the build-up of the hoop

force within the strapping region and the sharp decay of the strapping �eld once the

plasma has left the strapping region. The build-up of the hoop force comes from

the f ∼ I2/R scaling of Eq. 2.22. The IS con�guration slows down the expansion

of the plasma apex within the strapping region, e�ectively holding R approximately

constant. The peak amplitude I0 and the slope I0/τ of the driving current pulse

are con�gured so that the current continues to increase when the plasma is slowed

down (Fig. 2.13 (b)). In the IS con�guration, the current pulse peaks at 8 − 9 µs,

matching the time when the plasma loop apex passes the strapping �eld coils. Thus,

the resulting decay of the strapping force experienced by the plasma loop when it

expands beyond the strapping coils is accompanied by a relative increase in the hoop

force due to the peaking of the current.

The steepness of the strapping �eld decay is captured by the magnetic decay index

n = −(z/Bx)(dBx/dz). The value of n varies with axial position z (up-sloping dashed

line in Fig. 2.4 side view) and when n is greater than a critical ncr, the plasma loop is

predicted to undergo torus instability [33], i.e., the restoring force associated with the

strapping �eld decays more rapidly than the hoop force. The value of ncr has been

predicted to range between 1−2 [33, 58, 96, 97] depending on geometry and boundary

conditions (See Sec. 2.4). As a guideline, we use ncr = 3/2 − 1/(4c0) from Ref. [33]

where c0 = L/µ0R is the same as α in Eq. 2.24. While there are concerns [41]
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about the lack of footpoints in Ref. [33], simulations including footpoints [93] suggest

that the essential physics of torus instability should apply. For our experiment, we

calculate α ≈ 2.5 at plasma formation resulting in ncr ≈ 1.4, which is plotted as

the dotted horizontal line in Fig. 2.4 side view. The torus instability is expected

approximately when the plasma loop moves to the right of the intersection of the

dashed up-sloping line and this dotted horizontal line.

The height vs time plots in Fig. 2.11 were obtained using both imaging (circles)

and magnetic probe data (diamonds). When no strapping �eld is applied (NS), the

polarity reversal of Bx correlates well with the high density region of the plasma, i.e.,

the axis of the current �owing along the plasma loop. When a 250 G strapping �eld

is applied (IS), the loop location is given by the peak of Bx (Fig. 2.10 (e)) rather than

by the polarity reversal (Fig. 2.10 (d)). We attribute this di�erence to two e�ects:

the strapping �ux concentrates in regions of high plasma density (Fig. 2.10 (e)) and

the strapping force rotates the �ux rope, thereby converting By and Bz components

into Bx component. These two e�ects make it di�cult to identify plasma structure

in a strapping �eld from magnetic probes alone.

2.5.4 Circuit diagnostics

The load inductance is a measure of the entire plasma structure and is expected to

scale as L ∼ µ0Rα where α ≈ 2.5. We calculate the time evolution of the inductance

by neglecting resistance and using V = L(dI/dt) + I(dL/dt), where V is the voltage

measured across the plasma footpoints and I is the current through the plasma (Fig.

2.13 (a) and (b)). This equation can be discretized for a time step ∆t:

Lj+1 = Lj−1 +
2Vj∆t

Ij
− Lj

Ij
(Ij+1 − Ij−1) . (2.25)

To obtain an initial condition, we assume L0 = V0/(dI/dt)0, since I is very small

at early times. Furthermore, since plasma expansion is minimal at early times, we

assume L−1 = L0. Resistance is non-negligible at breakdown and the plasma is cold

slightly after breakdown, so we assume Eq. 2.25 is valid for t > 2µs. The solutions
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Figure 2.13: (a) Measured voltage and (b) measured current for di�erent strapping
�eld con�gurations. (c) Calculated inductance vs time from voltage and current
measurements using Eq. 2.25.

are then valid for the time interval of interest 2µs < t < 14µs; I is �nite during this

interval so Eq. 2.25 is well-behaved.

Figure 2.13 (c) shows the inductance calculated using Eq. 2.25 for NS, IS, LS

con�gurations; each plot is constructed using the average of ≈ 30 measurements for

current and voltage. Figure 2.13 (c) shows that a stronger strapping �eld leads to a

smaller initial inductance and a slower inductance growth. By using R ∼ L/(µ0α) at

2 µs, the calculated major radii are 3.2 cm, 2.2 cm, and 2.0 cm for NS, IS, and LS

con�gurations, respectively. Similar calculations at the time of peak current (t = 8.5

µs) yield R ∼ 6.2 cm, 5 cm, and 3.3 cm, respectively. The calculations are within a

factor of 2 of the measured apex values in Fig. 2.11.

2.5.5 Varying the driving current

A faster rise in current corresponds to a rapid build up of expansion forces and is

expected to accelerate the plasma quickly. A slower rise in current corresponds to

the slower build-up of expansion forces. By adjusting Lextra and main bank charging

voltage, it is possible to modify the slope of the driving current while preserving
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(a) (b)

Figure 2.14: (a) Di�erent current pro�les for the NS con�guration. Blue represents
time before the plasma reaches the magnetic probe and green represents when the
plasma is at the magnetic probes. (b) Average velocities before the magnetic probes
(dark blue) and average velocities during the magnetic probe (dark green). The light
green represents velocity just before the magnetic probes assuming the plasma starts
in quasi-static equilibrium and experiences constant acceleration

peak current. Figure 2.14 (a) shows the NS current pro�le for three di�erent Lextra

con�gurations: None, Medium, Maximum5.

Since the magnetic probe array comprises four clusters at known locations, the

average velocity of the plasma can be obtained by tracking persistent probe features

(Sec. G.2 and Figs. 2.10 (d) and (e)). If the initial height of the plasma apex is known,

the average velocity from plasma formation to the �rst magnetic probe at z = 17.5

cm can be also calculated. Camera images show that application of strapping �eld

results in a smaller initial plasma than if no �eld were applied, consistent with the

estimates using inductance. We use z = 6 cm and z = 4 cm as the initial plasma

apex position for NS and IS con�gurations, respectively. Since the plasma starts at

in quasi-static equilibrium, and Eq. 2.24 predicts constant acceleration, the velocity

at the �rst probe is approximately double the average velocity.

Figure 2.14 (b) shows the average velocities for None, Medium, and Max Lextra

con�gurations when no strapping �eld is applied. When no extra inductance is ap-

plied, the average plasma velocity before the �rst magnetic probe (dark blue) is greater

than the corresponding average velocities when inductance is added. Nevertheless, all

three con�gurations exhibit the same average velocity at the probes (green). This sug-

5The data from the previous sections are taken with the Maximum Lextra con�guration.
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(a) (b)

Figure 2.15: (a) Di�erent current pro�les for the IS con�guration. Blue represents
time before the plasma reaches the magnetic probe and green represents when the
plasma is at the magnetic probes. (b) Average velocities before the magnetic probes
(dark blue) and average velocities during the magnetic probe (dark green). The light
green represents velocity just before the magnetic probes assuming the plasma starts
in quasi-static equilibrium and experiences constant acceleration

gests that the Maximum and Medium con�gurations undergo weaker acceleration over

longer periods of time. The estimated velocities using Eq. 2.24 (light blue) match

the Maximum con�guration quantitatively, but are too large for the Medium and

None con�guration, suggesting that the constant acceleration assumption eventually

breaks down. One of the requirements for constant acceleration is linearly increasing

current. The current traces in Fig. 2.14 (a) is colored blue before the plasma reaches

the magnetic probe, green when the plasma is at the four magnetic probes, and black

when the plasma passes the magnetic probes. The current in the None con�guration

is falling when the plasma reaches the probes, so Eq. 2.24 no longer applies. Simi-

larly, the current for the Medium con�guration is about to peak so Eq. 2.24 may not

work as well. Equation 2.24 is expected to apply for the Maximum con�guration up

to 8 µs, consistent Fig. 2.12 (c), which shows decreased acceleration at 8 µs and even

deceleration at later times.

Figure 2.15 shows the three Lextra con�gurations when IS strapping �eld is applied.

The strapping �eld slows down the plasma so that the current traces (Fig. 2.15 (a))

are past the peak by the time the plasma reaches the magnetic probe. Figure 2.15 (b)

shows the average velocities before and at the probe. Both Medium and Maximum

Lextra con�gurations suggest a slow rise to fast eruption con�guration. As described
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earlier, the enhanced acceleration is attributed to the decay of the strapping �eld

and the peaking of the current trace when the plasma moves past the peak strapping

�eld region. The current rises too quickly in the None con�guration, accelerating the

plasma past the strapping coils. While there is an increase in velocity at the probe,

this con�guration does not reproduce a slow rise follow by rapid acceleration.

The plasma velocities at the probes in Fig. 2.15 (b) are also larger than the

calculated velocities reported for IS con�guration in Fig. 2.12. This suggests that

the magnetic �ux rope may be moving faster in IS con�guration than the bright high

density plasma. Previous works [17, 98] suggest that the magnetic �ux rope (the

current channel) is wider than the bright high density plasma from camera images.

When no strapping �eld is applied, both the high density region and the �ux rope are

expected to move with comparable velocities. The IS con�guration may accelerate the

magnetic �ux rope structure to higher velocities than apparent in visible images. This

is compatible with CMEs where the bright prominence represents the high-density

plasma (the core in Fig. 1.8) located within (but at the bottom of) a larger erupting

magnetic �ux rope (the cavity in Fig. 1.8).

2.6 Conclusion and Discussion

Our observations demonstrate that torus instability is a means by which magnetic

�ux ropes may change from slow-rise to fast-acceleration. We present measurements

from three diagnostics � imaging, magnetic measurements, and circuit analysis � and

show a quantitative match between all three diagnostics. The Kliem and Torok imple-

mentation of torus instability assumes a hypothetical perturbation on the �ux rope,

without specifying the nature of said perturbation. Our results suggest that �increas-

ing current� is an embodiment of this perturbation and the time dependence of the

current is important. We �nd the most dramatic acceleration for IS-like con�gura-

tions occurs when we tailor the current pulse to peak as the plasma enters the region

of steeply decaying strapping �eld.
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2.6.1 Scaling to the sun

Since Lorentz forces do not have an intrinsic length scale, it is reasonable to expect

that our results should scale to solar loops provided that solar strati�cation is taken

into account. The β of the solar atmosphere varies between the photosphere and

the outer corona [74]. Our results should apply in the lower corona where β � 1

and the magnetic energy density is 800 times the gravitational energy density [57].

The NS con�guration corresponds to fast, impulsive CMEs with large accelerations

at low heights and little acceleration at greater heights [99]. The LS con�guration

corresponds to failed eruptions [94], i.e., the solar �lament erupts from the solar

surface, but fails to escape the solar atmosphere. The IS con�guration, our new result,

provides the �rst experimental demonstration of the slow-rise to fast-acceleration; this

con�guration corresponds to the majority of CMEs [83].

2.6.2 Is reconnection necessary for CME eruptions?

The proponents of sheared arcade models believe that magnetic reconnection forms

the �ux rope during the eruption process (Sec. C.3). The launch of the Solar Dy-

namic Observatory (SDO) [100] is intended to help address the question of whether

reconnection is necessary for the formation of magnetic �ux ropes. The Atmospheric

Imaging Assembly (AIA) [101] telescope on SDO has temporal cadence of 12 s and

is equipped with multi-temperature ultraviolet passbands. These features allow it to

make clear observations of eruptive structures in the lower corona [102]. By studying

low corona images of an eruption, Zhang et al. [31] report unambiguous evidence of

the presence of a �ux rope before and during a solar eruption.

Amari et al. [32] numerically reconstruct the magnetic �eld in an active region and

report a pre-existing magnetic �ux rope prior to the eruption. They used photospheric

magnetic information from the Solar Optical Telescope aboard the satellite Hinode

[103] to reconstruct a fully data-driven picture spanning both pre-eruption phase and

eruption phase.

These studies suggest that a magnetic �ux rope exists before the eruption pro-
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cess. The laboratory reproduction of a slow rise to fast acceleration of a pre-existing

magnetic �ux rope can be considered experimental evidence that reconnection, while

important, is not necessary for slow-rise to fast-acceleration of arched �ux ropes.

2.6.3 Current vs voltage sources

The idea of a current source powering solar eruptions is unpopular in the solar com-

munity and many solar models invoke �ux conservation by stating that the photo-

sphere is a conductive surface, so no voltages appear across �ux rope footpoints. One

measure of plasma resistivity is the Spitzer resistivity which scales as T−3/2. The

photosphere (∼ 6000 K) is at a much lower temperature than the solar corona (∼ 106

K), so currents are more likely to �ow through the coronal �ux rope than through

the photosphere. This current �ow introduces a voltage across the footpoints, thus

breaking the �ux conservation assumption.

Of the solar models, the �ux injection model [40] describes boundary conditions

that are similar to the experimental set-up. In fact, ��ux injection� corresponds to

the application of voltage to the electrodes, thereby driving a current. The capacitor

bank in the experiment acts like a current source (Sec. D.4.1 and Ref. [104]) so the

current pro�le is insensitive to the evolving plasma. In contrast, the voltage pro�le

can vary depending on the behavior of the plasma. The voltage measured across the

plasma footpoints (6 µs - 8 µs in Fig. 2.13 (a)) can vary signi�cantly depending on the

whether the plasma is completely strapped (LS) or has erupted (NS, IS); in contrast,

the current in 2.13 (b) show minor di�erences. The e�ectiveness of the Chen model

in �tting the voltage to solar eruptions from the sun out to the Earth suggests that

loops on the sun may also be powered by current sources.

2.6.4 Loss of equilibrium: converging models

As the scienti�c understanding of CMEs mature, di�erent models converge towards

a common picture. The respective authors of the catastrophe model and torus insta-

bility model have agreed that the onset of �catastrophe� occurs at the same location
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as the onset of torus instability [105]. This result is intuitive, since both arguments

rely on the same force balance for equilibrium, it follows that both should produce an

onset of eruption at the same point. The key distinction between the two models is

that stability analysis focuses on the critical point without specifying the pre-eruptive

evolution, whereas catastrophe analysis includes the pre-eruptive evolution, but does

not consider unstable equilibria away from the critical point. Both approaches assume

that the plasma loop is completely isolated from the solar surface during an eruption,

so energy is conserved.

In contrast, the �ux injection model assumes a partially toroidal plasma powered

by a sub-photospheric dynamo, which acts like a current source [40]. Flux injection �ts

eruption dynamics to a seven-parameter temporal function of the footpoint voltages.

One key feature is the presence of footpoints, which play an important role in the

scaling of solar eruptions [80]. The presence of footpoints also relaxes the constant

�ux requirement commonly invoked by other models.

The analysis of the torus instability in this thesis assumes a nearly complete circle

with electrodes as footpoints (Fig. 2.8). This implementation does not require the

constant �ux assumption of torus instability in Ref. [33], but retains the equation of

motion. The voltage appearing across the electrode represents the change in poloidal

�ux as the plasma expands. As the loop expands, it encloses more poloidal �ux

from the strapping �eld, which cancels the poloidal �ux produced by currents �owing

along the loop. New poloidal �ux can also be injected by increasing currents �owing

through the plasma footpoints. The presence of electrodes ties the poloidal �ux of

the strapping �eld (torus instability) with the poloidal �ux from �ux injection.

In practice, laboratory plasmas are in�uenced by both the injection of poloidal

�ux from the driving current, and the cancellation of poloidal �ux by the strapping

�eld. The rate of change of poloidal �ux injection is represented by the voltage of the

NS con�guration (black line in Fig. 2.13 (a)). Application of strapping �eld removes

this poloidal �ux, and the rate of poloidal �ux removal results in lower voltages for

IS and LS con�gurations compared to the NS con�guration (red and orange lines in

Fig. 2.13 (a)). The implementation of the torus instability in this thesis ties together
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the fundamental ideas of �ux injection and torus instability, thereby tying together

two major loss-of-equilibrium eruptive CME models.

2.6.5 Fast and slow CMEs

For decades, CMEs have been separated into impulsive (fast) and gradual (slow)

classes but there is increasing support for a uni�ed structure. Chen & Krall [38] re-

produce both fast and slow CMEs by varying the width and amplitude of their voltage

pro�le across their �ux rope footpoints. They propose that the distinction between

fast and slow CMEs is determined entirely by the absence (fast) or presence (slow)

of sustained acceleration after the initial acceleration phase; a wider voltage pulse

results in sustained acceleration. This is consistent with the velocity measurements

for None, Medium, and Maximum Lextra con�guration. The None con�guration pro-

duces a brief but rapidly rising current pulse which drives rapid acceleration early

on but little acceleration and even deceleration when the plasma loop reaches the

magnetic probes. Medium and Maximum con�gurations have wider current pro�les,

resulting in acceleration when the plasma loop reaches the magnetic probes.

Torok and Kliem [39] built on their work in Ref. [33] to numerically simulate

both fast and slow CMEs. They were able to produce both �fast� and �slow� CMEs

by varying both the decay index and the strength of the strapping �eld. The NS

con�guration produces fast plasma loop expansion, reminiscent of impulsive CMEs.

Similarly, the IS con�guration starts slow but rapidly accelerates, similar to gradual

CMEs. The decay index of our strapping �eld (red dashed line in Fig. 2.4 side view)

is not �xed but varies as a function of height. Nevertheless, we were able to reproduce

fast, slow, and con�ned eruptions by adjusting the amplitude of the strapping �eld.

Our results suggest that fast and slow CMEs can be described by the same un-

derlying physics. We con�rm that models from both Refs. [38] and [39] are capable

of producing fast and slow eruptions and assert that both the power supply driving

the footpoints and the overlying strapping index play a signi�cant role in determining

the dynamics of solar eruptions.
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2.6.6 Solar statistical studies

While our experiments study the essential physics of torus instability without focusing

on speci�c critical decay indices, solar observers have completed statistical studies on

various decay indices. Xu et al. [106] look at CME velocities and found that a

larger decay index corresponds to faster CMEs. Liu [107] uses the decay index to

di�erentiate between successful eruptions and failed eruptions. The implementation

of the torus instability in Sec. 2.4 presents an interesting criterion for solar statistical

studies: the critical decay index is ncr = 1 for a constant current plasmas and ncr = 2

for a constant �ux plasmas. While real solar plasmas are neither constant �ux nor

constant current, a statistical study may provide insight on which boundary condition

provides the better approximation. Such a study would be challenging to implement

precisely without magnetic �eld data, and must take care to only consider eruptions

where the hoop and strapping forces dominate.

2.6.7 Limitations of laboratory results and future studies

While our results are compelling, there are limitations associated with our set-up.

Much of the torus instability theory comes from tokamak physics and assumes an

axisymmetric con�guration. Our con�guration is not axisymmetric so we do not

expect the theory to apply perfectly. Nevertheless, arched solar �ux ropes match

Caltech plasmas better than the axisymmetric plasmas of tokamak theory.

We placed small strapping coils inside the vacuum chamber to create our strapping

�eld. This allows us to make magnetic �elds that were both strong enough to interact

with the plasma yet decay sharply enough to study the torus instability. Unfortu-

nately, these coils only provide the tailored magnetic �eld pro�le along the plasma

apex. Due to the localized nature of the strapping �eld, the parts of the plasma loop

would go around the region of strong strapping �eld, introducing unwanted physics.

We also focused our imaging and camera diagnostics on the plasma apex in order to

obtain robust statistics and reproducibility. Circuit analysis provides insight into the

global plasma structure, and such analysis indicates that our conclusion holds for the
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other parts of the plasma. Less rigorous imaging analysis along other sections of the

plasma loop reveals that those sections experience the same e�ect as the apex, but

to a smaller extent.

The strapping coils also block camera imaging at early times. While Stenson and

Bellan studied plasma dynamics at early times in detail [82, 108], they did not do

so in the presence of a strapping �eld. As our magnetic diagnostics do not extend

to low heights we must rely on circuit analysis to quantify plasma behavior at these

heights. Thus, circuit analysis provides information about early times and we have

shown that the inferred parameters quantitatively match the other diagnostics at later

times. Even so, our knowledge of plasma behavior at early times is weak compared

to the regime studied in this thesis.

We also claim that the vacuum chamber is much larger than the plasma simulating

a half-in�nite space. This is true during the initial plasma formation but may not

hold for much later times. At later times, we expect plasma-chamber interactions,

but have not quanti�ed how this a�ects our overall results.

2.7 Chapter Summary

• CMEs are a fundamental aspect of solar weather and are believed to drive

geomagnetic storms.

• The essence of torus instability compares the relative spatial decay of hoop force

and strapping force. If the strapping �eld decays su�ciently quickly, the plasma

is expected to be unstable to perturbation. An �increasing current� is one such

perturbation.

• By including footpoints in a nearly circular loop, we generalize the Kliem and

Torok implementation to be consistent with di�erent boundary conditions. This

model relates �ux injection to other loss-of-equilibrium models.

• Magnetic diagnostics show that the hoop force dominates Caltech plasma loops

expansion.
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• IS con�guration reproduces the slow rise to fast eruption behavior of CME

eruptions. This demonstrates that a pre-existing �ux rope may go from slow-rise

to fast-acceleration without the need for magnetic reconnection, in support of

loss of equilibrium models.

• The high Spitzer resistivity of the photosphere compared to the coronal suggests

that a voltage can develop across solar �ux rope footpoints. The successful

capture of solar eruption dynamics by �tting to footpoint voltages (�ux injection

model) suggests that a current source may act as boundary condition for solar

loops.

• There is a convergence of loss-of-equilibrium solar models. At the moment, two

important remaining models are �ux injection and torus instability. Our theo-

retical generalization of torus instability to include electrodes and experimental

work relates torus instability to �ux injection.

• We experimentally demonstrate that both torus instability and �ux injection

may produce fast and slow CMEs, addressing an important debate on whether

fast and slow CMEs should be considered distinct or whether they have the

same underlying mechanism. Our work suggests the latter, and we present

supporting evidence by adjusting the pro�le of the driving current pulse, and

by varying the magnitude of the strapping �eld.

• The generalized torus instability model predicts di�erent critical decay index de-

pending on constant �ux or constant current boundary conditions. This critical

decay index is amenable to solar statistical studies.

• Our work focuses on the apex of the plasma and may miss important physics

along other sections of the plasma loop. We also do not have direct imaging

and magnetic diagnostics at early times and must rely on circuit diagnostics.
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Chapter 3

Conclusion

In this thesis, we have addressed two prominent questions about coronal mass ejec-

tions: what is a mechanism by which CMEs may go from slow-rise to fast-acceleration,

and should impulsive (fast) and gradual (slow) CMEs be categorized as di�erent

events?

The experimental results described in this dissertation o�er evidence that torus

instability is a mechanism by which a magnetic �ux tube may go from slow rise to

fast-acceleration. The thesis analyzes the plasma apex of the plasma with three dif-

ferent diagnostics: imaging, magnetic, and circuit analysis. Each diagnostic has its

own strengths and weaknesses, but the combination of all three provides a complete

picture of plasma dynamics. Speci�cally, the hoop force causes the plasma to expand

into a region of intermediate strapping �eld (IS), where apex expansion is slowed by

strapping force. The plasma slowly rises in this strapping region, until the apex passes

a critical height corresponding to the onset of torus instability, and quickly acceler-

ates. This slow-rise to fast-acceleration is captured by camera images, con�rmed by

magnetic probes measurements, and matches the inductance calculated from circuit

analysis. All three diagnostics match quantitatively.

The application of no strapping �eld (NS) results in acceleration at lower heights,

and little acceleration (and even deceleration) by the time the plasma reaches the

magnetic probe, similar to impulsive CMEs. The application of large strapping �eld

(LS) completely con�nes the plasma, matching con�ned solar eruptions. Thus, given

a customized current pro�le, we can produce gradual eruptions, impulsive eruption,
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and con�ned eruptions by varying the amplitude of strapping �eld.

The most dramatic transition from slow-rise to fast-acceleration occurs when the

current pulse peaks as the plasma is crossing the instability threshold. This was

demonstrated by varying the pro�le of the driving pulse, and using features in the

magnetic traces to estimate the plasma velocities before the magnetic probes, and

at the magnetic probes. This time dependence of the current pro�le not found in

the torus instability model, but is a prediction of the �ux injection model for solar

eruptions, a model which captures CME dynamics by �tting a voltage pro�le to the

footpoints.

Both torus instability and �ux injection models provide a technique for producing

impulsive and gradual eruptions. Torus instability creates these these two classes of

CMEs by varying the strength and decay index of the strapping �eld. Flux injection

creates these two types of CMEs by adjusting the duration of the voltage pulse applied

across the two footpoints. Both models conclude that impulsive and gradual CMEs

have the same underlying physics.

Our experimental results con�rm that impulsive eruptions and gradual eruptions

can be produced by varying the current pro�le, and by varying the strapping �eld

strength. We propose that both mechanisms are involved in solar dynamics, and

suggest a simple model unifying the two theories. Our model implements the torus

instability for a nearly-circular plasma connected to a power supply, unifying the

essential ideals from �ux injection with torus instability.
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Appendix A

Useful Mathematical Relations

The following are useful mathematical relations.

A.1 Vector identities

Useful vector identities include:

∇ · (∇×A) = 0 (A.1)

∇ · (αB) = α(∇ ·B) +B · ∇α (A.2)

∇× (∇×A) = −∇2A+∇(∇ ·A) (A.3)

∇ · (A×B) = B · ∇ ×A−A · ∇ ×B (A.4)

A.2 Cylindrical coordinates

r̂ = cosφx̂+ sinφŷ

φ̂ = − sinφx̂+ cosφŷ



87

Laplace of a scalar function f

∇2f =
∂2f

∂r2
+

1

r

∂f

∂r
+

1

ρ2
∂2f

∂φ2
+
∂2f

∂z2
(A.5)

Laplace of a vector function A

∇2A =

(
∇2Vr −

2

r2
∂Vφ
∂φ
− Vr
r2

)
r̂+

(
∇2Vφ +

2

r2
∂Vr
∂φ
− Vφ
r2

)
φ̂+

(
∇2Vz

)
ẑ

A.3 Math

The Gamma function is a extension of the factorial function and can be applied to

non-integers. The formal de�nition is

Γ(t) =

∫ ∞

0

xt−1e−xdx, Γ(n) = (n− 1)!

Elliptical integrals are considered generalizations of inverse trigonometric func-

tions. The elliptical integral of the �rst kind is de�ned as

K(m) =

∫ π/2

0

dθ

(1−m sin2 θ)1/2
0 < m < 1

and elliptical integral of the second kind is de�ned as

E(m) =

∫ π/2

0

(1−m sin2 θ)1/2dθ 0 < m < 1

Liebnitz integral rule [109] in three-dimensional, time dependent form integral

form is

D

Dt

∫
F(r, t) · dA =

∫ (
∂F(r, t)

∂t
+ (∇ · F)v

)
· dA+

∮
(F× v) · dl (A.6)

where F is a vector �eld integrated over the vector �ux area A. The area is bounded

by curve
∮
dl and moving with velocity v.
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A.4 Fractional derivatives

A.4.1 De�nition

There are multiple de�nitions of a fractional derivative and speci�c details can be

found in Riewe [110]. Lacroix proposed extending the �powers of t� derivative de�ni-

tion

dntm

dtn
=

m!

(m− n)!
tm−n

yielding
dnf(t)

dtn
=

dn

dtn

∑
m

amt
m =

∑
m

am
Γ(m+ 1)

Γ(m− n+ 1)
tm−n (A.7)

where Γ is the Gamma function.

An alternative proposal by Lioiuville started from the exponential representation

of integer order derivatives
dneat

d(t+∞)n
= anet

and de�ned fractional derivatives as a summation of exponential representations of

integer order derivatives

dn

d(t+∞)n
f(t) =

dn

d(t+∞)n

∑
m

cme
amt (A.8)

Here, the expression d/d(t + ∞) is used instead of d/dt to denote that fractional

derivatives do not depend on the value of the function at time t, but on the values

for all times starting at −∞ up to time t.

This is one of those bizarre incidences where the formal de�nitions in Eqs. A.7

and A.8 are not equivalent and no simple de�nition applies to both functions [110].

Instead, it has become common practice to use the integral de�nition proposed by

Liouville and Riemann, which de�nes the fractional integral as a negative fractional

derivative:
d−vf(t)

d(t− c)−v
=

1

Γ(v)

∫ t

c

(t− t′)v−1f(t′)dt′ <(v) > 0 (A.9)
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and then de�nes the fractional derivative as

duf(t)

d(t− c)u
=

dn

dtn
d−vf(t)

d(t− c)−v
(A.10)

where n is the smallest integer greater than <(u) and v = n − u. This is similar

to taking an improper fraction u and splitting it into an integer component n and

a fractional component v, except here we choose the smallest integer n larger than

u and have a negative fractional derivative. The derivations of Eq. A.10 from Eq.

A.9 emphasize that a fractional derivative is not only determined by the behavior at

time t, but determined by the values of the function for the entire interval from c

to t. Thus, Eq. A.10 simpli�es to Eq. A.8 and Eq. A.7 when c = −∞ and c = 0,

respectively.

A.4.2 Properties

Fractional derivatives share many common properties with regular derivatives. In

particular, they reduce to regular derivatives

dux

d(t− c)u
→ du

dtu
(A.11)

if u is an integer. Theoretical manipulations of fractional derivatives often omit the

constant −c and employ short-hand notation

x(1/2) =
d1/2x

dt1/2
(A.12)

In general, fractional derivatives

• are linear:

du

d(t− c)u
[Af(t) +Bg(t)] = A

du

d(t− c)
f(t) +B

du

d(t− c)u
g(t)
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• do not usually yield zero when applied to any constants except 0. In general,

duA

d(t− c)u
=
A(t− c)−u

Γ(1− u)

• have anti-derivatives such that an anti-derivative of order u is the same as a

derivative of order −u, so

du

d(t− c)u
d−uf(t)

d(t− c)−u
= f(t)

• obey the composition rule with their anti-derivatives so that

du

d(t− c)u

[
dv

d(t− c)v
f(t)

]
=

du+v

d(t− c)u+v
f(t) (A.13)

when v ≤ 0 and uv ≥ 0.

They have a rich list of additional properties, including being amenable to approx-

imation by �nite di�erencing, integrable by parts which are all outlined by Riewe.

These additional details are not required for the calculations in this thesis and are not

included but the interested reader is encourage to refer to Refs. [110, 111] for an ex-

cellent quick-start on applying fractional derivatives to a Hamiltonian and Lagrangian

formulation.
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Appendix B

Plasma concepts

B.1 Plasma equations: from individual particles to

MHD

At its core, a plasma is an ionized gas in which electromagnetic forces play an im-

portant role. The most complete description of a plasma requires tracking individual

charges and applying Lorentz forces. Since no assumptions are made, this approach

is the �most accurate,� yet the tracking of every single particle, a number which

may reach 1027 for inertial con�nement fusion plasmas [42], is exceedingly tedious,

computationally expensive, and is almost certain to drown out the big picture.

A large amount of tedium can be removed by combining particles which have

similar position and velocities into a single �volume� in phase space and studying

that volume. For a single species in one dimension, this approach is represented by a

distribution function f(x, vx, t). The conservation of particles at time t, with position

between x and (x+ dx) and velocity between v and v + dv has the form

∂f

∂t
+ vx

∂f

∂x
+
∂f

∂vx
(axf) = 0

where ax (the one dimensional acceleration) has value ax(x, v + dv, t) and ax(x, v, t)

at v + dv and v, respectively. The equation is generalizable to three dimensions:

∂f

∂t
+ v · ∂f

∂x
+

∂

∂v
· (af) = 0
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If multiple species are allowed, then the collisions between those species can cause

jumps in phase space by e�ectively �creating� and �annihilating� particles [42]. Col-

lisions are formalized for a given species σ as follows:

∂fσ
∂t

+ v · ∂fσ
∂x

+
∂

∂v
· (afσ)+ =

∑
Cσα(fσ) (B.1)

where Cσα(fσ) is the rate of change of fσ due to collisions between species σ and

species α. To keep the system �physical,� the collision operator Cσα must satisfy

conservation of particles, conservation of momentum, and conservation of energy when

budgeting across all species.

The next level of approximation is to go from phase space (both position and

velocity) back to real space (position only) by integrating over the velocity space.

This is known as the �two �uids� approximation to plasmas. While the mathematics

is applicable to any number of particle types, a typical plasma comprises two species1:

electrons and ions. Before proceeding, it is important to de�ne certain quantities. In

particular we de�ne the number density of particles at a given location and time to

be

nσ(x, t) =

∫
fσ(x,v, t)d

3v

and the momentum density at the same location and time to be

nσ(x, t)uσ(x, t) =

∫
vfσ(x,v, t)d

3v

where uσ(x, t) is the mean velocity of a given species. This process of multiplying

a function by some vn before integrating in velocity space is known as taking the

�moment� of the function. In the example above, the number density nσ(x, t) cor-

responds to taking the �zeroth� moment (n = 0) while the momentum density nσuσ

corresponds to the ��rst� moment (n = 1).

To derive the �two �uids� approximation, we take the moments of the Vlasov

1Dusty plasmas are examples of three species plasmas: dust particles, ions, and electrons. Elec-
tron plasmas and positron plasmas are examples of single species plasmas.
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equations (Eq. B.1). For example, the zeroth moment is given by

∫ [
v · ∂f

∂x
+

∂

∂v
· (af) + ∂f

∂t

]
dv =

∑
σ

∫
Cσα(fσ)dv

which is solved by applying the conservation of particles to the collision operator on

the right hand side and by noting that the velocity integral on the left hand side

commutes with both time and space derivatives, since x, v, and t are independent

variables. The details behind resolving these integrals are given in plasma physics

textbooks [42, 74] and the solutions are summarized here.

The zeroth moment of the Vlasov equation yields the species continuity equation:

∂n

∂t
+∇ · (nσuσ) = 0 (B.2)

The �rst moment of the Vlasov equation gives the species momentum equation:

mσ

[
∂(nσuσ)

∂t
+

∂

∂x
· (nσuσuσ)

]
= nσqσ(E+ uσ ×B)− ∂

∂x
·
←→
P σ −Rσα (B.3)

where

• the velocity is written as v = v′(x, t) + u(x, t), thus explicitly separating the

random component of the velocity (v′(x, t)) from the mean velocity (u(x, t)).

• the pressure tensor is de�ned as:
←→
P σ = mσ

∫
v′v′fσdv

′

• the net frictional drag force due to collisions between species σ and α is given

by: Rσα = νσαmσnσ(uσ − uα)

The pressure term is often assumed to be isotropic for mathematical convenience so

that −∂/∂x ·
←→
P σ simpli�es to −∇Pσ, where Pσ = (mσ

∫ ∑N
j=1 v

′2
j fσd

Nv′)/N . The

expression can be further simpli�ed by introducing the convective derivative

D

Dt
=

∂

∂t
+ uσ · ∇

which characterizes the temporal rate of change for an observer moving with the mean
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�uid velocity. Equation B.3 can now be rewritten as

nσmσ
Duσ

Dt
= nσqσ(E+ uσ ×B)−∇Pσ −Rσα (B.4)

where the terms on the right hand side represent the Lorentz force, the gradient of

the pressure, and friction forces, respectively. We can continue to take higher order

moments inde�nitely but an ad hoc assumption in the form of an equation of state

must be made eventually to provide closure to the system of equations. Plasma

physicist take the second moment of the Vlasov equation to get an energy evolution

equation before making an assumption about the heat �ux to make the equations

self-consistent.

One heat �ux assumption is vchar � vTσ, where vchar is the characteristic velocity

and vTσ =
√
2kBTσ/mσ is the thermal velocity, so that the heat �ux dominates all

other terms. In this isothermal limit, the equation of state is

Pσ = nσκTσ Tσ = constant (B.5)

Another heat �ux assumption is vchar � vTσ so that the heat �ux and collisional

terms are small compared to the other terms. In this adiabatic limit, the equation of

state is

Pσ ∼ nγ
σ γ =

N + 2

N
(B.6)

where N is the dimensionality of the system. The combination of Eqs. B.2, B.4, the

energy evolution equation, an equation of state (Eq. B.5 or Eq. B.6), and Maxwell's

equations make up the two-�uid description of the plasma.

The �nal level of approximation, magnetohydrodynamics (MHD), transitions from

a multiple-�uid description to a single-�uid description of the plasma. For a two

species plasma, this transition is from the two-�uid (mean ion velocity (ui) and the

mean electron velocity (ue)) description to a center-of-mass velocity description. The
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center-of-mass velocity is de�ned as

U =
1

ρm

∑
σ

mσnσuσ ρ =
∑
σ

mσnσ

and ρm is the total mass density. It is helpful to keep in mind that U ≈ ui since ions

are more massive than electrons. The relative ion-electron motion is de�ned to be

the current density:

J =
∑
σ

nσqσuσ

The continuity equation in the center of mass description is obtained by multiplying

the zeroth moment of the Vlasov equation by the species mass mσ and summing

over all species to get Eq. B.8. Similarly, the equation of motion is calculated by

multiplying the �rst moments of the Vlasov equation by the species mass mσ and

then summing over all species while invoking quasi-neutrality (i.e.,
∑

σ nσqσ ≈ 0).

Collisions are assumed to be su�cient2 so that the pressure term is fully isotropic

and has the single adiabatic law form of Eq. B.11 for a three-dimensional system.

The resulting equation (Eq. B.9) is one of two equations which relate U and J. The

other equation is obtained by looking at the two-�uids electron equation of motion

(Eq. B.4) for low-frequency phenomena with large spatial scales. In particular, if

the characteristic time scale is long compared to the electron cyclotron motion, then

meDue/Dt � e(ue × B) and can be neglected3. By invoking quasi-neutrality, the

following relations can be shown: ue×B = (ui−J/(nee))×B ≈ (U+J/(nee))×B and

Rei = −νeimeJ/e. Thus, the electron equation of motion simpli�es to a generalized

Ohm's law:

E+U×B− 1

nee
J×B+

1

nee
∇(neκTe) = ηJ (B.7)

where η = meνei/(nee
2) is the plasma electrical resistivity. The J×B term is known

2In lieu of assumptions about collisions, the pressure term is∇·
←→
P where

←→
P =

∑
σ

∫
mσv

′v′fσdv
and v′ is the random variation from the MHD mean velocity U. A double adiabatic regime is
required if the collisions are insu�cient to equilibriate the temperature parallel to the direction of
the magnetic �eld vs perpendicular to the magnetic �eld.

3This approximation is reasonable for ue,⊥ (velocities perpendicular to B) but may be unreason-
able for ue,‖ (velocities parallel to B) since ue,‖ ×B = 0.
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as the Hall term and if it is retained, the system is called Hall MHD. The ∇(neκTe)

term is due to the gradient in the electron pressure and the ηJ is a resistive term.

Additional assumptions can be made to simplify the generalized Ohm's law by

dropping the Hall term. If the pressure term in the MHD equation of motion (Eq.

B.9) is negligible, then the Hall term will scale as ∼ ω/ωci and can be neglected if the

system's characteristic frequency (ω) is small compared to the ion cyclotron frequency

(ωci). Alternatively, if the electron-ion collision frequency is large compared to the

electron cyclotron frequency, i.e., if νei � ωce, then ηJ � J × B/(nee), so the Hall

term can also be dropped.

By convention, plasma physicists use the curl of Eq. B.7 (which yields the in-

duction equation) rather than Ohm's law. The density gradient tends to be parallel

to the temperature gradient in plasmas [42] so the thermal electromotive force term

(nee)
−1∇ne×∇κTe is dropped. As a result, the electron pressure term is also ignored

in Ohm's law, yielding Eq. B.10, and the system is called Resistive MHD. The MHD

equations are summarized as the following:

• The continuity equation:

∂ρm
∂t

+∇ · (ρmU) = 0 (B.8)

• The equation of motion:

ρm
DU

Dt
= J×B−∇P (B.9)

• Ohm's law for resistive MHD:

E+U×B = ηJ (B.10)

• Faraday's law:

∇× E = −∂B
∂t
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• Ampere's law in the limit of velocities much less than the speed of light:

∇×B = µ0J

• Divergence free condition:

∇ ·B = 0

• Energy equation of state:
P

ρ
5/3
m

= const (B.11)

where γ = 5/3 for an adiabatic equation of state.

MHD focuses on low-frequency, long-wavelength, and magnetic behavior of the plasma.

Thus the following conditions are required for MHD to be valid:

• Quasi-neutrality meaning that the characteristic length scale must be much

larger than the Debye length (λD).

• The plasma must be collisional. This means that collision time is much less

than the time scales of interest so that the pressure can be approximated as

isotropic and the system is at a near Maxwellian.

• Characteristic velocity is much slower than the speed of light, meaning that the

displacement term is dropped from Ampere's law.

• Characteristic time scale of phenomena is long compared to electron cyclotron

motion qB/m so that the electron inertia term can be dropped.

B.2 Frozen-in �ux

In the limit when resistance is negligible (η → 0), Eq. B.7 becomes Ideal Ohm's law:

E+U×B = 0 (B.12)
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n

S
dl

u

Figure B.1: Flux surface S moving with some velocity u⊥ with respect to the magnetic
�eld line.

and the system is known as Ideal MHD.

In Ideal MHD, the magnetic �ux is frozen into the plasma. The general proof

de�nes the �ux Φ(t) as

Φ(t) =

∫
B · ndS (B.13)

where the surface S and surface normal n are shown in Fig. B.1. Reference [42] shows

that
DΦ(t)

Dt
=

∫
S

[
dB

∂t
+∇× (B×U)

]
· ndS

so that
dB

∂t
= ∇× (U×B) (B.14)

implies
DΦ(t)

Dt
= 0 (B.15)

Since Eq. B.14 is met by taking the curl of Eq. B.12, Eq. B.15 holds in ideal MHD.

Reference [86] contains a rigorous interpretation of Eq. B.15. Using the three-

dimensional, time-dependent Liebnitz integral rule (Eq. A.6) and ∇·B = 0, the total

derivative of Eq. B.13 is

DΦ(t)

Dt
=

∫
∂B

∂t
· ndS +

∮
B× u⊥ · dl
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where the surface S is moving with some arbitrary velocity u⊥. Per plasma conven-

tion, we use ⊥ to denote perpendicular to the magnetic �eld lines. Faraday's law can

be used on the surface integral and Stoke's theorem can be used on the line integral

to obtain:
DΦ(t)

Dt
= −

∫
(∇× E) · ndS +

∫
∇× (B× u⊥) · ndS

Use Eq. B.12 to set E = B×U⊥, and combining the integrals yields

DΦ(t)

Dt
= −

∫
(∇× (B×U⊥) ·ndS +

∫
∇× (B×u⊥) ·ndS =

∮
B× (u⊥−U⊥) · dl

so
DΦ(t)

Dt
= 0 =⇒ u⊥ = U⊥ (B.16)

which means that �ux passing through any arbitrary cross section is conserved when

the plasma moves with the magnetic �eld lines. The converse is not necessarily true,

e.g., the �eld lines may move without any corresponding motion to the plasma in

speci�c situations. For an insightful discussion, see (Sec. 3.5.5 of Ref. [42]).

B.3 Vacuum �eld

The simplest magnetic �eld con�guration is one created by currents located outside

of the region of interest. Since there are no local currents, the system satis�es

∇×Bvac = 0 (B.17)

which means that it can be represented by a scalar function χ such that ∇χ = Bvac.

Taking the curl of Eq. B.17, applying the vector identity (Eq. A.3), and recalling

that ∇ ·B = 0 yields

∇2χ = 0 (B.18)



100

which is Laplace's equation. Laplace's equation is intrinsically linear, which means

that any of the coordinates may be expressed as Fourier modes [42]. This linearity

also permits the use of symmetries to simplify Laplace's equation into standard math-

ematical equations. For example, if there were symmetry along the z and φ direction,

then Fourier analysis of those directions yields solutions of the form exp(imφ+ ikz).

For a given m and k, Laplace's equation (Eq. A.5) now has the form

∂2χ

∂r2
+

1

r

∂χ

∂r
−
(
m2

r2
+ k

)
χ = 0

and can be reduced to a modi�ed Bessel's equation with a substitution of s = kr.

One property of Laplace's equation (and thus inherited by vacuum �elds) is that

the solution is uniquely determined by the boundary conditions. This is not the case

for non-vacuum �elds since the solution for a non-vacuum �eld is determined by the

boundary condition and the currents within the domain.

This can be used to demonstrate that the vacuum �eld is the lowest energy state

of a �eld which satis�es a given boundary condition. To start, consider a volume V

bounded by a surface S over which boundary conditions are speci�ed. Let Bmin(r)

be a solution corresponding to the lowest energy state. Suppose there is another

solution of the form B(r) = Bmin(r) + δB(r) where δB(r) is some small, arbi-

trary variation about Bmin(r). Since B(r) and Bmin(r) satisfy the same bound-

ary conditions, δB(r) = 0 at S. The magnetic energy W of B(r) is given by

2µ0W =
∫
(Bmin + δB)2 dV which can be rewritten as

2µ0W =

∫
V

B2
mindV + 2

∫
V

Bmin · δBdV +

∫
V

(δB)2dV

Since δB is arbitrary, it can always be chosen to be anti-parallel toB so that 2
∫
V
Bmin·

δBdV < 0. Since δB is assumed to be small, this would imply that 2
∫
V
Bmin ·δBdV +∫

V
(δB)2dV < 0, which contradicts the initial assumption that Bmin is the lowest

energy state. To prevent this contraction, we require that
∫
V
Bmin · δBdV = 0 for all
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δB. We rewrite the restriction as

∫
V

[∇ · (δA×Bmin) + δA · ∇ ×Bmin] dV = 0 (B.19)

where δB = ∇ × δA, and we applied a vector identity (Eq. A.4). The divergence

term is converted to a surface integral and vanishes because δA→ 0 at the boundary

surface S to satisfy the boundary conditions. Since δA is arbitrary, Eq. B.19 is

satis�ed only if ∇×Bmin = 0, which is the vacuum �eld condition.

An important consequence is that magnetic con�gurations satisfying a boundary

condition but also containing currents within the domain are not in the lowest en-

ergy state, and thus may have free energy to drive boundary-condition preserving

instabilities.

B.4 Force-free �elds.

Although vacuum �elds represent the absolute minimum energy con�guration in pa-

rameter space, there is a family of higher energy con�gurations, which represent local

minimums of energy called force-free states. These states contain currents, but the

currents have oriented themselves to be parallel to the magnetic �eld, so J×B van-

ishes. A plasma in a higher energy con�guration may relax into a force-free state and

remain in that state, despite the availability of a lower energy vacuum state, since

there is no force to mediate such a transition.

The condition J×B = 0 implies that J is parallel to B (i.e., µ0J = αB) or J = 0,

which means that electric currents �ow (if they exist) �ow along �eld lines. Ampere's

law can be rewritten as

∇×B = αB (B.20)

An additional condition can be attained by recalling that the divergence of the curl

of a vector is zero (Eq. A.1), so

0 = ∇ · (∇×B) = ∇ · (αB) = α(∇ ·B) +B · ∇α = B · ∇α (B.21)



102

y

Bx

0

0 y

Bx

0

0

a) b)

y

Bx

0

0

c)

e e

Figure B.2: Magnetic pressure and J×B for di�erent con�gurations.

where Eq. A.2. Equation B.21 states that α is constant along a given �eld line. If

α is constant everywhere within the domain, the system is called a linear force-free

�eld. Otherwise, it is called a nonlinear force-free �eld.

B.5 Magnetic pressure and JxB forces

When solar observers attempt to explain the dynamics of solar eruptions, they often

rely on the concept of �magnetic pressure,� e.g., there is a force associated with the

gradient of the magnetic pressure pointed from the region of high pressure to the

region low pressure. In contrast, laboratory plasma experimentalists prefer to use

currents and the Lorentz force to analyze plasma dynamics. The choice between

studying magnetic �elds and studying currents appears to be one of convenience.

Solar physicists are unable to probe the sun to measure the currents so they rely on

magnetic data through spectroscopic e�ects like the Zeeman e�ect. Experimentalists

have direct control over many of the currents associated with the system and use

those currents to recreate the necessary magnetic boundary conditions.

In theory, both the J × B approach and magnetic pressure (B2) approach are

equivalent. In practice, force calculations by way of magnetic pressure are indirect

and the user must take care to properly assess the geometry. Consider the magnetic

con�guration shown in Fig. B.2 (a). The magnetic �eld is along the x̂ direction and

is described to be zero for y < 0 and �nite and positive for y > 0. Through Ampere's

law,

J×B =
1

µ0

(∇×B)×B =
1

µ0

(
−∂Bx

∂y

)
ẑ×Bxx̂ = −µ0

2

∂

∂y

(
B2

x

)
ŷ



103

The force associated with the pressure clearly points in the −ŷ direction, but

there appears to be no obvious currents, and thus no J × B force. In reality, there

is no such thing as an in�nite slope like the one shown at y = 0 in Fig. B.2 (a), and

if one zooms into a small region of size ε around y = 0 as shown in Fig. B.2 (b),

one �nds a �nite slope corresponding to a �nite −∂Bx/∂y which represents a thin

layer of current �owing along the ẑ direction. From the J × B point of view, the

force associated with the magnetic con�guration is determined by currents �owing in

the thin region around y = 0, thus reducing the study of the magnetic con�guration

into the study a localized region. Similarly, if the magnetic �eld were inverted like

shown in Fig. B.2 (c), both the ∂Bx/∂y and Bx terms would �ip polarity; the J×B

approach and the magnetic pressure approach continue to give the same force.

The essential physics is contained in the behavior of the localized region over

which currents �ow, so both approaches are identical when given perfect information.

In practice, scientists have a di�cult time measuring magnetic �eld in the corona

and solar models extrapolate the coronal magnetic �eld from photospheric magnetic

measurements [32, 58]. The imprecise spatial resolution and uncertainty about mag-

netic measurements means that important local regions capturing key dynamics may

be overlooked. Even scientists who advocate strongly for thinking about magnetic

pressure recognize that the �dynamics of huge phenomena such as CMEs may be

controlled by detailed plasma processes that occur in relatively tiny regions� [9].
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Appendix C

CME models

Reviews of CME models can be found in the works of Low [63], Forbes et al. [112],

and Chen [29]. Certain textbooks by Aschwanden [74] and Crooker et al. [113] are

also excellent resources.

C.1 CSHKP �are model

The Carmichael-Sturrock-Hirayama-Kopp-Pneuman (CSHKP) �are model is a 2D

reconnection model which describes the evolution of a �are along a vertical plane.

While no single model describes all possible �ares, the CSHKP model �ts most of

the observations and is accepted as the �standard model� of �ares. In particular,

it explains the power source of the �ares, the coronal streamer structure, the rising

prominence, the brightening of the chromospheric footpoints, the �are signatures in

X-ray, EUV, and Hα, and the increased height and footpoints separation of the mag-

netic structure. The standard model presents the physical mechanisms behind these

observations, which include the solar wind energy source, magnetic reconnection, syn-

chrotron radiation, shock acceleration, and Joule heating. A representative summary

from the four papers is shown in Fig. C.1.

Carmichael [68] introduced the mechanical energy of the solar wind as the power

source of solar �ares: he suggested that the solar wind deposits magnetic energy into

the �are. This deposited energy is stored in the form of twisted �eld lines (see Fig.

C.1 (a). Flares and the events that accompany �ares are the manifestation of the
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Figure C.1: CSHKP phenomenological models for �ares.
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occasional release of this stored energy.

Sturrock [69] stressed the importance of coronal streamers (aka helmet streamers)

containing �ux of opposite polarity. The pinching of the current sheet above the

Y-type neutral point results in a tearing-mode instability which reconnects magnetic

�eld lines. This reconnection leads to the development of strong electric �elds which

accelerate both electrons and protons. Plasma1 is �sling-shot� into the upper portion

of the streamer, resulting in higher energy energy particles and shock waves, while

some electrons (which are caught in the closed �eld lines) accelerate towards the

surface of the sun. The shocks from the ejected plasmas are expected to produce

Type II solar radio bursts by kilovolt electron acceleration at the shock front2. The

de�ection of sun-directed electrons by a magnetic mirror mechanism produces Type

IV radio burst through synchrotron radiation. Fig. C.1 (b) is a summary of this

process.

Hirayama [70] proposed that the pre-�are process can be attributed to a rising

prominence which leaves a magnetic cavity in its wake. The compression of this cav-

ity from both sides (see Fig. C.1 (c) Maximum phase) near the X point generates

Joule-heated downward �ow towards the chromosphere, where the �ows brighten the

chromospheric footpoints and evaporate. These evaporated protons �ll the newly

reconnected �eld lines with dense, heated plasma capable of producing soft X-ray-

emitting �are loops. These X-ray �are loops cool through thermal conduction and

radiation until they are detectable as EUV �ares and eventually as two-ribbon Hα

�ares.

Kopp and Pneuman [71] proposed that the post-�are loop prominence systems

are the closing of magnetic �eld lines which were torn open by �are outbursts. They

examined the cooling process of material supplied to the prominence region by en-

hanced solar wind out�ow along open �eld lines. They found threes stages of cooling

(See Fig. C.1 (d): Condensation and infall of cool material) which correspond to loop

structures in X-ray, EUV, and Hα. Their mechanism predicts the continuous rise of

1The plasma contains almost all the protons and the majority of electrons.
2This is similar to electrons accelerated in the Earth's bow shock.



107

the Y-type neutral point, which means that newly connected �eld lines have larger

height and wider footpoint separation.

While the CSHKP model can explain what happens during and after a �are, it

does not discuss what causes the system to go unstable, i.e., it does not discuss why a

prominence arises in the �rst place. The answer to that question is intimately related

to the study of CMEs. Modern models have adapted CSHKP to �t observations from

new satellites (e.g., Yohkoh, SOHO, SDO) and advances in magnetic reconnection

physics.

C.2 Aly-Sturrock constraint

Prior to the work of Aly in 1984, many solar physicists did not consider the topology

of the magnetic �eld for a maximum energy state in a force-free con�guration. The

ongoing understanding was that twisting motion on the photosphere would inject

energy into the corona in the form of net current. This current would recon�gure

itself until it was everywhere parallel to the magnetic �eld, resulting in a force-free

state. Intuitively, it seems like the injected energy will eventually surpass the energy

of an open �eld con�guration, thus permitting energetically favorable transitions from

a twisted state to an open �eld state. Early solar models accepted this assumption

as plausible. To make this idea rigorous, Barnes and Sturrock [114] simulated a

sunspot of one polarity within a region of opposing polarity. By su�ciently rotating

the sunspot, they calculated more free energy in their force-free con�guration than

an open �eld con�guration with the same vertical magnetic �ux at the surface.

Aly [115] used the Virial theorem to study three-dimensional force-free magnetic

con�gurations in an in�nite domain, e.g., a half-space or the exterior of a sphere.

After applying the appropriate boundary conditions3, he found an upper bound on

the energy of force-free states and conjectured that the maximum energy force-free

con�guration may be lower than the corresponding open �eld con�guration. He pos-

3For a domain like the sun, the magnetic �eld is normal to the surface and decays to zero as the
distance goes to in�nity.
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tulated that the magnetic �eld of Barnes and Sturrock [114] is arti�cially con�ned

by their simulation, which introduces an unphysical pressure at the boundary that

prevents the �eld from expanding when shear is increased. Sturrock [116] agreed with

Aly's conjecture and established that the maximum energy con�guration for a simply

linked force-free �eld is the open �eld state. This result is known as the Aly-Sturrock

constraint and plays a central role in the development of modern solar models.

Modern methods of bypassing the Aly-Sturrock restriction include:

• Not requiring the magnetic con�guration to fully open by creating a current

sheet of �nite length. For example, resistive processes may prevent the forma-

tion of the long current sheets associated with open �eld lines.

• Using a multi-polar con�guration. This is one of the main motivators for the

Breakout model for CMEs (See Sec. C.3.3).

• Considering non-force-free e�ects like gas pressure and gravity [116].

• Assuming that the magnetic �eld contains detached magnetic �eld lines and

thus is not simply linked to the solar surface. This occurs in the creation of a

�disconnected� �ux tube.

• Recognizing that real eruptions occur in 3D and can slip past �eld lines instead

of forcing them to open up [117].

Regardless of the bypass method, the Aly-Sturrock constraint is a gentle reminder to

take care when modeling complicated phenomena. Intuition, while helpful, can and

does break down, resulting in unphysical assumptions.

C.3 Sheared arcade models: Magnetic reconnection

These models have ties to the CSHKP �are model. Like the �are model, sheared

arcade models focus heavily on the role of magnetic reconnection. The common

feature of these models is that a �ux rope is created by reconnection during the
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eruption. Since the details behind solar magnetic reconnection are far from settled,

many of these models are highly phenomenological.

C.3.1 Tether-cutting

The tether-cutting model draws heavy inspiration from the CSHKP �are model and

was presented by Moore and Labonte [79] after observing

• strongly sheared magnetic �eld across the neutral line in the chromosphere and

in the �lament.

• Hα brightening and mass motion along the neutral line prior to �lament erup-

tion and onset of the �are.

• The pre-�are brightening and �are brightening that were in the vicinity of the

steepest magnetic �eld gradient.

In their model, the �lament is supported by a dip in the magnetic �eld, which is

strongly sheared near the �lament and the neutral line. This shear decreases with

distance from the neutral line so that the strongly sheared �eld is enclosed within

an arcade of loops, which are nearly perpendicular to the neutral line. This arcade

�eld provides a downward magnetic tension force which is balanced by an outward

magnetic pressure force that is building up within the sheared region. This gradual

build up of shear leads to the destabilization of the �lament due to reconnection

beneath the �lament. The reconnection also produces the initial brightening of �are

ribbons. In 2001, Moore et al. [7] updated this description to also accommodate

con�ned (failed) eruptions.

An adapted version of Moore et al's tether cutting �gure is shown in Fig. C.2.

Before the onset, the sheared core �eld has two oppositely curved elbow regions to

give the core �eld its sigmoidal form. As the footpoints twist, the �eld near the

footpoints shear, causing reconnection between AB and CD at the x-point (red in

Fig. C.2), thereby marking the onset of an eruption. The cause of this reconnection is

unspeci�ed but is believe to be due to anomalous resistivity or due to nonlinear terms
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Figure C.2: Adapted from Ref. [7]. �This version is tailored to bipoles having sig-
moidally sheared and twisted core �elds and accommodates con�ned explosions as
well as ejective explosions. The rudiments of the �eld con�guration are shown before,
during, and after the onset of an explosion that is unleashed by internal tether-cutting
reconnection. The dashed curve is the photospheric neutral line, the dividing line be-
tween the two opposite-polarity domains of the bipoles magnetic roots. The ragged
arc in the background is the chromospheric limb. The gray areas are bright patches or
ribbons of �are emission in the chromosphere at the feet of reconnected �eld lines, �eld
lines that we would expect to see illuminated in SXT images. The diagonally lined
feature above the neutral line in the top left panel is the �lament of chromospheric
temperature plasma that is often present in sheared core �elds.�
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in the General Ohm's law (e.g., Hall term or electron inertia term in Eq. B.7). Before

reconnection, lines AB (endpoints marked by green circles) and CD (endpoints marked

by blue circles) acted like �tethers� that restrained the plasma. After reconnection,

the resulting long �eld line AD has upwards concavity so magnetic tension is expected

to pull AD upwards. The short loop CB has downwards concavity and so is pulled

downwards by magnetic tension. Moore et al. likened this process to the cutting of

tethers. The reconnection also induces upwards mass motion and creates the observed

Hα brightening.

If su�cient shearing exists to start a �runaway reconnection,� the explosive release

of free energy causes bulk upward motion of mass. This upward motion has two end

states: (1) the motion stops in the solar atmosphere (con�ned eruption) or (2) the

motion escapes the solar atmosphere (ejective eruption). The speci�c cause for the

con�ned case is not explained but the model speculates that it may be related to

the �ux content of the core �eld vs the overlying envelope �eld and the height at

which reconnection occurs. An x-point with high initial height may not break all

the tethers associated with the overlying �eld. In contrast, ejective eruptions are

expected to blow out the overlying and the twisted �ux rope. Here the reconnection

is expected to be long lived, thus forming tall vertical current sheets as shown within

the purple braces in Fig. C.2.

C.3.2 Flux cancellation

Van Ballegooijen and Martens [8] proposed a ��ux cancellation� method to explain the

disappearance of photospheric magnetic �ux at the neutral line separating magnetic

�ux of opposite polarity [112]. Their proposed mechanism (shown in Fig. C.3) outlines

how arched �eld lines can evolve to the helical �eld structure of a �ux rope. They

concluded that �ux cancellation can produce helical �eld lines, which may support

prominence plasma, but that eruptions may not occur in a two-dimensional model

due to the Aly-Sturrock constraints.

Modern solar theory groups the �ux cancellation model with tether-cutting. Flux-
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(d)FReconnectionFandFCB
eventuallyFsubmerges
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Figure C.3: Cartoon demonstrating the basic concepts of �ux cancellation. The initial
�eld (a) is sheared by �ows along (b) and towards (c) the neutral line. This leads to
reconnection in (d) and the submergence of lower loop CB. The overlying loops are
also sheared (e) to eventually create the recognizable helical �ux rope structure (f)
and the �ux line GF submerges. (from Ref. [8]).
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Figure C.4: Adapted from Ref. [9]. �(a) Initial potential magnetic �eld. The �eld is
symmetric about the axis of rotation and the equator, so only one quadrant is shown.
The photospheric boundary surface is indicated by the light gray grid. Magnetic �eld
lines are colored (red, green, or blue) according to their �ux system. Two types of
blue �eld lines are indicated: higher-lying light blue unsheared �eld and low-lying
dark blue �eld that is sheared later in the simulation. (b) Force-free �eld after a
shear of π/8. The �eld lines shown correspond to those in (a) and are traced from the
same footpoint position on the photosphere as in (a). (c) As above, but for a shear
of 3π/8. (d) As above, but for a shear of π/2.�

cancellation may apply to the gradual evolution in the photosphere whereas tether-

cutting is more applicable to impulsive processes in the coronal [29].

C.3.3 Breakout

Antiochos et al. [9] introduced a quadrupole �ux system containing: an enclosed core

region (blue), overlying arcades (red), two neighboring systems (green), and a null

point above the core �ux system as shown in Fig. C.4. Con�nement comes from

the unsheared core �eld (thin blue lines) and the overlying arcade (red) whereas the

eruption is powered by the sheared �ux (dark blue lines). Reconnection permits the

system to evolve by transferring unsheared �ux from the red and blue systems to
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the green systems. This evolution allows the initially enclosed dark blue sheared �ux

to escape while keeping all unsheared �ux systems (red, green, and thin blue lines)

closed so as to not violate the Aly-Sturrock energy limit.

A key feature of the breakout model is that the quadrupolar magnetic con�g-

uration does not have a unique �open� �eld lines con�guration which satis�es the

boundary condition. Instead, a collection of boundary-satisfying con�gurations with

energies between Emax and Emin exist. Emax is associated with a fully open core �ux

(blue) and arcade �ux (red) but closed neighbors �uxes (green). Emin is associated

with an incremental opening of the core �ux while the rest of the system remains

closed. The expansion energy can build up because the shear core �elds (dark blue

lines) are initially far from the reconnection null point, thus permitting a quasi-static

evolution with negligible reconnection and dissipation at the null point. The energy

is expected to build up to values greater than Emin while the central �ux system

expands upwards. As the central �ux system expands upwards, it presses against

the null point to form a current layer. If gas pressure and resistivity are considered,

the system undergoes magnetic reconnection in this current layer and transfers �ux

associated with the unsheared core �eld and overlying arcades into the neighboring

systems. This process by which the restraining �elds are removed is like the peeling

of an onion [29]. The �nal state is a fully open sheared �ux system with total energy

that is less than the initial state.

The breakout model is di�erent from other models because it requires a quadrupo-

lar magnetic �eld. Li and Luhmann [95] studied 80 CME events and concluded that

bipole magnetic �elds occur three times more often than quadrupolar magnetic �eld.

Nevertheless, Aulanier et al. [118] presented the �rst evidence in support of this model

by examining the topology and evolution of the Bastille Day Flare. They approxi-

mated the extrapolated coronal magnetic �eld as a quadrupolar magnetic structure

and located a null point above the core �ux system.
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Figure C.5: Adapted from Fig. 3 of Ref. [10]. Magnitude of equilibrium current I
vs height for region NOAA 131 for which h1 = 1600 km and h2 = 12000 km. The
arrows indicate the direction of the Lorentz force for a perturbation from equilibrium.
A and B correspond to regions h < h1 and h < h2, respectively. C and D correspond
to h > h2. The Lorentz force due to interactions with the ambient �eld dominates in
regions A, B, and C where gravity dominates for regions D.

C.4 Flux rope models: Loss of equilibrium

These models are all based on the assumption of a pre-existing �ux rope. The loss

of equilibrium of the �ux rope drives other processes. For example, the �ux pile up

generated by the motion of the �ux rope drives reconnection [119].

C.4.1 Circuit model

Van Tend and Kuperus [10] presented a circuit model now considered to be one of

the earliest �loss of equilibrium� type models. Their generalized model considers the

forces acting on a wire carrying current I with mass per unit length m at height h

above a conducting surface. Unlike later models, their model does not include ideal

MHD concepts like frozen �ux but instead focuses on the three following forces: (1)

the Lorentz force when the wire interacts with its image current, (2) the Lorentz force
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when the wire interacts with the ambient �eld, and (3) gravity. The ambient �eld is

assumed to be horizontal at the location of the wire and the total �eld in the corona

is then taken as a superposition of the �eld from the current and the ambient �eld.

The force balance equation is then written as

µ0I
2

πh
= IB(h) +mg (C.1)

where g is the gravitational constant of the sun and B(h) is the magnetic �eld as a

function of height. They create log(I) vs log(h) equilibrium �gures (e.g., Fig. C.5)

by assuming that B(h) ≈ const for low heights, B(h) ∼ h−1 for heights comparable

to the width of the solar prominence (h1), B(h) ∼ h−3 for heights comparable to the

entire active region (h2), and mg ≈ const. The slope is positive for regions A, B,

and C which correspond to a stable equilibrium whereas it is negative and unstable

for region C. The model assumes that multiple parallel currents in the active region

which will tend to attract and coalesce into single current channel with much larger

current. The system is expected to erupt when currents at low altitudes reach a value

greater than the maximum found in branch B.

While this model is simple by modern standards, the essential ideas provide the

building blocks for many later models. One consequence of the Kuperus model is

the restriction on the polarity of the ambient magnetic �eld. The orientation of the

ambient �eld must produce a force which resists the tendency of the wire to erupt

(i.e., the polarity of the ambient �eld must be a strapping �eld con�guration). The

opposite situation (anti-strapping �eld) is generally unfavorable to the formation of

solar structures, unless gravitational forces dominate.

C.4.2 Catastrophe: no neighboring equilibrium

Forbes and Isenberg [11] extended the van Tend & Kuperus description to include

MHD concepts and laid the groundwork for their two stage catastrophe model. In

the �rst stage, the magnetic energy of the system slowly increases due to transfer of

magnetic �ux from the photosphere to the corona. This evolution happens over a few
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Figure C.6: Adapted from Figs. 3-4 in Ref. [11]. The graph is a normalized equilib-
rium height h as a function of the reconnected �ux φ for r = 10−5. As φ increases, the
�lament follows the lower branch of the equilibrium curve towards the critical point
(lower equilibrium) at φ = 11.23. At the critical point, the equilibrium solution has
an additional solution at the upper equilibrium and the plasma is expected to erupt
upwards. The contours are the vector potential of the �lament. The contour levels
are not the same in all the plots though the relative location of the rising current
channel is at the center of the concentric contour lines.
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days and the system evolves quasi-statically through a series of equilibrium states.

In the second stage, the con�guration evolves rapidly following loss of equilibrium.

This second stage lasts a few Alfven time scales and is very rapid compared to the

evolution in the �rst stage. No �ux is transferred from the photosphere to the corona

during this phase.

Their set-up considered the equilibrium of a in�nitely-long, current-carrying cylin-

der of constant radius r and uniform current density above a conductive photosphere.

The internal, local equilibrium balances the pinch force and the thermal pressure.

The external, global equilibrium balances the expansion force associated with the

image current and the retraining force associated with the external strapping �eld.

The external �eld is a vacuum �eld with boundary speci�ed by the following vector

potential function:

A(x, 0) =
md

x2 + d2
− φ(t)

where the �rst term is a line dipole of strength m at depth d and the second term is

a slowly varying function of time representing the transfer of magnetic �ux from the

photosphere to the corona.

The model considers the quasi-static evolution of MHD equilibrium caused by

the gradual transfer of �ux, φ, from the photosphere to the corona. This is unlike

other models like Breakout (Sec. C.3.3), and Tether-cutting (Sec. C.3.1) which use

reconnection to release magnetic energy. Instead, the Forbes reconnection process

in the model is inspired by the energy storage process that occurs in the Earth's

magnetosphere prior to an aurora storm [120]. Figure C.6 shows the equilibrium

solution as a function of height as well as the corresponding vector potential contours

at those heights. This early model has all the basic features of later catastrophe

models but its primary weakness is that no catastrophe occurs unless the �lament

radius is 10−3 times smaller than the length scale of the photospheric �eld, which is

unlikely to occur on the sun.
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(a) Current density isosurfaces (b) Kink instability growth rates
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Figure C.7: Adapted from Figs. 3 and 5 of Ref. [12]

C.4.3 Kink instability

Sakurai [121] was among the �rst to consider the kink instability in the context of

solar �laments. He performed linear stability analysis on an in�nitely long cylinder of

incompressible �uid with constant density, radius R, and magnetic �eld with pro�le

Br = 0, Bφ = Bφ(r), and Bz = BφP/r, where r, φ, z are the standard cylindrical

coordinates and 2πP is the pitch of the �eld lines. Displacements whose wavelength

(2π/k) are longer than the characteristic �lament length L are not considered by

introducing the criterion (kP )cutoff = 2πP/L = 1/N . The kink instability occurs

when P/R decreases or N increases, which corresponds to when the plasma winds

up, increases its radius, or increases its e�ective length. Non-linear MHD simulations

showed that a kinked cylindrical plasma can reproduce the initial growth rate of

erupting �laments but the plasma does not erupt. Sakurai explain this discrepancy

by citing the work of Yeh [122], who showed that a given magnetic �ux con�guration

may not have an accessible cylindrical equilibrium but can access a stable helical

equilibrium. This is consistent with the perspective of laboratory plasmas where the

kink instability is considered a mechanism by which the plasma relaxes to a lower

energy state and not a process by which the plasma escapes con�nement.

Hood and Priest [123] furthered the Sakurai model by including the stabilizing

e�ect of line-tying to �ux ropes connected to the photosphere and deriving a critical

twist value above which the �ux rope is unstable. More recent results by Torok et al.
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[12] and Torok and Kliem [124] studied ideal kink mode for a force-free coronal loop

of characteristic density ρ0 and �eld B0 in a background �eld [125]. To quantify loop

twist, they de�ned Φ = lBφ(r)/(rBz(r))
4, where r is now the along minor radius of

the loop, l is the length of the current-carrying �ux system, Bφ is the azimuthal �eld,

and Bz is the axial �eld.

Their unperturbed solutions produced current density iso-surfaces with the char-

acteristic sigmoid and a localized dip at the center as shown in the �rst column of Fig.

C.7 (a). These features are typically found in solar loops. In order to initiate upward

motion along the sigmoid center (as shown in the second column of Fig. C.7 (a)),

they introduced a velocity perturbation for �ve Alfven time scales (τa = L/va0 where

va0 = B0/
√
µ0ρ0), resulting in upward mass motion and a nearly vertical current

sheet. This current sheet did not show up in cylindrical models. They varied Φloop by

changing the number of �eld line turns about the torus axis (Nt) and produced �ts

of their results (Fig. C.7(b)). The instability criterion is Φcrit ≈ 3.5π for a loop with

aspect ratio R/a ≈ 5 where R = 2.2 (triangles and diamonds in Fig. C.7(b)). The

upward velocity perturbation (diamonds) lowered the critical threshold by a small

amount compared to the unperturbed situation (triangles). Even with the upward

velocity perturbation, a larger aspect ratio (R/a ≈ 8 where R = 3.4) results in a

higher instability threshold (squares) than the unperturbed lower aspect ratios cases.

The instability threshold also changes as thermal pressure is added (plus signs). Re-

gardless of velocity perturbations, aspect ratio, or β, all the loops eventually enter a

nonlinear saturation phase and do not erupt globally. Torok et al. conclude that the

kink instability may explain con�ned eruptions, like the event observed by Ji et al.

[94], but is not a mechanism for global eruptions.

Observations of eruptions show a strong correlation between the twist of a loop

structure and the likelihood of eruption [126]. It is tempting to use the kink instability

to explain eruptions since linear models show that the kink growth rate matches

observed eruption growth rates. While the twist of a loop structure correlates with

the likelihood of an eruption, it would be erroneous to conclude causality. Instead,

4Φ = 2πN , where N is de�ned in the cylindrical Sakurai model.
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Figure C.8: Adapted from Ref. [13]. A current channel of major radius R, minor
radius a, footpoints separation Sf . The channel contains magnetic �elds Bp and Bt.
The subphotospheric �eld is incoherent with Bp � Bt.

Torok concludes that the kink instability may perturb the plasma from its equilibrium

state, permitting the onset of torus instability. This matches the results of laboratory

plasma physics, where the kinking of the �ux rope and the expansion of the �ux rope

are both caused by an increase in the current. The kinking and expansion are thus

correlated but not causally linked.

C.4.4 Torus instability

This model is discussed in detail in Sec. 2.3.4.

C.4.5 Flux injection

Most solar models are �store and release� type models which build up energy slowly

prior to the eruption and evolve with little energy injection during the eruption. In

contrast, a dynamo model rapidly generates magnetic �ux by real-time stressing of

the magnetic �eld during an eruption [74]. Chen [40] introduced such a dynamo

mechanism in his ��ux injection,� model where the �ux injection corresponds to a
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speci�ed increase in the poloidal �ux Φp(t).

Recognizing that toroidal dynamics for laboratory plasmas have been thoroughly

studied by Shafranov [84], Chen adapts these �toroidal forces� to the solar con�gura-

tion where plasmas are not surrounded by metallic conducting walls. In particular,

Chen examines the dynamics for the portion of a loop found above the photosphere

while the portion below the photosphere is presumed to be connected to a solar

dynamo. The footpoints are assumed to be immobile because they are on dense

sub-photospheric plasma. The loops are �tted to a circle at three points: two �xed

footpoints and a third point representing the height of the apex of the loop. This

apex height Z is related to the major radius of the loop R as follows:

R =
Z2 + S2

f/4

2Z
(C.2)

where Sf represents the separation of his footpoints. Chen considers both forces along

the major radius R and along the minor radius a. His equation of motion for the

apex center of mass is

M
d2R

dt2
=
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where the forces are hoop force in the curly braces, thermal pressure force, magnetic

tension force, strapping �eld force, gravitational force, and drag forces. Speci�cally,

Φp is the poloidal �ux enclosed by the partial torus, c is the speed of light, L is the

self inductance of the system, li is the internal inductance of the system, Bt is the

toroidal magnetic �eld, Bpa is the poloidal magnetic �eld at r = a, and Bstrap is

ambient strapping �eld.

The model considers a wide range of forces making it relevant for CMEs from

early eruption onset to the Earth impact. The model captures the eruption dynamics

by �tting to a seven-parameter dΦ/dt pro�le [13]. This �t of the poloidal �ux rate

can capture, with 99 percent accuracy, the dynamics of a CME [127]. Krall et al.

[128] performed a comparison of (1) �ux injection to (2) quasi-static arcade shearing
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models, (3) magnetic store and release models, and (4) thermal injection models

and found that models (1) and (3) reproduce key features both near the sun and

in the interplanetary medium. Furthermore, they concluded that only �ux injection

obtained a detailed match to near Sun dynamics.

The presence of footpoints is another feature of the �ux injection model. Chen

and Krall [38] used loop curvature arguments to determine the acceleration for loops

described by Eq. C.2. They predicted that peak acceleration will occur between Z?

and Zm, where Z? = Sf/2 and Zm ' 3Z∗ = 1.5Sf . The peak acceleration is then

predicted to lie within

Z∗ < Zmax < Zm

and has been successfully applied to solar eruptions [80].

The �ux injection model has many features found in the Caltech experimental

set-up. Caltech plasmas have footpoints and dΦp/dt is the voltage at the footpoints.

Like the Caltech set-up, the �ux injection model assumes that the plasma is powered

by a current source [40]. The excellent match between the �ux injection model and

the dynamics of coronal mass ejections supports the use of a current source for the

Caltech experiment [104].

C.5 Convergence towards a standard model

As models describing CMEs mature, there is gradual convergence towards a stan-

dard model. The solar community has already accepted that tether cutting and �ux

cancellation are the same process, applied to the corona and the photosphere, respec-

tively. While supporters of �break-out� and �tether-cutting� still argue about whether

reconnection occurs �above� or �below� the highly-sheared �eld region, both processes

use magnetic reconnection to create the �ux rope and drive the eruption. This has

motivated the categorizing of breakout as a kind of �external tether cutting� [29].

Loss of equilibrium type models also are converging as scientists agree on the

fundamental forces involved. The Van Tend & Kuperus circuit model represents an
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implementation of catastrophe model [29] in cylindrical geometry. In both circuit and

catastrophe models, the system evolves along a series of equilibria until the driving

mechanism (usually an increase in current) pushes the system to a regime without

an equilibrium and the system erupts. The torus instability and catastrophe models

are now accepted by their respective proponents [105] as describing the same critical

threshold from two di�erent perspectives. While catastrophe speci�es a pre-eruptive

evolution and avoids consideration of unstable equilibria away from the critical thresh-

old, torus instability does not specify the pre-eruptive evolution and focuses on the

family of unstable equilibria. Since both models are based on the same force balance

equation, they produce an onset of eruption at the same point [105].

The kink instability and certain aspect of �ux injection remain distinct from the

other models. The kink instability is not an eruption mechanism and is a parallel

plasma process caused by the current. Flux injection distinguishes itself from other

solar models by permitting energy transfer during the eruption process. Laboratory

experiments can tie both the kink instability and �ux injection models to existing

solar models. Laboratory plasma loops can kink and erupt since no simplifying as-

sumptions are made. Energy can also be injected into laboratory plasmas by an

external power supply and the kink instability has been observed and quanti�ed in

laboratory experiments [129, 130].

While scientists still debate about whether or not solar eruptions contain pre-

existing �ux ropes, it is prudent to note that the descriptions from both sides look

remarkably similar. The �ux cancellation end goal (Fig. C.3) looks like a current

carrying �ux rope emerging from the photosphere [131]. It is to no surprise that

plenty of observational evidence can be produced to back each side. Nevertheless, the

quest for scienti�c understanding continues: nature is self-consistent, and so the solar

physics community will inevitably converge on a standard CME model.
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Appendix D

Operational Details

One striking feature of the Caltech experiment is the tens of Megawatts of power

during the plasma life-time. This energy injection rate is greater than the Caltech

on-site power generation capability and would be prohibitively expensive to sustain.

Fortunately, the plasma only exists for a few microseconds so the energy usage is

negligible. Megawatts-scale experiments can be powered by standard 120 V outlets

through pulse-power techniques. These technique take advantage of long charging

times to build up energy within a capacitor. This energy is released by fast switches

over extremely short time scales, producing tremendous power output.

This chapter discusses the operational details of plasma breakdown, strapping

�eld, and diagnostics. The focus will be on describing hardware though relevant

theory will also be presented.

D.1 Experimental setup

A representation of the experimental setup can be found in Fig. D.1. The vacuum

chamber axis de�nes the z-axis of the coordinate system. The cathode and anode

de�ne the x-y plane, with the gap separating cathode from anode de�ning the origin.

The bias coils (purple) generate arched magnetic �elds similar to a horseshoe mag-

net. Fast gas valves pu� gas through the center of the bias coils, creating spatially

non-uniform gas distributions with higher densities near the nozzle. The electrodes,

bias coils, and gas system make up the plasma gun, which is used to form plasmas
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Figure D.1: Representative side and end view of experimental set-up.

(red). High voltage applied to the electrodes by a 59 µF capacitor ionizes gas to form

an arched plasma much smaller than the vacuum chamber (Fig. D.1 End view). The

capacitor is typically charged to 2.5-5 kV driving 30-70 kA of current which �ows in

the y direction at the plasma loop apex. Additional inductance (Lextra) can be added

to the intrinsic inductance of the system (Lintrinsic) to slow down the current pulse.

A 0.77 F capacitor bank powers two 7.6 cm diameter strapping �eld coils (blue)

mounted 9.5 cm in front of the electrode. The strapping coils each have 11 turns and

are placed in a coaxial con�guration inside the chamber to produce strapping �eld in

the x direction, so that the Jy×Bstrap
x force inhibits plasma loop expansion where Jy

is the electric current density in the plasma loop.

The timing is programmed to a set of function generators which coordinate the

entire events across millisecond and microsecond time scales. Once programmed, each

experimental shot is mostly automated and the user is in charge of manually starting

the capacitor charging process.

D.2 Vacuum system

Experiments before June 2012 were done in a 2 m long and 1.4 m diameter stainless

steel vacuum (�Alpha�) chamber, whereas experiments after June 2012 were done in

a smaller 1.5 m long and 1 m diameter (�Bravo�) stainless steel chamber (Fig. D.2).

Both chambers are considerably larger than the plasma, thus simulating a �half in�nite
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Alpha Bravo
Figure D.2: Scaled rendering of the Alpha and Bravo chambers compared to a 5-foot
human being.

space.� This contrasts most plasma experiments, which have conduction walls that

are close to the plasma in order to suppress instabilities [132�134]. This con�guration

limits the plasma-wall interactions to the region near the plasma footpoints and allows

the plasma loop to expand to many times its original size. These features permit the

experiment to simulate the boundary conditions of a solar eruption.

Bravo vacuum chamber is held at 10−7 torr to 10−8 torr by a turbo pump backed

with a scroll pump. The scroll pump takes the chamber from atmosphere (760 torr)

to 10−3 torr. The turbo-pump kicks in at around 10−1 torr and brings the chamber

to 10−7-10−8 torr. The pumping rate is comparable across all gasses including He-

lium. In contrast, Alpha chamber uses a cryo-pump, which has much higher pumping

throughput but is unable to pump Helium.

D.3 Plasma gun

The plasma gun comprises: copper electrodes, bias coils, and gas injection mecha-

nism assembled in a co-planar spheromak gun con�guration [135]. This co-planar

con�guration creates plasmas which are accessible to diagnostics immediately after

breakdown, permitting direct plasma measurements at early stages (See Fig. D.3 (a)).

In contrast, the early plasma details are di�cult to access in the co-axial spheromak

gun design [133, 136]. Figure D.3 (b) is a cartoon of co-axial spheromak formation at
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the Swarthmore Spheromak Experiment (SSX) [14]. Unlike with the co-planar gun,

the plasma breaks down within the barrel of the co-axial gun and is not accessible

until after it leaves the muzzle.

Nevertheless, both techniques have the same basic breakdown process:

1. Vacuum �eld (known as bias �eld or stu�ng �ux) is generated by bias coil(s)

at su�ciently slow (typically ms) time-scales to penetrate into the electrodes.

2. Gas is injected into the electrode region by fast gas valves to create spatially

non-uniform gas pressure. This typically occurs ms before breakdown.

3. High voltage is applied across the electrodes over a fast (typically µs) time-

scale. This high voltage initiates a Paschen process which breaks down the gas,

creating plasma.

D.3.1 Bias coils

The bias coils produce horseshoe-like magnetic �eld con�gurations similar to the

bipole �eld of solar geometries. A typical vacuum �eld is shown in Fig. D.4 (a).

The di�erent shades of green represent magnetic �eld lines originating at di�erence

distances from the bias coil center; darker lines are closer to the axis of the coil. The

bias coils are powered by capacitor banks discharged a few millisecond before plasma

formation. This creates a magnetic �eld that lasts milliseconds after breakdown.

The plasma lasts for microseconds so the bias �eld is considered constant over the

timescale of the plasma. Typical bias �eld strength is about 1-3 kG at the footpoint

and 250G near at the plasma apex.

One of the bias �eld e�ects is to evolve the plasma from a loop shape to a sigmoid

shape, as shown in Fig. D.4 (b). This sigmoid shape is determined by the direction of

the bias �eld compared to the direction of current current �ow within the loop. The

resulting sigmoid will be be reverse-S-shaped (Fig. D.4 (c)) or S-shaped (Fig. D.4

(c)) depending on whether the bias �eld is parallel or anti-parallel with the current.
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Figure D.4: (a) Simulation of horse-shoe shaped �eld-lines generated by the red and
blue bias coils. Darker color lines represent �eld line that are closer to the axis of the
coils. (b) Cooke camera image of left-handed (reverse-S) sigmoid. The current �ows
from bottom foot-point to top foot-point and is anti-parallel to the bias �eld. (c) The
bias �eld goes from the top (red) coil to the bottom (blue) coil, creating a reverse S
sigmoid. (d) The bias �eld goes from the bottom (red) to the top coil (blue) creating
a right-handed sigmoid (S shape).
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Figure D.5: Evolution of the electrodes over the thesis work. The blue and red parts
represent the polarity of the bias coils used to construct horse-shoe-shaped magnetic
�elds.

D.3.2 Gas injection

The experiment is designed with �exible gas delivery system. This permits the cre-

ation of plasmas of di�erent gas species: Hydrogen, Helium, Nitrogen, and Argon.

This thesis focuses on Hydrogen plasmas since their lower mass allows the plasma to

quickly respond to changing magnetic forces.

Fast gas valves separate the high pressure (60-100 psi) gas lines from the vac-

uum chamber. These gas valves are normally kept closed by springs held under

compression. Milliseconds before the plasma breakdown, a capacitor bank sends a

current pulse into the coil producing image currents that pushes the valve open.

Gas enters the chamber at roughly the sound speed and the amount of gas entering

the chamber scales linearly with the applied voltage over the operating parameter.

Spectroscopic measurements by Perkins ([98], p.88) report an electron density of

ne = (6.5 ± 1.0) × 1020 m-3 at 500V and ne = (12.2 ± 2.3) × 1020 m-3 at 550 V. For

a majority of the thesis, the capacitor bank powering the gas valve is held at 525 V

corresponding to ∼ 1021 particles.

D.3.3 Copper electrodes

Four copper electrode designs were used in this thesis and Fig. D.5 shows the di�erent

designs over time. Electrodes play an important role in setting the plasma boundary

conditions; early designs did not include electrodes so the plasma arced to the vacuum

chamber. The original quad gun contains four quadrants and could produce two

plasma loops simultaneously. When creating a single loop, the location of the plasma
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is asymmetric with respect to the strapping �eld coils. Experiments began using a

smaller, symmetric electrode design in June 2012. The electrode size was increased

in Nov. 2013. Larger electrodes impose boundary conditions over a larger portion

of the vacuum chamber and help with shot-to-shot reproducibility. A copper skirt

was added to the edges of the large electrodes in Feb. 2014 to further reduce plasma

arcing.

D.3.4 High Voltage Main Bank

A 59 µF capacitor in the main bank supplies the necessary high voltage across the

electrodes to break down the neutral gas. Minutes before breakdown, an Ultravolt 10

kV power supply begins charging the capacitor to a user-speci�ed voltage (typically

2.5 kV - 6 kV). When the capacitor reaches the speci�ed voltage, the bank disconnects

the capacitor power supply, sends out a �Ready� signal, and waits for instructions.

When asked to ��re�, the bank toggles a krytron switch which activates the ignitron

switch. The ignitron connects the high voltage capacitor to the electrode driving 30

kA - 70 kA after breakdown.

D.3.5 Paschen breakdown

The transition from neutral gas to plasma follows the Paschen breakdown criterion.

The Paschen mechanism describes electrons accelerated by the electric �eld from high

voltage applied across the electrodes. Accelerated electron are expected to collide with

neutral atoms, potentially liberating additional electrons. If there is enough energy

in the accelerated electron and liberated electron, this process leads to a breakdown

chain reaction. This type of breakdown strongly depends on the presence of su�cient

gas particles and su�cient space over which the avalanche process can develop. This

results in a dependence on the parameter pd, where p is the gas pressure and d is the

distance over which signi�cant breakdown takes place.

The full relationship is known as the Paschen breakdown law and is described by
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Figure D.6: (a) Simple construction of the coil. (b) Picture demonstrating how
the coil is mounted on the plasma gun. The coils in the image are adjusted to be
in the �Large� con�guration. (c) Representation of the plasma discharge circuitry.
The system capacitance and resistance are C and R, respectively. The total system
inductance can be changed by adding an adjustable Lextra. (d) The current pro�le
for di�erent coil con�gurations when the plasma bank is charge to 3 kV.

the equation

VB =
Apd

ln(pd) +B

where V is the breakdown voltage, p is the pressure, and d is the gap distance. A

and B are constants which vary depending on the gas used.

D.4 Variable inductor

A variable coil (Lextra in Fig. D.1) can be added to plasma circuitry to modify

the inductance of the system as shown in Fig. D.6 (a). The coil is made using

�at Aluminum plates held together by nuts and bolts. Holes are drilled at regular

spacings along the plate, permitting easy adjustment of the inductance by adjusting
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Con�g Lext (nH) Ipeak (kA) tpeak (µs)

None 0 -33.9 4.8
Small 140 -30.2 6.1

Medium 210 -28.7 6.9
Large 290 -27.6 7.7
Max 370 -26 8.6

Table D.1: Measured value of the inductance

the coil connection points. Tabletop measurements using a LC meter show that the

inductance scales linearly with the holes used to make the connection. Inductance

measurement at four standard connection locations are summarized in Table D.1. The

coils are mounted as shown in Fig. D.6 (b). The standard set-up uses two sets of coils

placed in parallel with the plasma gun. Each set comprises two coils in series with

the plasma gun so the equivalent inductance of the four coils is approximately that

of a single coil. This approximation does not take into account coil-coil interactions

and coil-chamber interactions but is expected to be accurate.

This additional inductance modi�es the current trace by increasing the charac-

teristic frequency of the corresponding RLC circuit as shown in Fig. D.6 (c). The

under-damped solution to an RLC circuit is given by

i(t) = A exp(−αt) sin(t
√
ω2
0 + α2 + δ) (D.1)

where α = R/2L is the damping factor and ω0 = 1/
√
LC is the natural frequency.

Thus, an increase in L decreases the peak current and delays current peak by de-

creasing the damping factor and increasing the natural frequency, respectively. This

is shown in Fig. D.6 (d).

D.4.1 Current source

Adding Lextra ensures that the experiment acts like a current source. Kumar et al.

[104] performed e�ciency analysis on the Caltech Spheromak Experiment. They

found that the combined impedances of the ignitron switch and the cables domi-

nate the impedance of the plasma, and concluded that the spheromak experiment
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circuit acts like a current source. While this assumption is valid for the spheromak

experiment, it may not be a good assumption for the solar loop experiment.

The solar loop plasma inductance is likely larger than the spider-legs spheromak

inductance. Kumar calculated the inductance by modeling the spheromak experiment

current path as a co-axial cable. One way to compare the solar and spheromak

inductance is to note that the spheromak experiment creates eight currying-carrying

plasma loops in parallel (spider legs). This approximation estimates that the solar

loop inductance may be up to eight times the spheromak inductance.

Consider the geometry shown in Fig. D.7. Suppose R = 4 cm and a = 1 cm, the

inductance of the loop (Eq. 2.2) gives ≈ 80 nH. This can be estimated as 40 nH for

a half circle or as 80 nH if image currents �complete� the circle. The inductance of

the spider legs con�guration [15] is

L =
µ0l

2π
ln
(r
a

)
(D.2)

which is like the inductance of a coaxial cable. Applying Eq. D.2 to spider legs with

r = 4 cm, l = 4 cm, and a = 1 cm gives ≈ 10 nH of inductance, which is four to

eight times smaller than the single loop inductance. Ref. [104] estimates the total

series inductance in the discharge circuit (215 nH) is much greater than the plasma
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(a) No Lextra (b) Maximum Lextra

Figure D.8: (a) Variation in the current pro�le for di�erent strapping �elds when
Lextra = 0 nH. (b) when Lextra = 370 nH. Shaded region represents shot-to-shot
variations.

inductance (30-50 nH) and concludes that the system acts like a current source. This

assumption breaks down if single loop plasmas are four to eight times the inductance

of the spider legs plasmas.

Kumar et al. [104] note that the ignitron inductance changes as a function of

current. They report Lignitron ≈ 50 nH, 170 nH, and 800 nH at ∼ 80 kA, ∼ 10

kA, and ignitron turn-o�, respectively. When calculating the total discharged circuit

inductance (typically 215 nH), ignitron inductance (typically 170 nH) dominates other

components inductance. Since the ignitron inductance is highly dependent on current,

the system inductance may also be highly variable.

The addition of Lextra to the intrinsic system inductance (Lintrinsic in Fig. D.1)

ensures that the total inductance of the discharge circuit is much greater than the

single plasma loop inductance. This ensures that the plasma boundary conditions

can be considered a current source. Figure D.8 shows variations in the current pro�le

as a function of the strapping bank voltage. A higher strapping bank voltage means

a stronger strapping �eld, resulting in a smaller plasma with lower inductance. Lower

plasma inductance correspond to higher peak current. The relative change in peak

current for di�erent strapping con�gurations is much larger when Lextra = 0 nH (Fig.

D.8 (a)) than when Lextra = 370 nH (Fig. D.8 (b)). The shaded regions around the
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(a) Bipole (b) Coaxial

Figure D.9: Strapping �eld lines (green) produced by (blue) coils (a) in bipole con-
�guration (b) in coaxial con�guration.

current traces represent shot-to-shot variations for a given con�guration.

D.5 Strapping �eld assembly

A strapping �eld1 is an external magnetic �eld perpendicular to the plane of the

current loop with polarity so that the J × B force resists plasma loop expansion.

There are two common con�gurations which can generate this strapping �eld: a

bipole (Fig. D.9 (a)) and a coaxial type con�guration con�guration (Fig. D.9 (b)).

Both con�gurations place two coils on the opposite side of the plasma loop. The bipole

con�guration places two coils with opposite magnetic polarities on a parallel plane

to the electrode. A coaxial con�guration places two coils with the same magnetic

polarity on a parallel plane to the plasma.

D.5.1 Strapping bank

The power source for a strapping �eld is a 0.77 µF capacitor bank containing hundreds

of electrolytic capacitors electrically in parallel. A 2000 Watts Kaiser XLS202 charges

the capacitor to the desired voltage. The capacitors are designed operate up to 450

V, corresponding to 78 kJ of energy2. Energy is safely dissipated through two high

1In the tokamak literature, this �eld is called a vertical �eld.
2A ri�e bullet has about 2 kJ of energy.
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Name N ID (in) OD (in) Length (in) L R (mΩ)

�Encore coils� 33 12 15.5 1.625 500 µH 26.5
�Welding cable coils� 13 8 12 3 60 µH small

�Custom coils� 11 3.5in 3.5in 4.3 6.5 µH small

Table D.2: Parameters of strapping coils used

power resistors found above the bank by pressing the �Emergency Stop� button. The

bank uses an Silicon-Controlled Recti�er (SCR) for triggering and has a protective

diode protect the capacitors from large negative voltage swings. Dave Felt designed a

custom triggering control circuit to integrate the strapping bank with the electronic

timing of the plasma experiment. The control system permits both local and remote

operation. Normal operation of the bank is as follows:

1. Toggle the breaker, and press �On.�

2. Set the desired strapping voltage and hit �Start.�

3. When the system reaches the desired voltage, it sends an optical �Ready� signal

and waits for an incoming optical ��re� trigger.

4. The strapping bank isolates the power supply when it detects an incoming ��re�

signal and then activates the SCR to discharge the capacitors to the attached

load.

5. After discharge, the bank waits a few seconds before reconnecting the power

supply.

6. The user can repeat the process or hit �Emergency O�,� followed by toggling

the breaker to turn o� the strapping bank.

D.5.2 Strapping coils

The primary role of the strapping coils is to create the strapping �eld, which can repro-

duce the slow-rise to fast-acceleration of laboratory plasmas. Initially, the strapping
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Figure D.10: Overview of di�erent coil con�gurations. (a) and (b) are outside the
vacuum chamber, behind the plasma gun. (c) is inside the vacuum chamber in front
of the plasma gun.

coils were large commercial coils placed outside of the vacuum chamber. These �En-

core coils� were original used to generate steady-state magnetic �eld for the Encore

tokamak experiment [132]. The coils are sandwiched between two G-10 plates (Fig.

D.10 (a)) and mounted on adjustable stands. The stands are adjustable to mm preci-

sion along the x and z axes and to cm precision along the y axis. The stands can also

be rotated so that the coils can be in co-axial con�guration, bipole con�guration, or

some in-between con�guration.

While this approach is optimized for �exibility in strapping coils placement, it was

not successful for the following reasons:

1. magnetic forces threatened to knock over the support structure if too much

current were pulsed through the coils;

2. the coils were far from the plasma due to spacing limitations;

3. the large coils produce �elds which did not decay sharply over the length scale

of the plasma.

The �rst problem limits the amount of current that could be pulsed through the

Encore coils, resulting in weaker strapping �eld. This weaker strapping �eld was

unable to signi�cantly in�uence plasma dynamics, since the coils are located outside

the vacuum chamber, far from the electrode.

One method of strengthening the coil support is to wind welding cables around

the port of the vacuum chamber. This approach �xes the location of the strapping
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Strapping Coil

Electrodes
Plasma

Figure D.11: Welding cable coils are large and placed a distance h0 behind the plane
of the electrodes.

coils but allows much more current to �ow through the coils. �Welding cable coils�

are �rst made from six turns of thick (4/0) welding cables around the chamber port.

These coils permit high current, but cable straps between the strapping bank and

the coils fail when 26 kA is pulsed into the coils; these straps keep the cables from

whipping about due to magnetic forces. The strong magnetic forces broke the straps

and ejected an unknown projectile at high speeds3.

Smaller (1/0) orange welding cables replaced the (4/0) welding cables. These

smaller coils (Fig. D.10 (b)) could be wrapped 13 times around the port. Since

inductance scales as the number of turns squared, the quadrupled inductance leads

to manageable current �ow while still providing strong enough magnetic �elds to

in�uence the plasma.

Unfortunately, there is a fundamental limitations to using large coils placed outside

the vacuum chamber. Large coils produced strapping �elds with large decay length.

The decay index of an axisymmetric �eld is given by

n = −R
B

dB

dR
(D.3)

where R is the distance from an axis. Even though the bipole con�guration is not

axisymmetric, Eq. D.3 can be calculated along the z-axis of Fig. D.11. The coils are

some distance h0 behind the electrodes and we de�ne h = R− h0 to be the height of

3This projectile is observed �ying away from the strapping bank, but its trajectory was obscured
at later times. Even though visual con�rmation was obstructed, a sound was heard when the
projectile collided with an unknown object. This projectile has not been found.
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Figure D.12: (a) Magnetic forces on coil when pulsed with current. (b) Coil mounted
on Delrin support structure. (c) Photo of coil.

the plasma from the electrodes. The plasma experiences a e�ective decay index given

by

neff = − h
B

dB

dh
=
h

R
n. (D.4)

Equation D.4 shows that large coils placed outside the vacuum chamber produce �elds

that look uniform from the perspective of the plasma.

Smaller coils inside the vacuum chamber are necessary to produce strapping �elds

which have sharp gradients and are strong enough to in�uence the plasma. There is

no convective cooling inside the vacuum chamber so heating is a potential issue. In

order to accommodate water or air cooling, 1/4 in copper tubing was chosen as the

base-material for the coil. A custom mounting structure is required because currents

pulsed through the coil introduce powerful magnetic forces. The hoop force pushes the

coil outwards while the pinch force squishes the coil (Fig. D.12 (a)). A professionally

machined Delrin form factor is used to wind the coils and clamps placed at the coil

ends hold everything together. The coils will be near the plasma so an insulating

Boron Nitride layer was added to help prevent electric arcing to the coils.

The current generated by the strapping set-up is on the order of kAs and low tens

of kAs depending on the coil used. The custom-coil currents at di�erent strapping

bank voltages are measured by a Rogowski coil. The linear �t corresponds to

Icoil = 80× Vstrap − 136
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Hall sensor measurements at di�erent strapping bank voltages show that

Bx,peak =
125 G

15 V
Vstrap

where Bx,peak is the peak Bx �eld along the chamber axis.

D.5.3 Mounting assembly

The magnetic pressure scales with the square of the magnetic �eld and the pressure

from a 1 Tesla �eld is about 4 times atmospheric pressure. Strong support structures

are required to stabilize the coil from magnetic forces. The �rst support structure was

designed from heavy-duty 80/20 Inc parts (Fig. D.13 (a)). The structure is designed

to not have closed conductive loops so the base is not square and the perpendicular

bars on the top are separated by plastic. The Encore coil is sandwiched between

two Garolite (G-10) plates (Fig. D.13 (b)) held together by �berglass bolts. The

G-10 plates are attached to linear slides through regularly spaced holes (Fig. D.13

(c)). permitting discrete adjustments of the coil position. This structure provides

maximum �exibility for coil positioning but it is not strong enough for the magnetic

forces involved. When pulsed with current, the Encore coils attracted/repel each

other in co-axial and bipole con�gurations, respectively. This limited the current

that can be pulsed through the coil which acted as a ceiling on possible magnetic

�eld strengths.

The main challenge for mounting the custom coil inside the vacuum chamber is

the vacuum-air interface. We use MDC electric feedthroughs designed for high power

(Fig. D.13 (d)) to send current from the strapping bank to the strapping coils. The

feedthroughs are 1/4 in copper tubing, which permits cooling �uid to be pushed

through the coil tubing if necessary. Experimental tests showed that the coil did not

heat signi�cantly, so no cooling was necessary. Nevertheless, the support structure is

there should future experiments require cooling the strapping coils.

The strapping coils are placed on adjustable carriages (Fig. D.13 (e)) which are

attached to a steel support structure. The steel has holes drilled at periodic locations,
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Figure D.13: (a) Custom support structure for Encore coils. The structure is designed
to not have closed conductive loops. (b) Two G-10 sheets sandwich the coils. Regu-
larly spaced holes on the sheet allow discrete displacement. (c) Linear slides permit
�ne adjustments of coil position. (d) MDC �ange with two 1/4� copper tubing for
current input and output. The tubing is hollow and the system designed so that a
cooling medium be injected into the pipes. (e) Schematic view of plasma coil support
structure. Adjustable carriages can be mounted to di�erent holes on the support
structure allowing �exible placement of the coils. (f) End-view photo of strapping
coils set-up.
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Figure D.14: Typical position of Imacon and Cooke cameras viewed from above the
experiment. The plasma, strapping coils, electrodes, and bias coils are shown in red,
blue, orange, and purple, respectively.

permitting �exible placement of the carriage. Once placed, the carriages are held

down by metal bolts. The support structure connected to four points corresponding

the 2.75� ports on the chamber. These ports have MDC �anges with custom stainless

steel stando�s (Fig. D.13 (d)) and are attached to the support structure by screws,

threaded rods, and coupling nuts. This set-up provides the rigid support structure to

resist strong magnetic forces but also the �exibility to adjust the coil placement.

D.6 Diagnostics

The work in this thesis will rely on three techniques: imaging diagnostics, magnetic

diagnostics, and circuit analysis. Each technique has its own strengths and weak-

nesses, but together they construct a robust picture of the plasma dynamics.

D.6.1 Imaging

Ultra-high speed cameras image the plasma as it evolves. Two cameras were used for

the majority of the thesis work: the Imacon200, and the Cooke camera.

The Imacon200 is an Intensi�ed CCD movie camera which uses a pyramid shaped

beam-splitter to split incoming light into eight micro-channel plate image intensi�ers.
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Each channel has separate high speed electronics, permitting independent capture

of 10-bit, 1200 x 980 pixels images. Each channel is also capable of taking two

frames per shot by using an interline transfer architecture4. In practice, the interline

transfer process requires about 2 µs to complete. Triggering before completion results

in ghosting and reverse-ghosting e�ects. Additionally, one of the eight channels has

malfunctioned and so Imacon movies are limited to 14 frames. The Cooke camera is

a single channel ICCD camera with greater dynamic range (12 bit) and (1280 x 1024)

resolution, but is limited to a single frame per experimental run. The primary role of

the Cooke is to provide another view of the plasma to resolve projection e�ects.

The cameras are typically placed around Bravo chamber as shown in Fig. D.14.

The Imacon looks through the �rst port and is either angled to look at the plasma

gun or oriented to be perpendicular to the plane of the plasma expansion. The

perpendicular view is normally used to study evolving dynamics of the plasma apex.

Images provide invaluable information about the global position and velocity of the

plasma. The camera can capture the timing and location of important events like

plasma detachment, plasma kink instability, and localized brightening. By placing

spectroscopic �lters in front of the camera, it is possible to isolate the dynamics of

di�erent species of gasses when more than one gas species is present [108].

Camera images can be misleading because they do not show the full picture.

Perkins measured signi�cant plasma activity occurring in the UV and X-ray regime

[98]. Furthermore, the current and voltage trace remain smooth and oscillating even

when camera images show di�use or no plasma activity. Stenson suggests [17] that the

magnetic structure may be much larger than the bright emission structure. Overall,

images are amenable to quantitative analysis but require careful calibration (see Sec.

G.1).
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Figure D.15: (Adapted from Refs. [16] and [17]) (a) Commercial inductors placed are
placed in retention �xture allow high spatial resolution. (b) Image of solar magnetic
probe.

D.6.2 Magnetic probe array

The most common magnetic diagnostic technique is the use of a �B-dot� probe. When

the magnetic �ux Φ through an N-turns coil changes, a voltage ξ is induced in the

coil according to Faraday's law

ξ = −N d

dt

∫
S

B · dA (D.5)

where S is the surface encompassed by a single turn, and B is the magnetic �eld

passing through the surface S. If B is su�ciently uniform over the surface S so that

the magnetic �eld may be approximated as constant, the Eq. D.5 reduces to

ξ = −NAdB⊥

dt

so B⊥ can be determined by integrating the voltage output the coil.

In order to obtain 3-D magnetic �eld measurements, three coils are placed per-

4This technique opens every other photo-sites during the �rst frame. After the shutter is closed,
the charge is transferred to adjacent closed photo-sites. This transfer occurs quickly due to the
proximity of the open and closed sites.
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pendicular to each other to form a cluster. The coils in a cluster need to be small and

close together to obtain high spatial resolution. Unfortunately, small coils are di�cult

to hand-wind, thin wires notoriously fragile, and tiny support structures di�cult to

make. Romero-Talamas et al. [16] proposed a design that replaced hand-wound coils

with commercial chip inductors and placed these inductors inside a plastic retention

�xture with machined cut-outs (Fig. D.15 (a)). Shreekrishna Tripathi built the mag-

netic probe array shown in Fig. D.15 (b)) based on the Romero-Talamas design.

The array comprises twelve channels corresponding four three-axis clusters. The four

clusters are placed at 17.5 cm, 19.5 cm, 21.5 cm, and 25.5 cm in front of the electrode

along the chamber axis.

The probe provide in situ measurement of the plasma's magnetic �eld as it expands

into the chamber. In addition, the position of the probe is �xed and is used to provide

precise localized measurements of plasma behavior. The known separation of the

probe clusters and their placement allows measurement of the plasma's instantaneous

velocity at the probe. Features in the magnetic trace can also be used to precisely

time arrival of the plasma. These magnetic diagnostic techniques are discussed in

more detail in Sec. G.2.

D.6.3 Hall sensors

Semi-conductors sensors employing the Hall e�ect can also be used to measure the

magnetic �eld. A full description can be found in Sec. E.

D.6.4 Voltage measurements

Voltage measurements were taken by two di�erent voltage probes: a Tektronix P6015

high voltage probe, and a solar-cell-powered isolated voltage probe [137]. Both probes

are electrically isolated from the data-acquisition digitizers by an optic-link5. The

P6015 is connected to an Analog Module 732T/R optic link designed to work in

steady-state whereas the isolated voltage probe has a diode-photodiode pair which

5Electrical signals are converted to optical signals which are transmitted over a length of �ber
optics before being converted back into electrical signal
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(a) (b)

Figure D.16: (a) A comparison of the signals measured by the isolated high voltage
probe and the Tektronix high voltage probe. Each signal represents average of about
10 shots. (b) Comparing voltage and current trace. The voltage probe indicates
bursts of noise (dashed blue circles) when the current trace �ips polarity and or has
a disruptive spike..

operates only for a few ms during plasma experiments. Both probes give similar

traces when properly calibrated.

The P6015 High-Voltage Probe has a 1000-to-1 attenuation factor and can measure

frequencies from DC to 75 MHz. It is designed to be attached to an oscilloscope with

input resistance of 1 MΩ and parallel capacitance of 12 pF to 60 pF. The built-in com-

pensation allows �ne adjustments for impedance matching. This matching prevents

distortions such as the rounding of corners due to poor high frequencies transmission

or the drooping of square wave plateaus due to poor low frequency transmissions.

Unfortunately, the Analog Module optic link has characteristic impedance of 33 kΩ,

which results in signal distortion when directly attached to the P6015 probe. Perkins

[98] added a 50 kΩ resistor in series with the 33 kΩ Analog Module transmitter and

found that the voltage distortions changed. He guessed that the impedance mismatch

introduced unwanted integration of the input signal and corrected this distortion by

adding a 7 pF capacitor6 in parallel to the 50 kΩ resistor.

Figure D.16 (a) shows a comparison between the Tektronix probe7 and the iso-

lated magnetic probe. Each probe trace represents an averaging of about ten identical

6Determined by trial-and-error.
7The grounding clip is attached for these shots. There are also di�erences due to not using the

grounding clip.
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shots. The isolated probe (cyan) and the Tektronics probe (dashed line) were mea-

sured simultaneously and the qualitative di�erence between the two is visible. The

Tektronix probe has signs of drooping (i.e. poor low frequency transmission) and

earlier zero-crossing with dramatic rise to positive voltage when compared to the iso-

lated probe. When compensation is added to the Tektronix probe, the signal (red)

quantitatively matches the isolated probe signal at early times with minor variations

at later times. The shots for the isolated probe and uncompensated Tektronix probe

(Shot: 1928-1928) were taken on the same day at 3 kV, whereas the shots for the

Tektronix probe with compensation (Shots: 1969-1977) were taken a month later and

scaled from 2.67 kV. Taking into account the di�erence in experimental date and main

bank voltage, the quantitative match (after rescaling) is remarkable and suggests that

the most reliable measurements voltage are from the isolated probe and the Tektronix

probe with compensation. A comparison of the Tektronix probe with compensation

and the isolated voltage probe for the same shots yields an even better match.

All three probes show activity when the current switches polarity at around 25 µs.

The isolated high voltage probe also shows an enhancement of noise (circled in Fig.

D.16 (b)) when the current trace �ips polarity at around 13 µs and when there is a

spike in the current trace at 6 µs. When used properly, it is reasonable to trust the

measurement of the isolated voltage probe. A common con�guration in this thesis is

to have the high voltage probe measuring the voltage across the plasma while using

the Tektronix probe to measure voltage across the plasma and the adjustable inductor

(Lext in Fig. D.6 (c)).

D.6.5 Current Measurements

A Rogowski coil is a device commonly used to measure AC current. It is usually

constructed by helical windings of wires about a �exible length of plastic tubing. The

tubing is then bent into a hoop shape and the wire is returned through the center of

the coil so that both terminals are now at the same end of the hoop (Fig. D.17).

For a Rogowski coil with N turns, major radius b, and minor radius a, the voltage
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Figure D.17: Rogowski coil with a built in passive integrator. This particular con-
�guration is e�ective at measuring current at high frequencies where i2R� Vcap but
not so high so that i2R� Ldi2/dt, where L is the inductance of the Rogowski coil.

follows Faraday's law

ξRogowski = −
∂Φ

∂t
= −A∂B

∂t
= −AN µ0

2πb

∂i1(t)

∂t

where A = πa2 is the pick-up area of the Rogowski coil and i1(t) is the current within

the central conductor.

Rogowski coils are considered �air-core� devices since the wire is not wound about

a metal form. Thus, the coil is not prone to saturation and has a linear response over

a wide range of currents. The Rogowski coil does not electrically perturb the circuit

since the coil is not in electrical contact center conductor. While the current carrying

conductor is in the center of the Rogowski coil in Fig. D.17, the voltage produced

is independent of the conductor position within the coil for frequencies below 1MHz

[138]. For f > 1 MHz, the Rogowski coil introduces a non-negligible inductance into

the relevant circuit equation.

The circuit equation which describes a Rogowski coil of self-inductance L con-
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nected to a passive integrator (Fig. D.17) is described by

ξRogowski + L
di2(t)

dt
+ i2(t)R +

∫ t
i2(t

′)dt′

C
= 0 (D.6)

where R and C are the resistor and capacitor of the integrator, respectively [139].

If the inductive drop across the coil is small (L(di2(t)/dt) � i2R) and the voltage

drop across the capacitor is also small (
∫ t
i2(t

′)dt′/C � i2R) then the current �owing

through the capacitor (i2(t)) is given by

i2(t) = −
ξRogowski

R
= −AN µ0

2πRb

∂i1(t)

∂t

so the voltage across the capacitor is then

Vcap(t) =

∫ t
i2(t

′)dt′

C
=

N

RC

a2µ0

2b
i1(t)

which is directly proportional to the current �owing through the wire: i1(t).
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Appendix E

Hall magnetic sensing

E.1 Introduction

The measurement of magnetic �elds is critical to the study of plasma behavior. Unlike

many astrophysical plasmas, laboratory plasmas are directly accessible to diagnostics.

The most common measurement techniques use magnetic pickup (B-dot) probes and

Hall sensors [140], where the choice between B-dot probes and Hall sensors boils down

to the timescale of the target. Caltech spheromak experiments use B-dot probes to

measure plasma dynamics on the microsecond time scale [16]. In contrast, Pegasus

Toroidal Experiment [141] and TEXTOR [142] use arrays of hall sensors to measure

magnetic �elds with time scales of tens-of-milliseconds. Other experiments [143] com-

bine hall sensors and B-dot probes for magnetic measurements at both short and long

time scales.

Magnetic �elds are spatially dependent vector quantities. A �exible mounting

mechanism, capable of volumetric measurements, is necessary to completely describe

the magnetic �eld. There has been signi�cant progress in volumetric measurements

using B-dot probes. The Magnetic Reconnection Experiment (MRX) rotates a rake-

shaped B-dot probe array to obtain volumetric measurements [130]. The Large

Plasma Device (LAPD) uses motorized actuators [144] to precisely place magnetic

probes at target locations. LAPD creates highly reproducible plasmas, and obtains

volumetric measurements by adjusting probe placement over many repetitions. In

contrast, there is signi�cantly less progress for volumetric measurement using Hall
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Figure E.1: Hall e�ect when the magnetic �eld is perpendicular to the sensor.

sensors.

Harding et al. [145] report one of the earliest attempts to measure the 3-D mag-

netic �eld with Hall sensors. The authors place three small InSb Hall plates, mounted

perpendicular to one another, to measure 3-D magnetic �eld in a liquid Helium-�lled

space. This approach measures magnetic �eld at a single location, and has limited

spatial resolution due to the size of the Hall plates. Bongard et al. [141] and Jeong-hun

et al. [143] use an array of Hall sensors to measure a single magnetic �eld component

along one axis. Duran et al. [142] mount nine sensors on three perpendicular planes,

to obtain 3-D magnetic measurements along one axis.

These single axis measurements systems can characterize highly-symmetrical mag-

netic �eld con�gurations, but they are insu�cient for experimental set-ups that lack

symmetry. Caltech solar-relevant plasma experiments have complicated asymmetric

magnetic �elds [82]. In particular, the iron-core bias coils behave non-linearly for

high current �ows, making the magnetic �elds di�cult to model. The bias �elds

produced by the coils must also di�use through copper electrodes at some locations.

The di�usion introduces a delay between the timing of the magnetic �eld inside the

vacuum chamber, and the timing of the current pulse used to create the magnetic

�eld. Magnetic �eld lines di�using through the copper electrodes peak later than

magnetic �eld lines passing through regions without copper, creating magnetic �eld

pro�les with non-trivial spatial and temporal dependence.
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E.2 Hall e�ect theory

Figure E.1 shows the basic principle of the Hall e�ect. A uniform magnetic �eld is

applied to a current carrying plate. As charges �ow through the plate, the Lorentz

force de�ects charge carriers to the edges of the plate where the charges build up.

The build-up of charge creates an electric �eld which introduces an electric force

that opposes the magnetic force. This charge build-up continues until electric and

magnetic forces cancel each other out, and charges travel unperturbed through the

plate.

Consider a constant current I �owing through a Hall sensor immersed in a constant

magnetic �eld B, as shown in Fig. E.1. The Lorentz equation relates electric and

magnetic forces:

qE = qvd ×B

where E = VH/w; VH is the Hall voltage, and w is the width of the current channel.

The current, I, is given by I = neAvd, where vd is the drive velocity of the charged

particles, e is the charge of the particle, n is the carrier number density, and A is the

cross section area of the current �ow (A = Wt in Fig. E.1). The Hall voltage is given

by

VH =
IB

nqt
= KHOCIB sinφ (E.1)

where KHOC is the open-circuit sensitivity constant, and φ is the angle between the

sensor and the magnetic �eld. From Eq. E.1, VH ∝ B, so the magnetic �eld is directly

measured. The inverse dependence between VH and n means that conductors produce

little Hall voltage. Practical Hall sensors were not common until advancements in

semi-conductors. Table E.1 contains typical carrier concentrations.

It is also possible to apply a constant voltage Vin across the length l of the hall

sensor. In this con�guration, we de�ne the charge mobility as µ = v/E, where v

is the velocity of the charger carrier and E is the applied electric �eld. A constant
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Material Carrier Concentration (cm−3)

Copper 8.4× 1022

Silicon 1.4× 1010

Germanium 2.1× 1012

Gallium-Arsenide 1.1× 107

Table E.1: (Reproduced from from Table 1.1 of Ref. [18]) Intrinsic carrier concentra-
tion at 300oK

voltage Vin, applied across the length l, yields

E =
Vin
l

=
v

µ
=⇒ v =

µVin
l
. (E.2)

Substituting Eq. E.2 into the Lorentz equation gives

q
VH
w

= q
µVin
l
B sinφ

so the Hall voltage is

VH = µVin
w

l
B sinφ.

The Hall voltage, in a constant voltage con�guration, is proportional to B and charge

mobility, and inversely proportional to the length of the device.

E.3 Design and construction

While often thought to only be useful at DC or very low frequencies, there is no

frequency limit to the Hall e�ect [18]. The Hall e�ect is present at high frequen-

cies, but its signal is overwhelmed by electrical interference associated with inductive

pick-up. We use printed circuit boards (PCBs) to limit the inductive pick-up area in

order to get a respectable noise-to-signal ratio at 50 kHz. The complete Hall sensor

assembly (control circuit and the PCB footprints for Halls sensors) are printed on a

single PCB. This design scales to multiple Hall sensor assemblies and the cost per

assembly decreases with increasing number of assemblies. We construct a mounting

system which maps the magnetic �eld within a desired volume. This mounting sys-
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Figure E.2: The hall sensor control circuit has three parts: current mirror, hall
elements, and ampli�cation circuitry. A current mirror is used to provide the same
amount of current to each hall element and the di�erential output is processed by the
instrument ampli�ers

tem accommodates multiple sensor assemblies for rapid volumetric measurement of

the magnetic �eld.

E.3.1 Design

There are three sections in a typical Hall sensing assembly: the sensors, the power

source, and the ampli�cation circuitry. The complete circuitry for our assembly is

shown in Figure E.2.

We use surface mount GaAs sensors1 with 1.8-2.4 V/T sensitivity, and 2% linearity

for magnetic �elds between 0− 3 Teslas. In theory, one can operate Hall sensors with

a constant voltage source, or a constant current source. For most applications, con-

stant current mode is used to avoid additional circuitry for temperature dependence;

VH has 0.05%/◦C temperature dependence in constant current mode, and 0.3%/◦C

in constant voltage mode [18]. The Caltech experiment generates signi�cant electrical

1Chen Yang CYSJ106C
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U1 U2 U3

Q1

Q2

Q3 Q4 Q5

R1

Vdd

Figure E.3: The current passing through the transistor Q1 is theoretically mirrored
through transistors Q3, Q4, and Q5. The amplitude of this current is determined by
the value of Vdd and R1. Transistor Q2 prevents the circuit from saturating if one of
the loads (U1, U2, U3) fail.

interference, so the data-acquisition elements are placed far from the vacuum cham-

ber. We uses long cables to connect the Hall sensors to the digitizers. These long

cables introduce parasitic capacitance and carry a voltage drop in a constant voltage

con�guration. In contrast, a constant current con�guration provides the same current

irrespective of cable length.

By using a constant current source, we keep the circuitry simple while avoiding

issues of temperature dependence and voltage drops over long cables. We �nd that

the sensor gain is unstable during the �rst few minutes of constant current operation.

Sensor performance quickly stabilizes after the components have reached operating

temperature, typically after 10 minutes.

A current mirror is provides the same current to three Hall sensors; each sensor

measures a di�erent magnetic �eld component. Figure E.3 shows the schematics of a

current mirror [146]. The current passing through transistor Q1 is mirrored through

transistors Q3, Q4, Q5. The current amplitude is

I ≈ (Vdd − VBE)/R1

which is determined by the value of Vdd and R1, given su�cient Base-Emitter voltage

(VBE) across Q1.
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We use the same model for all transistors on the control board, so VBE and I

are the comparable across all transistors. If one of the loads (U1, U2, or U3) were

to malfunction (e.g., form an open circuit), the corresponding transistor (Q3, Q4, or

Q5) robs current from Q1, thereby reducing current for other loads. Adding Q2 mit-

igates this problem [146]. Given a power supply with Vdd=15 V, SPICE simulations

determine the optimal resistance value (R1 = 3.9 kΩ) to provide 5 mA to each Hall

elements.

Hall elements output small di�erential signals riding on large DC common mode

signals. Ampli�cation circuitry is used to reject common mode and to enhance the

Hall signal. The design of ampli�cation circuitry involves trade-o�s between di�er-

ential gain, gain stability, input o�set voltage, input bias current, common-mode

rejection, bandwidth, and noise [18]. We use the monolithic AD627 instrument am-

pli�er, which is considered optimized for Hall sensing [18]. This choice signi�cantly

simpli�es our circuitry. The AD627 limits the bandwidth of the Hall sensor to about

45kHz when operating with a Gain of 9. The bandwidth restriction is not a problem

since the magnetic frequencies of interest are below 1 kHz.

E.3.2 Construction

The entire circuitry shown in Fig. E.2 can be printed on a single PCB as shown in

Fig. E.4. The control circuitry section and the PCB footpoints section of the hall

sensors are separated. Hall sensors are placed on each respective footpoints (purple

circle in Fig. E.4). The sensors are assembled into three perpendicular 90 degree

plates as shown in Fig. E.5 (a), forming a 3-D sensor. A polycarbonate angle piece

provides structural stability to the PCB pieces and the assembly is placed inside a

polycarbonate protective shell as shown in Fig. E.5 (b). The cylinder is �lled with

non-corrosive RTV silicone, which protects the PCB plates from physical damage

and �xes the relative alignment of the axes. Imperfections in alignment are corrected

during the calibration process.

The 3-D sensor is placed on a sliding carriage comprising: a Delrin mounting piece,
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Figure E.4: PCB representation of circuitry in Figure E.2. Both the control circuitry
and the surface mounts for two 3-axis sensors are printed in the same board. The
boards are cut along the dotted red lines. Hall elements are placed on the footpoints
marked by the purple circle and the components enclosed in blue are assembled and
placed perpendicular to one another like in Fig. E.5 (a).

an Ultra High Molecular Weight (UHMW) Polyethylene sliding base, and a Delrin

adapter between the mounting piece and the base (Fig. E.5 (b)). This modular design

is highly �exible, permitting easy adaptation across di�erent experiments.

Figure E.5 (c) shows how six sliding carriages with sensor assemblies are placed on

a 24 in x 24 in polycarbonate board with horizontal cutouts. The horizontal cutouts

allow continuous horizontal displacement of the sensor carriage, and the regular pat-

tern of the horizontal cutouts permits carriage placement along discrete locations in

the vertical direction. Thumbscrews are tightened to keep the carriages �xed once in

the desired location.

The polycarbonate board can be moved along the chamber axes by sliding along

two stainless steel rails shown in Fig. E.5 (d). The rails are mounted between two

2.75 in ports from the top of the chamber. This aligns the rail to the chamber axis.

This set-up permits continuous measurement along two axes and discrete measure-

ments along the remaining axes. Each hall sensor assembly (carriage, sensor, and

control board) is completely independent and many assemblies can be placed onto

the polycarbonate board to make volumetric measurements of the magnetic �eld.

Ethernet cables provide a reliable, low cost method of connecting the signal from
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Hall sensor 
measurement system Photo of complete setup

Polycarbonate board
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Protective 
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Mounting
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Hall Sensors
Angle
piece

Hall sensors 
placement

(a)
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(c)

(d)
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Figure E.5: (a) 3-axis hall sensor element made by placing PCB pieces perpendicular
to each other. A polycarbonate angle supports the plates. (b) An exploded view of
a hall sensor mounted on a carriage. The sensors are surrounded by a polycarbonate
shell �lled with RTV silicone. (c) Six sensors are mounted on a board. The entire
set-up is mounted on the vacuum chamber ports. (d) Photo of set-up. The blue and
white Ethernet cables bring current to and carry the output signals from the hall
sensors.
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the control board to the sensor. Unshielded twisted cables work well up to 100 kHz

frequency2 [147]. This frequency limit is well above the 1 kHz design requirement for

measurements of bias �eld and strapping �eld.

This mounting system is not vacuum compatible, and requires that the chamber

be at atmosphere when taking measurements. For our experiment, the bias �eld and

strapping �eld operate identically whether under atmosphere or under vacuum. We

require vacuum to generate plasmas, but plasma time scales are too fast for the Hall

sensors so vacuum compatibility is not a design requirement.

E.4 Calibration

To calibrate the 3-axis hall sensor, we use a Helmholtz coil and adapt the B-dot probe

calibration technique described in [47] to Hall sensors. A Helmholtz coil comprises

two identical coils of n turns and radius R placed in a coaxial con�guration with

a separation distance of R. If the same current I is sent through both coils, they

generate a uniform magnetic �eld:

B =

(
4

5

)3/2
µ0nI

R
(E.3)

in the region between the coils.

We start by letting B be the vector that corresponds to the actual magnetic �eld

and let V be the vector that corresponds to the voltage output of each of three hall

sensor (one sensor for each axis). The linear transformation M is de�ned so that:

B = MV =⇒ M−1B = V. Thus,

V =


Vx

Vy

Vz

 =


M−1

xx M−1
xy M−1

xz

M−1
yx M−1

yy M−1
yz

M−1
zx M−1

zy M−1
zz




Bx

By

Bz

 (E.4)

where Vx, Vy, and Vz corresponds to the voltage output of the Hall sensors, which is

proportional to the Bx, By, and Bz component of the magnetic �eld. We now apply

2Twisted-pair can go up to 10 MHz for special applications.
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three di�erent uniform magnetic �eld (one for each axis) to the probe to calculate

the Mij terms. For example, if we apply B = Bzẑ , then Eq. E.4 becomes


Vx,z

Vy,z

Vz,z

 =


M−1

xx M−1
xy M−1

xz

M−1
yx M−1

yy M−1
yz

M−1
zx M−1

zy M−1
zz




0

0

Bz

 =


M−1

xz Bz

M−1
yz Bz

M−1
zz Bz


where the additional index 'z' in Vx,z, Vy,z, Vy,z denotes voltage readings from calibra-

tions involving a �eld along the ẑ direction. Applying Eq. E.3 yields

M−1
iz =

(
5

4

)3/2
RVi,z
µ0nIz

where i ∈ {x, y, z}. This process is repeated ,M−1
iy andM−1

ix , thus building a complete

matrix:

M−1 =

(
5

4

)3/2
R

µ0n


Vx,x

Ix

Vx,y

Iy

Vx,z

Iz

Vy,x

Ix

Vy,y

Iy

Vy,z

Iz

Vz,x

Ix

Vz,y

Iy

Vz,z

Iz


We numerically invert M− to calculate M.

E.5 Measurement of vacuum �eld

The portable nature of the Hall sensor set-up permits magnetic �eld measurements

across di�erent experiments.

E.5.1 Quad gun and large �welding cables� strapping coil

Initial strapping �elds are made with the �welding cable� strapping coils (Sec. D.5.2).

These coils are mounted on ports outside the vacuum chamber (Fig. E.6 (a)), so

magnetic �eld must di�use through the stainless steel chamber before reaching the

plasma domain. The coils are in a bipole strapping con�guration (Sec. D.5). The left
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(b) Measured (c) Simulated

(a) Set-up

Hall probe
Strapping coil

Strapping coil

Figure E.6: (a) Set-up with placement of �welding cable� strapping coils, �quad�
plasma gun, and Hall probe. (b) Measured magnetic �eld from hall sensors. (c)
Simulated magnetic �eld.

(blue) coil produces bore �eld oriented out of the vacuum chamber, whereas the right

(red) coil produces bore �eld oriented into the chamber. Magnetic measurements at a

given time (t = 5 ms), along a plane (z = 14 cm) are visualized in Fig. E.6 (b). The

measurements con�rm uniform 200 G magnetic �eld oriented in the −x̂ direction.

Simulations of the �welding cable� coils (Fig. E.6 (c)) match the measured pro�le

to within 20%. The simulations use measured currents as input, but do not include

magnetic di�usion, nor account for distortions from eddy currents. The excellent

match between measured and simulated data suggests that di�usion e�ects do not

play a signi�cant role over the time-scale of the strapping �eld.

The Hall sensors can also be used to measure the bias �eld from the �quad� plasma

gun (Sec. D.3). Two bias coils located behind the cathode and anode (E.7 (a))

produce an arched magnetic structure. The lower coil produces a �eld oriented into

the vacuum chamber (ẑ direction) whereas the upper coil produces a �eld oriented out

of the vacuum chamber (−ẑ direction), similar to the magnetic �eld of a horse-shoe
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(b) Bias only (c) Bias and strapping
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x

y

Bias coil

Cathode

Anode

Figure E.7: (a) Set-up highlight the activated bias coils and hall probe. (b) Measure-
ment of magnetic �eld due to bias coils (c) Measurement of magnetic �eld including

magnet.

Figure E.7 (b) visualizes magnetic �eld measurements of the bias coils: the contour

lines represent the Bz component of the magnetic �eld and the arrows represent the

Bx and By component of the magnetic �eld. A red-blue color table denotes magnetic

�eld amplitudes ranging from -350 G to 350 G. Figure E.7 (b) shows shows magnetic

�eld lines emerging from the bottom bias coil and curving upwards, before going

down into the top bias coil, consistent with a �ared magnetic tube structure [66].

The application of strapping �eld super-imposes a strong Bx strapping component

onto the bias �eld. This is veri�ed by measurements shown in Fig. E.7 (c). The

magnetic �eld in Fig. E.7 (c) no longer has the �ared magnetic tube structure of Fig.

E.7 (a), consistent with the �eld line visualizations in Fig. F.4.
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Strapping
coils

Top view Isometric view

Figure E.8: Visualization of magnetic �eld in region above strapping coils. Magnetic
�eld strength is in Teslas.

E.5.2 Single loop solar experiments

Later strapping �elds are made with smaller coils inside the vacuum chamber. Figure

E.8 shows measurements3 of magnetic �eld in the region above the strapping coils.

The �eld measurements include both the bias �eld and strapping �eld, but the bias

coils (not shown) are so far from the measurement region, that the magnetic �eld

is strictly from the strapping coils. The bore strapping �eld is approximately 0.025

Tesla but sharply drops o�, eventually reaching a null point at z ≈ 30 cm.

These measurements are obtained using the set-up shown in Fig. E.5 (d). One

disadvantage of this set-up, is that the polycarbonate board can collide with the

strapping coils, which are also mounted inside the vacuum chamber. This prevents

magnetic measurements at low heights, near the bias coils. Nevertheless, the modular

nature of the 3-D Hall sensor carriages means that an alternate support structure can

be adapted to the domain of interest. Such a support structure is shown in Fig. E.9

(a). Multiple 3-D Hall sensor carriages are mounted along a polycarbonate cut-out.

The cut-out is mounted to an angle-bracket which is attached along slots in the

support structure. The entire assembly can be moved along the axis of the strapping

coils, providing volumetric magnetic �eld measurements.

Magnetic measurements along the plane of the plasma is shown in Figs. E.9 (b),

3These measurements are by Patricio Arrangoiz.
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(a) Set-up (b) Bias only (c) Strapping only (d) Bias and strapping

Hall 
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Figure E.9: (a) Support structure for Hall sensors near the electrodes. The set-up
permits the adjustments of Hall sensor placement along all three directions. (b)
Measured bias �eld along a single plane. (c) Measured strapping �eld along a plane.
(d) Magnetic measurements of both bias and strapping �eld.

(c), and (d). The magnetic �eld produced by the bias coils is shown in Fig. E.9

(b). In Fig. E.9 (b), �eld lines start from the cathode and arch towards the anode,

consistent with a left-handed sigmoid con�guration (see Fig. G.11). The strapping

coils in coaxial con�guration produce strapping �eld oriented along the axis of the

coils (Fig. E.9 (c)). When strapping �eld and bias �eld are combined, the result is

an arched structure near the electrodes which transitions to primarily strapping �eld

by the strapping coil axis (Fig. E.9 (d)).

E.6 Conclusion and discussion

This chapter presents the design, construction, and usage of a simple, �exible, and

scalable method for obtaining volumetric magnetic measurements using Hall sensors.

The control board and mounting template for a single sensor are designed for a single

PCB print job, permitting the creation of as many, or as few, 3-D Hall sensors as

necessary. Each 3-D sensor comprises three 1-D sensor placed perpendicular to each

other, permitting measurement all three components of the magnetic �eld. The three

sensors are supported by a polycarbonate angle, a protect shell, and are mounted on a

carriage. The carriage is designed to be compatible with di�erent mounting systems,

which can be adapted around obstructions in the domain of interest.
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(a) (b) (c)

Figure E.10: (a) Peak magnetic �eld not a linear function of voltage. (b) The pro�le
of the magnetic �eld pulse varies with di�ering bias bank voltage. (c) Bias magnetic
�eld pro�le di�ers from measured bias coil current.

E.6.1 Non-linear coil behavior

Even a single 3-D Hall sensor can reveal useful information about non-linear coil be-

havior. The bias coils have a ferrite cores which enhance the magnetic �eld produced

by the coil, but introduce non-linear behavior. These coils are also placed inside

brass tubes that can couple with currents �owing in the coil, e�ectively changing the

inductive load of the coil. These complicated e�ects result in earlier peaking of the

magnetic �eld when the capacitor bank power supply is charged to higher voltages

(Fig. E.10 (a)). The magnetic �eld increases linearly when the bias bank is charged

to less than 50 V, but the slope changes for bias bank values above 100 V. Similarly,

the pro�le of the magnetic �eld in time changes as a function of bias bank voltage.

The bank rises and decays more slowly at lower bias bank voltages, resulting in ear-

lier peaks for higher voltages. Proper bias bank timing is essential, since the plasma

lifetime is on the order of µs. Poor triggering leads to dramatically lower bias �eld

strength than expected, making plasma analysis di�cult.

E.6.2 Compensating for di�usion through electrodes

Caltech experiments often place bias coils behind copper electrodes [2, 82, 148], so the

magnetic �eld produced by the coils must di�use through copper before entering the

domain of the plasma. The Hall sensors have been instrumental in determining the

peak time of the magnetic �eld pro�le. In the Pre-ionization experiment [149], the
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measured magnetic �eld in the chamber peaks ∼ 4 ms after the peaking of the bias

bank discharge current. Another experiment, the Crossed Flux Tubes experiment,

has large conductive surface areas due to the candelabra-shaped plasma gun. The

current trace (yellow) and the measured bias �eld are shown in Fig. E.10 (c). The

copper electrodes introduce eddy currents, which delay the peaking of the bias �eld,

compared to the peaking of the bias coil currents pro�le. This delay time is usually

di�erent for each component of the magnetic �eld, ranging from 4 µs - 7 µs. For the

traces shown in Fig. E.10 (c), this would correspond to a factor of 2 di�erence in the

bias �eld.
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Appendix F

Simulating magnetic �eld lines

F.1 Magnetic �eld of current loop

The o�-axis magnetic �eld of a loop with current I and radius a (Fig. F.1) is discussed

in Smythe [150] and solved by taking the curl of the magnetic vector potential A.

Good [151] proposed a more direct method using the Biot-Savart equation:

B =
µ0I

4π

∮
dl× r

r3
(F.1)

where dl× r = az cosφdφρ̂+ az sinφdφφ̂+(a2− aρ cosφ)dφẑ. By symmetry, Bφ = 0

and

Bρ = 2
µ0I

4π

∫ π

0

az cosφ

(z2 + a2 + ρ2 − 2aρ cosφ)3/2
dφ (F.2)

Bz = 2
µ0I

4π

∫ π

0

a2 − aρ cosφ
(z2 + a2 + ρ2 − 2aρ cosφ)3/2

dφ (F.3)

The trick is to let b = (z2 + a2 + ρ2)/(2aρ) and m = 2/(1 + b) = 4aρ/(z2 + (a+ ρ)2)

and then use the following relations:

∫ π

0

dφ

(b± cosφ)3/2
=

m

2− 2m

√
2mE(m)

∫ π

0

± cosφdφ

(b± cosφ)3/2
=
√
2mK(m)− 2−m

2− 2m

√
2mE(m)
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Figure F.1: Set-up for calculating the magnetic �eld for a loop of radius a with current
I.
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Figure F.2: Phi and theta rotation are rotations about the y and z axis, respectively.

where E(m) and K(m) are elliptic integrals of the �rst and second kind, respectively.

Equations F.2 and F.3 evaluate to yield

Bρ =
µ0Iz

2πρ

(
α

4aρ

)1/2(
2− α
2− 2α

E −K
)

Bz =
µ0I

2πρ

(
α

4aρ

)1/2(
ρK +

aα− (2− α)ρ
2− 2α

E

)
which are the accepted solutions.

F.2 Visualizing

Complicated magnetic �eld con�gurations can be constructed by combining multiple

loops and storing them in an array. Each row of the array represents a single loop
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(a) Single loop (b) Double loops
Co-helicity

(c) Double loops
Counter-helicity

Figure F.3: Darker lines represent �eld lines which originate closer to the center of
the coil.

and is ordered by the following format:

Current Radius x-center y-center z-center θ φ

which captures the total current in the loop, loop radius, and loop center. The loop

is rotated by θ along the y-axis and then byφ along the z-axis as shown in Fig. F.2.

Field line tracing is accomplished by solving the di�erential equation

dr

ds
=

B

B
(F.4)

which can be split into individual components:

dx
ds

= Bx

B
= x̂ · B̂

dy
ds

= By

B
= ŷ · B̂

dz
ds

= Bz

B
= ẑ · B̂

IDL's Runge-Kutta method (rk45) was used to solve the di�erential equation,

where the initial value problem is posed as an evolution over space (s) instead of time

(t).

Some vacuum �eld visualizations are shown in Fig. F.3. The basic con�gura-

tion with two bias coils form the standard horseshoe-shaped magnetic (Fig. F.3 (a)).

When pairs of coils are used, they create more complicated magnetic �eld con�gura-

tions like the co-helicity con�guration (Fig. F.3 (b)) and the counter-helicity con�g-
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(a) Negligible strapping field (b)  Comparable strapping field

(c)  Strong strapping field (d)  Overwhelming strapping field

Figure F.4: Field line trace for superposition of bias �eld from purple coils with
varying strapping �eld from blue coils. Green/red represent �eld lines from the
bias/strapping coils, respectively. Darker �eld lines are closer to the axis of their
source loop.

uration (Fig. F.3 (c)). In all the �gures, darker lines represent �eld lines originating

near the center of the coil. In the co-helicity con�guration, the magnetic �eld can

be separated into two distinct arches, whereas in the counter-helicity con�guration

all four coils are linked in one quadrupolar con�guration. The complicated nature of

the magnetic �eld lines stresses the importance of doing proper magnetic �eld line

tracing instead of naively drawing cartoons of magnetic features.

The situation is more complicated when strapping coils are present. Solar sci-

entists commonly separate the magnetic �eld of two sources when drawing cartoons

involving magnetic �eld lines. They start by drawing a magnetic �ux rope and then

draw a transverse strapping �eld applied to the rope. In reality, the �eld lines are a

super-position of the magnetic �elds from the two sources, and the �nal result may

or may not look like a �ux rope structure. Figure F.4 shows the super-position of

the bias �eld for di�erent strapping �eld con�gurations. Field lines originating from

the bias coils (purple) are shades of green whereas �eld lines from the strapping coils

(blue) are shades of red. Darker �eld lines are closer to the axis of their source loops.
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When the strapping �eld is negligible, the �eld lines are determined by the bias coils

(Fig. F.4 (a)) and even �eld lines which start near the strapping coils connect to the

�eld lines of the much stronger bias coils. When the two �elds are comparable (Fig.

F.4 (b)), the arched magnetic �eld structure is still present, as shown by the darker

green lines, but some of the lighter green lines are connected to the strapping coils.

As the strapping �eld gets stronger (F.4 (c) & (d)), the �eld lines from the bias coils

connect to the strapping coils more than with each other.

A direct consequence of a strong strapping �eld (or any strong transverse �eld) is

that the magnetic �eld lines between the bias coils are not connected to each other.

This makes plasma breakdown more di�cult, since individual particles follow �eld

lines from the bias coils to the strapping coils.
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Appendix G

Diagnostic techniques

G.1 Imaging diagnostics

The cameras used in the experiment are not �xed, so the ability to extract camera

parameters from images is critical for quantitative analysis. This problem involves

determining the position and orientation of the camera and is known as the pose

problem in computer vision. Many algorithms have been published to help determine

the pose of a given camera but the majority of algorithms are too complicated to

implement [152] or assume the use of a checkerboard-like pattern for calibration [153,

154]. These algorithms can correct for lens aberration and chromatic distortions but

these features provide minimal potential gain at the expense of excessive work. In

particular, the placement of a checkerboard inside the vacuum chamber along the

plane of plasma expansion is particularly unappealing.

G.1.1 Fish-eye e�ect

One way to improve the �eld of view of camera imaging is to use a �sheye lens at

the cost of introducing distortion at the edges. Since camera lens are designed to

follow speci�c mapping functions, this distortion can theoretically be corrected for.

A standard lens has a normal mapping function de�ned by the equation:

r = f∞ tan θ = f∞
H

D
(G.1)
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f∞

H

D

r

 θ
 θ/2

 ρ

Normal vs
Stereographic

Figure G.1: Representations of normal (solid) vs stereographic (dashed) projections.
The same point of displacement H at a distance D maps into ρ < r, thus allowing
the stereographic projection to have a wider �eld of view.

Figure G.2: Uncorrected image (left) and corrected image (right). The corners show
the most noticeable change. The corrected image has also been cropped so that the
�nal image has the same number of pixels. The resampling can sometimes introduce
artifacts like the small white dot in the opposing port (large black circle in center of
image).
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where f∞ is the focal length and r is the distance from the center of the image, H is

the distance from the optical axis, andD distance from the object to the lens when the

lens focus is set to in�nity1 (See black lines in Fig. G.1). There are four common types

of �sh-eye lens with di�erent mapping functions: stereographic, equidistant, equisolid,

and orthographic. The Rokinon2 �sh-eye lens is a stereographic type �sh-eye lens with

mapping function

ρ = 2f∞ tan
θ

2
, (G.2)

which is demonstrated by the dashed red lines in Fig. G.1. Given a speci�c planar

distance D, an image taken by a �sh-eye lens can be corrected for along that plane

by using

r =
4ρf 2

4f 2 − ρ2

In practice, this is not so easy because images are stored as 2D arrays which represent

discrete pixel locations. A code which corrects for �sh-eye e�ects needs to interpolate

the pixel values to form higher resolution bins, apply the inversion, and re-sample at

the original resolution. Fortunately, the image library OpenCV has a built-in remap

function that takes care of the dirty work of interpolating and re-sampling. In order

to use the remap function, the user speci�es a function g which relates the target

image to the source image. For example, one would specify Eq. G.2, which relates

the �sh-eye target image to the desired non-�sh-eye source image.

The error from using the �sh-eye lens on the Imacon camera is about 10% at the

edge of the image. This �sh-eye lens is designed for a standard Nikon SLR camera but

the 10% distortion is signi�cantly lower than expected. The culprit is the di�erence

in the physical dimensions of the Imacon CCD (10 mm x 8.7 mm) and the standard

Nikon APS-C CCD (24 mm x 16 mm). The lens optics expects a larger Nikon CCD

and the projected image is scaled accordingly. The Imacon CCD only captures the

center portion of the image as shown by the dotted rectangle in Fig. G.3, resulting

in around 10% error at the edge and nearly 20% error at the corners.

1When the user focuses on an object at distance D, the lens has been moved to satisfy the thin
lens equation so the distance from object to lens is D plus a small correction.

2Rokinon is a re-branding of the Samyang brand.
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Figure G.3: Percentage error on Nikon CCD from using the �sheye lens. The dotted
square represents the much smaller Imacon CCD, for which the distortion is limited
to 20% near the corners.

G.1.2 Distance calibration

The chamber port visible in loop expansion images is an excellent choice for calibration

purposes. The port has a known diameter (10.16 cm) and the center of the port is at

z = 34 cm along the chamber axis (z = 0 at the electrode surface). Since the Imacon

camera looks through the window on the opposite side of the chamber, the port is

found in most plasma images. If a normal lens is used or a correction function applied

when a �sh-eye lens is used, then the distance from the camera and the length scale

of each pixel can be calculated by Eq. G.1.

Instead of attempting to click on the port center, a robust method of locating

the port center is to �t a circle to the port and use the �tted center point. Even

when given a speci�c region of the picture to analyze, most automatic circling-�nding

routines struggle to locate the black circle which corresponds to the opposing port.

For example, the OpenCV's Hough transform algorithm results in many false positives

and failed to �nd the opposing port (Fig. G.4 (a)). The easiest method is to manually

click on points around the circle and perform a least squares �t (Fig. G.4 (b)).
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(a) Houge Transform (b) Least squares fitting

Figure G.4: (a) Automatic circle �nding algorithm fails to locate the port but �nds
many false positives. (b) A least squares �t easily captures the port from three user
clicks.

Figure G.5: Set-up as viewed from top of chamber. Since L� d, a small θ may result
in L sin θ ≈ d.

G.1.3 Correcting for angles

Consider the situation where the Imacon camera is not perfectly parallel with the

x-axis like in Fig. G.5. Since the distance from the camera to the chamber axis (L)

is large compared to the initial size of the plasma (d), a small angle rotation (θ) of

the camera along a parallel axis to the y-axis (yaw) can result in a non-negligible

correction L sin θ. Similarly, the camera may also be rotated along an axis parallel to

the ẑ axis (pitch). Since the camera is mounted on a tripod, it does not rotate along

the axis parallel axis to the x axis (roll).
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The rotation matrices Ry (yaw) and Rz (pitch) of the camera generally do not

commute. Since there is no rotation about the x-axis (roll), it is possible to indepen-

dently calculate the yaw and pitch angle. To see this, note that a rotation parallel

to the y-axis changes the x and z components but does not modify the y component.

Similarly, a rotation parallel to the z-axis does not modify the z component. The

z-coordinate of �xed objects should be used to to calculate the y-axis rotation and

the y-coordinates used to calculate the z-axis rotation. The calibration order does

not matter and the yaw and pitch can be calculated independently.

The following algorithm can determine the camera orientation angle if the loca-

tions of two reference object (r1 and r2) are known. For many plasma images, the

center of the opposing port of the vacuum chamber and the center of the far strapping

coil is used. Their locations are known with respect to the coordinate system de�ned

in Sec. 1.10.1. The point r1and r2 are then mapped by a linear transformation3 to

image points i1and i2. If the size of the CCD pixels are known, then ∆x1 and ∆x2 can

be calculated from i1 and i2. The focal length f is determined by the lens used and

the following distances are measured: distance from the camera to the coil (L), from

the camera to the rear port (D), and between the coil and the port (b). A diagram of

this process for calculating the rotation θ about the y axis is shown in Fig. G.6 (a).

From the diagram, one can see that

tan(ψ1) =
∆x1
f

, tan(ψ1 + ψ2) =
∆x1 +∆x2

f
.

The summation of angles formula is

tan(ψ1 + ψ2) =
tanψ1 + tanψ2

1− tanψ1 tanψ2

which solves for tanψ2 from ∆x1, ∆x2, and f . De�ne φ = ψ1 + θ so that

b+ x

L
= tan(φ+ ψ2) =

tanφ+ tanψ2

1− tanφ tanψ2

. (G.3)

3Speci�cally, this is the gnomonical transformation found in standard lens, i.e., a non-�sh-eye
lens.
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Figure G.6: (a) Method of determining a rotation θ about the y axis. Here, f is
the focal length of the lens and ∆x1 and ∆x2 are the displacement of the objects
on the image. b is the distance along the ẑ direction between the port and the coil
center while b+ x is the distance from the coil to the camera. In general, black lines
correspond to measurements in the unrotated system and blue lines correspond to
quantities in the rotated system. (b) The same technique applied to rotations about
the z axis.
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Substitute tanφ = x/L1 into Eq. G.3 to obtain

b+ x

L
=
m+ L tanψ2

L− x tanψ2

which can be put in quadratic form:

x2 + bx+ L(L− b

tanψ2

) = 0

yielding solutions

x =
−b±

√
b2 − 4L(L− b/ tanψ2)

2

Of the two solutions, the likely solution is the one with smaller value, but it is easy

to separate the physical solution from the non-physical solution. The angle θ is then

obtained by taking

θ = arctan
( x
D

)
− ψ1

This process can also be applied to calculate rotation about the z axis as shown in

Fig. G.6 (b).

G.1.4 Determining the length of a plasma

Once the position and orientation of the camera are known, it is straightforward to

convert an image point i to the corresponding point p on a target plane. This permits

the generation of height vs time plots by tracking a speci�c feature from frame to

frame or the calculations of relevant features like the length of the plasma loop as it

evolves.

G.1.5 Computer enhanced-humans

Images of plasmas are di�cult to analyze using standard feature detection algorithms.

The plasma are amorphous, translucent, and obscured by objects in the vacuum cham-

ber. They are also dynamic and have some degree of variation between experimental

runs. Most automated algorithms will then either locate static features like the strap-
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Figure G.7: Plasma apex tracking program.

ping coils and the electrodes, or locate nonexistent features. Re�ections of the plasma

o� the vacuum chamber further confound automatic algorithms.

Human beings have considerable advantages when it comes to picking out plasma

features from images. Moving, amorphous, and dynamic features in noisy environ-

ments are much easier for humans to identify and track, as evolution has tuned our

visual systems for such a purpose. The disadvantages are the subjective and inconsis-

tent nature of human judgment. Human beings are also much slower than computers,

particularly at repetitive, algorithmic tasks.

A compromise is to write a program that displays the relevant intensity infor-

mation next to the image. Humans pick out plasma features while the computer

locates local intensity extrema corresponding to those features. The GUI of such a

program is shown in Fig. G.7. The program locates the vacuum chamber axis from

calibration information and draws a yellow line on the image to denote the axis. The

program then displays the pixel intensity along this yellow line. The user then clicks

on interesting plasma features along the yellow line to see the corresponding intensity

information.

The program features easy switching between frames to study how the plasma

evolves and to follow persistent features. The program also permits the user to

selectively ignore frames where the plasma is obscured.
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Figure G.8: Schematic with typical magnetic probe placement relative to the plasma
gun.

G.2 Magnetic diagnostics

The magnetic probe array has four three-axis clusters placed at 17.5 cm, 19.5 cm,

21.5 cm, and 25.5 cm along the chamber axis (z-axis). The probe can be raised or

lowered along the direction of gravity (y-axis). The probe is normally placed at three

locations along the y-axis: y = 7.62 cm, y = −7.62 cm, and y = 0 cm. This probe

can be rotated around the y axis to make measurements outside of the y − z plane

but this option is not used in this thesis.

Magnetic diagnostics are less reproducible than imaging and current diagnos-

tics. Nevertheless, di�erent plasma con�gurations demonstrate distinct features in

the magnetic traces which can be quanti�ed and analyzed. Figure G.9 (a) shows the

magnetic �eld of a typical plasma, measured by the �rst probe cluster. The plasma

apex starts from a height of z = 4−6 cm at t = 0 and grows until it impacts the cluster

at z = 17.5 cm. The Bx component shows a small initial rise followed by a large dip.

This is expected since the current channel is nominally toroidal, meaning that there

is greater magnetic pressure inside the current loop than outside of the loop. The Bx

component typically corresponds to the axial current �owing within the plasma so

the polarity reversal indicates the magnetic axis. The By and Bz component describe

the �eld along the magnetic axis.

There are shot-to-shot variations in the magnetic traces which can be seen by

comparing Fig. G.9 (a) to Fig. G.11 (a). Nevertheless, useful features persist within a

given con�guration permitting quantitative analysis of plasma behavior. Since there



184

(a) Baseline magnetic trace
(b) 250 G Strapping field

(c) 500 G Strapping field

Figure G.9: (a) Typical magnetic traces showing all three component of the magnetic
�eld. The magnetic trace changes dramatically ((b) and (c)) when strapping �eld is
applied.

are four co-linear probe clusters, persistent features between the four probes track

plasma dynamics. Of the three components, the Bx component is the most robust.

When no strapping �eld is applied, the Bx polarity reversal is a distinct feature. The

application of strapping �eld complicates the analysis: strapping �ux may be �frozen�

into the plasma and the plasma may rotate. When a 250 G strapping �eld is applied to

the plasma, the Bx component dominates (Fig. G.9 (b)), so the Bx peak time matches

the time when camera images show the bright plasma apex reaching the magnetic

probes. The application of an even stronger strapping �eld (Fig. G.9 (c)) decreases

the overall amplitude of the magnetic �eld, suggesting a wide current channel, but no

physically-meaningful persistent features have been identi�ed for tracking purposes.

While magnetic analysis contain valuable data, the qualitative changes in the

magnetic trace means that magnetic diagnostics should be compared to camera images

to isolate useful features. This thesis focuses on two Bx features (Fig. G.10): the

polarity reversal of Bx for the no-strapping �eld con�guration and the peak Bx for

the 250 G strapping con�guration. The red diamonds in Fig. G.10 correspond to

the time when the bright leading edge of the plasma apex reaches the corresponding

magnetic probe.
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(a) (b)
No strapping field 250 G strapping field

Figure G.10: Measurement of the Bx component of the magnetic �eld across all
four probe clusters. (a) The Bx component switches signs when the plasma passes
the probe and provides velocity information about the plasma. (b) When a strong
strapping �eld is applied, the magnetic �ux is frozen and carried by the dense region
of the plasma. One should employ the peak of the Bx instead of the zero-crossing,

Shotnum: 3042(a) (b)

t=1μs

Figure G.11: (a) Three component magnetic traces comparing left and right handed
plasmas. (b) Cooke camera end-on imaging of reverse-S left-handed plasma.

G.2.1 Sigmoid structure

Plasma loops are believed to relax into sigmoids which are twisted, force-free, mag-

netic structures structures [155]. These sigmoid structures can be S-shaped or reverse-

S-shaped depending on whether the plasma is right-handed or left-handed, respec-

tively. The plasma is right-handed/left-handed when the �eld produced by the bias

coils (purple in Fig. G.8) is parallel/anti-parallel to the direction of the current �ow

between anode and cathode. Most plasmas in this thesis have a left-handed con�gu-

ration, but right-handed con�gurations are also possible.
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(a) (b)

Figure G.12: (a) Polarity reversal of Bx used for qualitatively di�erent con�gura-
tions. (b) This technique can give good measurements provided that the feature
being tracked persists across probe clusters.

Figure G.11 (a) compare the three component magnetic traces for a left-handed

(solid lines) plasma to a right-handed (dashed lines) plasma. The total magnetic �eld

component (black) is comparable between both con�gurations. The Bx component

(green) represents the �eld produced by the current channel and is similar since both

con�gurations have the same same net current from anode to cathode. The By (blue)

and Bz (red) components are reversed when comparing the two con�gurations. Figure

G.11 (b) is a end-on image of a left-handed plasma at t = 1µs.

G.2.2 Plasma velocity measurements

The Bx polarity reversal in the magnetic trace is an excellent measurement of plasma

arrival time at each probe cluster. Since the location of the probe clusters are �xed

and known, these magnetic measurements can provide quantitative velocity measure-

ments. The average velocity of the plasma apex from z = 17.5 cm to z = 24.5 cm can

be obtained by a linear �t of information from each cluster and extracting an average

velocity. This process is repeated over many shots to obtain robust measurements.

This can quantify the apex velocity of Hydrogen plasmas as a function of di�erent

parameters, provided that other diagnostics are used to ensure the results are consis-

tent. For example, Figure G.10 shows that the probe signal can change signi�cantly

when strapping �eld is applied. Likewise, the Bx component varies signi�cantly when

the amplitude of bias �eld is adjusted as shown in Fig. G.12 (a). Nevertheless, it is



187

(a) (b)

Figure G.13: Current pro�le while (a) varying the bias bank voltages, and (b) varying
the gas power supply voltages.

still possible to use the Bx polarity reversal to extract apex velocity information as

a function of bias bank voltage if a particular feature remains consistent as shown in

Fig. G.12 (b). The comparable velocity across a wide range of bias bank voltages

suggests that the bias �eld does not play a signi�cant role in the dynamics of the

apex, consistent with imaging diagnostics.

G.3 Circuit analysis techniques

G.3.1 Analysis using the current trace

The energy stored in a capacitor is given by CV 2/2, whereas the energy stored in

an inductor is LI2/2. Suppose the capacitor were charged to a voltage V , and then

discharged into an inductor. In an ideal LC circuit, the energy transfers between

inductor and capacitor so that

Imax = V

√
C

L
. (G.4)

If the capacitance and voltage are �xed between shots, then Imax increases for smaller

L, and decreases for larger L. Kumar et al. [104] identify two main sources of vari-

able inductance for Caltech experiments: the ignitron and the plasma. The ignitron
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inductance depends on the amount of current �owing through the device. Kumar et

al. estimate Lignitron ≈ 50 nH, 170 nH, and 800 nH at nominal∼ 80 kA, ∼ 10 kA,

and ignitron turn-o�, respectively, so smaller nominal currents mean higher ignitron

inductances. If the nominal current through the ignitron is the same, then the igni-

tron inductance can be characterized by a nominal value, and the expanding plasma

is the primary source of variable inductance.

Equation 2.2 states that L ∼ µ0R ln(R/a), where R is the major radius, and a

is the minor radius, so the plasma inductance increases as the plasma grows larger,

and decreases as the plasma becomes smaller. Since R/a is found in the logarithmic

term, it is common to assume self-similar plasma expansion [33, 82, 93], implying

that R/a ∼ const, so L ∼ µ0R. Equation G.4 assumes an ideal LC circuit, but

the argument continues to hold if the resistance exists, provided that the resistance

between between the two shots are comparable. This is a reasonable assumption,

since Caltech plasmas are inductive loads [104], meaning that plasma resistance is

negligible.

Figure G.13 (a) shows how varying the voltage of the bias coil power supplies

changes the pro�le of the current trace4. Each power supply energizes a di�erent

coil, though both power supplies are adjusted to the same voltage. Figure G.13 (a)

suggests that bias bank voltages above 200V behave di�erently than those below 50V,

consistent with the magnetic measurements shown in Fig. G.12 (a). Stronger bias

�elds are expected to increase the tension force (Sec. 2.3.2), resulting in more compact

plasmas. Applying the concepts from Eq. G.4 to Fig. G.13 suggest that plasmas

with stronger bias �eld have higher peak currents, corresponding to smaller plasma

inductance, and consistent with stronger tension force. This seems to contradict apex

velocity measurements from magnetic probe data (Fig. G.12 (b)) which show that the

bias �eld has little impact on plasma apex velocity. Plasma images, however, show

that lower bias �elds result in earlier onset of instability at the plasma footpoints,

causing rapid expansion of the plasma legs, while not signi�cantly a�ecting the plasma

apex.

4Each trace represents the average of three shots.
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(a) (b)

Figure G.14: (a) Current pro�le while varying strapping �eld. (b) Normalized peak
current while varying the strapping bank voltage.

The power supply of the fast gas valves controls the amount of neutral gas injected

into the vacuum chamber. Plasma density is varied between ∼ 1020 m-3 and ∼ 1022

m-3 by adjusting the charging voltage of the power supply. For a given main bank

charging voltage, dense plasmas expand slower than di�use plasmas, since the same

electric energy (CV 2/2) must accelerate a more massive plasma. Figure G.13 (b)

shows how varying the power supply voltage a�ects the pro�les of the current trace5.

Higher gas power supply voltages result in greater peak currents, consistent with

slower expanding plasmas.

The application of strapping �eld inhibits plasma loop expansion, lowering the

plasma loop inductance. This corresponds to an increase in the current, as shown in

Fig. G.14 (a). Each trace in Fig. G.14 (a) represents the averaging of between 10-30

shots, so the separation between di�erent current traces is robust. Figure G.14 (b)

quanti�es the separation of the peak current as a function of strapping �eld. Each

point in Fig. G.14 (b) is normalized to the peak current for the no-strapping-�eld

con�guration.
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Figure G.15: Schematics of coaxial railgun. A conductive spheromak propagates
down a coaxial guide representing an LC circuit with increasing L.

G.3.2 Simple rail-gun model

In the experiment, the plasma inductance is expected to grow as the plasma expands.

It is possible to gain insight about the behavior of the plasma by using the mechanical

description of a spheromak rail-gun with two canonical coordinates.

A simple Lagrangian description of a coaxial rail-gun with a spheromak armature

(Fig. G.15) can be found in Chapter 16 of Ref. [139]. The electro-mechanical

model employs the z axis and the charge Q as canonical coordinates. The system

has variable inductance with some initial inductance Li that increases linearly as a

function of z (e.g., L = Li + l′z, where l′ is an inductance per unit length). Since

the increasing inductance is due to coaxial transmission line, l′ = (2π)−1µ0 ln(b/a),

where a is the inner conductor radius, b is the outer conductor radius, and z is the

spheromak position.

The e�ective kinetic energy terms are: mż2/2 and LQ̇2/2, where L = Li + l′z is

the total inductance of the system. The initial potential energy of the system is given

by U = Q2/(2C), where Q is the stored charge on a capacitor C.

5Each trace represents the average of at least �ve shots.
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The Lagrangian can then be written as

L = T − U =
1

2
mż2 +

1

2
(Li + l′z)Q̇2 − Q2

2C
(G.5)

Applying the Lagrange's equations

d

dt

(
∂L

∂q̇j

)
− ∂L

∂qj
= 0

one obtains the following equations of motion:

z̈ = l′Q̇2

2m

Q̈ = − 1
L0+l′z

(
l′żQ̇+ Q

C

)
which are amenable to numerical solutions after de�ning w = ż and I = Q̇ to obtain

four coupled, �rst order ODEs:

ẇ = l′I2

2m

ż = w

İ = − 1
Li+l′z

(
l′wI + Q

C

)
Q̇ = I

The initial conditions are I = 0, Q = 3, Z = 0, and W = 0 with L0 = C = 1 and

l′ = 0.1. The simulated current trace over time is compared to experimental data

in Fig. G.16. In order to compare simulated parameters to measured parameters,

the dimensionless parametrization6 summarized in Table G.1 are used. As shown in

Fig. G.16, the time scales are the same order of magnitude but the simulated current

trace is too large and does not decay fast enough. This is expected since resistive

dissipative forces are not included in the Lagrangian formulation but exist in the

experiment. Resistive dissipation can account for the discrepancy between simulation

and measurement but Lagrangian (and Hamiltonian) derivations of mechanics have

no direct method for dealing with dissipative forces.

6Many of the values are taken from Ref. [15] and summarized in Table G.2.
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Figure G.16: Comparison between a basic simulation of current as a function of time
and the measured current.

Dimensionless Param Value Comment

L0 170 nH Ignitron inductance
C0 59 µF Capacitor
Q0 59 mC Chosen so V0 = 1kV
t0 3.167 µs

√
L0C0

I0 18.5 kA Q0/t0
Z0 53mΩ L0/t0

Table G.1: Dimensionless parameters.

Parameter Estimated value Comment

Cb 59 µF Capacitance of bank
ωd 2.7× 105 rad/s Damped Frequency of Discharge
Rp 5 mΩ Plasma resistance
Lp 30 nH Plasma inductance
ωdLp 3− 13 mΩ Plasma inductive impedance

L̇p 6− 7 mΩ Rate of change of plasma inductance
Rc 8 mΩ Cable resistance
Ri 21− 22mΩ Ignitron resistance
Li 170nH Ignitron inductance
ωdLi 45 mΩ Ignitron inductive impedance

Table G.2: Parameters obtained from Ref. [15]
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G.3.3 Adding resistive dissipation

There are several methods of adding dissipation to a Lagrangian (or Hamiltonian)

description of the system. The best known method uses the Rayleigh Dissipation

function described by Goldstein [156] and has been applied to RLC circuits with

an arbitrary number of time-independent components by Tanisli and Ozdas [157].

Stevens [158] created a pseudo-Lagrangian by introducing a factor of A exp(Rt/L)

where A is an arbitrary constant. This allowed him to get the equation of motion

for a RLC circuit, but he obtained canonical momentum and Hamiltonian which

were somewhat unphysical. Riewe [110] outlines several additional methods such

as reverse-time systems and systems where the friction is explicitly built into the

Hamiltonian, but concluded that these methods are di�cult to implement. Riewe

developed an approach which follows the same patterns as conventional calculus of

variations, but his generalized equations include fractional derivatives.

We will derive equations of motions for dissipative spheromak gun by employing

both approaches.

G.3.4 Rayleigh Dissipation

Rayleigh Dissipation functions apply when the frictional forces are proportional to

velocity and have the form Ffx = −kxvx. In the one-dimensional case, Rayleigh's

function is

F =
1

2
kxv

2
x

and can be generalized to obtain Ff = −∇vF. The physical interpretation of the

dissipation function is the work done by the system against friction, and thus 2F is

the rate of energy dissipation due to friction. The relevant Lagrange equation becomes

d

dt

(
∂L

∂q̇j

)
− ∂L

∂qj
+
∂F

∂q̇j
= 0 (G.6)

In our system, the dissipative force is due to the resistance which is associated with
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the �velocity� of Q. The Rayleigh Dissipation function is

Ff = −RQ̇ =⇒ F =
1

2
RQ̇2 (G.7)

Applying Eq. G.6 to Eqs. G.5 and G.7 result in the following equations of motion:

z̈ = l′Q̇2

2m

Q̈ = − 1
Li+l′z

(
Q̇(l′ż +R) + Q

C

)
De�ne w = ż and I = Q̇ to get the following system of equations:

ẇ = l′I2

2m

ż = w

İ = − 1
Li+l′z

(
I(l′w +R) + Q

C

)
Q̇ = I

We use R = Rp + Rc + Ri = 35mΩ in the simulation, where values for Rp, Rc, and

Ri are obtained from Table G.2. Figure G.17 compares the simulated results to the

analytic RLC solution and to average measured current for four di�erent shots. While

the overall shapes are similar, the increasing inductance from the simulation matches

the measurements better than the constant inductance from the analytic solution.

G.3.5 Fractional derivative approach

A brief overview of some of the de�nitions and properties of fractional derivatives can

be found in Sec. A.4. In particular, the formal de�nition (Eq. A.10), the transition

to short-hand notation (Eq. A.12), the reduction of a fraction derivative of integer

order to a standard derivative (Eq. A.11), and the composition rule (Eq. A.13) are

used in the following derivation.

The fractional derivative approach modi�es the original Lagrangian in Eq. G.5 by

adding an imaginary term with partial fractions. If a Lagrangian contains a potential

with terms proportional to (d1/2x/dt1/2)2, then the equation of motion contains a term



195

A

Figure G.17: Compare simulation to data when resistance is taken into account

proportional to [d2nx/dt2n], where n is any positive integer [111]. Since we expect to

have a −IdQ/dt = −R(d2×1/2Q/dt2×1/2] term in the equation of motion, it is prudent

to guess a modi�er of the form iR/2×[d1/2Q/d(t−b)1/2]2, and start with the following

Lagrangian:

L =
1

2
mż2 +

1

2
(Li + l′z)Q̇2 − Q2

2C
+
i

2
R

[
d1/2Q

d(t− b)1/2

]2
,

which can be put into shorthand form:

L =
1

2
mż2 +

1

2
(Li + l′z)Q̇2 − Q2

2C
+
i

2
RQ2

( 1
2
,b)

(G.8)

The generalized Euler-Lagrange equation for fractional derivatives is given by Eq.

52 in Ref. [110]:
N∑

n=0

(−1)s(n) ds(n)

d(x− b)s(n)
∂L

∂qr,s(n)
= 0, (G.9)

where N = 2 because the system has two di�erent orders: the 1/2 fractional deriva-

tive, and the �rst derivative. Following the notation of Riewe, s(0) = 0, s(1) = 1/2,

s(2) = 1, where s(N) indicates the highest order derivative, and s(1) represents the
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lowest non-zeroth-order derivative7. The general Euler-Lagrange equation (Eq. G.9)

simpli�es to
∂L

∂q0
+ i

d1/2

d(t− b)1/2
∂L

∂q( 1
2
,b)

− d

dt

∂L

∂q1
= 0 (G.10)

Applying Eq. G.10 with q = z to Eq. G.8 yields

z̈ =
l′Q̇2

2m

as the equation of motion for the z coordinate.

For the Q coordinate, the three terms in Eq. G.10 evaluate to

∂L

∂Q
= −Q

C

− d

dt

∂L

∂Q̇
= −(Li + l

′
z)Q̈− l′żQ̇

i
d1/2

d(t− b)1/2
dL

dQ(1/2,b)

= −R d1/2

d(t− b)1/2
Q( 1

2
,b) = −RQ̇

where we note d1/2(Q(1/2,b))/d(t − b)1/2 = dQ/dt by the composition rule, by the

reduction of fractional derivatives with integer order to regular derivatives. The

equation of motion is then given by:

−Q
C
− (Li + l′z)Q̈− l′żQ̇−RQ̇ = 0

so

Q̈ =
−
[
(l′ż +R)Q̇+ Q

C

]
(Li + l′z)

The fractional derivative approach can be extended to situations that are not

covered by the Rayleigh dissipation. Rabei et al. [111] used the fractional formulation

to derive the Lagrangian for dissipative forces that are proportional to (ẋ)1/2 and (ẋ)2,

and generalized their result to any dissipative force of the form (ẋ)p for p ≥ 0.

7s(0) is the zeroth order and corresponds to terms without derivatives. It is not counted towards
N , the number of di�erent orders.
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(a) (b)

Figure G.18: (a) Varying Li and R to obtain best �t to current trace in �Maximum�
Lextra con�guration, (b) Measured Lextra compared to estimate from �t.

G.3.6 Fitting to the model

The values Li, R, and l
′ can be �t to a current trace by non-linear, �tting functions

built into the Python SciPy library. The choice of �t interval, and the number of

free parameters are important. The current trace has many oscillations over a long

time period (Fig. G.18 (a)), but only the �rst oscillation is associated with the

plasma8. Nevertheless, nominal information about the system inductance (Li), and

the system resistance (R) can be obtained by setting l′ = 09, and �tting over available

measurements10. Figure G.18 (a) shows the best model �t to the measured current

for plasmas created in �Maximum� Lextra (See Sec. D.4) con�guration. The measured

and model di�er at early times, with the measurements showing larger currents than

the model, meaning that the plasma is smaller at breakdown than its nominal length,

consistent with the arguments in Sec. G.3.1.

We �t the model to di�erent Lextra con�gurations and obtain nominal values for

R, and Li. The value of Lextra is calculated by subtracting the nominal Li for exper-

iments with extra inductance, from nominal Li for the base case with no additional

inductance. The results are summarized in Fig. G.18 (b) and match quantitatively

8The plasma arch is believed to detach from the electrodes before the current switches polarity.
Other measurements indicate a new current channel forming a current polarity reversal

9This is equivalent to the analytic RLC solution, with �xed C.
10Measurements are typically averaged from over 10 shots.



198

(a) (b)

Figure G.19: (a) Measured current in 'Maximum' con�guration compared to model
�ts with two/three free parameters. (b) Calculated nominal system inductance from
model

with established measurements. The nominal resistance across the Lextra con�gura-

tions range from 27-37 mΩ with average value 33± 4 mΩ. The nominal Li =248 nH,

392 nH, 471 nH, 552 nH, and 631 nH for None, Small, Medium, Large, and Extra

con�gurations, respectively.

One way to obtain better model �ts is to add the charging voltage as another

free parameter11. This yields a better �t at early times, as shown in Fig. G.19

(a), by increasing the resistance 10% compared to the two-free parameter �ts, and

by increasing the e�ective charging voltage 10% compared to the actual value. The

nominal system inductance is unchanged by this additional free parameter (Fig. G.19

(b)), suggesting that the nominal inductance is robust.

It is possible to isolate the impact of individual free parameter, by restricting the

�t interval to the �rst 14 µs. Imaging and magnetic diagnostics are available during

this time, and can validate quantities obtained from �tting. The plasma arch is also

expected to be reproducible during this early time, and the arch is connected12 to the

electrodes, and therefore connected to the power supply. The advantage of �tting to

a single free parameter, is the ability to isolate the essential physics corresponding to

a given experimental adjustment. Figure G.20 shows the measured current trace for

11This approach is equivalent to �tting the analytic under-damped RLC solution (Eq. D.1) with
free parameters A, R, and L.

12The plasma legs go unstable and detach from the footpoints at later times.
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Fitting to one free parameter

Figure G.20: Fitting current trace pro�le associated with two di�erent strapping bank
voltages (0 V and 90 V), by adjusting free parameters: (a) Q, (b), l′, (c) L, (d) R.
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Figure G.21: Best �tted main bank voltage as function of strapping bank voltage.

con�gurations with no strapping �eld (thin dark lines), and con�gurations where the

strapping �eld power supply is powered to 90 V (thick gray lines). The dotted lines

show the best non-linear �ts. The most e�ective parameter over this time is Q (Fig.

G.20 (a)), which is directly proportional to the voltage of the main bank capacitor,

since C is �xed and normalized. The parameters associated with inductance (l′, L)

match the current pro�le for one value of strapping �eld, but are unable to �t over all

values of strapping �eld (Figs. G.20 (b) and (c)). This suggests that the application

of strapping �elds produce current traces with higher peak values, e�ectively raising

the charging voltage of the main capacitor bank. Adjusting the e�ective charging

voltage does not capture all the physics (Compare 0 V, measured and simulated,

in Fig. G.20 (a)), since the system inductance L increases as the plasma expands.

Nevertheless, the relative e�ectiveness of charge (compared to inductance) as a �t

parameter indicates that the system can be considered a current source13. Figure

G.20 (d) suggests that adjusting R can also produce respectable �ts to the current

trace, but the �ts predict that R ≈ 27 mΩ for 0 V strapping �eld, and R ≈ 9 mΩ

for 90 V strapping �eld. This factor of 3 decrease in resistance seems unphysical, and

the predicted 9 mΩ is too small compared to measurements in Ref. [104].

Figure G.21 summarizes the �t parameters of Fig. G.20 (a) over di�erent strapping

13See Sec. D.4.1 for discussion
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�eld values. There is a strong match to Fig. G.14 (b), consistent with the conclusion

that Q is a good �t parameter over di�erent strapping bank voltages. Camera images

show that plasmas are �con�ned� for strapping voltages above 60 V, and are eruptive

for strapping voltages below 40 V, consistent with Fig. G.21.


