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Abstract

Molecular beam epitaxy (MBE), a method for depositing epitaxial semicon-
ductor layers with an extreme degree of control, has previously been limited largely
to featureless substrates. This thesis describes a procedure for high quality MBE
growth over finely patterned GaAs substrates, which is suitable for device fab-
rication requiring lateral definition of small (~ 1 — 2 micron) dimension. The
results of series of experiments determining the characteristics of MBE growth
over patterned substrates are presented. Temperature and flux ratio dependence
of faceting during MBE growth over patterned substrates is shown for tempera-
tures ranging from 580° C to 700° C and for As/Ga flux ratios from 1.4:1 to 4:1,
and surface diffusion lengths for gallium are measured. The (811) and (411) facets
are shown to have growth rates which are at a local maximum and minimum,
respectively, for facets tilted in the [011] direction, and implications with respect
to other experiments on the atomic growth kinetics on (100) facets are discussed.
The material grown over facets tilted in the [011] direction is shown to be of high
quality, with electroluminescence equal to that over the (100) plane.

This method was used for the fabrication of an index guided laser structure,
with an optical guide similar to that of the liquid phase grown channeled substrate
planer laser structure, as well as tightly packed arrays of these lasers. Yields of
individual lasers exceeded 90 percent, and thresholds were uniform to 10 percent.
Other potential applications for this technique include a vertical structure high
electron mobility transistor, formation of “quantum wire” structures, and methods
of directly contacting quantum well layers for device applications and research
purposes.

Certain aspects of transport of hot electrons over quantum wells are discussed,

with application to several types of devices, including a new type of infrared de-
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tector structure, a solid state electron multipler, and a proposed quantum well

base transistor.



Chapter I

Appendix A

Chapter II
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8

2.9

Appendix B

vi

-TABLE OF CONTENTS-

INTRODUCTION

References for chapter 1

Directional dependence
of some GaAs properties

References for appendix A

Molecular Beam Epitaxy
Introduction

Equipment

Surface analysis

Substrate cleaning
Substrate mounting
Growth

Growth temperature

Flux calibration

Source preparation

References for chapter 2

MBE control system

10

14
14
17
19
20
22
23
24
25
26

28

32



vii

Chapter III MBE growth on

3.1
3.2

3.3

Chapter IV
4.1
4.2
4.3
4.4
4.5

4.6

Appendix C

patterned GaAs substrates

‘Introduction

MBE limitations
cleaning technique

References for chapter 3

MBE facet formation and growth properties

Introduction
Experimental results
Crystal growth
Macroscopic modeling
Microscopic structure
Conclusion

References for chapter 4

Angle dependence of incident fluxes

for a rotating substrate MBE

Chapter V  The 411 laser structure

5.1
5.2
5.3

5.4

Introduction
Structure
Proposed variation
Conclusion

References for chapter 5

35

35
36
37
40

42
43
44
47
49
51

52

70

74
74
7
79
80

81



viii

Chapter VI Index guided arrays of 411 lasers 85
6.1 Introduction 85
6.2 Arrays of 411 lasers 88
6.3 Conclusion 89
References for chapter 6 90
Chapter VII Other applications for MBE 95
regrown structures
7.1 Introduction 95
7.2 Regrown channel vertical field effect transistor 95
7.3 Implanted channel device 98
7.4 Regrown channel device 98
7.5 Quantum wire structure and quantum well 100
contact structures
References for chapter 7 101
Chapter VIIIBallistic transport over 108
degenerately doped quantum wells
8.1 Introduction 108
8.2 Solid State Photomultiplier 109
8.3 Electron distribution in a moderate electric field 111
8.4 Capture probability due to L-O phonon emission 120
8.5 Calculation of perturbation matrix elements in the 122
vicinity of a quantum well
8.6 Comment on wavefunction approximations 127



8.7

8.8

8.9
8.10
8.11

8.12

ix

Charge shielding due to a degenerate fermi gas of 129

electrons in a quantum well

Electron-electron scattering cross section for a hot 131

electron in a quantum well

Quantum well base transistor

Multiple quantum well infrared photoconductor
Experimental results on infrared photoconductor
Conclusions

References for chapter 8

142

143

149

152

153



Chapter 1
INTRODUCTION

Electronics is almost entirely dominated by one material, silicon, despite the
fact that essentially similar phenomena occur in a wide variety of semiconduc-
tors. This can largely be traced to the existence of a native oxide of silicon which
is an excellent dielectric material. Even after a great deal of research, no good
substitute for this native oxide has been found for use with other materials. De-
spite this handicap, it is likely that materials such as gallium arsenide will begin
to displace silicon in certain applications because of other properties which are
superior to those of silicon. Among these properties are higher mobility and sat-
uration velocity for electrons, which means that equivalent electronic devices will
be faster than when fabricated in silicon, a direct bandgap, which makes possible
efficient generation and detection of light, and the ability to fabricate structures
where the bandgap of the material changes from one part of the material to an-
other. This last ability comes from the use of ternary, quaternary or higher order
compound semiconductors where the alloy composition is varied. This technique,
termed bandgap engineering, allows an additional degree of freedom in the de-
sign of structures, making possible a great number of new types of devices. One
example is the high electron mobility transistor (HEMT),! which is a field effect
transistor where the carrier electrons are separated from their parent donor atoms
by an band gap change. This separation reduces the interaction of the electrons
with the charged donor atoms, greatly increasing their mobility within the chan-
nel formed. Because of the vast head start that silicon based technology has,
it will not be displaced as the primary electronic technology in the foreseeable
future. Technology based on other semiconductor materials will supplement sili-

con based technology in applications which take advantage of the speed or other
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properties. Examples of these applications are ultra high speed processing units,
or “supercomputers,” demultiplexers, high speed front ends, and optoelectronic
circuits, in addition to the microwave applications in which GaAs technology is
already becoming dominant, and semiconductor lasers, where a direct bandgap is
required.

The speed and complexity of electronic devices has been increasing at an expo-
nential rate over the last two decades. This rapid expansion in the capability and
reduction in cost of electronics can be traced in large part to one technique: pho-
tolithography. This process allows simple optical reduction to produce patterns
of a polymeric material on a two-dimensional surface with definition of a micron
or so in extent. This relatively cheap, fast process far exceeds the capability of
any other technique, mechanical processes being far cruder, and techniques such
as directed beams being far more expensive, and intrinsically slow due to being
basically serial processes. Design of semiconductor devices consists largely of using
this patterned polymer to “mask” the surface of the wafer during a subsequent
process, after which the photoresist is removed. The process of depositing and
patterning photoresist, masked surface treatment, and removal is repeated many
times until the desired devices are formed. Much of device-related research in-
volves development of variations of this basic technique, increasing the accuracy
of the pattern transfer, forming the structure of new devices, fabricating a geom-
etry which allows study of an interesting effect, or improving the characteristics
of existing devices. Even purely theoretical research is often driven by what is
possible in the laboratory, because analysis of phenomena or predictions of effects
are not very “interesting” or useful if there is no way in which they can be ob-

served. An example of this is the rapid development of the work on superlattices?

and quantum well structures® only after a way of fabricating such structures was
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found using MBE growth techniques, which allow the deposition of layers as thin

as individual atomic planes.

This thesis discusses a new method which makes the technique which made
these extremely thin layered structures possible, molecular beam epitaxy (MBE),
compatible with photolithography. This allows interesting new structures and
devices to be formed, several of which are discussed. In addition, growth over
patterned surfaces yields information about the MBE growth mechanism itself.

In chapter two, molecular beam epitaxy on featureless GaAs substrates is dis-
cussed. MBE is a technique for growing very thin epitaxial layers on single crystal
substrates in an ultrahigh vacuum apparatus.* MBE is particularly sensitive to
contamination, and the method requires exacting experimental technique.

Chapter three discusses a technique for growing epilayers by MBE on wafers
which have previously-formed structures, such as grown layers or etched patterns.
Such structures would be entirely removed by the cleaning procedures applied to
flat substrates, and it was necessary to find modified procedures which would still
provide a surface suitable for MBE, yet not etch away the structure which is on
the surface of the wafer. Fabrication of new types of devices by this method was
proposed by Tsang and Cho in 1977;% however, the technique discussed is the first
which allows the realization of device quality material over surfaces with small
scale features.

Chapter four presents the results of a series of experiments which were car-
ried out investigating faceting and structures formed during growth by MBE over
etched ridges over a full range of temperatures and arsenic flux ratios. A sim-
ple model of the growth process is developed, and implications for the use of the
technique for device fabrication are discussed.

Chapter five describes a laser structure which was suggested by the properties

of regrowth by MBE over ridges, which I will refer to as a 411 laser, because it relies



4
on the enhanced growth rate over the [411] facet. This simple structure provides
an index guided geometry, comparable to that of the channeled substrate planar
(CSP) structure grown by liquid phase epitaxy (LPE). A similar structure which
uses the dependence of the growth on the angle of incidence of the molecular beams
to form a buried guide using a specially modified MBE system is also discussed.

In Chapter six, an array of lasers of the 411 type is discussed; The sharper
propagation of surface features during MBE growth as compared to LPE growth
allows the formation of arrays which are much more closely packed, allowing the
formation of a true index guided array, which has proven difficult to achieve by
other techniques.

Chapter seven describes several other applications for the regrowth technique,
including a vertical geometry field effect transistor (VFET) in which the channel
is formed by the regrowth process. It is shown that this geometry allows the use of
high electron mobility transistor (HEMT) techniques to increase the performance
of the device, and avoids the contact problems that the HEMT structure usually
entails. Other applications include the formation of quantum wire structures, and
a method for supplying electrical contact to quantum well layers.

Chapter eight discusses transport of hot electrons over quantum wells, and
several devices which use the low capture probability which occurs under some
conditions. Applications include a new type of infrared detector which uses an
interband absorption transition in a superlattice. This detector, while not as
sensitive as the band-to-band detectors currently under development, has potential
application in the near infrared bands for inexpensive infrared imaging. Other
applications include a transistor structure which uses a quantum well as its base

region, and a electron multiplier which utilizes the fact that under some conditions,

electrons propagating through a heavily doped multiple quantum well structure
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can scatter electrons which were trapped in the quantum wells, resulting in a net

current gain.
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Appendix A
Directional dependence of some GaAs properties

Extensive references are made in this thesis tovfeatu'res and orientations on
GaAs surfaces. The following is a summary of the notation used for referring to
these directions. The crystal symmetry group of GaAs is the face centered cubic
(FCC) zincblende structure. Directions are referred to by giving ordered triplets
6f integers [{mn] in square brackets, and a bar indicating negative numbers, which
correspond to vectors laz+maf+na2 where Z, § and 2 are the conventional lattice
vectors shown in figure A.1, and a is the conventional lattice constant. In this case
of a cubic conventional lattice, they form a simple cartesian coordinate system.
Planes are referred to by ordered triplets of integers (Imn), perpendicular to the
directions [mn]. In addition to the translation symmetries of the FCC lattice,
the symmetry of the basis allows a three-fold rotation symmetry about the [111]
direction which means that the [Imn],[nim] and [mnl] directions are equivalent.
In addition, the crystal is symmetric with respect to reflection in the (110), (011)
and (101) planes, and the [Imn| and [Imn] directions are equivalent, as are the
[lmn] and [Imn] directions, and the [Imn] and [Imn] directions. However, the
presence of a feature such as a lattice termination breaks some of the .symmetries.
For example, references to (100) substrates, (010) substrates, and (001) substrates
are all equivalent, but the [011] direction on a (100) substrate is equivalent to the
[110] and [110] directions on a (001) substrate, and is not equivalent to the [011]
direction on a (010) substrate.

The symmetries of the GaAs crystal and the lack of convention with respect
to the notation in the presence of a crystal surface makes it somewhat difficult to
follow references to crystal directions in the literature. References to particular

directions in this thesis are with respect to a (100) wafer surface. Notations can be
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converted into one which is more familiar by applying a symmetry transformation
to all of the referenced directions and planes. For example, a paper which refers
to directions on wafers with a (001) surface may be converted into vthe convention
used here by applying the transformation {Inm} — {min} to all of the triplets.

GaAs cleaves easily and cleanly along the orthogonal (011) and (011) planes,
which led to the use of (100) wafers for growth of laser structures, allowing the use
of the (011) or (011) cleavage planes to form the mirrors of the feedback cavities.
Most of the work on GaAs has continued to use (100) wafers. The (100) surface of
GaAs consists of alternating simple square two dimensional lattices of Ga and As,
as shown in figure A.2, with the three dimensional FCC lattice indicated. If the
lattice is terminated on an arsenic plane, the dangling bonds are oriented along
the [011] direction, or if it is terminated on a gallium plane, the dangling bonds
are oriented along the [011] direction.

When a GaAs surface has its surface oxide removed by heating in a vacuum,
a strong HEED diffraction pattern appears along the [011] and [011] azimuths,
consisting of a series of lines corresponding to the square surface lattice which has
a periodicity of a/ v/2 where a is the lattice constant of GaAs. As the heating
continues, and the surface starts to lose arsenic, the lines shorten, and those along
the [011] azimuth start to become arrowhead shaped. When growth of GaAs
commences in the usual arsenic stabilized regime, % integral orders are seen in the
[011] azimuth, corresponding to a period of 4(a/+/2) in the [011] direction, and :
integral orders appear in the [011] azimuth, corresponding to a period of 2(a//2)
in the [011] direction.

During growth of MBE epilayers, it has been observed that defect's originating
from several sources, including the substrate surface and those associated with

the gallium effusion cell, cause a growth enhancement defect on the surface of
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the wafer which is oval in shape, as shown in figure A.3. The long axis of these
defects occurs in the [011] direction. Another surface defect which is seen in
MBE epilayers, ripples with a period of a few microns which are associated with
insufficient arsenic overpressure and high aluminum mole fraction growths, also
have their crests oriented along the [011] direction.

Thé action of most wet chemical etching on GaAs surfaces is nonisotropic, in
particular that of the important oxidation-dissolution etches. If a mask has an edge
in the [011] direction, the mask is undercut by these etches leaving an oblique angle
overhang as shown in figure A.4, and this is referred to as the “dovetail” direction.
Edges in the [011] direction are less undercut, and there is no overhanging edge.
The [011] direction is thus referred to as the “vee-groove” direction. Reference [1]
is a report on an extensive study of the crystallographic properties of these etches.

Table A.1 is a summary of these various orientation dependent properties.
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Figure A.1) Crystal structure of GaAs with conventional cell indicated.
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Figure A.3) Orientation of oval defects on (100) surface.
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011 011
As uppermost bonds perpendicular parallel
Ga uppermost bonds parallel perpendicular

HEED before growth

arrowhead shape

HEED (As stabilized)

% integral orders

integral orders

M f et

HEED (Ga stabilized)

% integral orders

integral orders

B

Oval defects

short dimension

long dimension

surface ripples

parallel to crests

perpendicular to crests

H203/acid etches

dovetail

vee-groove

Table A.1) Some of the direction dependent phenomena on (100) substrates.
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Chapter 11

Molecular Beam Epitaxy

2.1 Introduction

Molecular beam epitaxy (MBE)! is one of several techniques for growing high
quality layers lattice-matched onto single crystal substrates?%&s the name im-
plies, the material is supplied to the surface of the wafer as b\eams of molecules
from thermal cells in a vacuum chamber. This contrasts with liquid phase epitaxy
(LPE)? in which the component materials are supplied from a metallic solvent
bath, chemical vapor deposition (CVD),? in which the materials are supplied by a
gas which reacts on the surface of the wafer to deposit the material, and metal or-
ganic CVD (MOCVD)* which is a special case of CVD where some of the reacting
species are metal-carrying organic molecules.

One of the main virtues of the MBE technique is that since the materials are
transported to the surface of the substrate by a collisionless beam, it is possible to
modulate the incorporation of a material by simply imposing a shutter between
the source of the beam and the growing layer. A typical growth rate during an
MBE deposition is one atomic layer per second, or approximately one micron per
hour, which means that a reasonably fast shutter action results in an atomically
abrupt transition in the composition of the growing layer, if there are no signif-
icant diffusion or surface segregation effects. This makes possible the growth of
structures which are bandgap engineered to the greatest possible precision. This
allows, for example, the fabrication of devices in which a confining layer is thin
enough so that electrons within it exhibit quantum size effects. These quantum

effects are used in devices such as quantum well lasers and high electron mobility

devices.) Materials which are essentially synthetic crystals can be made by growing
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periodic structures with very thin layers, in some cases individual atomic layers,®
deposited alternately on the substrate.

The differences between MBE and a simple vacuum evaporation deposition
are the degree of elimination of contaminants in the source materials, on the
substrate crystal, and in the vacuum chamber, and the processing of the single
crystal substrate which provides a nearly ideal terminated lattice. The growth is
carried out at an elevated substrate temperature, allowing the deposited material
to crystalize into the lattice provided by the underlying substrate. In the case
of compound semiconductors, it would seem an impossible task to supply the
constituent materials at precisely the right ratio to grow a stoichiometric material.
In this case, use is made of the fact that of one of the elements involved is usually
much more volatile than the other at the substrate growth temperature. (The
group V element in the case of III-V semiconductors). This allows an excess
of that material to be supplied to the surface. That which is not immediately
incorporated in the growing semiconductor is then re-evaporated. This makes
it possible to grow a stoichiometric semiconductor material without requiring a
degree of control over the beam fluxes and uniformity which would be impossible
to achieve. For the group III materials, the sticking coefficient, the ratio of the
atoms incorporated in the growth to those incident on the surface, is generally
near unity, but re-evaporation must be taken into account at higher substrate
temperatures.

It is a common misconception that the ultra high vacuum conditions under
which MBE is carried out are intrinsically cleaner than the gas or liquid environ-
ments used by the other growth techniques. This is not the case, as can be seen by
the fact that if we take the MBE chamber and fill it with a flowing high purity gas,

the total rate of transport of contaminants to the surface of the wafer is reduced
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because of the short mean free path and reduced mobility of the impurities. In a
vacuum chamber, molecules which are desorbed from the walls cross the chamber
with only a very small chance of colliding with other molecules. Thus the only
protection of the wafer from contamination is a low rate of desorption from the
walls of the chamber due to special processing. The ultra high vacuum techniques
of very clean handling of fixturing, special cleaning techniques, avoidance of all
materials with significant vapor pressures or porosity, and high temperature bak-
ing, could all be applied to apparatus for LPE or CVD deposition, but they are in
fact not necessary. This is due to the inhibition of the motion of impurities due to
the presence of the flowing buffer gas, usually hydrogen, which can be purified by
passage through a heated palladium metal membrane to levels unattainable for any
other material. MBE growth of high quality materials puts stringent requirements
on the absence of impurities within the growth chamber.

While a wide variety of III-V and II-VI semiconductor materials have been
grown by MBE, the majority of work has been on GaAs and the ternary semi-
conductor alloy GayAl;_xAs because of the fortuity that GaAs and AlAs have
nearly the same lattice constant, and thus the alloy is lattice matched over its full
range. In most other compound semiconductor material systems, it is necessary
to use quaternary alloys where one of the degrees of freedom is used to stay at
lattice match. This seems to be violated in the case of strain-layer superlattices;
however, it is still necessary to match the average lattice constant to that of the
substrate material. This necessity to maintain the lattice constant by control of
the material fluxes makes the process much more difficult, particularly because
of the tendency of source fluxes to drift as the material in the cells is depleted.
There is an additional complication in the case of alloys containing more than one

group V compound, which is that the sticking coefficients are very dependent on

the surface conditions, making it difficult to control the alloy ratio.
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2.2 Equipment

The MBE system used in this research is a commercially manufactured Riber
2300 with an added liquid nitrogen control system and an automated data acquisi-
tion and control system which is described in appendix B. Figure 2.1 is a schematic

diagram of the growth chamber. The essential features of the apparatus are:

1. Vacuum chamber. The main chamber is fabricated from welded stainless steel.
All of the seals are silver plated copper rings which are compressed between ma-
chined knife edges. All motions within the chamber are coupled from the out-
side by magnetic fields or deformable bellows, eliminating sliding or rotating
seals. The only materials used at temperatures abov.e room temperature are,
molybdenum, tantalum, tungsten, rhenium, silica ceramics, pyrolithic boron
nitride, and sapphire. The only additional materials used in low temperature
locations within the chamber are 302 stainless steel, silver plated copper, and

glass, and titanium in the titanium sublimation pump and the ion pump.

2. Substrate manipulator. Mechanism for holding the substrate which is mounted
on a molybdenum block, with a resistive heating coil and thermocouple for
maintaining the substrate at an elevated temperature, and provision for rota-

tion of the sample about its own axis for increased uniformity.

3. Infrared pyrometer. Provides additional information about the temperature
of the substrate. Because of the provision for rotation of the substrate during
the growth, the thermal contact between the substrate thermocouple and the
substrate holder is neéessarily weak, contributing to lags and offsets from the
true temperature. The infrared pyrometer provides a more responsive tem-
perature readout, with the restriction that it can only be used intermittently

- because of contamination of its window when it is used.
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4. Knudsen cells for each of the constituent and donor materials. These consist
of pyrolitic boron nitride crucibles which are heated by tantalum coils and are
provided with tungsten-rhenium thermocouples for temperature measurement
and control. Two types of arsenic effusion cells can be used. In a simple
Knudsen effusion cell, the arsenic is evaporated as Ass. The Ass must then
be cracked at the substrate surface into Asy before it can be incoréorated into
the growing layer. If a two section cell is used, a “cracker cell,” with a second
section running at a high temperature, the arsenic is cracked within the cell
and supplied to the substrate as Ass. All of the work discussed in this thesis

used a standard arsenic cell.

5. Tantalum shutters. Provided in front of each of the cells along with a main
shutter in front of the substrate to provide abrupt initiation and cessation of
the molecular fluxs onto the substrate. This allows the growth of very thin

layers with sharp interfaces.

6. Liquid nitrogen shrouds surrounding all of the Knudsen cells and lining the
interior of the vacuum chamber. These are necessary to avoid desorption of
gasses from the walls during the growth which would cause contamination of

the growing layers.

7. A high energy electron diffraction (HEED) gun and phosphor screen. This
provides a high energy beam of electrons which is diffracted off the surface of
the sample at a low angle (2—3°) and is observed on the phosphdr screen. The
electrons penetrate only slightly into the crystal, and the diffraction pattern

is a sensitive probe of the conditions at the surface of the wafer.

8. Quadrupole mass spectrometer. This is used to diagnose the condition of the

vacuum, including the presence of leaks or other contamination.
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9. Substrate load lock chamber. The main chamber requires an interval of several
days after it is exposed to air during which it is heated to 200° C to strip the
walls of contaminants, and each of the cells is baked out at high temperature.
Use of a load lock avoids going through this procéss each time a new substrate

is loaded.

10. Titanium sublimation pump and 400 liter/second ion pump. (not shown in
figure). Roughing from atmospheric pressure is accomplished with liquid ni-
trogen cooled sorption pumps, avoiding contamination from mechanical pump

oils.

2.3 Surface analysis

One of the advantages of MBE is the vacuum environment, which allows the use
of many surface analysis techniques which require a vacuum for operation. Many of
the experiments which formerly needed to be done by cleaving in a vacuum in order
to obtain a clean surface can be done on MBE grown surfaces, without exposing
them to air, by doing the analysis in an attached chamber. These techniques
include low energy electron diffraction (LEED), Auger electron spectroscopy, and
secondary ion emission spectroscopy (SIMS). These techniques have been applied
within the growth chamber as well, but the apparatus does not tolerate the metal
molecular beams well.

High energy electron diffraction is often used as a surface diagnostic during
MBE deposition. A high energy (~ 8 — 15 Kev) electron beam is directed at the
crystal surface at a low angle, and the electrons diffracting off thé surface are
viewed on a phosphor screen. HEED 7is usually the only surface analytical tool
used inside the growth chamber because the glancing incidence of the beam allows

both the electron gun and the observation screen to be well protected from the
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molecular beams. The energy of the component of the velocity of the electrons
into the substrate is on the order of a few hundred electron volts because of the
glancing angle of incidence.ﬁ(fl‘he diffraction pattern from a crystal with a smooth
surface is that of a two dimensional surface, which is a set of lines at the reciprocal
lattice of the crystal, due to the rapid attenuation of the beam in the crystal.)
The diffraction pattern from a smooth amorphous oxide layer is a series of rings,
corresponding to the average distance between adjacent atoms. The diffraction
pattern of a rough surface is similar to that of bulk diffraction, an array of points,
because ffie electron beam can penetrate the surface projections and diffract off
the three dimenéional lattice. The presence of these features allows diagnosis of
surface conditions during the growth. When a GaAs surface has its surface oxide
removed by heating in a vacuum, a strong diffraction pattern appears along the
[011] and [011] azimuths, consisting of a series of lines corresponding to the square
surface lattice which has a periodicity of a/1/2 where a is the lattice constant of
GaAs. As the heating continues, and the surface starts to lose arsenic, the I‘ines
shorten, and those along the [011] azimuth start to become arrowhead shaped.
When growth of GaAs commences in the usual arsenic stabilized regime, % integral
orders (diffraction lines with a period % that of the ideal surface lattice) are seen
in the [011] azimuth, corresponding to a period of 4(a/+/2) in the [011] direction,
and 1 integral orders appear in the [011] azimuth, corresponding to a period of
2(a/+/2) in the [011] direction. Figures 2.2 and 2.3 show the diffraction pattern of

a GaAs substrate in the [011] and [011] azimuths at the start of a growth.

2.4 Substrate cleaning

The method originally used to produce the clean surface required for MBE

growth was ion bombardment. While this method produces a surface which is

essentially free of impurities, the substrate is left with surface damage which is
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only partially removed by annealing. The necessity for ion bombardment clean-
ing of substrates was eliminated by the disco%/ery by Cho and coworkers® of a
series of chemical treatment steps for GaAs which remove almost all of the carbon
contamination of the substrate and leave a thin native oxide which protects the
surface until it is introduced into the vacuum chamber. Just before the growth
is to start, the substrate temperature is raised to approximately 580°C and the
oxide is desorbed, leaving the surface free of contamination.

Cleaning procedures for each of the surfaces involved in the growth include
solvent rinses, u.sing multiple solvents, to dissolve as much of the contamination as
possible; surface etching steps, which are necessary to remove unknown contam-
ination by lifting off contaminants which may not be soluble, and high vacuum
baking, raising the surface to a high temperature to rapidly desorb any remaining
contaminants and pump them away.

The substrate cleaning procedure described is a modification of the one de-
scribed by Cho.% In the following, “rinsing” refers to moving the wafer thorough
several baths of solvent, changing the solvent each time. In the case of deionized
water baths, this was carried out approximately 10 times for each “rinse.” It
is easy to underestimate the importance of careful experimental tecl.mique while
cleaning substrates. For example, a single drop of water falling from a wet glove
can greatly increase the number of surface defects when the epitaxial layers are
grown. New glassware must be thoroughly cleaned, and reserved for the wafer
preparation process.

The commercially grown and polished wafers are degreased in boiling trichloro-
ethylene (TCE) and then rinsed thorough acetone, methanol, and deionized water
baths. They are then soaked in HCI for two minutes, which removes the native

oxide and some organic contaminants. The HCl is removed with a deionized water



22
rinse, followed by a thorough rinse in methanol. The sample is hand polished on a
lens tissue which is soaked with a dilute bromine/methanol solution (~ 1 minute
in a .5% solution by volume) on a glass optical flat, and re-rinsed in methanol
and deionized water. It is essential to avoid contamination of the sample or the
solutions with water during the polishing process, as the presence of even small
amounts of water while the wafer is in a bromine/methanol solution results in a
reaction which rapidly clouds the surface and makes the substrate unusable. After
the polishing process, the wafers are handled in baskets which makes it possible to
transfer them from one bath to another without letting the bead of solution which
remains on the surface roll off. This bead protects the surface of the wafer from
contamination by the air, and also serves as a sensitive test for contamination. If
the surface of the wafer is contaminated with organics, the bead will roll off the
surface easily due to the reduced surface tension. The samples are free etched
in 4:1:1 (HySO4, Hy0,H;03) for 5 to 10 minutes, rinsed in deionized water, and
soaked in HCI for two minutes. This HCI soak strips the oxide that was left by
the 4:1:1 bath and prepares the surface for the growth of the thin protective oxide
which can be desorbed just before the growth. The sample is transferred to a
deionized water bath where the protective oxide is grown, where it is left for two
minutes. If the sample is removed prematurely, the solution will roll off the surface
due to the low surface tension of water on an unoxidized GaAs surface, and the
surface will be contaminated. Finally, the samples are rinsed in deionized water,

blown dry with a nitrogen jet, and mounted for growth.

2.5 Substrate mounting

The samples are mounted for growth by soldering them onto a molybdenum

holder. The soldering process is used to provide good thermal contact with the

holder, and to avoid stresses on the sample which would be created by clips or
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other mechanical holders. The indium solder which is used is liquid at the growth
temperature, and the wafer is held only by the surface t'en‘sion of the liquid. The
molyblock (sample holder) is first cleaned by etching in concentrated HCl and a
bromine methanol solution. It is then etched for a short period in a 50-50 mixture
of concentrated nitric acid and hydrochloric acid, and rinsed in flowing deionized
water. This etch removes the oxide from the surface of the metal as well as etching
the metal itself to provide a clean mounting surface. The mount is then rinsed in
acetone, and blown dry with a nitrogen jet. It is necessary leave the substrate in
acetone before it is blown dry, because the presence of water will quickly oxidize
the surface.

Soldering the wafer onto the holder without leaving gaps is one of the more
difficult processes. The clean and freshly etched molyblock is then placed on a
hot plate heated to 330°C. After it reaches the melting point of indium, which
is 160°C, indium is quickly spread over the surface with a tantalum wire. The
sample is then placed on the surface and moved back and forth until the bubbles
are removed from the indium. If the temperature of the heater during mounting
is too high, or if the molyblock is left for more than a brief time without being
covered by indium, the surface will oxidize and the indium will not wet the surface.
If the temperature is too low, the mounting process will leave gaps in the indium
due to the sample being cold, which freezes and sheers the indium layer. Even
small gaps in the indium cause the temperature of the surface during the growth
to be low and nonuﬁiform, and affects the properties of the grown layer.

After the sample is placed in the load lock and the chamber is pumped down,
it is briefly raised to 250°C. This removes adsorbed water vapor and other lightly

adsorbed gases without affecting the wafer’s protective oxide coating.
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2.6 Growth

After the sample is transferred into the growth chamber, the liquid nitrogen
shrouds are filled, and the Knudsen cells are heated to the temperatures corre-
sponding to the desired composition and doping density. The substrate is then
heated to 580°C over approximately five minutes, while the surface is monitored
with the high energy electron diffraction apparatus. As the substrate temperature
approaches 580°C, the protective oxide is evolved in two pulses which are observ-
able on the chamber ionization gauges as shown in figure 2.4. As the oxide desorbs,
the HEED pattern changes from a diffuse scattering off the disordered surface of
the oxide into the parallel lines generated by diffraction off the two dimensional
lattice of the crystal. At the appearance of the diffraction pattern, the arsenic cell
shutter is opened to provide a flux of arsenic to replace that which is being lost
from the surface, and the heating is continued to the desired growth temperature,
whereupon the other shutters corresponding to the desired material composition
are opened. The growth then proceeds, with temperatures and shutters controlled

to form the desired structure.

2.7 Growth temperature

The optimum substrate temperature for a MBE growth depends on the desired
properties of the layers which are to he grown. GaAs will grow single crystal on a
clean substrate at temperatures over approximately 350°C, and growth has been
reported in excess of 800°C. At high substrate temperatures, arsenic is lost from
the surface at a high rate, and the rate of use of arsenic to replace that lost from
the surface becomes prohibitive. The photoluminescence of GaAlAs improves for

higher substrate temperatures, but interface smoothness decreases. For example,

electronic devices such as the high electron mobility transistor (HEMT) are grown
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at low temperatures, for optimum interface smoothness and high mobilities, and
multiple quantum well lasers are grown at as high a temperature as possible to
decrease nonradiative recombination in the GaAlAS barrier layers between the

quantum wells.

2.8 Flux calibration

To grow material with the desired composition, it is necessary to calibrate the
molecular fluxes from each of the Knudsen cells. In a true Knudsen cell, both
the gas phase and the liquid or solid phase are present in equilibrium, and the

molecular flux from a small opening in the cell at the substrate is
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where P is the equilibrium pressure, A is the area of the cell opening, ! is the

(2.1)

distance between the cell and the substrate, k is Boltzmann’s constant, M is the
molecular mass, and T is the cell temperature. This allows an estimate of the
fluxes from the vapor pressure curves; however, the restriction on the cell opening
necessary to approach equilibrium within the cell is rarely met by ordinary MBE
cells, and it necessary to measure the actual cell fluxes. The Ga, Al, and As fluxes
can be measured by placing a Bayard Alpert gauge in the beam. Since a Bayard
Alpert gauge measures the the density of the gas within its cage, the beam flux is
m

F=Nv=N (1/2 ZFIZT) ' (2.2)

where N is the numerical density measured by the ionization gauge, and T is
the temperature of the beam. Since the ionization gauge is internally normalized
to read as an equivalent pressure at room temperature, N = P;/Ik-300°K where

P; is the pressure reading from the gauge, and I is the ratio of ionization efficiency
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of the beam molecules compared to that of nitrogen, which is the gas the gauges are
calibrated for. The measurement is somewhat inaccurate in the case of arsenic,
because arsenic does not stick well on surfaces even at room temperature, and
it therefore reflected off the gauge guard back into the gauge cage. In the case
of Ga and Al, the sticking coefficient on growing layers for temperatures less
than 620°C is unity, and the fluxes can be calibrated by growing material under
known conditions and measuring the thickness of the layers produced. The layer
thicknesses can be measured under a microscope by cleaving off a section of the
wafer which can then be stained with a selective etch, for example a 30% H50,
solution whose pH has been raised to 7.02 by adding a base, which etches GaAs
layers faster than GaAlAs layers, and then looking at the cross section under a
scanning electron microscope (SEM) or a phase contrast optical microscope. The
flux needed from the dopant cells is too small to be measured by direct techniques,
so it is measured by growing layers and then measuring the carrier density using
a Hall measurement. The dopant density, combined with the known growth rate,

yields the dopant flux. Typical flux values for each of these materials are given in

figure 2.5.

2.9 Source preparation

Each of the source materials used for deposition must be decontaminated be-
fore loading into the Knudsen cells. Each of the materials is comimercially available
in purities of 6 9’s or higher (99.9999 percent pure) except fér beryllium. Arsenic
is delivered in small lumps sealed in glass ampules, under an inert gas. The am-
pule is broken just before loading, and care must be taken to avoid contamination
of the arsenic with glass fragments. Gallium is purchased in bottles at 7 9’s pu-

rity. No cleaning is done, but care must be taken when it is loaded to avoid the

trapping of gas under the liquid gallium. Aluminum is obtained in pellet form.
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it is etched in concentrated hydrochloric acid for five to ten minutes, and rinsed
thoroughly in deionized water before loading. Only small amounts of aluminum
can be loaded into the cell (5-10 grams) at a time because its wets the cell walls
and a large quantity will collapse them when it contracts as it cools. Tin is used
as an n-type dopant. It is etched in concentrated hydrochloric acid and rinsed in
deionized water before loading. Tin can be used to obtain very high doping levels,
~ 10Y%m~3, but it accumulates on the surface during the growth,” and doping
transitions are limited to a rate of approximately one order of magnitude for ev-
ery 1000 angstroms. Silicon is used for n-type doping where abrupt interfaces are
required. High purity silicon is available in ingot form, which is fragmented and
an interior piece is loaded into the cell. Beryllium, which is the only satisfactory
p-type dopant, is not readily available in high purities because of its‘toxicity. A
batch of single crystal beryllium was grown in Germany a few years ago, and only
small amounts of it are still available. The pieces now availéble are so small that
no cleaning procedure is usually attempted except for the high temperature bake.
. In the next chapter, a technique is discussed for extending this growth proce-
dure to substrates which have previously formed structures on their .surface and
cannot be cleaned by the established procedures, which heavily etch the surface

before it is mounted in the chamber for growth.
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Figure 2.2 HEED diffraction pattern at [011] azimuth under arsenic stabilized

conditions.

Figure 2.3 HEED diffraction pattern at [011] azimuth under arsenic stabilized

conditions.
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Appendix B
MBE control system

Molecular beam epitaxy is a valuable growth technique for research because
of the accuracy to which the growth can be controlled. Alloy composition and
doping densities are very accurate and reproducible, limited only by the accuracy
to which the temperatures of the cells are constant from growth to growth. Struc-
tures with large numbers of very thin layers can be grown simply by opening and
closing shutters in front of each of the Knudsen cells. The large number of control
operations during a growth, dozens in a simple growth and hundreds in a super-
lattice growth, makes computer control very desirable. In addition, it is necessary
to monitor a large number of parameters affecting the growth conditions, as well
as checking the many pieces of equipmént both inside and outside vacuum.

Figure B.1 shows the hardware configuration of such a control system. A
commercially available system interface, the Hewlett-Packard 3497, was used as
the central part of the control apparatus. This unit has both analog and digital
control outputs for control of the temperature controllers and the shutter stepper
motors, as well as a low offset scanner for the thermocouple readings. An external
6—;— digit voltmeter was used to achieve the necessary .1° resolution with the low
EMF tungsten-rhenium thermocouples.

As shown in figure B.2, the software is divided into three main parts: the
control program, a system allowing the generation and storage of control files
containing the list of procedures for growth of particular structures, and a report
generation system allowing data taken during the growth to be examined in detail.
The MBE control program is an interrupt driven program, with four pseudo-
concurrent processes. The base process is a screen control process, graphing any

of the monitored variables chosen by the operator. The secondary process is the
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operator input process, activated only when keys are pressed, allowing the operator
to override the control file and to specify temperatures, pressures or other data that
he wishes to monitor. The third process is the data acquisition process, activated
every five seconds, which records the inputs from each of the sensers. The fourth,
highest priority process, is activated whenever a control action is required, for
example, the opening or closing of a‘shutter, or change of a temperature.

The use of separate programs for each phase of the process and communication
through standardized files allows complete records of all growths to be kept for
later reference, and allows a growth description file to be kept, modified, and
reused. The interrupt driven control program allows detailed measurements to be
taken during the growth,. while still taking control action with an accuracy of one
tenth of a second, much less than the time for deposition of one monolayer on the

sample.
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Chapter II1

MBE growth on patterned GaAs substrates

3.1 Introduction

Much of the success of electronics lies in the essentially parallel way in which
devices are fabricated. Large semiconductor wafers arevprocessed in a succession of
steps which include application of photoresist, treatment of the partially masked
surface, and removal of the photoresist, which are repeated until the desired struc-
tures are formed. The processes that are used include wet or dry etching, ion
implantation, thermal diffusion of materials into the surface, deposition of metals
and dielectric materials by evaporation, sputtering, or chemical vapor deposition
(CVD), and epitaxy by CVD, or liquid phase epitaxy (LPE), among others.

Dimensions in the vertical direction can usually be controlled very tightly
because the processes applied usually increase in depth, or increase the thickness
of the layer they form, with time. Since slow processes can be used and the
time that they act can be precisely determined, control over vertical dimensions
is only limited to the extent that the conditions during the process are repeatable
and uniform. In the case of MBE and metal organic chemical vapor deposition
(MOCVD), for example, structures can be grown with a vertical resolution of a
few atomic layers.

In the lateral direction, dimensions are limited to the tolerance of the pho-
tolithographic process, which is now near the limits imposed by the diffraction of
the light used to form the image, on the order of one micron. This asymmetry in
control over dimensions in the lateral versus the vertical dimension has resulted
in the majority of electronic devices being treated separately in the vertical and

lateral directions in both design and analysis, with effects due to the actual three
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dimensional structure of the device treated separately as edge effects. For ex-
ample, conventional field effect transistors (FETs), have as their basic structure
a channel layer, an insulator or other isolation layer, and a gate, in the vertical
direction. The lateral dimension is used to provide contacts for the channel at
each end, and the contact for the gate. Bipolar junction transistors (BJT)s have a
three layer structure in the vertical direction, emitter, base, and collector, and the
most important effect in the lateral dimension is the spreading resistance in the
base, a parasitic effect. In order to increase the density of electronic integration
much beyond its present level, it is becoming necessary to consider the devices as
fully three dimensional both during design and during analysis.

Optoelectronic deyices, on the other hand, require three dimensional structure
because of the need to control the propagation of light with a waveguide. This
has resulted in the develo‘ﬁment of techniques such as LPE growth over channels

or around ridges to achieve the necessary geometries.

3.2 MBE limitations

The molecular beam epitaxy technique has been more limited than other semi-
conductor processing techniques because of the low tolerance of the growth tech-
nique to impurities on the surface. Carbon contamination of the substrate as
low as .1 monolayer has been found to degrade epitaxial layer quality.! This low
tolerance has largely restricted the technique to epitaxial growths on native sub-
strates, with lateral definition only coming in subsequent processing; that is, when
MBE layers are used in the design of a device, they must be the first process in
the sequence. Methods of protecting the surface after the completion of a growth
enabling the reinitiation of growth after exposure to air have been developed, in-

cluding deposition of pure As layers® and growth of thin InAs layers® which can
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be thermally removed later, but these methods only protéct areas which are left
untreated until the second growth.

In this chapter, a technique is presented for growing epilayers' by MBE on
wafers which have previously formed structures, such as grown layers or etched
patterns. Such structures would be entirely removed by the cleaning procedures
applied to flat substrates, and it was necessary to find modified procedures which
would still provide a surface suitable for MBE, yet not etch away structures which
are on the surface of the wafer. Fabrication of new types of devices by this method
was proposed by Tsang and Cho in 1977; however, this is the first technique
which allows the realization of device quality material over surfaces with pre-
existing features less than a few microns in extent. The technique involves a
cleaning process for GaAs surfaces in preparation for MBE growth which removes
comparatively little material while still providing a surface which allows epitaxial
growths with oval defect densities of ~ 10* cm™%(still about an order of magnitude
higher than the density achievable on flat substrates). The ability to grow high
quality epilayers by MBE on previously processed wafers allows greater flexibility
in design of devices, for example the integration of devices which require different
layer structures,” and devices such as the laser structure which will be discussed
in a later chapter which use the three dimensional features of the growth for
their basic structure. In addition, the growth over a patterned surface yields new
information about the MBE growth process itself, such as surface diffusion lengths

and propagation of steps.

3.3 Cleaning technique
The cleaning procedure is a modification of the procedure described in chapter
2, with the etching times reduced, the bromine/methanol polishing solution at a

much lower dilution, and the use of a specially designed pyrex apparatus which
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continuously distilled trichloroethylene (TCE) and flowed it over the surface of the
wafer. The distillation apparatus, which is shown in figure 3.1, consists of a flask
in which TCE is evaporated, and an attached reflux coil which condenses the TCE
vapor and supplies it to a drip tube over the wafer, which is held in a pyrex basket.
The TCE is then returned to the flask for reuse. The‘ﬁow of water through the
condensing coil is controlled so that the temperature of the liquid TCE coming
off of the coil is still near its boiling point, but not so high that TCE vapor is lost
from the apparatus. The purpose of the apparatus is to supply a continuous flow
of hot, high purity TCE over the wafer for an extended period, which dissolves,
dilutes, and washes away contaminant organics, without etching the surface.

Wafers are patterned using conventional photolithography, and etched in 1:8:8
(H2S04,H202,H20) to form features of the desired depth. The patterned wafers
are then boiled in TCE for ten minutes and placed in the TCE distillation appara-
tus for 24 hours. The wafers are then lightly hand polished on a lens tissue soaked
in a very dilute bromine/methanol solution (~ 1 minute in a .005% solution by
volume), and dip etched in 4:1:1 (H3804,H;04,H30) for 10 seconds (which re-
moves ~ .4 microns of material). Next, they are soaked in HCI for two minutes,
ana a protective oxide is grdwn in a deionized water bath.” Finally, the samples
are then rinsed and mounted for growth.

Figure 3.2 shows the surface of a [100] wafer which was etched with a pattern
of 9 micron squares. Note the absence of growth-enhanced oval defects. Flat areas
of the substrates have approximately 10* oval defects~per square centimeter, which
is in the upper range for growths reported on flat substrates in the literature. By
comparison, flat substrates prepared by the technique presented in the previous

chapter have typical oval defect densities of 10%¢cm™? after growth. The lack of

oval defects in the patterned region may be accounted for by the fact that the
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macroscopic raised feature of the defects is due to an enhanced growth rate for
facets which are nucleated by the defect, but in the concave sections of a patterned
wafer, the facets which form are the fast growth facets, and outpaces growth in the
region around the defects. Another possibility is that the etching of the material
in the patterned areas provides additional cleaning which improves the oval defect
density in those areas.

In summary, a techniqué for growing high qua]it;y GaAs/GaAlAs epilayers
over patterned substrates has been presented. Substrates with surface features as
small as two microns have been prepared by this technique, as will be discussed in
chapter 6. This technique should prove useful inAthé fabrication of a wide variety
of devices which take advantage of the geometric features of regrowth by MBE,
several of which are discussed in later chapters, and for fabrication of integrated

structures.
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Chapter IV

MBE facet formation and growth properties

4.1 Introduction

One of the long standing limitations of MBE has been its lack of lateral def-
inition. Despite the ability to deposit layers which in some cases can be as thin
as monolayers of atoms in the vertical direction,! the lateral definition of the de-
vices formed can only come in later steps. Growth over patterned substrates has
been proposed as a useful technique to increase the flexibility of the molecular
beam epitaxy (MBE) process,? allowing fabrication of devices which have three
dimensional structure® or the integration of devices which have different epitax-
ial layer 'requirements.‘* However, the low tolerance of MBE to contamination of
the substrate has limited these growths to structures with surface features on the
order of ten microns or more, which can be cleaned by techniques which etch the
original surface extensively. Other methods which allow the use of MBE to grow
epilayers with lateral definition include mechanical masks®, masking with dielectric
layers?, and growth over etched®® or previously grown layers.* However, except
for regrthhs over éoarsely featured substrates,®? few electrical or optical proper-
ties, or devices which use these techniques have been presented in the literature,
presumably because of difficulty with the quality of the epitaxial layers.

This chapter discusses a series of experiments that were done to investigate
temperature and flux ratio dependence of MBE growth and faceting for tempera-
tures ranging from 580° C to 700° C and for As/Ga flux ratios from 1.4:1 to 4:1,
for the purposes of finding growth geometries which might be useful for devices,
and as a probe into the MBE growth mechanism itself.

Despite its outward similarity to vacuum deposition ‘of metals and dielectric

layers, MBE growth is not the simple uniform deposition of material which might
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at first be supposed. It was first noted by Tsang et al.® that MBE growths over
grooves etched in a GaAs substrate revealed faceting at the edges of grooves,
and a tapered edge growing under shadowed areas. This occurs because, despite
the quite nonequilibrium way the constituent species are delivered to the surface
of the growing wafer, the incorporation of the atoms into the lattice is actually
at near equilibrium with a layer of molécules which are mobile on the surface.
Significant departures froin equilibrium in the growth process itself would result
in a poor quality semiconductor, in contrast to the very high quality material
which is produced by MBE. The presence of this mobile population means that
materials which are supplied to the surface can move over the surface before they
are incorporated, allowing the formation of facets.

4.2 Experimental results

The growths to be discussed in this chapter were produced by the following
procedure. Grooves were etched with a nine micron period in the [011] and [011]
directions, respectively, on (100) substrates. After cleaning by the procedure dis-
cussed in chapter 2, one of two growth schedules was used. In the first, alternating
1000A layers of GaAs and Ga2AlgAs were grown to allow accurate determination
of the surface shape as a function of time. In the second growth schedule, alter-
nating 4500A layers of GaAs and 500A marker layers of GagAl3As were grown,
minimizing the eflect of aluminum on the surface, and allowing the growth rates
for pure GaAs to be measured.

The growths were carried out with continuous rotation of the wafer at 12 rpm.
This rotation prevents the asymmetrical growth noted in earlier papers®®” due to
the angle of incidence of the molecular beams. As shown in appendix C, the flux
on a facet with a tilt of 8 is, for a rotating substrate, proportional to cos 8 for all
of the Knudsen cells, provided the angles of the facets and of the effusion cells are

not large enough to cause shadowing during some part of the rotation.
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Figures 4.1 and 4.2 show the development of facets on ridges in the [01I] and
[011] directions, respectively. The differences in the substrate groove shapes are
due to the anisotropy of the etch used to form thcm. 'The etching during the
cleaning steps is sufficient to remove the dovetail ovérhang occurring on ridges in
the [011] direction. If the overhang is not completely removed, leaving an oblique
edge, gaps form in the epitaxial layers as shown in figure 4.3, and the layers are

broken and of poor quality.

4.3 Crystal growth

On a concave surface, facets which grow more slowly than their neighboring
facets get smaller as the growth progresses, and eventually disappeai, as shown
in figure 4.4. On convex facets, slow growing facets get larger, as shown in figure
4.5. Thus, observation of facet formation on crystal surfaces yields upper or lower
bounds for the growth rates of the facets at intermediate angles to the observed
facets. The relative growth rates of adjacent facets can be accurately measured
from the propagation angle of their vertex. If the tilt angles of two adjacent facets
are taken as a; and oy and 6 is the angle of propagation of their intersection

during the growth,

Ty cos¢y  cos(ay — )

(4.1)

Ty cospy  cos(ag + 0)
where z;/z3 is equal to the ratio of their growth rates, as shown in figure
4.6. Using this result, the ratio of relative growth rates for adjacent facets can be

measured. Inverting equation 1 to find 0 as a function of the growth rates,

cos oy — Iy /T2 COS Qg

tand = — ;
sina — z1/zysin ag
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The restriction on the growth rate of the intermediate facet on a concave
surface such that it will get smaller as the growth progresses ‘is'then found by
requiring that 8; < 6, where 6 is the facet propagation angle for the left vertex

and 0, is the facet propagation angle for the right vertex, and we have

zy sin(ag — a3) + r3sin(og — az)

Iy < (4.3)

sin(a; — ag)
where 71, T3 and z3 are the growth rates of the left, center and right facets,
respectively, and oy, as, and ag are the facet tilt angles. Similarly, for a convex

surface,

zy sin(ag — as) + z3sin(a; — az)

Iy > (4.4)

sin{ag — o2)
This implies, for example, that the (811) and (811) facets are preferred over
any facet on the (100) faces tilted +10° in the [011] direction, and the (411) and
(411) facets are the least preferred of facets on the (100) faces tilted £19.5° in the
[011] direction. “Preferred” means that of two adjacent facets, the more preferred
one will grow at the expense of the other facet. In the perpendiculaf direction, the
(100) facet is the slowest growing facet for tilt angles +£19.5° in the [011] direction.
The wafer in figure 4.7 was produced by etching a pattern of squares with
a 9 pm period in both the [011] direction and the [011] direction, followed by a
growth of 3 um of Ga 7Al 3As. Note the development of the (110), (101), (110) and
(101) facets during the growth over the peak of each of the raised square sections.
Facets in the range of angles bracketed by the peak of the pyramid include all of
the possible facet orientations on Ga'As, taking into account the symmetries, and
thus the (110), (101), (110) and (101) facets are the least preferred facets.

From figures 1 and 2 we can infer the growth rate of some of the low index

facets normalized for the incident flux. The facets developed during the growth
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shown in figure 3 indicate that the growth rate is slowest for the (110), (101),

(110) and (101) surfacgs.
(110)
(010) (111) (411) | (811)
(119 < {(m)} < {(41‘1)} < {00003 < {(s'ﬁ)} (4.5)
101

{(100)} < {(m)} | (4.6)

(411)

To determine the temperature and As/Ga flux ratio dependence, a number

and

of substrates were prepared with ridges in the [011] and [011] direction, and a
series of growths were carried out at substrate temperatures ranging from 580°
C 'to 700° C, and for flux ratios from 1.4 to 4.0. Figures 4.8-4.15 and 4.24-4.27
are scanning electron microscope photographs of growths which were stained with
a pH 7.02 H;0, solution to highlight the thin GaAlAs marker layers. Table 4.1
gives the growth rate ratios for the substrate growth temperatures 580° C, 620°
C, 660° C, and 700° C, and they are plotted in figures 4.16, 4.18, 4.20, and 4.22.
Table 4.2 gives the growth rate ratios for a substrate temperature of 660° C, and
for As/Ga flux ratioé of 1.4, 2.0, and 4.0, and the growth rate ratios are plotted
in figures 4.17, 4.19, 4.21, and 4.23. Higher temperatures increase the differential
growth rates, while a high As flux decreases them to some extent, but the relative
ordering of the facets remains the same.

Since the long axis of the oval defects is oriented along the [011] direction,
it is likely that this observed tendency of facets to propagate away from raised
disturbances in the [011] direction and to propagate nearly vértically in the [011]
direction is the cause of the shape of the oval defects, independent of the origin of
the defects.

Diffusion lengths for group V elements have been reported to be quite small

(< 200 A) for low temperature growths ~ 550° C.% The diffusion lengths were
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estimated by growing an epilayer which was partially shadowed, and measuring the
distance over which the grown edge tapers down. One difficulty with this method
is, as shown in the experimental results shown here, that .the properties of the
tilted surfaces are quite different from those of the (100) surface, and thé surface
diffusion length measured in this manner may not be related to the diffusion length
on the (100) facet. Additional complications arise because the arsenic flux is also
shadowed, and the diffusion constants»for the group three elements is possibly a
function of the excess population of the group five elements. Variations in layer
thickness next to edges on the (100) facets in this study for the first hyers grown
show diffusion lengths of ~ .3 microns at 580° C, rising to somewhat in excess of 1
micron at 700° C for both the [011] and [011] directions, and they do not appear

to be a strong function of the As/Ga ratio over the range tested.

4.4 Macroscopic modeling

The notion of surface diffusion lengths relies on the following simple model. If
the sticking coefficients of gallium and aluminum on the surface as a whole remain
near unity, facets grow at rates different from the local incident flux by surface
diffusion. Taking the case of the growth of GaAs, assuming an excess of arsenic at
all points on the surface, we can divide the gallium atoms into two groups: atoms
which are adsorbed on the surface and relatively free to move, and those which
have been incorporatéd into the lattice and which are relatively immobile. Using
mass balance for the mobile population,

oP

5 = F ~Li~ Lq— (Diff) (4.7)

where P is the local population of adsorbed gallium atoms, F is the local flux

incident on the surface, L; is the losses due to incorporation into the lattice, Lg
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is the losses due to desorption, and (Diff) is the net diffusion of atoms to other
parts of the surface. Modeling desorption and lattice incorporation as simple
lifetime processes, taking diffusion to be independent of facet angle, and taking
the derivative with respect to time to be zero under steady state conditions,

B P(r,t) P(7,t)
W) ()

where 7;(7) is the characteristic time for incorporation of atoms into the lattice,

+ DV?P(7,t) (4.8)

74(F) is the characteristic time for desorption of atoms from the surface, P(7,t)
is the mobile population, F(7) is the flux at each point on the surface, D is the
diffusion constant for atoms adsorbed on the surface, and the gradient is taken on
the surface. If we reduce the problem to the case where fhere is only variation
along one dimension, and introduce a variable z which is measured along the

surface, we have

2 T ’

and the growth rate of the lattice at position z is given by

D

R(z) = (4.10)

If the desorption rate is taken to be negligible, and we consider areas of the surface
where thé flux and incorporation times are relatively constant, the solutions are
of the form

R = F + Ae*/' + Be™®/! (4.11)
where A and B are constants which are determined by the boundary conditions
at the edge of the facet, Fy = Fycos@, where Fg is the flux on the (100) facet, and

l= (\/Dn) - is the diffusion length for atoms on the facet.

One difficulty with this model is that nonuniform growth on the surface

changes the facets on the surface. In addition, small tilts away from low index
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surfaces may change the growth rate substantially, because of the steps which are
introduced on the surface. Despite these problems, this simple model makes it
clear that a diagram of growth rate vs. facet angle cannot be constructed because
of the large effect of the neighboring surface on thev growth rate at a particular
point of the surface. Unfortunately, the facet sizes of interest for device appli-
cations are comparable to the diffusion length, and neither of two simplifying
approximations can be made, that surface diffusion is negligible and geometric
flux ratios determine the growth rate, or that the surface is in equilibrium over a
suitably large region and the growth rate over a facet can be taken as independent

of its immediate neighborhood.

4.5 Microscopic structure

The vacuum environment of growth by MBE allows the use of high energy
electron diffraction during the growth, which yields detaﬂs about the growing
interface which are not available for any other growth t.echnique. Cho® discovered
that an initially rough substrate surface, yielding a HEED pattern which is a
field of dots due to transmission through asperities (bumps), quickly smooths
out when growth is started, yielding a HEED pattern which is a set of parallel
lines. He also noted the appearance of suborder diffraction lines which varied
depending on the ratio of incident arsenic and gallium fluxes and the substrate
temperature, with the easily reproduced arsenic stabilized surface yielding either a
centered (2 x 8) or (2 x 4) structure (these two structures cannot be distinguished
by first order HEED features). These features in the HEED patterns are caused
by surface features which have periodicities of 2 times and 4 or 8 times that
of the surface, respectively. He also observed several other surface structures
for reduced arsenic to gallium ratios, including (3 x 1), (1 x 6), (2 x 4), and

centered (2 x 8) for a gallium stabilized surface. Figure 4.28 is the “MBE phase
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diagram” which summarizes his findings. Cho later showed!® that the two-fold
periodicity corresponds to the direction of the dangling bonds of the uppermost
layer, and suggested that it was caused by bond-pairing, alternate rows of atoms
pulling together because of the interaction of their dangling bonds. The longer
periodicity in the perpendicular direction is thought to be due to a long range
order in the partially completed upper layer. Recent experiments ! on the time
dependence of HEED patterns upon initiation of growth suggest that growth on the
(100) surface progresses through the development of domains formed at random
positions, generating steps which propagate rapidly in the {Oil}. direction and
less rapidly in the [011] direction. These results are consistent with the greatly
enhanced growth for facets tilted slightly towards the [011] direction, with the
maximum for the (411) plane. The maximum growth rate for the (811) plane,
along with the minimum growth rate plane (411) is interestingly correlated with
the (2x4) or C(2x8) HEED diffraction patterns seeﬁ for the growing (100) surface.
In seems likely that the same atomic configurations account for both effects.

The simplest (811) surface terminated on an arsenic surface consists of a series
of steps two atoms high and four atoms wide, as shown in figure 4.29. The growth
rate for this facet being a local maximum as a function of tilt angle in the [01]
direction implies that interactions at a distance of at least four lattice constants
are iml)orﬁant.

Because of the complexity of the many body problem of the growing interface,
modeling has consisted of taking energies for small configurations of a few atoms
either determined analytically or as parameters, and using them in large Monte
Carlo simulations of the growth kinetics.!? Thé results presented here suggest that

longer range effects are important, and probably will need to be taken into account.
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4.6 Conclusion

The quality of the material grown over the facets tilted in the [011] direction
is comparable to that of material grown over the (100) facet, as can be seen by
the uniform electroluminescence seen in figure 4.30, and By the laser array work
which will be discussed in‘ a later chapter. This technique should prove useful in
the fabrication of devices which take advantage of unique features formed during
regrowth by MBE. The enhanced growth rate over the [411] surface has been used
to form waveguide geometries for lasers and laser arrays, as discussed later in this
thesis. Theoretical treatment of growth mechanisms is still weak for most surfaces
because of the complexity of the many body problem, but these experimental
results should prbve useful in testing methods such as the Monte-Carlo simulations

recently presented.!?



]

10

11

12

52
References for chapter 4:
A.Y. Cho and W. C. Ballamy, J. Appl. Phys. 46, 783, (1975).
W. T. Tsang and A. Y. Cho, J. Appl. Phys., 30, 293 (1977).
T. Sanada, S. Yamakoshi, O. Wada, T. Fujii, T. Sakurai, M. Sasaki, Appl.
Phys. Lett. 44, 325, (1984).
A. Y. Cho and F. K. Reinhart, Appl. Phys. Lett. 21, 355, (1972).
S. Nagata, T. Tanaka, and M. Fukai, Appl. Phys. Lett. 30, 505 (1977).
Y. H. Wu, M. Werner, K. L. Chen, and S. Wang, Applﬁ Phys. Lett. 44, 834,
(1984).
Seiichi Nagata and Tsuneo Tanaka, J. Appl. Phys., Vol. 48, No. 3, (1977).
A. Y. Cho, J. Appl. Phys., 42, 2074, (1971).
A. Y. Cho, J. Appl. Phys., 47, 2841, (1976).
J. H. Neave, B. A. Joyce, P. J. Dobson, and N. Norton, Appl. Phys. A 31, 1-8
(1983).
S. V. Ghaisas and A. Madhukar, J. Vac. Sci. Technol. B, 3, 2, (1985).



53

Figure 4.1) SEM of 1000A alternating layers of GaAs and Ga3Al7As grown

over a (100) substrate ridged in the (a) [01I] direction at a substrate temperature

ndices marked.

411)

Ga flux ratio of 2, with facet i
Sl ACH

£

of 680°C and a As/

Figure 4.2) SEM of 1000A alternating layers of GaAs and Ga 3Al7As grown

)

over a (100) substrate ridged in the (a) [011] direction at a substrate temperature

of 680°C and a As/Ga flux ratio of 2, with facet indices marked.
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Figure 4.3) a) and b) poor growth morphology resulting from insufficient etch-

ing of the overhang on a [011] ridge.
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_

Figure 4.4) diagram illustrating disappearance of slow growing facets on con-

cave surfaces.

Figure 4.5) diagram illustrating expansion of slow growing facets on convex

surfaces.
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Figure 4.6) Diagram relating growth rates of two adjacent facets to the prop-

agation of their vertex.

Figure 4.7) Growth of 3 um of GagAl;As over a (100) substrate etched with a
pattern of 9 um squares showing development of the (110), (101), (110) and (101)

facets.
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Figure 4.8) alternating 4500A GaAs layers and 500A marker layers of GagAl;
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 580° C, and the As/Ga flux ratio was 2.

Figure 4.9) alternating 4500A GaAs layers and 500A marker layers of Ga gAl 5
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 580° C, and the As/Ga flux ratio was 2.
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Figure 4.10) alternating 4500A GaAs layers and 500A marker layers of Ga gAl 5
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 620° C, and the As/Ga flux ratio was 2.

Figure 4.11) alternating 4500A GaAs layers and 500A marker layers of Ga gAl »
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 620° C, and the As/Ga flux ratio was 2.



59

Figure 4.12) alternating 4500A GaAs layers and 500A marker layers of Ga gAl 5
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 660° C, and the As/Ga flux ratio was 2.

Figure 4.13) alternating 4500A GaAs layers and 500A marker layers of Ga gAl 5
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 660° C, and the As/Ga flux ratio was 2.
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Figure 4.14) alternating 4500A GaAs layers and 500A marker layers of Ga gAl 5
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 700° C, and the As/Ga flux ratio was 2.

Figure 4.15) alternating 4500A GaAs layers and 500A marker layers of GagAl »
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 700° C, and the As/Ga flux ratio was 2.

3
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411 411 111 811
Temp. vs. 100 vs. 100 vs. 411 vs. 111
580 1.01 £+ 0.01 0.90 £ 0.03 0.59 4+ 0.02 1.79 £ 0.03
1.07+0.01 0.97 + 0.03 0.95 £+ 0.02 1.07 £ 0.03
620 1.20 4+ 0.08 0.78 +0.02 0.55 4 0.02 20£0.1
1.27 + 0.08 0.83 £ 0.02 0.89 4 0.04 1.2+0.1
660 1.24 £0.04 <.5 0.41 £ 0.06 294+0.5
1.31 £ 0.04 < .5 0.67 £ 0.10 1.7+ 0.3
700 1.11 £ 0.05 <.b 0.21 +0.04 5.3+ 0.8
1.18 £ 0.05 <.5 0.35 £0.05 3.3£0.5

Table 4.1) Table of relative growth rates for various facets formed by MBE
growth as a function of temperature, at a As/Ga flux ratio of 2.0. The range

indicated allows for errors in measurements of the photographs. The bottom pair

of figures in each case are normalized for the cosine § dependence of the flux.
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Figure 4.16 growth rate for the
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Figure 4.18 growth rate for the
(411) facet vs. (100) facet as a

function of temperature.

Figure 4.17 growth rate for the
(411) facet vs. (100) facet as a

function of As/Ga flux ratio.
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Figure 4.19 growth rate for the
(411) facet vs. (100) facet as a

function of As/Ga flux ratio.
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Figure 4.24) alternating 4500A GaAs layers and 500A marker layers of Ga gAl 5
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 660° C, and the As/Ga flux ratio was 1.4.

Figure 4.25) alternating 4500A GaAs layers and 500A marker layers of GagAl o
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 660° C, and the As/Ga flux ratio was 1.4.
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Figure 4.26) alternating 4500A GaAs layers and 500A marker layers of Ga gAl 4
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 660° C, and the As/Ga flux ratio was 4.

Figure 4.27) alternating 4500A GaAs layers and 500A marker layers of Ga gAl 5
As grown over substrates ridged with a nine micron period in the [011] direction.

The substrate temperature was 660° C, and the As/Ga flux ratio was 4.
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As/Ga 411 411 111 811
ratio vs. 100 vs. 100 vs. 411 vs. 111
1.4 1.12 £ 0.02 0.81 £ 0.02 0.59 £ 0.01 1.83 £+ 0.05
1.18 - 0.02 0.86 £ 0.02 0.95 £ 0.01 1.10 + 0.03
2 1.24 £ 0.04 < .5 0.41 + 0.06 2.94+0.5
1.31 +£0.04 <.5 0.67 £ 0.10 1.7+ 0.3
4 1.14 £ 0.04 < .5 0.57 £0.01 1.86 £ 0.07
1.21 £ 0.04 < .5 0.92 £ 0.01 1.11 £ 0.04

Table 4.2) Table of relative growth rates for various facets formed by MBE
growth for various As/Ga flux ratios, at a substrate temperature of 660° C. The
range indicated allows for errors in measurements of the photographs. The bottom

pair of figures in each case are normalized for the cosine § dependence of the flux.
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Figure 4.28) “MBE phase diagram” showing approximate zones of substrate

temperature and pressure for the various surface reconstructions.
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Figure 4.29) Diagram of simplest arsenic terminated (811) facet.
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Figure 4.30) Infrared photograph of electroluminescence from a double hetero-

structure grown over a substrate ridged in the [011] direction.
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Appendix C

Angle dependence of incident fluxes
for a rotating substrate MBE

In an MBE chamber, there are as many as eight separate cells supplying molec-
ular beams to the growing surface, which are arrayed in a cluster pointing at the
substrate. The range of angles of the incoming beams creates nonuniform fluxes
across the wafer which are partially compensated by rotating the substrate about
its own axis. In the case of growths over patterned substrates, the rotation also
eliminates the asymmetry due to some facets being tilted away from and others
tilted towards the molecular beam.

The flux on a facet of the wafer from a given cell is proportional to the cosine
of the angle between the normal of the facet and the direction of incidence of
the flux. In order to find the average flux on a facet while the wafer is rotating,
the cosine of this angle is averaged over one rotation. If we take a unit vector
normal to the facet to be F’, and the unit vector pointing in the direction of a
given Knudsen cell to be K,

—

cosp = F- K (C.1)

where 9 is the angle between the normal to the facet and the direction of the
Knudsen cell. Defining a cartesian coordinate system by taking the 2z axis to be
the normal of the wafer and the y axis to be along the direction of the projection

_of F in the plane of the wafer, we have

F = (sin8,0,cos ) - | o (C.2)

and

K = (sin acos ¢, sin asin ¢, cos @) (0.3)
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where § is the angle between F and the normal of the wafer, o is the angle
between K and the normal of the wafer, and ¢ is the angle between them in the

plane of the wafer. Taking the dot product, we obtain

cos 9 = sin fsin acos ¢ + cosf cos a (C.4)

Where cost is positive, it is proportional to the flux per unit area on the
facet, provided the facet is not shadowed by an overhanging part of the surface.
When 1 is greater than 90°, cos ¢ is negative, the facet is entirely shadowed, and
the flux is zero. If ¢ is not greater than 90° during any part of the rotation, and
there is no overhanging facet, the average flux on a given facet can be calculated

by integrating over ¢.

2
Flux o L / " (sinf@sin acos ¢ + cos § cos a) dé
27w Jo (C.5)

x cosfcosa

Thus for a rotating substrate, the flux on a facet at angle 8 is proportional
to cos @ for all of the Knudsen cells, provided the angles of the facets and of the
effusion cells are not large enough to cause shadowing during some part of the
rotation. The result is that the fluxes are the same as fhey would be if all the
materials were coming in normal to the wafer. Note that in the case of ¥ being
greater than 90° during some part of the rotation, the average flux is larger than
this value. This can easily be seen in the case of a § = 90° facet which has a
nonzero flux for an off-axis oven because it is tilted toward the oven during part
of the rotation.

If +a > 90°, then the flux is zero during part of the rotation, and the average

flux is given by:
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2w
Flux « —2—1; [0 (max (0, sin @ sin acos ¢ + cos f cos ) dg

1

=40 :
e /0 (sinfsin cccos ¢ + cos b cos o) dgp (C.8)

1 27
+ o /1r+¢0 (sin@sin accos ¢ + cos § cos a) dé

where ¢o = cos™! (cotfcot @), 7 — o and 7 + ¢y being the roots of the inte-

grand. Integrating, we have

1 T—¢o
Flux o (sinfsin asin ¢ + ¢ cos b cos a)

1 2w
+ — (sin@sin asin ¢ + ¢ cos 6 cos a) (c.7)
2 T+éo
1 . . .
x o (2sindsin asin ¢o + (27 — 2¢) cos § cos a)
Substituting for ¢, we have
= 1 e '
lux o oy {2 sin 0sin a\/l — (cot f cot )2
d (C.8)

+ (271‘ — 2cos™*(cot 0 cot a)) cos 0 cos a}

Figure C.1 shows the flux for facets at various angles for effusion cells at angles
from 0° to 90°. Figure C.2 shows the ratio between the flux on the facet at the
given angle and that on the 0° facet. MBE effusion cells are placed at a range of
angles from 10° to 25° and the fluxes on the facets discussed iﬁ chapter 3 are all

independent of the cell angles within this range, except for the vertical [010] and

[001] facets.
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Figure C.1) Plot of molecular flux incident on various facets as a function of

effusion cell angle.
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Figure C.1) Plot of molecular flux incident on various facets as a function of

effusion cell angle, normalized for the flux on the 0° facet.
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Chapter V

The 411 laser structure

5.1 Introduction

Semiconductor laser diodes are compact, highly efficient, and are pumped with
an electrical current. They can also be directly modulated through their pump
current. These characteristics of laser diodes make them the most desirable laser
devices for use in many applications, such as communications and information
storage. Research on semiconductor laser diodes has been directed in several main
directions including lowering the current threshold for lasing action, improving the
lifetime of the laser diodes, increasing the modulation response, and increasing the
total output power. Threshold current densities have been reduced from in excess
of 50,000A /cm? twenty years ago to as low as 160A /cm?.! Devices with expected
lifetimes in excess of 10° hours have been fabricated,? and modulation bandwidths
have been extended as high as 20 gigahertz.? One thing that becomes apparent
upon a review of the laser structures that advance b‘eyond the experimental stage
is that they are all very simple structures in comparison with many of the exotic
designs which have been proposed in the literature. This is presumably because
complex structures are difficult to fabricate, and yields are low.

Optoelectronic devices are intrinsically more complex than most electronic
devices because they require a three dimensional structure, to form a waveguide
to control propagation of light, as well for control of electrical pump currents. The
first semiconductor lasers were homojunction lasers, simple p-n junctions diffused
into a GaAs wafers. It was only later realized that they depended on a fortuitous
waveguide mechanism due to the high doping away from the compensated region

around the junction.! Kroemer® proposed in 1963 that semiconductor lasers could
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be made by sandwiching a low bandgap material with a higher bandgap material
which would have improved characteristics because of the waveguide formed by
the lower index of the higher bandgap material. The higher bandgap material also
provides a confining structure for the injected carriers, keeping them from diffusing
away from the optical channel. This structure, known as a double heterostructure
because of the two interfaces, is now common to all low threshold semiconductor
lasers.

In addition to the double heterostructure geometry, which allowed threshold
current densities to come down to a few kiloamps per square centimeter by pro-
viding waveguiding and current confinement in the vertical direction, to achieve
low total thresholds it is also necessary to limit the extent of the cavity in the
horizontal direction. Lateral confinement can be divided into two types, index-
guiding and “gain-guiding.” In a gain guided structure, pumping is restricted to
a narrow stripe by creation of high resistivity material using ion implantation or
by a dielectric layer, but there is no confining structure provided for the light,
and light which diffracts from the cavity is simply absorbed in the adjacent un-
pumped region. These lasers are simple and inexpensive to make, but thresholds
are higher than those of index-guided lasers, and they operate in multiple longitu-
dinal modes and exhibit “kinks” in their light-current curve due to shifts in their
mode distribution.

The lateral optical guiding of index-guided lasers is provided by one of several

mechanisms. Buried lasers’

use a two growth process which providés a slab of
high index material completely surrounded by a lower index cladding layer, form-
ing the optical guide, as shown in figure 5.1. A second class of lasers is that of

the channeled substrate planer (CSP)® which uses an LPE growth over a chan-

neled substrate as shown in figure 5.2. The section of the guide layer over the
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channel grows thicker, forming an effective index guide in the lateral direction. A
third method of providing a lateral index guide structure is that of the transverse
junction stripe laser (TJS).® In the TJS laser, a double heterostructure is grown
whichv is heavily doped n type, and an acceptor is diffused in to provide a trans-
verse junction. The lateral guiding mechanism is the same as the vertical guiding
mechanism of a homostructure laser.

The first step in fabrication of buried heterostructure las‘ers such as that shown
in figure 5.1, is growth of a double heterostructure, in this case GaAlAs cladding
layers. surrounding a (GaAs) active layer. This double heterostructure is then
etched away except for a narrow stripe (1-2 microns wide), the resulting structure
placed in an LPE furnace, and GaAlAs is grown surrounding f‘;he- original ridge.
This technique relies on several properties of LPE: its_ relative insensitivity to sur-
face contamination, and the fact that growth will not nucleate over GaAlAs with
aluminum content over 10 percent, but it will grow up against a ridge once it has
started on a GaAs surface. This results in a structure which is near the ideal,
with a waveguide consisting of a high dielectric constant material entirely embed-
ded in a lower index material, and good current confinement due to a blocking
layer included in the regrowth step. The main drawback to this geometry is the
requirement for a complex LPE regrowth step, reducing the yield of the process
and making these lasers comparatively expensive.

LPE growth rates are\strongly dependent on the surface shape, grooves are
filled as the growth proceeds, and projections or ridges may even be etched away
by the meltback process, both effects tending to smooth the surface. Fabrication
of CSP lasers use this property of LPE growths to form a waveguide by start-
ing the growth on a substrate which has had shallow grooves etched in it. A

double heterostructure is then grown over the wafer, and the paft of the double
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heterostructure which grows over the grooves grows faster than that on the sur-
rounding area, as shown in figure 5.2. This thicker part of the active layer forms
the waveguide.

The composition control capability of MBE has lead to the development of
laser structures in which the simple double heterostructure is replaced with a more
complex set of layers. In these structures, which include the large optical cavity
laser, quantum well la,sers, and graded index separate confinement heterostructure
(GRIN-SCH) lasers, separate layers are used for confinement of the carriers and the
optical mode. With this separation, the optical cavity and the active layers can be
individually optimized, the optical cavity for large mode volume and high power
handling capabilitj‘r, and the active layers for low threshold. Electrons confined
to layers less than ~ 150 A in extent show quantum size effects, one of which
is an increase in the optical interaction coefficient, resulting in the gain being
higher for the same inversion density. Threshold current densities as low as 160
A/cm™? have been achieved with the GRIN-SCH laser.! One drawback to these
very low threshold density MBE-grown lasers is that'the lateral confinement must
be provided by either the simple but undesirable gain guided stripe geometry,
or by complex additional processing into buried lasers with an additional growth
process in an LPE furnace. The zinc diffusion process used to form a TJS structure
enhances diffusion of the constituent elements, and destroys the quantum well

structure.1?

5.2 The 411 laser: structure

From tables 4.1 and 4.2, it can be seen that the (411) facet grows faster than the
adjacent (100) surfaces under a wide range of conditions, even when unnormalized
for the lower flux density incident on it. The higher growth rate on this facet

allows the growth of structures in a single MBE process which are analogous to
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the LPE—grown CSP laser, one of the commercially most important index guided
laser structures. This laser structure, referred to as the 411 structure because of its
dependence on the enhanced growth rate over the (411) facet, makes possible the
fabrication of index guideci MBE lasers, with their potentially very low thresholds,
in a very straightforward process involving only one growth step.

| A ‘scanrﬁng electron microscope photograph of a cross section of the laser is
shown in figure 5.3, and a schematic diagram is shown in figure 5.4. This structure
was fabricated by the following steps. A series of stripes was photolithographically
defined in the [111] direction on a [100] GaAs n™ wafer. The wafer was then
etched in 1:8:8 (HySO4,Hy02,H20) for 20 seconds, leaving a series of ridges on
the surface. Next, the wafer was cleaned by the technique discussed in chapter 2.
The polishing step and the etch in 4:1:1 (H,SO4, Hy 0o, Hz O) remove the overhang
which is left by the masked 1:8:8 etch. The wafer was then mognted and loaded
into the MBE system for the growth. The grthh consisted of a 0.1 micron GaAs
nt buffer layer, a 1.3 micron Ga7Al3As nt lower cladding layer, a 15004 GaAs
active layer, a 1.3 micron Ga7Al3As pt upper cladding layer, and a .1 micron p*
GaAs contact layer. A 2000 A layer of SiOy was deposited by CVD, and stripe
openings were etched through it over the waveguide formed in tﬁe MBE growth. A
Cr/ Au contact was applied to the upper surface, and a AuGe contacf was alloyed
to the substrate. The wafer was then cleaved into bars 350 micron long.

“Typical threshold current levels for this simple structure are approximately 50
milliamps per 350 um cavity, and they typically lase in ba single longitudinal mode.
Séveral things can be done to improve this basic structure, including growth of
GRIN-SCH layers instead of the simple double heterostructure used here, and

use of a diffused zinc contact to provide improved current confinement, similar to

current confinement structure used in the CSP structure.
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5.3 Proposed variation

As discussed in appendix B, if the sum of the facet angle and the angle to an
effusion cell is greater than 90°, then the flux on the facet is no longer proportional
to the cosine of its tilt angle. For sufficiently large effusion cell angles, the incident
flux rate on tilted fé,cets can be higher than the flux on the flat part of the wafer.
The ratio of the flux on the (411) facet to the (100)V surface is shown in figure 5.5
for a range of effusion cell angles. It is apparent that with an MBE with special
cells placed at high angles, it would bei'possible to preferentially deposit materials
on the (411) facet or any other facet angled with respect to the [100] surface.

Figure 5.6 shows the calculated structure for an .ékample of a growth using a
high angle gallium cell and the following procedure: With an extra gallium cell
at an grazing angle of 5°, the wafer is loaded, with a ridged surface as described
in the previous section. The growth proceeds through a conventional startup and
the lower cladding of Ga 7Al 3As with the standérd cells. At the start of the active
layer, rather than the aluminum cell being shuttered off, the high angle gallium
cell is operated at a flux calibrated to 0.8 microns per hour for a flat substrate.
This results in an aluminum mole fraction of 0.1 in the flux on the region over the
[411] facet, while that on the [100] surfaces only drops to 0.19. After the active
layer has reached the desired thickness, the high angle gallium cell is shuttered
off, and the growth continues as before. This sequence provides an active layer
which is completely embedded inv a higher bandgap material, similar to a buried
heterostructure laser, but in a single step. If a similar cell were used for a dopant,
it would be possible to embed a conductive channel which follows the propagation

of the [411] facet, providing current confinement as well.

5.4 Conclusion

Lasers using MBE growth over ridged substrates have the potential of combin-
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ing the advantages of the MBE process, excellent control over the growing layers,
with the structural advantages of the CSP laser grown by LPE. Ease of fabrica-
tion, low threshdlds and good yields even at this eafly stage in their development,
along with its desirable single Iéngitudinal mode oscillation, may make this laser

structure into more than just a laboratory curiosity.
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Figure 5.3) Scanning electron micrograph of a cross section of the 411 laser.
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Chapter VI

Index guided arrays of 411 lasers

6.1 Introduction

Efforts to raise the total output power of semiconductor laser diodes have been
less successful than the impressive advances in improving the other characteristics
such as threshold and reliability. The highest power levels for coherent single
mode laser diode devices is still less than 500 milliwatts. It is useful to compare
semiconductor lasers yvith other laser systems which have been successfully scaled
to high output powers. A typical neodymium YAG laser has a threshold power
density of ~ 1wa.tt/crn3. A semiconductor laser, by comparison, requires a power
density of 7 x 107watts /cm3 to bring the material to transparency. This difference
comes from the fact that the YAG laser is a four level laser and its lower laser level
is effectively empty when unpumped, whereas the population of the semiconductor
laser étarts in the lower level and must be pumped with enough power to keep
the population in the higher energy state. Since this threshold power is lost to
spontaneous emission, to achieve high efficiency levels it is necessary that the pump
power levels be at least twice this value.

With this level of pumping, the bulk semiconductor material can easily produce
gains of 10-100 cm"l._ That semiconductor lasers can operate in a continuous wave
mode at all is attributable to the efficiency of the direct current pumping and this
extrémely high gain which, along with the wave guide geometry, allows very small
laser cavities to oscillate.

The strong interaction between the media and the light in the cavity causes
large variations not only in the gain or loss of the material, but in the real index as

well, through the Kramers-Kronig relationship,! and through a free-carrier-plasma
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interaction.? Where the local inversion is decreased towards transparency, the real
index is lowered. This can cause a feedback effect, where a channel forms in which
the inversion is depleted, creating a réal index guide for light propagating down the
channel, which in turn increases the depletion due to stimulated emission. Laser
cavities in which this effect is not controlled break down into many independently
oscillating filaments, and the coherence of the output is lost. The rhain methods
of controlling filamentation in semiconductor lasers are to'provide a built-in real
index guide which is smaller than the intrinsic size of filaments, or to limit the
pumped cavity to a stripe which is not wide enough to allow filaments to form.3

The high power density necessary to bring the semiconductor material to trans-
parency, together with the self-focusing phenomenon which causes filamentation,
is the major obstacle to fabrication of large, high power semiconductor lasers. The
high power density requires the laser structure to be thin and in close proximity
to a heat sink for cooling, and filamentation limits the transverse extent of the
cavity. The total power from a solid state laser is then limited by the product
of the small cross section and the power density at which material damage oc-
curs. The material damage powei level is on the order of 10 megawétts per square
centimeter,* and may be reduced by an order of magnitude or more where non-
rad‘iativel recombination is enhanced, such as at the facets of a GaAs laser. These
limits give an upper bound of approximately 0.5 watt for conventional geometry
coherent semiconductor laser emitters.

One approach to achieve substantially higher powers is to coherently combine
the power of several laser diodes.>® This requires that the laser diodes be phase
locked. In order to avoid many optical elements with critical alignments, it is
also necessary that the laser elements be tightly packed toéether so that they

form an emitter array.” The elements of the array must also have 0° phase shift
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between them, and be separated by no more than the width of the individual
elements for the output to be a single beam.? The elements of the array may be
phase locked either by the coupling of the optical field within the array structure
itself, or through feedback from an external mirror'or a separate coupling structure
integrated on the wafer. The simplest way to form laser diode arrays is to cénﬁne
the current to multiple adjacent stripes, with intervening unpumped regions, and
to place them closely enough so that they are cQupled within the array structure.
The current confinement can be provided by oxide stripes, proton implantation,
or any of several other methods. However, the intrinsic feature of arrays of this
type, the lossy zone between the elements of the array, causes the optical mode
which has a null between each of the elements to have a higher gain than the mode
which has no nulls. The mode with nulls between the laser elments has a 180°
phase shift between the elements of the array and emits a double-lobed far field.

Arrays of index guided lasers do not have this b_ﬁilt—in tgndency to lase with a
double lobed far field if losses between the guides can be avoided, but because of
the tight optical confinement of index guided lasers, they must be placed very close
together in order to achieve coupling within the array structure. The‘fabrication
procedure for most types of index guided structures does not allow them to be
fabricated as close together as necessary for coupling. In the case of buried lasers,
the etches used to define the mesas in the first growth undercut the mask by
approximately the same amount as the depth of the etch. This leads to a separation
éf at least 5 microns between adjacent lasers, which is too far for them to couple
and phase lock. Similar problems occur for CSP lasefs, where the initial channel
is etched eight microns or so wide in order to end up with with a guide four or
five microns wide, and thé TJS structure, where the isotropic diffusion requires a

separation of at least twice the thickness of the upper cladding layer.
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6.2 Arrays of 411 lasers

The laser structure described in the previous chapter lends itself to index
guided structures because of the nearly vertical propagation of the featu_res formed
on the substrate into the epitaxial léyers.. This makes it possible to make index
guided structures which are very closely spaced, allowing the possibility of fabri-
cation of tightly coupled arrays. |

Using this téchhique, arrays of double heterostructure lasers were grown over
a substrate with rfdges etched in the [111] direction with a 9 micron beriod. The
growth consisted of a .1 um GaAs n™ buffer layer, a 1.3 um Ga7AlsAs nt lower
clédding layer, a 1500A GaAs active layer, a 1.3 um Ga 7Al 3As p™ upper cladding
layer, and a .1 um p* GaAs contact layer. A 150 um wide Cr/Au contact was
applied, and the wafer was cleaved into bars 350 ym léng. The laser cross section
is shown in figure 6.1a, and the spontaneous emission nearfield is shown in figure
6.1b. The 1.5x threshold nearfield is shown in figure 6.1c with 15 adjacent pairs
of devices of the single contact array lasing, each pair formed on either side of
a ridge. The typical threshold current for these arrays was 50-60 milliamps per
element. The elements of the arrays are index gliided due to the greater thickness
of the active layer over the (411) facets as shoWn in figure 3. In the 9 micron
ridged array, individual pairs of lasers were phase locked and typically operated
in a single longitudinal mode, but the individual pgirs oscillated independently.
Yields of individual lasers exceeded 90 percent, and thresholds were uniform to 10
percent. A typical threshold curve for a 150 micron wide device is shown in figure
6.2.

Wifh the objective of increasing the coupling and producing arrays which are
fully phase locked, similar structures were grown on substrates with periodicities

of 5 microns and 4 microns. The cross sections of these laser arrays are shown
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in figures 6.4 and 6.5. As can be seen in the cross sections, the growth ridges
start to overlap at these spacings, and the laser geometry changes. The spectrally
resolved nearfield of the 4 micron arrays, shown in figure 6.6, shows that they are
mode locked across the array, but the far field pattern is double lobed, showing
that they are phase locking in the 180° out of phase mode. In addition, the array
oscillates in‘ several longitudinal modes as seen in thé spectrally resolved nearfield,
in contrast to the predominantly single Iongitudinal mode behavior of the 9 micron

period array.

6.3 Conclusion

The present results show that is is possible to produce tightly packed arrays
of index guided lasers using the 411 structure, but the objective of a single mode,
single lobed farfield laser array has not been achieved. It is possible that additional
measures to force the oscillation of the fundamental optical mode of the array, such
as pufnping the sections in between the array elements, will meet with success.
External optical feedback from a mirror would probably result in fundamental
mode oscillation, as it has in other ﬁlarginal casés, but such apparatus defeats
some of the main advantages of the laser diode array, namely its compact size and

integrated construction.
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Figure 6.3) Nearfield of nine micron laser array, viewed through a spectrom-

eter to produce an image which yields the emission wavelength across the lateral

dimension of the array. This is refered to as a spectrally resolved nearfield.
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Chapter VII

Other applications for MBE

Regrown structures

7.1 Introduction

This chapter discusses the application of the techniques discussed in previous
chapters to the fabrication of several novel structures, a vertical channel field
effect transistor (VFET) with a high electron mobility channel, a technique for
making “quantum wire” structures, and a structure which allows contact to be
made to individual quantum well layers in a multiple quantum well structure.
This technique should also prove useful in the fabrication of other devices which
take advantage of the geometric features of regrowth by MBE, and for fabrication

of integrated structures.

7.2 Regrown channel vertical field effect transistor

This section discusses a series of experiments directed towards extending the
performance of high speed transistors, using a vertical field effect transistor (FET)
geometry to achieve very short channel lengths in combination with a modulation
doped channel structure for high carrier mobilities and peak velocities. This ge-
ometry avoids the contact problems that the HEMT structure usually entails.

A rough estimate of the speed of a semiconductor switch is 7 = Q/I, where
7 is the switch delay time, I is the current passed by the device, and @ is the
charge necessary at the input to get the switch from the off state to the on state.
The current drive of a given device is I ~ gun/d where ¢ is the unit charge, v
is the average velocity of the carriers through the structure, n is the number of
moving carriers, and d is the distance the carriers must move. Since Q is also

proportional to n, improvements in the speed of electronic devices come through
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cither decreasing the scale of the devices, which reduces the distance the carriers
must travel, or 'mcreasing.the velocity of the carriers.

FET structures fabricated to the same scale as BJTs posess the pbtential of
operating much faster than the latter because they are unipolar devices, and the
mobility of electrons is much higher in most semiconductor materials than the
mobility of holes.! However, it is more difficult to fabricate FETs than BJTs with
a given critical dimension because the critical dimension of a FET, the gate length,
is in the horizontal direction whereas the critical dimension of a BJT, the base
thickness, is in the‘vertical direction, which is much easier to control as discussed
before.

Many structures have been designed in which the gate structure of a FET is
defined on the side of a channel etched in the substrate, with the length of the
gate defined by the thickness of a grown or diffused layer.?® These structures are
collectively known Aas vertical FETs or VFETs. Not only do these structures gain
‘the advantages of shorter channel lengths but also higher packing densities and
higher voltage handling capability.* For high speed applications, it is necessary to
use special techniques such as angle evaporation, to avoid a large overlap of the gate
on the source and drain, to avoid excess parasitic capacitance. Combination of the
short channel length available with the VFET geometry with the higher mobilities
available in GaAs or other III-IV compounds should result in an increase in the
state of the art performance for high speed transistors.

The dopant atoms which supply the mobile carriers in semiconductors also
cause a reduction in the mobility of the carriers due to coulomb scattering. Esaki
and Tsu® proposed in 1969 that a heterostructure junction could be used to sep-

arate the dopant atoms from the carriers as shown in figure 7.1, reducing the

coulomb interaction between the carriers and their parent impurities and raising
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mobilities to near their values in the undoped material. After experimental demon-
strations of the high electron mobility in such structures, FETs were demonstrated
which used modulation doped channel layers.® High electron mobility transistors
(HEMT) have been shown to have superior high frequency performance to MES-
FETs in the same‘ materials.”

The structure of a typical HEMT, shown in figure 7.2,'consists of a thick
undoped layer of GaAs, followed by a thin (30 — IOOA) spacer layer of GaAlAs,
followed by a highly doped layer of GaAlAs. A Schottky barrier gate is deposited
on the grown layers, and the drain and source contacts are made by alloying to
the GaAlAs layers on the sides. One of the remaining drawbacks to the HEMT
structure is the difficulty of céntacting the channel through the GaAlAs layer
which is a poor conductor. If the layers could be inverted, with the GaAs layer
on top, it would be easier to contact the channel, But heterointerfaces grown in
the reverse order, GaAs on top of GaAlAs, have been found to have poor interface
;moothness, resulting in low mobilities.

The device geometry studied here is shown in figure 7.3. NPN structures were
grown on N* 100 substrates, and vee-grooves were etched in the [011] direction
witk 1:8:8 (H3S04,H307,H30). The channels were formed by either implanta-
tion of Sit ions into the surface of the vee-groove, or by MBE regrowth using
the techniques presented in earlier chapters. Aluminum gates were deposited by
vacuum evaporaﬁon, and upper and lower contacts of Au/Ge were alloyed to the
source and to the drain (substrate) as shown in the figure. The main advantages
of this type of structure are that the gate length is determined by the thickness of
a MBE grown layer and can therefore be very short and accurate, then the “ver-
tical”, the direction of accurate dimensional control, is changed by the etching

of the v-groove so that the thickness of the channel is also controlled very accu-
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rately. The source and drain contacts are supplied by thick, heavily doped layers

immediately adjacent to the channel, reducing the on resistance of the device.

7.3 Implanted channel device

The device whose I-V characteristic curves are shown in figure 7.4 was fabri-
cated by the following procedure.® An MBE epitaxial growth was performed on a
nt [100] substrate consisting of 3 microns of GaAs doped n type to 2 x 10'7c¢cm™3
with silicon followed by .15 microns of GaAs doped p type.to 1 x 107¢m™3 with
beryllium and a final layer 15 microns thick of GaAs doped n type to 2x 10*7cm™3.
A layer of photoresist was spun on and 10 micron stripes were opened in the [011]
direction. The wafer was then etched in 1:8:8 (H2S04, Hy0, H;03) for twenty five
seconds which forms vee-grooves to a depth of 2.5 microns, just penetra.ting the
p-type layer. The wafer was then implanted with Si* ions at a dose of 3 x 1012cm ™2
at an energy of 120 Kev. A SigNy4 cap layer was then deposited by CVD,and the
ion damage was then annealed out of the implant'ed layer at 850° C. AuGe con-
tacts were then applied to the top layer and the substrate and separation grooves
were etched through the epilayers to separate the devices. A Schottky gate Al
layer was then applied to the top surface of the wafer by vacuum evaporation, and
then patterned by photolithography and etching to remove all but the contact pad
and the tab over the channel section .as shown, which acts as the gate. The gate
width defined was 120 microns. The typical transconductance of the device was

250 mS/mm.

7.4 Regrown channel device

The ion implanted structure discussed in the previous section has several fea-

tures that are less than ideal. The channel region is formed by implanting n type

dopant silicon atoms into a p type layer, which is then annealed. This results in a
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channel which is compensated due to the presence of the p type as well as the n
type dopants, and ionized impurity scattering is increased. The ion damage may
also not be completely anriealed out, and the conduction channel is near the sur-
face with its trap states. All of these reduce the electron mobility in the channel,
and the performance of the device depends on the extremely short channel length.

Replacement of the ion implanted channel with a separately grown channel
would eliminate the compensation problem, and the quality of the grown mate-
rial may be higher than that of annealed ion implanted material. In addition,
the regrown structure can incorporate é modulation doped structure, resulting in
enhanced electron mobilities in the channel. A schematic diagram of the device is
show in figure 7.5.

A regrown vertical channel of the type discussed above was formed by the
following procedure. Starting with an n™ substrate prepared by the procedures
described in chapter 1, a 3 layer GaAs structure was grown, the first layer 2
microns thick doped with silicon to 2 x 107cm 2, followed by a beryllium doped
layer 0.4 microns thick, and finally a 2 micron layer doped with silicon to 2 X
10'7c¢m™2. Vee-grooves were etched as described in section 7.3. The substrate was
then cleaned following the procedure of chapter 3, and reloaded into the MBE.
Layers with thicknesses calibrated for the (100) surface were grown as follows. 0.4
microns doped to 5 x 10¥cm™% with tin, followed by a 0.2 micron layer grown
with the tin shutter closed, but doped due to the surface ségregation of the tin,
decreasing to near the background level by the next interface. A 30 A layer of
Ga.7Al 3As spacer layer was grown, followed by & 0.15 micron layer of Ga_.7Al,3As
doped to 2 x 108cm™? with silicon. Gold/germanium céntacts were then applied
and annealed. The I-V curve for a 100 micron wide channel is shown in figure 7.6.

Figure 7.7 shows the I-V curve for the transistor structure formed by depositing
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an aluminum Schottky gate over the channel, and operating it as a FET. The
performance of these devices has not been high thus far, with transconductances
of approximately 20 mS/mm, and large leakage currents. Possible reasons include
defects at the regrown interface, which is near the channel layer, and possible
difficulties with the smoothness of the HEMT channel. . It would be preferable to
grow the HEMT channel over the (411) facet because of the proven high quality
of the material, but the cleaning procedure is a selective etch for p-type GaAs,

leaving an undercut as shown in figure 7.8.

7.5 Quantum wire structure and quantum well contact structures

The following describes a proposed procedure for forming “quantum wires,”
structures in which electrons are confined to channels which have two dimensions
small enough to produce quantum size effects. In addition to the applications for
quantum well structures, quantum well lasers and high electron mobility devices,
these structures are interesting from a pure research viewpoint due to the effec-

tively reduced. dimensionality of the electrons which are constrained to move in

9

only one dimension.

One method of obtaining such structures is to use the intersection of two MBE
epilayers such as that used in the VFET described above. With the first growth
a fully depleted doping superlattice rather than the npn structure shown above, a
set of quantum wires would be formed as shown in figure 7.9.

One limit on the use of quantum well structures is the difficulty of making
electrical contact to the quantum wells. Etching, alloying and implantation pro-
cedures do not have the resolution necessary to single out a quantum well. An
interesting solution to this problem would be to use the fact that growth over

patterned substrates can result in quantum well layers which widen into layers as

much as 10 times thicker on an adjacent facet, such as that shown in figure 7.10.
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This would allow the use of conventional selective etching and contact deposition

to apply contacts to the individual layers.
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figure 7.2) Diagram of high electron mobility transistor.
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figure 7.7) I-V curve of HEMT VFET.

figure 7.8) Undercut of npn layers by cleaning procedure on 011 ridge.
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Chapter VIII

Ballistic transport over heavily doped quantum wells

8.1 Introduction

The purpose of this chapter is to discuss the transport of electrons transversely
across heavily doped quantum wells, and its application to several devices, includ-
ing a mid-infrared detector and a proposed new type of high speed transistor.
Quantum well devices are: interesting for several reasons, one being the produc-
tion of two dimensional electronic states, and others which are not directly related
to the quantum nature of the confinement, but simply due to the small dimension
of the structure. An example of the second category is the high electron mobility
transistor where the primary benefit of the quantum well structure is the spatial
separation of the electrons from their parent donor atoms, which greatly increases
the mobility of the electrons due to the reduction of ionized donor scattering. The
devices discussed in this chapter fall into this latter category, usingithe small size
of the quantum well to allow ballistic, nonequilibrium transport of hot electrons
over a quantum well which confines a degenerate electron gas which is at a low
temperature, in equilibrium with the crystal lattice.

The geometry which applies to the case to be considered in this chapter is that
of a thin layer of a low bandgap material, such as GaAs, embedded in a crystal
of a larger bandgap material, such as GaAlAs, with the larger bandgap material
undoped and the smaller bandgap material heavily doped with a donor such as
silicon, forming a quantum well with a dense electron population. In the cases
where an array of these quantum wells is considered, adjacent wells are separated
by a large enough distance so that tunneling between adjacent quantum wells can

be neglected, and the quanium wells can be analyzed as if they were in isolation.
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The devices are operated at temperatures suﬂicienﬂy low that in equilibrium, all
of the electrons are in a degenerate fermi gas confined to the quantum well, and
the occupancy of states in the‘ conduction band of the GaAlAs is negligible. An
electric field is then applied to the structure transverse to the quantum wells, and
electrons are introduced into the barrier regions by injecfion from the contacts,
absorption of photons, or by other means. The injected electrons gain ene'rgy from
the electric field as they accelerate toward the quantum well layer. If the éuantum
well layer is sufficiently thin, and the électron has sufficient energy, it may traverse
the well before it loses enough energy to be captured by it. This not only includes
true ballistic electrons which undergo no scattering events as they crbss the well,
but also electrons which do undergo scattering events, but lose insufficient energy
to become captured. Under some circumstances, this transmission probability can
be high, and can be put to use in the design of several interesting devices. If
the energies of the injected electrons are sufficiently high, the probability that the
incoming electron is captured is less than the probability that an additional elec-
tron is scattered out of the quantum well, resulting in avalanche gain. Avalanche
gain is desirable in cases where the primary source of noise is the detection ampli-
fier rather than the device itself, in which case the excess noise of the avalanche

mechanism itself is less important than the gain it provides.

8.2 Solid State Photomultiplier

The first device to be considered is an electron multiplier which is a solid state
analog of a vacuum electron multiplier. The band structure under an applied field
is shown in figure 1. The principle of operation of the device is that electrons
corresponding to a signal are injected into the device and are accelerated by the

applied electric field. While the electrons are in the GaAlAs, they gain energy from
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the field until their energy losses due to inelastic scattering phenomena, predom-
inantly phonon emission, balance thé energy input from the field. Additionally,
the electrons undergo nearly elastic collisions with acoustic phonons and ionized
impurities which also randomize their momentum. While an electron is in the
vicinity of a quantum well, it can also undergo Coulombic interactions with the
trapped electrons and transfer energy to them. There are three possible outcomes
for each electron injected into the well:
(1) the electron loses sufficient energy to become trapped in the quantum well
without exciting any other electrons out of the quantum well; |
(2) one or more e-e collisions occur resulting in more than one electron having
sufficient energy to éscape the quantum well;
(3) either no interactions occur and the electron escapes the well alone, or a series
of processes result in only one electron escaping tfle quantum well.

Averaging over all of these possible outcomes, an average of n electrons are
ejectéd from the quantum well for each electron which goes in. If vn is greater
than one, the possibility exists of using a multiple layer structure as an electron
xhultiplier. Note that only one carrier type is involved in this avalanche process, in
contrast to the P-I-N avalanche photodiode in whiéh impact ionization generates
both carrier tyﬁes. This type of avalanche avoids the excess noise caused by the
statiétical variations in the multiplication in the P-I-N diode when the impact
ionization rates for the two carrief types is similar.! It is necessary to supply an
external bias structure to the devicé to replenish the electrons, otherwise, the
structure would remain positively charged from the removal of the electrons, and
current would flow continuously, independent of the injected current.

The device is thus a close analog of the vacuum electron multiplier, with the

dynodes of the vacuum device corresponding to the low bandgap layers of the solid
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state device. Potential advantages of this device over a vacuum photomultiplier are
its small size and the possibility of fabricating integrated arrays of such multipliers.
The calculation of the numerical electron gain per layer is broken down into two
parts. First, the probability distribution p(E) for electrons entering the quantum
well is calculated, then a calculation is made of n(E), the expected number of

particles exiting the well given a particular incident k vector. The statistical

average of n, is then given by

(n) = [ p(Byn()dk ®

which is the expected number of electrons which leave the well for each electron
entering.

' Tilis is a useful separation if: (1) the barrier layers are sufficiently wide so
that the d‘istribution function p(E) is at a quasi-steady state value, that is, the
distrib,ution in k space is that of a bulk material with the same electric field; and
(2) the quantum wells are thin enough so that few interactions occur during the

transit time of an electron across the quantum well.

8.3 Electron distribution under a moderate electric field

The band structure for GaAs is shown in figure 2. We are primarily interested
in the conduction band, as these are unipolar devices. The lowest energy in the
conduction band in GaAs is at the bottom of the single gamma (T') valley. The
valley is sphericaily symmetric in the regions of interest, and the electron effective
mass is .06m,, where m, is the free electron mass. The next higher valleys are
the four equivalent L valleys in the [111] symmetry directions, which are .29 eV
above the gamma valley. The effective ‘mass in the L valley-s is much higher than
that in the gamma valley, and they are elliptical. The averaged effective electron

mass in the L valley is .222m,. In Ga;_xAlcAs, the electron effective mass is?
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mr = (0.067 + 0.083)xm,, and the separation of the gamma valley and the L
valley becomes AEry = 0.284 — 0.605x(eV).

The phonon spectrum of GaAs is shown in figure 3. GaAs, having two atoms
per unit cell, has six phonon branches, three acoustic and three optical. The
energy of phononé in the optical branches is on the order of .038 e¢V. At low
fields, where the electrons have insufficient energy to emit dptical phonons, the
dominant processes for momentum relaxation are acoustic phonon scattering and
ionized impurity scattering, and energy relaxation is dominated by the acoustic
éhonon scattering. In moderate fields in GaAs, the energy of some electrons
exceed the optical phonon energy, and the dominaht scattering process for both
energy relaxation and momentum relaxation is L-O (longitudinal optical) phonon
emission.? At higher field strengths, electrons gain sufficient energy to transfer into
- the L valleys. The dominant scattering' process at energies e:Lbové the minimum of
the L valleys is inter-valley phonon scattering.* Phonons with wavevectors large
enough for’conservation of crystal momen@um in an intervalley scattering process
have energies comparable(to the optical phonons, regardless of their type. These
scattgring processes are very fast because of the much hfgher density of states
compared to the gamma valley alone, due to the high electron eflective mass and
the presence of four valleys, and the electrons do not heat up further until the
electric field is much higher.
 The “moderéte electric. fields” referred to at the beginning of this section are
ﬁelds.in which an electron propagating through the crystal has a relatively high
probability of having an energy in excess of the opticall phonon energy, but less than
that Which would causé large excursions above the bottom of the L-valley where
the interaction rates are higher. This range is approximately 3 to 10 kv /cm. This

is the energy range that we are interested in because the electrons which approach
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the well must have a kinetic energy at least as large as the binding energy of the
electrons in the quantum well if they are to be able to scatter a cold electron out of
the quantum wéll, but the electric field should not be so high that some electrons
impé,ct ionize, creating electron-hole pairs. -

In a homogeneous material, we can define a distribution f (E, t) as the proba-
bility 'for an electron to possess a wavevector k at time ¢. In the case of relatively
infrequent collisions and short collision times, the Boltzmann transport equation
can be used to derive f (E, t) in the presence of the accelerating electric field and

scattering mechanisms. The Boltzmann equation for a homogeneous material is®

af(k t)+v F(E,¢) - ——+ZI’f(k t) =0 (2)

where I,'-Z; is the scattering rate operator for the ! scattering mechanism, k is the
wavevector which acts as the index for the one-electron states !\Il(d)) and f(k,t)
is normahzed so that [ ( 2V, ) f (k t)d*k = 1, where V, is the mtegratlon volume,
and the distribution functlon is taken to be independent of the electron spin. The

equation of motion for an electron in an applied electric field is

dic q. =
- =(3)¢ 3)

and the scattering rate operator applied to 4f(lncq,t) is®

FIa Vo oo ;] ) Vf(kt) 7 /“’ N
{,%f(k,t)—W/W(k,k)f(k‘,t)dk o /W(k k) dk (4)

where W (k, k") is the transition rate from state [ (k")) to the state [¥(k)). The
first term corresponds to the scattering rate for electrons into the state k from all
other states |¥(£')) and the second term corresponds to the scattering rate out of

state k to all other states {\II(E)) Setting the derivative with respect to time to

zero to arrive at the st'eady state equation,

917 . +( TN F(INNATY Of(i‘;) AL YA
2 VS (F) 27r /Z (k, B (R dR! ~ 2W)3/§:W1(k,k)dk (5)
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At this point, the main approximation which has been made is that the scatter-
ing mechanisms are a small perturbation to the energy eigenstates. Adding the
assumption that the time between collisions is large compared to the duration
of an individual collision, and that the interaction potentials are small, we can
use Fermi’s golden rule to find the transition rate due to the scattering mecha-
nisms. W(l;, E’) = EJ-'WJ-(E, ic") where Wj is the scattering rate due to each of the

scattering mechanisms, and

27

Wik, k') = < (s [ H; | ¥i)|*6(Es — Ex) (6)

where H ; is the interaction Hamiltonian, t; and ¢y afe the initial and final states,
and E; and Ey are the total initial and final energies.

- In the energy spectrum above the threﬁhold for L-O phonon emission but below
the minimum of the L-valley, L-O phonon emission dominates other scattering

processes in Gaj_xAlyAs. The matrix element for L-O phonon emission is’

C

E[,Z“——“ E,E'—T
B = 66 F)

(7)

where ¢(k, k') = |- [ upi(F)uq (F)d®r|? is the overlap integral for the periodic part of
. o !
the electron states, absorption and stimulated emission have been omitted because

of the low occupancy factor for the optical phonons at these lattice temperatures,

272 (Awep ) ¥
C et ap 1(/2 OP) (8)
me' "V,
and :
o= () (L - )
™ he 2hwop €0 €0 :

is the dimensionless Frohlich constant, € is the relative dielectric constant at high

frequencies, € is the static relative dielectric constant, iwop is the energy of the

optical phonon, and V, is the volume of the crystal.
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The transition rate is

- o | 2nC/h - R ~ .
Wik, ky) = (m) ¢(k,k')6 (z—me(lkflz — |ksf?) - h%p) (10)

Inserting the transition rate into equation 8.5,

98 .9 (0) = —2 oy f(’?) ([ A “:2__"‘2_ 1
2891 = Gy SRR |E,_E!26(2me(|k| ) hwop) i
C"‘ k& k 1 -hz 2 . 12 =
_(zw)zhf(k,k )f(k)/ " Elz& (zme(lk |* — |k|*) - hwop) dk (11)

carrying out the integration in the second term,

cwm s C o SR (AR .
16 91(0) = o iR | ot (SR = ) — g o
‘ 1/2
72 -~ 1 X%
C oy g 2T (z_m‘) [kl + |/ Tm, — Awop
- (27r)2h5(k’ k') f (k) In (12)

h-2lk| (2?,1)1/2 |EI ~ r——————gif: ~ huoeg

At this point, it is possible to generate nurﬁerical solutions to this equation
using a Monte-Carlo calculation, or an analytical result can be found by assuming
a drifted thermal distribution for the electrons, however, the result would not
be physically -meaningful for the following reasons. The last term in equation
12 is the total scattering rate out of the state k. Figu_re 4 shows the variation of
this scattering rate as a function of the magnitude of the electron wavevector. The
scatteringbrate for gamma point electrons is 1013 571, to a good approximation, for
energies from slightly above the optical phonon energy to .29 eV, where scattering
into the L valley commences. This gives a probability distribution for the time
between collisions, when the electron’s energy is Within this range, P(t) = %e“t/ Tdt,
the probability of scattering between t and t + dt. If we assume that an optical
phonon emission completely randomizes the momentum, the momentum after a
scattering event has magnitude k, and its direction probability distribution is

uniform. Taking the 2 direction in the direction of the electric field, the probability
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distribution for k, is P(k;) = (7/2) (1 —'lcg//cg) 2 dk, {|kz| < ko}. Using the
equation of motion for the electrons, the change in energy over a collision cycle
is AE = %nj—c[—q/hftkzo + (¢/hEt)?] — huwop, Where the huwop term accounts for
‘the loss of the energy of one optical phonon, and k,, is the initial value of the

component of the wavevector in the direction of the electric field. The probability

distribution for the energy loss AE is

d

P(AE) = — P(kyo) P(t)dkgodt (13)

E'(kzoit)<E
which unfortunately does not analytically reduce to a.usefully simple expression,
however, several conclusions can be drawn by finding the. mean valu;e of the energy
change and an approximation for its variance. Starting again with the equation

of motion for the electron,

"dk 4\ 7

Pty
&) = [Rae= [ (HEdt = rp()E (14)
. 0 0 ’ .

In the effective mass approximation, 7, = (h/ m)E and the average rate power

gained by the electron from thé field is
. ] o
P=gE-(0) =L (15)

Each optical phonon emitted carries fiw,p of energy with it, so the average power
loss to the phonon field is P; = hw/7,y. Note that this power loss is constant once
the electron exceeds the optical photon energy, while the energy input from the
field continues to rise. The point at which the energy lost to the optical photons

does not balance the energy input frorri the electric field ‘is

- Rwgpm
62 = Tame
T5pd

(16)
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For GaAs, this occurs at approximately 4000 V/cm. Below this field strength,
energy balance is maintained by the changing ratio of elegtron population above
and below the optical .phonon energy. vAt higher fields, the optical phonon interac-
tion is insufficient to ﬁlaintain a steady state, and other processes which occur at
higher energies become impértanf. The process which limits the further heating
of the“electron gas is intervalley phonon scattering. Not only does the net mean
energy loss over a collision cycle reduce to zero and eventually become negative,
fhe variance of the proBability distribution grows, initially at zero ( probability of
energy lost equal one for AE = fw,p, and zero otherwise), it becomes ~ %gﬂ%é‘rko,
(where the variance due to the phonon emission time has been neglected), which
becomes comparable to the toﬁal energy of the electron. This large variance comes
from the fact that after a collision the electron’s direction is randomized. If it
propagates with the field, it gains energy rapidly, but if it is against the field, it
loses energy rapidly. The distribution function of the electrons ﬂaftens out, the
effective temperature of the electrons goes to infinity, and the distribution can
even become inverted, as shown in the Monte-Carlo simulation in reference (®).
Note that the calculation in that reference was undertaken at a time when the
energyl ordering of the conduction valleys in GaAs was thought tobel' - X — L,
rather than the actual T — L — X, but good agreement with experimental results
was achieved anyway. No comparaBle Monte-Carlo calculations seem to have been
published since then with the proper ordering which 'include the electron distribu-
tion, but the essential features of the transport seem to be relatively independent
of details such as the identity of the higher energy, low mobility valley, and of
the exact scattering rates in the higher valley. Over a range of electric fields,
the distribution caﬁ be approximated as uniform, independent of energy in the

gamma valley. The portion of electrons which remain in the gamma valley can be
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estimated by noticing that the mobility of electrons in the gamma 'valley remains
constant at the value which it has in lower fields, or even increases slightly, where
the electrons in the L-valley have a greatly redﬁced mobility. Since éverage elec-
tron velocity saturates at ~ 2 ><'107cm/ s, the proportion of electrons which remain
in the gamma valley in moderate electric fields is api)roximately np/n = 1%“%

Electrons which are in the L-valley as they approach the quantum well remain
in the L-valley within the quantum well.® Once they are in the quantum well
layer, they quickly lose energy to intervalley phonon emission until they are at
the minimum energy of the L-valley, which is a staté which is confined to the
quantum well. However, to cool further, they must make the transition to the
gamma valley. At this point, they have an energy above the conduction band
edge of the GaAs of Epy. If the depth of the quantum well is less than this, the
electron must lose the difference before diffusing out of the quantum well if it is to
be permanently trapped in the quantum well. Thus, for the purpose of calculation
of capture probabilities, L-valley electrons which are injected into the quantum
well are considered equivalent to electrons injected in the I' valley at an energy of
Err. |

The above abproxirnation yields the probability distribution in k space for
an -arbitrary electron. The distribution of carriers entering the qu.antum well is
weighted for the average velocity perpendicular tAO the quantum well. The average
drift velocity eléctrons in the gamma valley is higﬁ and relatively independent
of energy, and the drift velocity of electrons in the L-valley is much lower. The
mobility in the L-valley is estimated to Be ~ 900 cm®/V-s,!° compared to ~ 7000
for electrons in the gamma valley.

The probability distribution in k space for electrons passing through a plane of
the crystal, for example, the x-y plane, can be found by weighting the distribution

by the average veloéity in the 2 direction and renormalizing.
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-

o v f (k)
P = e o

v, >0

Since the drift velocity of the electron depends only on which valley it is in, in this
approximation, the integral collapses to

/ vzf(E)d3k = npv,r + NV, (18)

V2 >0

The ratio of electrons injected into the quantum well which are in the gamma

valley to the total electrons injected is then

vrnr
- , ‘ 19
r vrnr + vg(n — nr) (19)

and the probability distribution in k.space is

' T 2m
am (2 3/2 {Ikl < hzeErL}
5 (—ﬁ"%f‘ErL)

2m
0 {]kl > \/—gz—e'EI‘L}

with effectively a delta function at E- = Erp containing (1 — rpr) of the electrons.

p(k) = | (20)

\

If momentum-randomizing collisions occur often enough, the electron will undergo
several collisions as it passes over the quantum well, and the direction of its initial
wavevector is unimportant. In this case, the probability distribution as a function

of energy (only) is used as the initial condition.

_ ) EE sin(@)dgas [ 42 )
WE) = [ BN sin(0) it (57 (21)
E(K)=E
3 EI/Z
~rr—; E < LrL
p(B) =12 EY (22)
0 otherwise

where there is again a delta function at Erp corresponding to the electrons which

were in the L-valley belore injection. The diffusion and drift of the hot carrier
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are then taken to be the mean values calculated for an electron at that energy.
Only the energy losses are taken to be statistical. This approximation is justi-
fied provided that there are statistically large number of momentum randomizing

collisions over the quantum well.

8.4 Capture probability due to L-O phonon emission

Now that we have an approximate probability distribution for the electrons
entering the quantum well, we need to caiculate the probability with which an
electron at a particular wave vector will either be cabtured by the quantum well
or will intéract with the electrons in such a way that a total of two or more escape
the quantum well.

The mobility over the quantum well layers is lowered by ionized donor scatter-
ing in addition to the scattering mechanisms which are important in the undoped
GaAlAs layer. The mobility in GaAs doped in the 1017 — 108 cm~3range is ~2000
cm? /v-sA.11 The electric field in the quantum well layer depeﬁds on the distribution
6f the dc;ping in the layer, which can be controlled, and the distribution of the
electrons in the layer, which depends on the electric field. If the quantum well
layer is uniformly doped, the field in the quantum well laye‘r is lower than that in
the barrier layers due to the displacement of the confinéd electrons in the electric
field. Assuming that the doping distribution is tailored to maintain the same field
over the quantum well (for a specific value of the electric field), the mean time the
hot electron spends in the vicinity of‘a quantum well is

w
ty = —— 23
q “qg ( )

where w is the width of the quantum well and u('] is the mobility of the hot electron

in the quantum well layer. For a typical quantum well width of 80 A and an electric

field of 10000 v/cm, this time is approximately 5 X 10~ seconds.
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Since the probability of emitting a L-O phonon is approximately independent
of the electron’s energy if it is above the optical phonon energy, the probability of
emitting N L-O phonons during a time ¢, is given by the Poisson distribution.
N
)

P(N,7op/tq) = (ep/ta)_

i e~ (ton/ta) (24)

The energy loss necessary for the electron to become captured in the quan-
tum well is approximately the kinetic energy which it had when injected into the
quanﬁum well. The probability that the electron will be captured due to optical

phonon emission is

Prapturel(E) ~ 1 - LL(V;‘? Cop/ta)” i~ (25)

where L(E) = int(E/hwop) is'the number of optical phonons which must be
emitted for the electron to become captured. Figure 5 shows the probability
of capture by optical phonon emission as a function of the energy at injection
and (7,p/t4), the ratio of the time over the quantum well and the optical phonon
emission lifetime. Integrafing over energy yieldsf.he probability that an individual

electron will become captured due to phonon emission as it propagates across a

quantum well.

Erp, int(E/fwop) (. 1, 13

. E1/2 in 1 ¢

Peapture & / 3/2——375 1- > gMTgLe—(ToI)/tq) dE (26)
0 Ery, z=0 =

It can be seen that for the range of parameters which we are interested, where
the electron energies are high and the transit time is comparable to the photon
emission time, the probability of electron capture solely due to optical phonon

emission is extremely small.
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8.5 Calculation of perturbation matrix elements

in the vicinity of a quantum well

In the following sections, in calculating the scattering interactions of the elec-
trons, we will need to integrate ‘ovel; functions which have factors which vary
rapidly: over a unit cell, and other factors Which vary slowly over a few unit cells.
If we impose periodic boundary conditions over an integration volume V,, and we

have an integral
I= / HGEIGE (27)
Vo

where A(F) varies rapidly and B(7) varies slowly over a unit cell, we can decompose
A(7) and B(F) into Fourier series A(F) = T; Aze'*7 and B(7) = T; BEei—"“. The
integral I is then given by

I=33 4;8; [ et (28)

ky k2

If the functions do not overlap in k space, there are no terms where El = _ﬁz where
either A i, of B,;z is not zero, and only the k = 0 terms contribute to I. The factors
which vary .rapidly' over a unit cell should not have nonzero components corre-
sponding to wavevectors smaller than the reciprocal of the cell dimensions, and
the slowly varying factors should not have nonzero components larger wavevectors.
The Fourier components A, and B, are A, = T}"}'J A(F)d*r and B, = T}:Vf B(7)d3r,
and we have

1
I= -V:V[A(f)d%v[a(f)difg (29)

which we will use in the later evaluations.
The electronic states in the vicinity of a quantum well can be approximated
by a wavefunction which is separated into two parts in the effective mass approxi-

mation, a periodic part which varies rapidly over a unit cell, and one which varies
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slowly over a single céll.
U(7) = u(F)$(7) (30)

Where u(7) is periodic over a unit cell, and zﬁ(?) varies slowly from one unit cell

to the next. The orthonormalization of these wavefunctions is given by

[ (AL = b(r,m) (31)

For low energy electrons near thé Bottom of the ‘gamrln'a valley in GaAs or GaAlAs,
the rapidly varying part of the wavefunction is approximately the same as that of
the Bloch wavefunction (F]IZ) = uE(f')eiE'F which is independent of k for k small.

When the material composition of a semiconductor alloy is varied, the first
order effect on the electronic wavefunctions is .t';o establish an effective potential
which is equal to the portion of the bandgap change which appears as an offset in
the conduction band. In Gaj_xAlyAs, the bandgap is approximated by E'g(eV) =
1.424+1.247x for x <~ .35,'? and approximately 85% of the change shows up in the
variation of the gamma point. The effective potential fpr electrons in Ga;—xAlxAs
is then given by V(¥) = —.85:1.247 - x(7), where x(7) is the composition of the
material as a function of position in the crystél,- and we have chosen the zero
potential to be that in the GaAs.

The effective potential in the vicinity of a quantum well is given by

w
0 {zl < 5‘

V(z) = W ' (32)
5Vc IZI > 5‘

where 6V, (eV) = 1.247 X x is the difference in the effective potential between the
GaAs and the GaAlAs. With this potential, the equation can be separated into
one dimensional equations for spatial variables perpendicular to and parallel to

the quantum well. The constants of separation are taken to be E;, E, and E,,
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and E;+ Ey+ E, is the energy of the wavefunction, with the zero taken to be the

GaAs conduction band edge. The wavefunctions in this case are given by

V() = Au(P)eFrPg(z) (33)

where g = zZ + yi is the position vector in the plane of the quantum well, Ep =
k;Z + kyy is the wavevector in the plane, and ¢(z2) is the solution for the simple

particle over a finite potential square well with an energy (separation constant) of

E,, normalized so that i) t/ejz ¢*(2)¢(z)dz = 1. The wavefunctions are normalized

such that [y, ¥*(F)¥(F)dz = 1, and the normalization constant is 4 = A~1/2,

ﬁ2k2

where A is the area of the quantum well structure,. = = Mg and E, ST —

2m’

In the case of a state which is not bound to the quantum well layer, with a
separation constant E, in the 2 direction corresponding to an energy greater than

the depth of the quantum well, the solutions are taken to be

¢I(z) = Aleiklz + AI[C_ik[z z < ,_.1.;_

$(z) = orlz) = App (%177 & C—ik”z)v 2| < %}' (34)

érrr(2) = :EA'Ieik’z + AIe-ik[z z> —1:;)—
\

where kj is the magnitude of the 2 wavevector in the Gaj—xAlcAs and kpr =
((2-"—‘5&) + kz) 1 is the magnitude of the 2 wavevector in the GaAs. The z origin
is taken to be at the center of the quantum well, and we have chosen the symmet-
ric and antisymmetric solutions, the upper sign corresponding to the symmetric
solutions, and the lower sign corresponding to the antisymmetric solutions. This
choice results in éolutions which are similar to the wavefunctions of a homogeneous
crystal far from the quantum well, but rather than having independent solutions

for =k, there are an odd set of solutions and an even set of solutions, which must

be explicitly summed over. The boundary conditions at £% for the function and
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its derivative, and the normalization

+2/2

[ 6u(2)ém(2)dz = 6(m,n) (35)

~2/2
where £ is the dimension of the integration volume perpendicular to the quantum
well, serve to fix the valués of the constants Ay, A}, and Ay to within a phase.
The wavefunctions corresponding toa separatién constant E, less than V, are

w

1) = £Are™ 2] > o

e = ey w (36)
¢11(z) = Anr (elk”z + e—’k”z) lz| < 3

Applying continuity of the function and its derivative at the interfaces,

krrw tan(ku—t—u-_) = kw even solutions
z (37)
krrw tan(kua—) = kw odd solutions

and k* + kf— = -2—’;:—2‘{‘* There are n solutions to these equations, where

‘ [2m,.V w? '
n = int %&L (38)

For typical values of w ~ 100 A and V ~ .2eV, only one bound state exists. In the
calculations which follow, we will assume that the quantum well is thin enough so
that only one bound state exists.

If the bound eigenstate 1s ‘tightly confined to the low bandgap layér, the wave-
functions can for'sorﬁe purposes be considered to be approximately those of an
infinite quantum well with the same width. The energies of the eigenstates of an
infinite potential well are

| 9 Vil

E, = 9
n=T 2m.w? (39)

for w = 100 A in GaAs, Ey ~ .06eV, reasonably tightly bound for a well depth of
~ .2 eV. The exponential length in the barrier regions for the finite potential is

~ 67 A. The amplitude of the wavefunction is considerably smaller in the barrier
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region as well, leading to the conclusion that the evanescent tails can be neglected
for quanfum well widths ~ 100 A. |

In the following sections, we will need to calculate matrix elements of the form
(1| H [th3), where one of the eigenstates is that of a wavefunction confined to the
quantum well. The Ava,lues of the coefficients Aj,A’; of the unbound eigenstate are
not needed for the calculation of the interaction matri.x elements which involve an
integration over both a bound and an unbound eigenstate because the integral is
zero outside of the quantum well. However, the magnitude of Ay is needed. The

equatipn from continuity at ¥ is
L Are~ k1T £ Alethi s = ApremiYy & Apetihiy (40)
and the equation for continuity of the derivative at ¥ is
+Are % T AvetE = Ap(kyr/kn)e 0 E F Ak /kp)etHE (41)

The boundary conditions at —% are handled automatically by the symmetry (or

antisymmetry) which we have imposed. Resolving these two equations yields

A2 k kr\?
|A;}z“f ‘lA T .{H(kzlz) i[l - (EI?) ]Cos(kuw)} (42)

Noting that the majority of the contribution to the normalization integral comes

far from the quantum well, {|A1|2 + A2} e =1.

{AUIZ =1/¢ {1 + ( :”)2 + 1»;(-,1-“;’;)2} .cos(kuw)} (43)

and since we will want to index the functions by kj, we substitute in kII =

(O3 o) O
=i () - (et
o ()" ”
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The bound wavefunctions are also normalized so that ff@z é;(2)dp(2)dz = 1,

and they are taken to be those of the infinite potential well,

0 |2 > -';’-
¢i(2) = ‘ w (45)
Aycos(zm/w) |z] < 5

and A, = (w/2)"1/2.

8.6 Comment on wavefunction approximations

The analysis of the devices in this chapter use- the approximation that the
quantum wells are isolated and that effects due to the presence of multiple quan-
tum wells add incoherently. This approximation is justified in the case that the
individual quantum wells are separated by a sufficiently large distance.

The optical phonon interaction reduces the lifetime of the momentum state
|Iz) of an electron with an energy in excess of the optical phonon energy to approx-
imately 10712 seconds. The finite lifetime of the st#te causes broadening of the
energy of the state by AE ~ h/At, approximately 6 meV. For an electron propa-
gating in a homogeneous crystal, the energy uncertainty can be related to an un-
certainty in the wavevector, Al%] =AFE (;f':"gfi) 1/2. If a packet state is constructed
with a position uncertainty limited to Az, the uncertainty in the wavevector can
be held to Alk| = 1/Az. The spatial extent of packets which fall within the un-
certainty caused by the optical phonon interaction is given by Az = (%L%) 12 At.
Since the electron group velocity ié vg = %@At, we have Az = vyAt, which has
a simple intuitive interpretation: on the average, when the electron has gone a
distance Az it undergoes a collision, which destfoys its coherence. This c.oherence
length varies from 140A for gamma point electrons at 29 eV(=Err), down to
52A for gamma point electrons just above the: optical phonon energy. The local
electronic wavefunctions are insensitive to conditions 6utside this range, and the

hot electrons behave as they would over an isolated quantum well.
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An additional consideration that must ‘be made is that of the current which is
due to tunneling between the adjacent quantum wells. This leakage current can
be estimated by u:sing the Kronig-Penny model for the electronic states within

the superlattice. Taking the % separation constant to be E,, the wavefunctions

within the lower bandgap layers are ¥(z) = Ae’(? + Be=*KZ where E, = nzgz.

Within the barrier regions, the wavefunctions are ¥(z) = Ce'** + Be~ "%, where

2
6V. — E, = th'ff and 6V, is the conduction band edge offset. Satisfying the
boundary conditions at each of the interfaces, and using the Bloch theorem, we

find the relation!

K)Z— 2 ‘
[( K“‘)] sinh(xb) sin(Kw) + cosh(kb) cos(Kw) = cos[k(w +8)]  (46)

where b is the width of the barrier between the quantum wells, and kz is the phase
change of the Bloch wavefunction, where ¥, (2) = U(z)e'*?, and U(F) is periodic
over one period of the superlattice. These form an implicit relation for E(k) in
the subbands formed by the superlattice.

Since «b is large, sinh(kb) and cosh(xb) can can be simplified to %e(’“b).

Lo { [@fﬁ@] in(Kw) + cos(Kw)} —coslk(w+b)]  (47)

states with real k wavevectors only exist when the left hand side has magnitude
2 72 _ v

smaller than one, so the term {[(ﬁi;_{(f_l] sin(Kw) + cos(Kw)} can be expanded

about E = E,, where the expression is zero at E,, which is the energy of a state

in an isolated quantum well.

1 K2
E ~ E, + EZel=%ob)yy~1 (

2m,

) ’ cos|k(w + b)) | (48)

taking the second derivitive with respect to &,

2

. .
L ——].‘?(}%e('“"b)w”1 ( "
2

Kz me) (e b)* cosl(w + b) (49)
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-1
: 2 eee s e
The effective mass in the band is m* = #? [%Eg] K the mobility is given by
p = -5=(rm), where (r) is the momentum relaxation lifetime, and the current

density j is j = nquf, so we have

,1 .
S a2 5 (—xob) (w + b)
J=ng{rm)E2E e ' hsqrt?mew

(50)
where n is the overall doping density of the superlattice.. Evaluating this expression
for a device with a barrier region of 300 A, a quantum well width of 80 A, doping
density of 1 x 108, and a confinement energy difference of .2 eV, the leakage
current comes to ~ 18 A/cmz, or 180 pA for a typical device area of 1000 um?.

The leakage current falls exponentially with the barrier width, and it is down

several orders of magnitude for b = 500 A

8.7 Charge shielding due to a degenerate fermi gas of electrons

in a quantum well

The field from a point charge in an electron gas is partially shielded by move-
ments of the charge carriers around it, which effectively changes the interaction
potential of an electron-electron collision. The induced charge density in the sur-
rounding area is a function of the potential, p = ¢[—n(¢) + Ny| where n(¢) is
the density of carriers as a function of the potential and Ny is the donor density.

Following ('), the potential is then determined by‘ the Poisson equation
2
Vol = (1) S = -4 o
where spherical symmetry about the. charge has been assumed. Expanding about
¢ =0,
| on(¢ =0) l
d¢ $=0

Assuming the quasi-neutrality, n(¢ = 0) = Ny and |

n(¢) = n(¢ =0) + X 66 (52)

p(r) =—q¢ [agff) | ¢=0] (53)
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With the boundary condition ¢ — 0 as ¥ — oo, we have from equation 51:

rg=Ce P (54)
where
_ g [on(4)
ﬂ2=2[ 56 |¢=0} (55)
For r — 0, ¢(r) = 7%= so C' = 7L and
Br) = e (56)

yielding a scattering potential of the Yukawa form, with a screening length of 1 /B.
To find the screening lehgth B, we need the charge density as a function of the
local potential. For the bulk material, n(7) is found by summing the occupancy

of all the states in the conduction band.

[o]

2 k?
n(4) = = 0/ G0 dk (57)

—p—q8)/ KT 4 1

where u is the chemical potential, which can be found by numerically inverting

this expression for n. Taking the derivative with respect to ¢,

gdn(d), & /kze(E(E)—fu)/K,,T

2 _
F= (AR 1 1)k (58)

€ dé {¢=o €K, Tw?
Within the quantum well layer, the eigenstates can be approximated by the

states of an infinite barrier well which are given by
2 s . T2
AW = (- )2y (F) ek P sin(— 59
F1) = (20) ()7 sin(L) (59)
where the z origin has been taken at the edge of the quantum well, A is the area of

the quantum well, p = z% + y§ is the position vector in the plane of the quantum

well and j‘is an integer. The energies of the eigenstates are

B + (25 (60)

2m, w

E; =
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n is again found by summing over the occupancy of the states. The sums in the
% and ¥ directions are converted into integrals, but the sum corresponding to the

2 direction remains discrete.

- / 5
n=— _
v kp 2J: e(ah‘:?[kgﬂ%)zl"u—qqﬁ) /KT

dk, (61)
+1

Taking the derivative with respect to ¢ at ¢ =0,
B2 2, (Fmy2
o |zmlka+(E ) l-u|/KT
o 2¢° [ ka,,Te[ ]

2 = . sdk, (62)
mweJo {e[%’%[k%*(%)z]”ﬂ]/l{w,;_l}

If the electron gas is very degenerate, this expression for B reduces to

2
9 qg° . 2m,
=2 Ze 63
B oy iled 77 (63)

where Jgeq is the quantum number of the highest transverse state which has
started to fill. For the electron densities and quantum well dimensions that we are

interested in here, the screening length is approximately 50A.

8.8 Electron-electron scattering cross section for a hot electron

over a degenerate electron gas confined to-a quantum well

We are now ready to calculate the interaction rate for electron-electron col-
lisions over the quantum well. The transition rate from state |¥;)|¥;) to state

|¥))|¥%) can be approximated using Fermi’s golden rule

27 - ’
Winp =+ Hi;*6(E; — Ey) (64)

The perturbation Hamiltonian is that due to the screened Coulomb potential

V qe—ﬁlFl_FQ‘
S L 65
(T) 47!'6]7_"1 - Fgl ( )
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where 1/0 is the screening length calculated in section 8.7. The matrix elements

of the perturbation Hamiltonian are given by

(Tar (o |H, if|¥)[¥s) =

' —ik o1 Po 4% o\ —ik - g2eFlf1-2|
//A;;u;,(r"z)e »2' p2¢2:(z2)A1,u1,(r1)e »t! P1¢I' (Z]_)—-——:;——:-—X
4me|F] — 73|
1 re
Ayuy (7r)eFer gy (Zl)Azuz(Fz)eik."z'ﬁwz(_zz)dsfl d®r (66)

where p; and ps are the componenté of r; and r; in the plane of the quantum
well, and z; and 29 are the components perpendicular to the quantum well. From
section 8.5, we have |A},A}; A1 As| = 7. The rapldly varying parts of the wave-
-functions u(F) are approximately pepodxc over a unit cell, and the other terms of

the integrand vary slowly over a unit cell. Separating along the lines discussed

earlier,

(W | (W ys | HL |01 | W5) =

{/V-ul,(f)ul (7)d3r } {/ = ul (Fug (A }{f;}'} x

o / / e o P2 gt () For PL gt (21) x (67)

ry r2
—Blfi—f2| . - -
_e_‘_ﬂ_:_;.—_‘_z_l_ezk,,l.plqsl(zl)ezk,,z.p2¢2(zz)d3r1d3r2

Making the substitution #' = 7; — 72 in the r; integration,

(T [ (T | HE | 01) | W2) =

/ %uzmulmdér} { / %u;(fﬁ)umd%} {5—2—} x

¢=AI7|
|7

" = 3 T e
kot (T 402) g (5! 4 2) k2 P2 by (2) dPr' dPry

ii//e-”z"z,.ﬁz(ﬁ;,(z ) ‘Lkpll (P +P2)¢ (Z + 22) X (68)
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(Wt |[(Oy [H [ 01) W) =

{ [ %ui'(f‘)ux(ﬂd3?} { / %u;(f?uz(f')daf} (L1

r

]}_2-/ el Roar =Rtk +p2) B2 g2 0 (69)
P2

///e—i[k‘,11+kl)1}’(ﬁ,)¢;' (22)¢I' (Z, + 22)

oz %2
17!

¢1(2' + 22)ha(22)d*p'd2'd 2,

The integral over the exponential term yields a pair of Kronecker delta func-
tions 6(kgor — kzyry kz1 + kz2) and 6(kyar — kyyr, kg1 + ky2). The last integral can be
simplified in the case that the quantum well is heavily doped so that the screening
length given by equation 8.62 is small compared to the width' of the quantum well.
Siﬁce the integral ovér 27 is small outside of |23] < 5 due to the presence of the
bound state 1;, the wavefunctions in the integrand can be taken to possess the
same functional form that they have inside the quantum well. The extent of the
error which is introduced is the extent of the protrusion of the interaction potential
of a bound electron beyond the edge of the quantum well into the region where

the wavefunctions used do not have the pfoper form.

A (‘I’z'l(‘l’l"mﬂ‘l’lﬂ‘l’z):
{/V up (P (s } {/ 7 (ua(F)r }{M}

A 5(k,,2'+k,,1,_1cp1+k,,2 f / / { (B, ] (7) o  (10)

g -5

{An(l) (e“‘km(z +22) 4 pthin( +~2))}

{ An(2) (e—ikznzz + eikng)} «
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{Aﬁ(l’) (e“ikx'xl(z'-i*zz) + eikLIII(Z'+22)>} y

17

{Af1(2') (e—ikZIIIZQ + eikzrnzz) } }dz2d2pldzl

where A is the area of the quantum well. The =+ signs come from the symmetry
of each of the wavefunctions. Note that the state 17 is the symmetrical confined
state. The integral over 7 can now be carried out. The integral

/ e, AT (71)
Ir| 1812 + | k|2

is the Fourier transform of the Yukawa potential, which is evaluated, for example,

in reference (1°). Intro‘ducing a spécial notation to help keep track-of the many

terms in the equation, let the variables vy, vy, and 1/2:. take on the values (0,1)

according the values of the sign for the symmetry of each of the wavefunctions

Y1, Y11, and g, O for even symmetry and 1 for odd symmetry. Additionally,

four dummy variables vy, vy, v}, and ), take on the values (0,1), converting

the ennumerated terms into a compact notation. Defining Ky = (—1)"'1k111 +

(—1)"2kppy + (= 1)"0 kyryy + (—1)"2 by,

(Wor (O | HEf|01) [ 83) =

{/“7“1' (F)us () } {/7“2' F)“Z(’:I)d3 }

2 . .
{'f;g} ﬂ'—l&(kpzl + kpl’ = IC,,I + /sz) X (72)
: 47
A (2N A (1) An(2) A (1 = X
(AR A (1) An(2) An(1)] s
Z ( )[V1V1+V1IV11+V21V ,]Sln( KH) '
1=0.1 KII
ulI_O I3
uz =0,1
vl=0,1

2

So the transition rate from state |¥1¥3) to state | ¥y ¥y) is
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2m
Rigrror = 51,1'52,2"{5(Ef — E;)x

2 )2 . ~ . .
{Zq;z} A—26(kp2' + kpl' = kpl -+ kpZ) X (73)
112 47
AR (2N AR An(2)Ang(l - -
[4i2(2) An(1)An(2) Au (V)] T
. . 2
E (_1)[V1v'1+ul/u'1,+u2w;,]sm(yz)‘KII)
vi=0.1 IXH
ui,:().l
u;,:O.l
vh=0,1

where & ;s and £ o are the overlap integrals for electron 1 and 2, respectively.
To find the total scattering rate for the initial electron from state |¥;) to state
|¥,+), we sum over the possible initial and final states of the secondary electron.

Ry = Z ‘ }: Ry oy (74)

2{occupied) 2'{empty)

In the case we wish to consider, the secondary electrons are in a degenerate Fermi
gas, confined to the quantum well. .The occupancy of the states above the quantum
well is négligible, and the sum over the initial, occupied states is taken over the
two dimensional states. The sum over the final states isvseparat;,ed into two parts,
corresponding to final states which are energetically confined to the quantum well,
and to those which correspond to unconfined electrons. Note that there is a
distinction here between electrons which are energetically confined to the quantum
well layer and electrons which are in states which are confined to the quantum well
but whose energy is greater than the discontinuity in the conduction band, and
can therefore scatter again and escape the quantum well layer. All of the electrons
which end up in 3-D states are energetically untrapped, but electrons in 2-D states
can be either trapped or not depending on their wavevector. In addition to the

spatial states, we must also sum over the spin states of the scattered electron. The
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initial spin gives a factor of 2, but there is also another potential factor of 2, due to
a possible spin exchange. The Kronecker delta function 6 (I—c‘,;y + Epl: = Epl + EpZ)
makes all of the terms in the sum over the initial states zero except for the term
where Epg = I;pzl +l;,,1f ——Epl. Converting the sum over the final states into integrals
and substituting in R; 3,179/, the scattering rate into stateé where the secondary
electron is unconfined is given by:

2 2
Ry 1'[confined] = { / / (2 )2511 12 2'“—5(Ef - Ey) { e} X

47
E(kp2l <6VC

‘ 4
B+ |ky — El'lz

(75)

472 | [A1(2) A1) An(2) An)] [

f(Bpar + Eprr = ki) [1 = £ (o)

' [ Sin K
Z (__1)[u1u1+u1'u1,+uzrl/ ]__._.___.( 1) dkz'zdk2'y}
u'1=0ul KII
v o=001
ll
v'2'=0,1
ué:O.l

And the scattering rate into states where the secondary electron is energetically

confined to the quantum well layer is given by

2 2
Rl-—)l'[unconﬁned] = { / / ( )2 61 v 52 2 (Ef B E) {&%F_E_} %

E(kpzr >6Ve

47 2

g%+ |E1 — ky?

A"ZHAH )An(1 )AII(Z)AH(UW‘

—

F(py + Fyur — i) [1 = f (k)]
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]sin(%’Kn)

2
dkzlzdkyy } -
I

Z (_1)[V1V1+U11V1;+V21V;l

o

v =y,

S T
—

=9

1
1

1
1

[~ 2 ]

+

N~

o

v,

{ > / / 70 %%551,‘1'52,2'2%‘:5(571' - E;) {:1%%}2 A% x (76)

V2’=0’1k21a:.k

W~

2y
kore

47 2

B2 + [k — k2

[43r(2') AR (1) An(2) Au(D)]|

oo orsin(2K) P . -
Z (—1)[V1VL+U11V11+V21V211M f(kpz, + kpl, —-— kpl)dkz'zde'yde'z}

u'1=0,1 KH
L'Il,=0.1
vl =01
u‘;=0 1
Defining
h2 ' - - -
L= [ [ 8 =)l + Ky = ) [1 — £(ky)] dicgiedbezy  (77)
e

E(kpZ' <6V

The change in energy E; — E; is

hZ
E;—E; = -

(kR + kb - K} — K1} (78)

€
and since Epz = Epy + Epzr - E,,l from the delta function in Ry 3,1 21,

h2
2m,

Ef - E-L' == {-—2(Ep1)2 - 2/zp11 . Epzl

+2k g - kpy + 2k pyr - kpy + kf'n ~ ki)

defining L L L '
[kal' ' (kpl - kpl') + /C%II - k%’ﬂ] (80)

2“—5171 - Epl"

KlE



and defining kp, Cy, C2, and Cs,

ey =

2m, 6V,
hZ

-(3)]

Q=W~m]

Cy = [kf;- (K1 -

Cy = [kf -

1
2

IEPI - Epl' D 2]

K7

and performing the integrals over kq, and kyry, we have

Iy =

and defining

/

max ( \/ max

(min (C3, C3))

- \/max (0, C’l))

E(kpZ' >6Ve

hZ
I = —
2 2m,
we have

I, =

‘kﬂl - kpl’l

max [0, (maJ.( 0, CZ])

-

[ 6B~ By + Epre — ) [L — f(Kyer)] dkareday

— (max [0,C3])%]

‘kpl - Epl"

similarly for the second term, we define

2'x 2'

2 + Koo — K1) dkgrydkyry

and the difference in energy between the initial and final states is

and defining

By - Ei= 5 —{-

Kz'

hz.

+2Ep1' . Epl + k%/n - k%n + k%lu -

(2K 1 - (ki

- 2 — - I —
p1|* = 2k - kpor 4 2k 90 - Ky

(m/w)*}

- Epl') + ki = kg + kg — (W/w)z]

2k, —

pl"

(81)

(82)
(83)

(84)

(85)

(87)

(89)
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and integrating over kg; and kgry,

0 if ‘Kzl > kf
Is = § (3-63)"" (91)
L2 i K <k
“kpl’—kpl” ' I 2| f
Rewriting the equation for qulllconﬁned],
R - meng* 47 2
1—1/[confined] = h3ﬂ227l'262 ,62 N |El — El,lz
A £ ol A (1] - 2
higmye |[Af(2)AR(1) An(2)An(1)] | (92)
w gy 12
Z [u1u1+u1/u1,+u2:u ]Sm( 1) }+
vi{=0.1 Ky
u'1,=0 A1
u; =0.1
v, =0,1

and rewriting the equation for Bj_,i/[unconfined]>

4m 2

B + Vzl - Ex'lz

[{1@-’?—)—- l[Aﬁ(z')Aﬁ(l')Au@)Aum] fx

meng?
Rl-—ol’[unconﬁned] = B3 AZontel

2
W Kn
1 .
r.l1 =0,1
02 =0,1
=0,1 -
T ' 2
{ > / AII(Z')AH( " An(2)An(1)]
Uzl-—- , 0
. wK 2 “
3 (-1>!vwz+wa,w;,x...___._sm<f D,
ul.-() 1 KH o
’1,_0 1
"21”0'1
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Now that we have expressions for the scattering rates from states El to states

EI: for the incoming electron, we will sum over the final states El; to arrive at
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a scattering rate distribution for an electron Which is initially in state El as a
function of the energy lost, for each of the two cases: secondary electron confined,
or unconfined. The scattering rate from state k; to all states which have an energy
less than F is given by
Rk,<E)= Y Ry
E(k))<E

Converting the sum into a pair of integrals over the 2-D and 3-D states,

E(kp)=E ¢ 94
R(Ey, < E) = / Gy Frvkodksdit
E(k,)=E; 0
E(kr =FE g‘ 2 2V
/ S Ry k? sin (ko) dkg dkgd, (94)
m)
v1—01 k,.. 00

where the second term is zero if E,(0) > E, (meaning that the energy E is below
that required to produce an 3-D electron). E as a function of |k| is substituted
into the integrals, and the expression is then differentiated, and we arrive at the
distribution function for the scattering rate out of state |¥;) as a function of energy

after the scattering event.

(27

f (mth'quS‘Q‘dE if £ <6V,

— f Rl._,lldlf¢~rn°f-dE
R(ky, E)dE = { 0 & oh (95)

T2y, .
+EV1=0,1 ({ g (—2;§3'R1_,11 if £ > 6Vc
x sin(kg) (2m (E — 6V,)) 2 dkydkedE

Bl

where E(k,) = %‘% [kf, + (;’5)2] and E(k,) = [k?] + 6V, where the first term
accounts for transitions where the scattered electron is in a 2-D state, and the
second éccounts for t-ransitions where it is in a 3-D state. Notice that the integral
over 8 is restricted to 0 — 7 /2, and the even and odd symmetry states are summed

over, as before.
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Equations 8.95, along with equations 8.92 and 8.93 and the earlier definitions
constitute a multiple integral relation for the the scattering rates as a function of
the incident electron wavevector k for the three cases: a) both electrons are ener-
getically trapped in the quantum well, b) only one electron escapes the quantum
well, and c) both electrons escape the quantum well. Figures 6 and 7 show the
dependence of these scattering rates as a function of the magnitude and angle of
the incident k vector. (They are independent of thé azimﬁthal angle due to sym-
metry). The pa,rameters of the multiple quantum we'li structure were taken to be:
well width 80A, doping density, 5 x 10!7/cm~3, and an aluminum mole fraction
of 0.15. The scattering rates peak at approximately 2 x 104, for an incident k
vector of 5 — 6 x 108; The scattering rates for incident electrons with lower k
vectors are smaller due to the degeneracy of the electron gas, only electrons near
the fermi level can participate.in the scattering events. At higher energies, the
scattering rates start to drop again due to the |l’;:‘1 -k 7| factor in the denominator
for coulomb scattering. Combiﬁing the results which are displayed in figure 8.6
with the transit times of equation 8.23, it is clear that electrons with k vectors
above 3 — 4 x 108m™! are inevitably scattered before they can cross the quan-
tum well, but once they have lost sufficient energy so that their wavevector is
below = 2 x 108m™! the scattering rate is relatively small and they can escape the
quantum well. For this range of parameters, for electrons with an incoming dis-
tribution given by equation 8.22, the probability of exciting a secondary elecfron
out of the quantum well in this initial collision is close to 50%, and the proba-
bility of undergoing collisions which result in capture of the electron are roughly
10%, counting electron-electron scat'tering processes only. Other multipie scat-
tering processes which include emission of optical phonons will decrease the total

~ number of electrons escaping the quantﬁm well, but the scattering rates are low
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enough so that the total multiplication rate will remain on the order of 1.3-1.4 for
a single quantum well. This total multiplication rate for a multiple quantum well

structure containing as few as 40 wells can therefore be as high as ~ 106,

8.9 Quantum well transistor

One potential application of the low capture probability for hot electrons prop-
agating over a quantum well is a transistor structure similar to a npn transistor
with the base replaced by a quantum well. The advantages of a highly conductive,
very t".hin base transiétor are well known, and many devices have been proposed
which use a highly conductive metal layer in various geometries. Several difficul-
ties have been encountered with these types of structures, related to the difficulty
of providing a high quality semiconductor layer on top of the metal base layer.
In a bipolar transistor, the doping level of the base region is limited due to the
need to maintain a high emitter efficiency. The emitte; efficiency, the ratio of the

ihjected electrons to the total current, is given by 16

-1
neDeLb
= |14+ ———tanh(W/L : 96
gl o D L, (W/ L) (96)

where n, and p, are the dopant densities in the emitter and the base, D, and D
are the diffusion constants for the minority carriers in the base and the emitter,
and L. and L; are the diffusion lengths for electrons in the emitter and holes in

the base, respectively. The current gain is

ALY
fo= o (97)

where «, is the the base transport factor, which is close to one for a narrow
base conventional transistor. The emitter efficiency can be improved by using

a heterostructure at the emitter-base junction, but the electron densities are still
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limited. Conductivity of p GaAs at these doping densities is an order of magnitude
less than that of n GaAs at the same doping densitieis,17 and a quantum well device
with a doping density of ~ 5 x 10'8cm~3 and a thickness of 100 A should have a
conductivity several times that of the base of a npn GaAs transistor. Difficulties
which need to be addressed before experimental realization of these devices is
attempted include that of forming a coﬁtrol contact to the qﬁa,ntum well itself.
If the transistor were operated in the regime treated in the previous section, the
current from the emitter to the collector would scatter electrons from the base,
decreasing the number of electrons in the base region. The result would be a
negative input impedance to the base, and the transistor would have a negative
beta (current gain). The electrical model of such a device would include a large
positive feedback term‘,' which would probably ‘be undesirable for most applications.
However, these results imply that there is a regime in which the current gain is
very high, since it goes to positive infinity before changing sign and becoming
negative. This is in contrast with the metal base types of structures which usually
have current gains below one and must therefore be limited to power amplification

applications.

8.10 Multiple quantum well infrared photoconductor

The next device to be discussed is a new type of infrared photodetector which
uses the high degree of control available with MBE to enablg the tailoring of such
characteristics as the cutoff wavelength and the tradeoff between the photocon-
ductive. gain and response time.!3

The body of the device consists of a Heavily doped multiple quantum well
structure formed by alternatiﬁg layer§ of semicondu;tors which form heterojunc-

tions with a conduction-band discontinuity of the desired magnitude, in this case

GaAs and GaAlAs. With a typical band diagrarﬁ as shown in Fig. 8.1. The
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device is operated at a sufficiently low temperature such that nearly all of the
electrons are trapped-in the quantum wells. When a bias voltage is applied across
the structure, little current flows in thg absence of light due to the lack of carri-
ers outside the quantum wells. Absorption of infrared‘radia‘tion excites electrons
out of the quantum wells, allowing current to flow in the external circuit. The
device acts as a photoconductor, similar in éome respects to extrinsic silicon and
germanium devices,!® with the impurity traps of those devices correéponding to
the quantum wells of the multiple quantum well device. An advantage of the
quantum well device relative to the extrinsic photbconductive devices is that the
concentration of states participating in the absorption interaction can be much
larger. The allowable density of absorbing impurities in extrinsic photoconductive
materials is limited by the formation of impurity bands which cause the leakage
current to increase. This problem is avoided in thé quantum well device because
of the separation of absorption sites into separafe layers. The structure becomes
very conductive in fhe direction parallel to the quantum wells, but the dark cur-
rent perpendicular to the quantum wells can remain low, provided the quantum
wells are separated by a sufficient distance to avoid electron tunneling through the
barrier layers.

The éutoff wavelength of this device is determined by the depth of the con-
duction band quantum wells. The dark current of the device is due to the thermal
excitation of electrons over the same barriers. If the device is fabricated with a
lower barrier height, the cutoff wavelength will be increased, and the dark current
at a given temperature will also increase. Direct control of this tradeoff between
cutoff Wavelength, device sensitivity and cdoling requirements of the device by
merely varying the aluminum mole fraction of the barrier regions may make pos-
sible the fabricétion of particular devices optimized for several bands of interest,

including the 3 to 5 micron band and the 8 to 10 micron band.
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The mechanism of this device is similar to that of the Schottky-barrier detec-
tor,2° with the metal replaced with a heavily doped semiconductor. The low
aensity of electrons in the semiconductor compared to that in a metal is partially
made up for by the Iarge number of active interfaces in this structure, however, the
total number of electrons participating in .the absorption is still small compared
{o that in a metal.

In order to estimate the absorption rate for infrared photons in the multiple
quantum well structure, we will assume that the quantum wells are separated by a
distance large enough that the probability of tunneling between the quantum wells
is negligible. The absorption rate for a single quantum well in a crystal volume
wiill be found, and the absorption :aﬁe of the multiple quantum well structure will
be taken to be the sum of the absorption rates of the individual quantum wells.
To find the total number of photons absorbed in a unit volume, we need to sum
the transition rate for all initial states |¥;) to all states ¥ ;) due to the perturbing

Hamiltonian of the electromagnetic field. Applying Fermi’s golden rule,

Riotal = Z Z Hi | fi(1 - i1)8 (E} ~ E) (98)

where f; and f; are the occupation probablhtles of the initial and final states,
respectively.

The perturbation Hamiltonian due to an electromagnetic plane wave, in the
dipole approximation, neglecting the term quadratic in the vector potential and

the magnetic interaction with the spin, is given by,!

~

H=-1p.4 (99)
me
where P is the momentum operator and A4 is the operator of the vector potential.

A= Ao&cos(“ 7 ‘t) = o&[e(iwt——iqt.r) + e-(‘iwg_iq..,)]



146

Converting the momentum operator to the ¥ representation,

. ighA,.
="y (100)

2m,

where A, is the magnitude of the vector potential and & is its direction. The

matrix element is given by

(Wy|H|Y;) =

iq}:’;‘lo /‘Il}(r"') (& V)¥;(7)d%r (101)

(119 = "B [ g (7)o R 243(2) & 9) g P)eFr P (2) oz (102
Most of the integrals over the terms which result from application of the gradi-
ent to the wavefunct‘ion are zero for various reasons. In the terms which result
from épplication of the gradient to the rapidly varying periodic part u; ¢(¥), the
orthogonality of the slowly varying parts of the wavefunction causes the integral
to be zero for a nonzero energy change. Similarly, terms which result from ap-
~ plication of the gradient to the e'*# terms are zero due to a condition which is
identical to consérvation of crystal momentum in a bulk material. In other words,
the crystal momentum of the electron in the direction parallel to the quantum well
is conserved, the phbton supplies negligible momentum, and transitions to states
which have different transverse energies are disallowed. The only 1ntegral which

is not zero is the one in whlch the gradient is applied to the Z component of the

wavefunction.
T tqhA,
(s lH 1) = L2454 ,V [uf (F)us (F)rx
/ ~iku B ik B g2 / $5(2) (@ - V)gi(2)dz (103)
.
integrating,
~ tqghA,
(sl =4 AfAIV /u, i (7)dr x

A8 (kzg, )6y ka2 [ ¢}(z)(a;)¢i(z)dz (104)



147

Noting that all of the occupied initial electronic states are bound states, it is
also apparent that there are no absorption transitions where the final state is also
bound in the # direction due to the delta functions over the crystal momentum
in the # and § directions and conservation of energy, which requires that the
separation constant in the 2 direction change to that of an unbognd state. The
summation over the final state in the absorption equation can now be converted
into an integral, indexing them by their wavevector far from the quantum well.
Indexing the states in this way results in the density of states being the same as
that of a homogeneous crystal. In other words, for a crystal width large compared
to the width of the quantum well, there is a new state for ever)} change in k, such
that £- Ak, = 2w. The sum over the initial states collapses due to the Kroniker
delta functions, leaving only a factor of two from the two possible spin orientations,
fogether with the factor of two due to the'possiBility of spin flip. Cénverting the

sum over the final state into integrals,

Rtot’sl"‘}:// / )3

kzp kyy sz—O

[Nqw) (30 1By ki = kop) P illys = ko)1 = £)6(Ey = By (105)

where Nqw is the number of quantum wells per unit length, A is the area of the
quantum wells, £ is the thickness of the multiple quantum well structure. The 3",
indicates that the odd and even symmetry final states are surnmed over. Since the
change in energy does not dépend on the transverse momentum of the electron
(since it remains the same), the integral over the transverse k vectors can be

evaluated separately:

[ [( = iRy = K,p)dkigdhsy = An x (w + 5) (106)
zf vf
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where n is the average doping density of the structure, and s is the separation
between the quantum wells. Converting the delta function over energy into delta

functions over k,, neglecting the occupancy factor of the final state, and inserting

the matrix element,

hA
Riotal = w + S)Z[NQWZ] ( > zzq eVo AfA ’:fﬂ2x
zf"‘o
: 1
a2 |f ¢}(z)— O her =K+ 8k + Kty (100
F4

| - hw=V 2me T 2 1/2 . .
where k' = - + (-&;) , 8 is the separation between the quantum wells,

and n - (w + s) is the density of the electrons per unit area of a quantum well.
Note that the term coresponding to the odd symmetry final staté is zero. The
integral over 2 is negligible butside the quantum well region. Inside the quantum
well region, ¢;(z) = Ajcos(rz/w) and ¢5(z) = App(etku2? + ¢7%22) where kij; =
{(Zﬁgﬁ) +<—;r;) 2]1 i is the waveiréctor of the final state over the quantum well.

13

Evaluating the integral,

(Eﬁ> thOAfA 128 A%a - ]2

Vo
Ryotal = ‘(‘:?,‘7‘1_’)'7?' : (w + 8)2[NQw€] \ 7
4] Aqr (k") Ap|? (£>2 {sin[(knz - 7r/w)1‘2’-] sin[(kmz + m/w) %] }2

12K ki —nfw | kmta/w
me

(108)

The absorption constant o can be found from the absorption per unit volume for
a given vector potential by finding the energy flux corresponding to the value of

A, versus the energy loss rate due to the absorption of photons, and is given by?22

2 ) '
_ Hoc2h R ) (109)
nohw \ A2V, ‘

where n, is the index of refraction of the material. Comb'ming,

poc2h? 1 ( ) qh
= N,
nyhw (27r) ne(w+ ) Nowl] l2

4] Apr (k') Ay (7r> {sm[(knz —7/w)¥] + sin|(kmz + 7/w) 7] }2

lh2lc'l w ku —nmjw kg + m/w

Aj Al &g Al 2]

(110)
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“= ﬁﬁ%ﬁ”[w + 5[ Nowllés s A%\ A Al [a - 2)°
w\2 (sin[(kyy — 7/w)% sinl(k /w2 9
| A (k") As|? <{E) { KICIIII:_ W//w )% + [(klzz_:w//w ) 2]} (111)

Now = Fu%-})—’ |4;|? = |Af|* = A7 and |44|* = (2/w) and we can approximate

&5 = 1, remembering that kyp2 is a function of &'

2 2
o= —H oo an(k) 22w (-g-) x

B new|k!|2m,
sin{(kme — 7/w)§] _sin{(kmz +7/w) 3] : (112)
k112 —_ 7r/w kIIZ + 71'/11)

Figure 8.8 shows the absorption constant a as a function of wavelength for
a range of doping densities. These results for direct absorption are of the same
magnitude as those estimated for the second order interaction i.m;olving emission
of a phonon during the absorption process.?? In either case, absorption lengths are
on the order of ~ 1000pm, and surface detecting devices are limited to efficiencies

of ~ 1% or less.

8.11 Experimental results on infrared photoconductor

An infrared detector of the above type was f;cxbricated and tested for dark
current, photoresponse, and response time.?* To increase the sensitivity, the device
demonstrated used a waveguide geometry allowing more of the light to be absorbed
due to the iﬁcreased interaction length, as showﬂ in figure 8.9.

The device consisted of 20 80A quantum wells of GaAs and 300A barrier layers
of Ga7Al3As. The structure was doped with a uniform flux of Sﬁ, providing a
donor density of approximately 1 x iO’gcm”3, however, freeze-out of the carriers

limits the free carrier density to approximately 2 x 108, Due to the aluminum
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effusion cell being operated at a constant current rather than a constant tempera-
ture, the aluminum layers were graded slightly. This can be expécted to enhance
electron transport in the direction of the grading.

Upper and lower claddings 1.5 microns thick of GagAl4As were grown to
provide an optical wayeguide. The device was grown on a Nt GaAs wzifer, and
a 2000A N+ GaAs contact layer was used to provide Ohmic contact at the low
operating temperatures. Following the growth, the wafer was removed from the
mounting block .and the back was lapped to remove the indium solder and allow
photolithography. Transverse isolation was provided by etciling away the contact
layer and part of the upper cladding outside of a 15-micron stripe. Silicon nitride
was then deposit‘ed by chemical vapbr depdsition, openings were etched over the
previously etched mesas, and AuGe/Au contacts were alloyed to the top and
bottom. The wafer was cleaved into bars to provide a geometry similar to that
of a stripe contact double heterostructure laser, as shown in Fig. 8.9, to be used
as an edge detector. The completed device had a receiving aperture of 0.5 by 15
microns, and an interaction length of 150 microns.

The device was mounted on a copper block and submerged in a bath of liquid
nitrogen and was illuminated with approximately 1078 W of broadband near-
infrared radiation (a 2700°C source with a GaAs filter was used). The dc current-
voltage curve is shown in Fig. 8.10.

The device displayed a very slow response time, with the current continuing
to decrease for more than 1 s after the light was turned off. Thg response of
the device when stimulated by a very short puléed excitation from a YAG mode-
lockea laser is shown in figure 8.11, showing the non-exponential behavior with

a long slow tail. This slow response is the result of a very low electron capture

probability for the structure at the applied bias, and the long dielectric relaxation
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time of the structure, similar to the effects observed in the extrinsic photoconduc-
tive devices. When a photon is absorbed, exciting an electron out of a quantum
well, the latter is accelerated by a field of approximately 104 V/cm and has a
low capture probability in succeeding wells The structure is then left with a unit
positive charge. The.electron current rises above ltS dark level until an electron
is captured, neut;alizing the excess charge. Between the initial absorption and
the evehtual electron capture, a large number of electrons can pass through the
structure. Thus the photoconductive gain is large,-but the cievice response time is
long, approximately 1 s, this being the average time betWeen a photon absorption
and the final electron capture. The non-exponential fall time is a result of the re-
duction of thg dielectric relaxation time due to the presence of the photo-induced
carriers. |

Potential advantages of this device structure include the increased efficiency
of the device over tihe Schottky-barrier device due to elimination of absorption far
from the interface which does not contribute to the detected current, and the built-
in electﬂc field on each of the quantum wells due to the separation of the electrons
from their parent donors in the barrier region that increases the likelihood that
excited carriers will escape the well region, which also increases the efficiency. The
small transit time fqr such a device structure implies that the potehtial speed is
very high, since the energetic carrier lifetime can be made short by increasing
the width of the quantum wells, although this would occur at the expense of the
photoconductive gain. The probability of capture of a high-energy electron by a
quantum well is one of the important parameters of the device, determiﬁing the
photoconductive gaig and the response time. This probability can be tailored
during the growth by varying the width of the quantum wells, with a wider well
allowing_electrons to thermalize and be captured by the well before making it

acCross.
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The high degree of transparency of the structure for electrons allows the fab-
rication of devices with a thick qﬁantum well structure, which would be needed
in the surface detecting geometry due to the long absorption length. However,
even with epitaxial layer thicknesses of ten microns, the absorption efficiency is
still rather small, on t'he order of 0.5 to 1.0 percent. This, together with the
GaAs/GaAlAs construction, which would allow integration with other electronic
devices such as amplifiers and multiplexers, is necessary for the construction of
large two-dimensionai arrays. A schematic diagram of one such structure is shown
in figure 8.12. The b‘ias contact is shown as an implahted and reannealed structure,

allowing the voltage to be increased into the avalanche gain region.

8.12 Conclusio'ns

In this chapter, the nonequilibrium transport of hot electrons over degener-
ately doped quantum wells has been discussed. The coilisions which tend to bring
the hot electrons into equilibrium with the cold electrons in the quantum well have
been analyzed, and it has been shown that under certain circumsta,.nce's transmis-
sion probabilitigs a‘r.e high, and regions exist where electron multiplication can
occur due to scattering of se'condary electrons out of the quantum well. Applica-
tion to several types of devices has been discussed, including an infrared detector,

and a proposeAd quantum well base transistor.
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Figure 8.1) The band structure of the multiple quantum well device under an

applied field.
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Figure 8.2) The band structure of GaAs.
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Figure 8.4) Total scattering rate out of the state k due to optical phonon

emission, as a function of electron energy.
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Figure 8.6) scattering rates as a function of the magnitude of the incident k
vector. The solid line is the scattering rate for events in which neither electron
escapes the quantum well, the dashed line for those where one electron escapes,

and the dot-dashed line shows the rate for events in which both electrons are

energetically unconfined
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Figure 8.7) scattering rates as a function of the angle of the incident k vector.
The solid line is the scattering rate for events in whch neither electron escapes
the quantum well, the dashed line for those where one electron escapes, and the
dot-dashed line shows the rate for events in which both electrons are energetically

unconfined
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Figure 8.8) absorption constant a as a function of wavelength for a range of

doping densities.
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Figure 8.9) Diagram of the edge-detecting structure.
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Figure 8.10) Current-voltage characteristic at 77° K with illumination of 10~8

W of near-infrared radiation.
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Figure 8.11) Time response of infrared detector to pulsed excitation from a

YAG mode-locked laser. Note the non-exponential behavior with a long tail.
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Figure 8.12) Schematic diagram of a proposed array of detectors.
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