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Abstract

Biological information storage and retrieval is a dynamic process that requires the genome to undergo

dramatic structural rearrangements. Recent advances in single-molecule techniques have allowed precise

quantification of the nano-mechanical properties of DNA [1, 2], and direct in vivo observation of molecules

in action [3]. In this work, we will examine elasticity in protein-mediated DNA looping, whose structural

rearrangement is essential for transcriptional regulation in both prokaryotes and eukaryotes. We will look

at hydrodynamics in the process of viral DNA ejection, which mediates information transfer and exchange

and has prominent implications in evolution. As in the case of Kepler’s laws of planetary motion leading to

Newton’s gravitational theory, and the allometric scaling laws in biology revealing the organizing principles

of complex networks [4], experimental data collapse in these biological phenomena has guided much of our

studies and urged us to find the underlying physical principles.
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Chapter 1

Introduction: Scalings in the
Genomes and the Microbiomes

Often, some of the most fundamental clues to how a given phenomenon works come from experimentally

observed scaling behaviors. Examples range from the relation of period and size of planetary orbits to the

universal critical exponents of continuous phase transitions. The regularities that exist across many scales

strongly suggest the form of interactions and the structure of the organizations. This need not be common

in biology, as divergent evolution, extreme environments, and biological diversity are much appreciated.

On the other hand, biology is inevitably subject to physical constraints, and improvements in quantitative

measurements spanning a diverse range of biological entities have helped reveal similar behaviors in their

information capacity, feedback control, pattern formation, and transport phenomena. A prominent class of

examples is the allometric scaling laws that emerge from the fractal-like distribution networks, which are

fundamental to the body plan of many organisms [4–6].

In the world of the microbes (Fig. 1.1(a) shows a collection of microbes with different morphologies) and

their genomes, which are subjects of our studies, both the growth rate and the information content (genome

length) are found to be scaling with the body mass of the organisms (see Fig. 1.1(c) and (d)), revealing

principles governing their construction and information processing ability [7, 8]. Zooming in to the level of

individual bacteria (Fig. 1.1(b) shows bacterial viruses infecting a single bacterium), several recent studies

[3, 9–11] observed interesting biophysical properties of the bacterial cytoplasm, that macromolecules diffuse

according to a slower time-dependency than random walks (see Fig. 1.1(e) for an example). In our own

works studying the physical genome both in vitro and in bacteria, scalings in the data have also been very

useful. In chapter 3 and chapter 4, we will discuss how the scalings helped identify an unexplored aspect

in DNA looping mechanism (Fig. 1.1(f)), and determine the control parameters of bacteriophage ejection

(Fig. 1.1(g)).

The organization of this thesis is as follows: Chapter 2 presents our in vitro study of DNA mechanics,

chapter 3 examines the kinetics of protein-mediated DNA looping, and chapter 4 aims to look at the bac-

teriophage genome during the infection process. Finally, in chapter 5 we conclude by listing several open
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questions related to the systems we study.

Our quest started from an observation pointed out by a series of studies [12–14] regarding the regulation

of gene expression in eukaryotic cells, that DNA sequence plays a key role in controlling the transcription

factor or RNA polymerase accessibility to the nucleosomes where the DNA wraps around, therefore the DNA

sequence may serve as a secondary “genomic code” that instructs nucleosome distribution along the genome,

reducing the gene expression activity of the regions with high nucleosomal density. The hypothesis was

that DNA deformability, which contributes to the free energy of a DNA-wrapped nucleosome, is determined

by its sequence. We tested this idea by studying the same nucleosome positioning sequences in a bacterial

protein-mediated DNA looping motif (the E. coli lac operon) which we could assay the deformability by the

tethered particle motion experimental technique. This result forms the basis of chapter 2. From this data,

we also carefully studied the dynamics of the looping and unlooping events in chapter 3. Previous studies

on this subject have not systematically examined the possible factors affecting the dynamics [15, 16], and we

aimed to develop a theoretical framework for the kinetics and to integrate the results from tuning the relevant

knobs, such as protein concentration, protein-DNA binding potential, and DNA length and sequence, into

our kinetics theory.

We then turned our attention from the DNA mechanics of bacterial gene regulation to the infection

dynamics of bacterial virus. Specifically, we study the tailed bacteriophage with icosahedral head and linear

double-stranded DNA as its genome (in the order Caudovirales), which represents the oldest and most

abundant bacteriophage type. This type of phage is unique for its high DNA packing density in the head

(about 50% volume ratio), that requires ATP-consuming motors during its assembly process in the cell,

and has been estimated to exhibit 60 atm of pressure on the phage capsid [17–20]. It was then proposed

that bacteriophage could use this stored free energy in its compressed DNA as a mechanism for injection

into the bacterium, and several in vitro studies have confirmed this idea in bacteriophage Lambda [21–24],

while other mechanisms have also been observed [25, 26] in different phage species. Chapter 4 represents our

attempts to extend the previous studies to measure the in vivo bacteriophage Lambda ejection dynamics at

the single virus level, as well as the post-infection growth of the viral genomes.
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(a) (b)

(c)

(d)

(e)

(f )

(g)

Figure 1.1: Scalings in the microbes and their genomes. (a), a microbial community, classified and
pseudo-colored according to the cell morphologies. Adapted from reference [27]. (b), a transmission electron
micrograph of an E. coli cell infected with bacteriophage T4 particles. Adapted from reference [28], courtesy
of John Wertz. (c), growth rate of prokaryotes (colored red), eukaryotes (blue), and small metazoans (green),
plotted with respect to body mass. Adapted from reference [8]. (d), genome length of microbes as a function
of the cellular mass. Adapted from reference [7]. (e), mean-square-displacement of genomic loci in live E.
coli cell scales sub-diffusively with time. Adapted from reference [10]. (f), bacteriophage Lambda in vivo
ejection speed scales with the amount of DNA present in the bacterium. (g), lifetime of the protein-mediated
DNA loop scales with the loop formation free energy.
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Chapter 2

Mechanics in a Transcriptional
Regulation Motif

This project is a collaboration with Stephanie Johnson, and with special thanks for David Wu for developing

the acquisition and analysis codes.

A version of this chapter originally appeared as: “Poly(dA:dT)-rich DNAs are Highly Flexible in the

Context of DNA Looping. Johnson S*, Chen YJ*, Phillips R, 2013 PLoS One 8(10):e75799”.

2.1 Sequence-Dependent Mechanical Properties of DNA

Large-scale DNA deformation is ubiquitous in transcriptional regulation in prokaryotes and eukaryotes alike.

Though much is known about how transcription factors and constellations of binding sites dictate where

and how gene regulation will occur, less is known about the role played by the intervening DNA. In this

work we explore the effect of sequence flexibility on transcription factor-mediated DNA looping, by drawing

on sequences identified in nucleosome formation and ligase-mediated cyclization assays as being especially

favorable for or resistant to large deformations. We examine a poly(dA:dT)-rich, nucleosome-repelling se-

quence that is often thought to belong to a class of highly inflexible DNAs; two strong nucleosome positioning

sequences that share a set of particular sequence features common to nucleosome-preferring DNAs; and a

CG-rich sequence representative of high G+C-content genomic regions that correlate with high nucleosome

occupancy in vivo. To measure the flexibility of these sequences in the context of DNA looping, we combine

the in vitro single-molecule tethered particle motion assay, a canonical looping protein, and a statistical

mechanical model that allows us to quantitatively relate the looping probability to the looping free energy.

We show that, in contrast to the case of nucleosome occupancy, G+C content does not positively correlate

with looping probability, and that despite sharing sequence features that are thought to determine nucleo-

some affinity, the two strong nucleosome positioning sequences behave markedly dissimilarly in the context

of looping. Most surprisingly, the poly(dA:dT)-rich DNA that is often characterized as highly inflexible in

fact exhibits one of the highest propensities for looping that we have measured. These results argue for a

need to revisit our understanding of the mechanical properties of DNA in a way that will provide a basis for
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understanding DNA deformation over the entire range of biologically relevant scenarios that are impacted

by DNA deformability.

Although it has been known since the work of Jacob and Monod that genomes encode special regulatory

sequences in the form of binding sites for proteins that modulate transcription, only recently has it become

clear that genomes encode other regulatory features in their sequences as well. Further, with the advent

of modern sequencing methods, it is of great interest to have a base-pair resolution understanding of the

significance of the entirety of genomes, not just specific coding regions and putative regulatory sites.

One well-known example of other information present in genomes is the different sequence preferences

that confer nucleosome positioning [29–31], with similar ideas at least partially relevant in the context of

architectural proteins in bacteria also [32]. It has been shown both from analyses of sequences isolated from

natural sources and from in vitro nucleosome affinity studies with synthetic sequences that the DNA sequence

can cause the relative affinity of nucleosomes for DNA to vary over several orders of magnitude, most likely

due to the intrinsic flexibility, especially bendability, of the particular DNA sequence in question [31, 33–36].

The claim that intrinsic DNA sequence flexibility determines nucleosome affinity has led not only to many

theoretical and experimental studies on the relationship between sequence and flexibility [37–43], but also to

the elucidation of numerous sequence “rules” that can be used to predict the likelihood that a nucleosome

will prefer certain sequences over others (summarized recently in [30, 35]). For example, AA/TT/AT/TA

steps in phase with the helical repeat of the DNA, with GG/CC/CG/GC steps five base pairs out of phase

with the AA/TT/AT/TA steps, are a common motif in both naturally occurring and synthetic nucleosome-

preferring sequences [31, 35]. Similarly, the G+C content of a sequence and occurrence of poly(dA:dT)

tracts have been very powerful parameters in predicting nucleosome occupancy in vivo [30, 44–47]. Our aim

here is to explore the extent to which these sequences, when taken beyond the context of cyclization and

nucleosome formation to another critical DNA deformation motif, exhibit similar effects on a distinct kind

of deformation.

There has been an especially long history of the study of these intriguing sequence motifs known as

poly(dA:dT) tracts, in the context of nucleosome occupancy as well as many other biological contexts. Such

sequences, composed of 4 or more A bases in a row (An with n ≥ 4) or two or more A bases followed

by an equal number of T bases (AnTn with n ≥ 2), strongly disfavor nucleosome formation, both in vivo

[48–51] and in vitro [12, 52–55], and are in fact thought to be one of the primary determinants of nucleosome

positions in vivo [30, 49], with their presence upstream of promoters and in the downstream genes correlating

with increased gene expression levels [48, 56, 57]. Poly(dA:dT) tracts show unique structural and dynamic

properties in a variety of in vitro and in vivo assays (summarized recently in [49, 58]), with one of their

hallmark characteristics being a marked intrinsic curvature [58]. There is evidence that poly(dA:dT) tracts

may also be less flexible than other sequences [2, 59, 60], which is often given as the reason for their low

affinity for nucleosomes, though there is some evidence that poly(dA:dT) tracts might actually be more

flexible than other sequences [37]. It is clear, however, that some special property or properties of A-tracts
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leads them to be especially resistant to the deformations that are required for DNA wrapped in a nucleosome

[49, 58], and, indeed, to their important functions in several other biological contexts as well [58].
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2.2 Nucleosome-Associated DNA Sequences with Unusual Deforma-

bility

In this work, we make use of sequences that, in the context of nucleosome formation and cyclization assays,

appear to be associated with distinct flexibilities as a starting point for examining the question of what

sequence rules control deformations induced by a DNA-loop-forming transcription factor, as opposed to those

induced in nucleosomes. We have previously argued using two synthetic sequences that DNA looping does

not necessarily follow the same sequence-dependent trends as do nucleosome formation and cyclization [61].

Here we expand our repertoire of sequences to specifically test the generalizability of three sequence features

known to be important in nucleosome biology and cyclization. We focus in particular on the intriguing class

of nucleosome-repelling, poly(dA:dT)-rich DNAs that are thought to be especially resistant to deformation,

making use of a naturally occurring poly(dA:dT)-rich sequence that forms a nucleosome-free region at a

yeast promoter [51]. We note that the poly(dA:dT)-rich DNA we use here differs from the phased A-tracts

that have been extensively characterized in the context of DNA looping, both in vivo and in vitro [62–70].

Phased A-tracts contain short poly(dA:dT) tracts spaced by non-A-tract DNAs such that the poly(dA:dT)

tracts are in phase with the helical period of the DNA, generating globally curved structures that are known

to significantly enhance DNA looping [62–66]. The poly(dA:dT)-rich sequence we examine here contains

unphased A-tracts that we do not anticipate to have a sustained, global curvature.

We compare the effects on looping of this poly(dA:dT)-rich DNA not only to the effects of two synthetic

sequences we have previously studied, but also to those of two additional naturally occurring, genomic

sequences: the well-known, strong nucleosome positioning sequence 5S from a sea urchin ribosomal subunit

[71], which, along with the 601TA sequence we previously studied, contains the repeating AA/TT/TA/AT

and offset GG/CC/CG/GC steps that are common in nucleosome-preferring sequences; and one of the GC-

rich sequences that are abundant in the exons and regulatory regions (e.g. promoters) of human genes, and

that correlate with high nucleosome occupancy in vivo [46, 47, 50]. The 5S sequence has been examined

using both in vitro cyclization and in vitro nucleosome formation assays and, along with the two synthetic

sequences E8 and 601TA [36, 72], can be used as a standard for comparison between our and other in vitro

assays. The five sequences used in this work and their effects on nucleosomes are summarized in Table 2.1.

The poly(dA:dT)-rich sequence (from Fig. 4 of Ref. [51]), GC-rich sequence (from “Human 2” at

http://genie.weizmann.ac.il/pubs/field08/field08 data.html), and 5S sequences (from Fig. 1 of [71]) were

cloned into the pZS25 plasmid used in [61], with these eukaryotic sequences replacing the E8 or TA sequences

in that plasmid. In cases where the loop lengths used in this study were shorter than the 147 bp that are

wrapped in nucleosomes, the corresponding looping sequences used in TPM were taken from the middle of

these sequences (relative to the nucleosomal dyad); in cases where the nucleosomal sequences were shorter

than the desired loop length, they were padded at one end with the random E8 sequence [36, 61, 73]. See

Figures 2.1 and 2.2 in File S1 for details. As in [61], “no-promoter” loops were flanked by the synthetic,
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strongest known operator (repressor binding site) Oid and the strongest naturally occurring operator O1;

“with-promoter” loops were flanked by Oid and a weaker naturally occurring operator, O2, because these

with-promoter constructs are also used in in vivo studies of the effect of loop architecture on YFP expression,

in which case O2 is a more convenient choice of operator than O1. Similarly, the motivation to include the

lacUV5 promoter in the loop stems from parallel in vivo studies, in which the promoter is a natural part of

the looping architecture. The promoter is included in the loop between the sequence of interest and the O2

operator. Figures 2.1 and 2.2 in File S1 gives the exact sequences used in this work; Fig. 2.3(B) shows the

TPM constructs schematically.
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Table 2.1: Nucleosome-positioning or nucleosome-repelling sequences.
Sequence Name Species Genomic Position Nucleosome Affinity

poly(dA:dT) (“dA”)
Budding yeast
(S. cerevisiae) Chr III, 38745 – 39785 bp (Ref. [51]) ∼3-fold in vivo nucleosome depletion relative to average genomic DNA (Fig. 2E of Ref. [50]); ∼ 2 kBT increase in energy of nucleosome formation in vitro relative to 5S (Fig. 8D of Ref. [50]) (estimates based on similar sequences)

GC-rich (“CG”) Human Chr Y, 4482107 – 4481956 bp (Ref. [50]) (not determined)

5S
Sea urchin

(L. variegatus) 20 bp-165 bp from the Mbo II fragment containing 5S rRNA gene (Ref. [71]) 1.6 kBT decrease in energy of nucleosome formation compared to E8 in vitro (Ref. [36])

601TA (“TA”)
synthetic, strong nucleosome

positioning sequence (Refs. [36, 73, 74]) N/A 3 kBT decrease in energy of nucleosome formation compared to E8 in vitro (Ref. [36])

E8
synthetic random

(Refs. [36, 73]) N/A (used as a reference)

The sequences described here were chosen because each has been found to have significant effects on in vivo nucleosome positions and/or in vitro
nucleosome affinities, as shown in the rightmost column. The exception is the GC-rich sequence from humans: although its nucleosome affinity has
not been directly determined either in vivo or in vitro, it is predicted to correlate with high nucleosome occupancy because of its high G+C content
[45] and is occupied by a nucleosome(s) in vivo according to micrococcal nuclease digestion [50]. Two-letter abbreviations given in parentheses under
each full sequence name will be used in figure legends in the rest of this work.
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Cloning of the sequences of interest into the pZS25 plasmid was accomplished in either one or two steps.

For the 5S sequences, oligomers were first ordered from Integrated DNA Technologies as single-stranded

forward and reverse complements, consisting of 69 bp (for the “with-promoter” constructs) or 105 bp (for

the “no-promoter” constructs) of the 5S sequence, plus the Oid and O1/O2 operators, and, where applicable,

the lacUV5 promoter sequence. These oligomers were annealed and then ligated into the pZS25 plasmid at

the AatII and EcoRI restriction sites that fall just outside the operators that flank the E8 or TA sequences in

the original pZS25 plasmids [61]. Second, Quik-Change mutagenesis (Agilent Technologies) was performed to

generate additional lengths (that is, to introduce insertions or deletions) of the 5S sequence from the initial

105 bp loop lengths. However, we found that this site-directed mutagenesis step generated distributions

of products for the poly(dA:dT) constructs, possibly due to replication slipped mispairing over repetitive

sequences [75]. Therefore all lengths of the poly(dA:dT) sequence, as well as of the GC-rich sequence, which

also have the potential to contain such “slippery” regions, were created by ligation of synthesized oligomers

into the pZS25 plasmid. All constructs were confirmed by sequencing (Laragen Inc.) to have clean sequence

reads, and the approximately 450 bp digoxigenin- and biotin-labeled TPM constructs were created by PCR

as described for the E8- and TA-containing constructs in [61, 76]. Sequences of TPM constructs were again

confirmed by sequencing before use.
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E8108: GGCCGGGCTGCTGCGTAGAACTACTTTTATTTATCGCCTCCACGGTGCTGATCCCCTGTGCTGTTGGCCGTGTTATCTCGAGTTAGTACGACGTCCGCCAGCCGACGC 
 
TA108: GGCCGTTAATTGGTCGTAGCAAGCTCTAGCACCGCTTAAACGCACGTACGCGCTGTCTACCGCGTTTTAACCGCCAATAGGATTACTTACTAGTCTCTAGGCACGTGC 
 
5S101: -------CATAACATCCCTGACCCTTTAAATAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCACCGAAGTCA 
5S102: ------TCATAACATCCCTGACCCTTTAAATAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCACCGAAGTCA 
5S103: -----GTCATAACATCCCTGACCCTTTAAATAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCACCGAAGTCA 
5S104: ----CGTCATAACATCCCTGACCCTTTAAATAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCACCGAAGTCA 
5S105: ---ACGTCATAACATCCCTGACCCTTTAAATAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCACCGAAGTCA 
5S106: --GACGTCATAACATCCCTGACCCTTTAAATAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCACCGAAGTCA 
5S107: -TGACGTCATAACATCCCTGACCCTTTAAATAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCACCGAAGTCA 
5S108: ATGACGTCATAACATCCCTGACCCTTTAAATAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCACCGAAGTCA 
 
PolyA101:  ACCTTGTATTGTATTTCCTTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-gtgctgatcccct------ 
PolyA102:  ACCTTGTATTGTATTTCCTTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-gtgctgatcccctg----- 
PolyA103:  ACCTTGTATTGTATTTCCTTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-gtgctgatcccctgt---- 
PolyA104:  ACCTTGTATTGTATTTCCTTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-gtgctgatcccctgtg--- 
PolyA105:  ACCTTGTATTGTATTTCCTTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-gtgctgatcccctgtgc-- 
PolyA106:  ACCTTGTATTGTATTTCCTTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-gtgctgatcccctgtgct- 
PolyA107:  ACCTTGTATTGTATTTCCTTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGACggtgctgatcccctgtgct- 
PolyA108:  ACCTTGTATTGTATTTCCTTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGACggtgctgatcccctgtgctg 
 
CG101: -------GGGGCACCCACCAGATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAGGCACAGTTGTCAGGGACC 
CG102: ------AGGGGCACCCACCAGATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAGGCACAGTTGTCAGGGACC 
CG103: -----GAGGGGCACCCACCAGATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAGGCACAGTTGTCAGGGACC 
CG104: ----AGAGGGGCACCCACCAGATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAGGCACAGTTGTCAGGGACC 
CG105: ---CAGAGGGGCACCCACCAGATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAGGCACAGTTGTCAGGGACC 
CG106: --CCAGAGGGGCACCCACCAGATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAGGCACAGTTGTCAGGGACC 
CG107: -TCCAGAGGGGCACCCACCAGATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAGGCACAGTTGTCAGGGACC 
CG108: TTCCAGAGGGGCACCCACCAGATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAGGCACAGTTGTCAGGGACC 

Figure 2.1: “No-promoter” looping sequences used in this work, compared to one length each of the
E8 and TA sequences used in [61] (see Ref. [61] for additional lengths of the E8 and TA sequences).
All sequences are listed 5′ to 3′. The Oid operator is immediately 5′ to these sequences, and has
the sequence 5′-AATTGTGAGCGCTCACAATT-3′. O1 is immediately 3′ and has the sequence 5′-
AATTGTGAGCGGATAACAATT-3′. The 5S sequences shown here are the middle 101-108 bp of the full 5S
sequence described by [71]; the CG sequences are the middle 101-108 bp from the Y-chromosome of “Human
2” at http://genie.weizmann.ac.il/pubs/field08/field08 data.html (see also Ref. [50]). The poly(dA:dT)-rich
sequence from [51] is only 88 bp long and so was padded with E8 on the O1-proximal end (as indicated by
the lower-case letters). Poly(dA:dT) tracts, defined as stretches of 4 or more A bases in a row, are indicated
in green; the TA/AA/AT/TT bases spaced ten bases apart that contribute to the nucleosome preferences of
the TA and 5S sequences are indicated in red; and the CG/GG/CC/GC bases five bases out of phase with
the TA/AA/AT/TT bases, which also contribute to nucleosome preference, are shown in blue. Note that
the TA and GC bases on the 3′ end of the TA sequence, in boldface letters, are one base-pair out of phase
with those on the 5′ end.
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E8108(prom): --------TACTTTTATTTATCGCCTCCACGGTGCTGATCCCCTGTGCTGTTGGCCGTGTTATCTCGAGTTAGTACGACC--------------- 
 
TA108(prom): ----------CTCTAGCACCGCTTAAACGCACGTACGCGCTGTCTACCGCGTTTTAACCGCCAATAGGATTACTTACTAGTC------------- 
 
5S101(prom): -----------------------------------TAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCAC-------- 
5S102(prom): ----------------------------------TTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCAC-------- 
5S103(prom): ---------------------------------CTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCAC-------- 
5S104(prom): --------------------------------GCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCAC-------- 
5S105(prom): -------------------------------AGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCAC-------- 
5S106(prom): ------------------------------TAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCAC-------- 
5S107(prom): -----------------------------ATAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCAC-------- 
5S108(prom): ----------------------------AATAGCTTAACTTTCATCAAGCAAGAGCCTACGACCATACCATGCTGAATATACCGGTTCTCGTCCGATCAC-------- 
 
PolyA101(prom): -----------------------GTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-------------------- 
PolyA102(prom): ----------------------CGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-------------------- 
PolyA103(prom): ---------------------GCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-------------------- 
PolyA104(prom): --------------------TGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-------------------- 
PolyA105(prom): -------------------TTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-------------------- 
PolyA106(prom): ------------------TTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-------------------- 
PolyA107(prom): -----------------CTTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-------------------- 
PolyA108(prom): ----------------CCTTTGCGTGATGAAAAAAAAACTGAAAAAGAGAAAAATAAGAAAATCTTCTAGAACGTTCCGAAACAGGAC-------------------- 
 
CG101(prom): -------------------------CAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAG------------------ 
CG102(prom): ------------------------CCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAG------------------ 
CG103(prom): -----------------------GCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAG------------------ 
CG104(prom): ----------------------TGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAG------------------ 
CG105(prom): ---------------------ATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAG------------------ 
CG106(prom): --------------------GATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAG------------------ 
CG107(prom): -------------------AGATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAG------------------ 
CG108(prom): ------------------CAGATGCCAGCTGGAGCTCTCCTGTATGAGGGATCTGTTGATTCCAGCTGGGAGGTGTCTGCTACTCAGGAG------------------ 

Figure 2.2: “With-promoter” looping sequences used in this work. Colors are the same as in Fig. 2.1.
Note that these sequences are shorter versions of those in Fig. 2.1, so dashes indicate missing bases rel-
ative to the 108-bp version of each sequence given in Fig. 2.1. The Oid operator is immediately 5′ to
these sequences, and has the sequence 5′-AATTGTGAGCGCTCACAATT-3′; the lacUV5 promoter, 5′-
TTTACAATTAATGCTTCCGGCTCGTATAATGTGTGG-3′, is immediately 3′ to these sequences, followed
immediately by the O2 operator, 5′-GGTTGTTACTCGCTCACATTT-3′.
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2.3 Probing Sequence-Dependent Deformability in the lac Operon

2.3.1 Assay DNA Deformability by Tethered Particle Motion

To measure the effect of these sequences on looping rather than nucleosome formation, we made use of a

combination of an in vitro single-molecule assay for DNA looping, called tethered particle motion (TPM)

[15, 77–79], with the canonical E. coli Lac repressor to induce looping, and a statistical mechanical model for

looping that allows us to extract a quantitative measure of DNA flexibility, called the looping J-factor, for the

DNA in the loop [61, 76]. We have recently demonstrated [61] that this combined method offers a powerful

and complementary approach to established assays that have been used to probe the mechanical properties of

DNA, particularly at short length scales, to great effect, such as ligase-mediated DNA cyclization [36, 43, 80–

85] and measured DNA end-to-end distance by fluorescence resonance energy transfer [2, 86]. In particular,

using the Lac repressor as a tool to probe the role of DNA deformability in loop formation allows us to

examine the effect of sequence on the formation of shapes other than the roughly circular ones formed by

cyclization and nucleosome formation, which we have argued may be an important caveat to discovering

general flexibility rules from nucleosome formation and cyclization studies alone [61].

Tethered particle motion assays were performed as described in [61]. Briefly, linear DNAs, labeled on one

end with digoxigenin and on the other end with biotin, were introduced into chambers created between a

microscope slide and coverslip, with the coverslip coated nonspecifically with anti-digoxigenin. Streptavidin-

coated beads (Bangs Laboratories, Inc) were then introduced into the chamber to complete the formation

of tethered particles. The motion of the beads was tracked using custom Matlab code that calculated

each bead’s root-mean-squared (RMS) motion in the plane of the coverslip, and looping probabilities were

extracted from these RMS-versus-time trajectories as the time spent in the looped state (reduced RMS),

divided by total observation time. Similarly, the probabilities of the “bottom” versus “middle” states (see

Results section) were defined as the time spent in a particular state, divided by the total observation time.

By measuring the looping probability of a construct at a particular repressor concentration, and using the

repressor-operator dissociation constants for O1, O2 and Oid in [61], we can calculate the J-factor for that

construct. All measurements in this work were carried out at 100 pM repressor, using repressor purified in-

house. The relationship between the looping probabilities measured in TPM (ploop), the repressor-operator

dissociation constants for the two operators that flank the loop (K1, K2 and Kid), and the looping J-factor

of the DNA in the loop (Jloop) can be described as

ploop =

[R]Jloop
2KAKB

1 + [R]
KA

+ [R]
KB

+ [R]2

KAKB
+

[R]Jloop
2KAKB

, (2.1)

where [R] is the concentration of Lac repressor, and KA and KB are repressor-operator dissociation constants

of the two operators flanking the loop (Kid and K1 or K2). A similar expression can be derived for the

J-factors of the individual “bottom” and “middle” looped states and is given in [61].
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2.3.2 Looping Probability Results

Our experimental approach to examining the effect of DNA sequence on looping combines an in vitro single-

molecule assay for DNA looping, called tethered particle motion (TPM) [15, 77–79], with a statistical me-

chanical model that allows us to extract biological parameters from the single-molecule data [61, 76]. As

shown schematically in Fig. 2.3(A), in TPM, a microscopic bead is tethered to a microscope coverslip by

a linear piece of DNA, with the motion of the bead serving as a reporter of the state of the DNA tether:

the formation of a protein-mediated DNA loop in the tether reduces the motion of the bead in a detectable

fashion [15, 77–79]. We use the canonical Lac repressor from E. coli to induce DNA loops. Because more

readily deformable sequences allow loops to form more easily, we can quantify sequence-dependent DNA

flexibility by quantifying the looping probability, which we calculate as the time spent in the looped state

divided by the total observation time (see Methods for details).

More precisely, our statistical mechanical model (described in the Methods section) allows us to extract a

parameter called the looping J-factor from looping probabilities [61]. The J-factor is the effective concentra-

tion of one end of the loop in the vicinity of the other, analogous to the J-factor measured in ligase-mediated

DNA cyclization assays [80, 87], and is mathematically related to the energy required to deform the DNA

into a loop, ∆Floop, according to the relationship:

Jloop = 1 M e−β∆Floop , (2.2)

where β = 1/(kBT ) (kB being Boltzmann’s constant and T the temperature). A higher J-factor therefore

corresponds to a lower free energy of loop formation. In the case of cyclization, where the boundary conditions

of the ligated circular DNA are well understood, the J-factor can be expressed in terms of parameters

describing the twisting and bending flexibility of the DNA, and its helical period [38, 43, 88, 89]. However, in

the case of DNA looping by the Lac repressor, where the boundary conditions are not well known (summarized

in Fig. 4 of [61]), an expression for the looping J-factor in terms of the twist and bend flexibility parameters

of the loop DNA has not been described. Nevertheless, by measuring the J-factors for different sequences,

we can comparatively assess the effect of sequence on the energy required to deform the DNA into a loop,

and thereby gain insight into the sequence rules that control this deformation.

Given that 5S and TA share both sequence features and similar trends in apparent flexibility in the

contexts of nucleosome formation and cyclization [36, 73, 74], we expected these two sequences to behave

similarly to each other in the context of looping. On the other hand, since poly(dA:dT)-rich sequences are

supposed to assume such unique structures as to strongly disfavor nucleosome formation [49, 58], while high

GC content is one of the strongest predictors of high nucleosome occupancy [45, 50], we expected these

two sequences to behave very differently from each other in the context of looping. Given the common

assumption that poly(dA:dT)-rich DNAs are highly resistant to deformation, we especially did not expect

to observe much, if any, loop formation with the poly(dA:dT)-rich, nucleosome-repelling sequence.
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As shown in Fig. 2.3, none of these expectations were borne out. TA and 5S do not behave similarly,

nor do CG and poly(dA:dT) behave especially dissimilarly, nor does poly(dA:dT) resist loop formation.

Moreover, the behavior of these special nucleosome-preferring or nucleosome-repelling sequences is dependent

on the larger DNA context, in that the addition of the 36-bp bacterial lacUV5 promoter sequence to these

roughly 100-bp loops changes the relative looping probabilities of the five sequences (see Methods for the

rationale behind the inclusion of this promoter). Without this promoter sequence (Fig. 2.3(C)), the two

synthetic sequences, E8 and TA, exhibit comparable amounts of looping, while the three natural sequences,

including both 5S and poly(dA:dT), all loop more than either E8 or TA. With the promoter (Fig 2.3(D)),

however, TA loops more than E8, but 5S less than either E8 or TA. Both with and without the promoter the

supposedly very different GC-rich and poly(dA:dT)-rich DNAs loop more than the random E8 sequence. The

looping probabilities of the poly(dA:dT) sequence are especially surprising—instead of looping very little,

as we expected, this sequence loops more than any other sequence without the promoter and a comparable

amount to TA with the promoter.

These five sequences differ not only in looping probability, but also in the loop length at which that

looping is maximal: the poly(dA:dT) sequence is maximized at 104 bp, the 5S and CG sequences at 105 bp,

and the E8 and TA sequences at 106 bp. These different maxima could be explained by different helical

periods for these five DNAs, though without more periods of data we cannot definitively quantify their

helical periods. In the case of the poly(dA:dT) sequence, an altered helical period would not be unexpected,

as pure poly(dA:dT) copolymers are known to have shorter helical periods (10.1 bp/turn) than random

DNAs (10.6 bp/turn) [90, 91]. On the other hand, 5S exhibits the same helical period as E8 and TA in

cyclization assays [73], so it is intriguing that its looping maximum occurs at a different length than that of

E8 and TA, perhaps suggesting a different helical period in the context of looping than that of E8 and TA.

The promoter does not appear to alter the maximum of looping for a given sequence. As noted above, it

is difficult to use these looping data to comment further on other DNA elasticity parameters, in particular

any sequence-dependent differences in torsional stiffness, but in Fig. 2.4 in File S1 we provide evidence that

these sequences may share the same twisting flexibility, even if they differ in helical period.

The effect of the promoter on loop formation can be more clearly seen when looping J-factors are compared

across sequences, instead of the looping probabilities. Because the no-promoter and with-promoter loops are

flanked by different combinations of operators (Fig. 2.3(B); see also Methods), their looping probabilities

cannot be directly compared. However, as described above and in the Methods section, we can use the

statistical mechanical model that we have described for this system to extract J-factors from each looping

probability [61]. These J-factors are shown in Fig. 2.5. Loop sequence can modulate the looping J-factor

by at least an order of magnitude (compare the poly(dA:dT) J-factors to those of 5S with promoter or E8

and TA, no-promoter). The lacUV5 promoter has the largest effect on the TA and 5S sequences (though

of opposite sign), but appears to have little effect on poly(dA:dT)-containing and E8-containing loops, and

moderate effect on CG-containing loops. It is intriguing how large and diverse an effect the 36-bp lacUV5
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promoter has on the roughly 100 bp loops we examine here; but one possible explanation for its minimal

effect on the poly(dA:dT)-rich sequence, at least, compared to the others, is that the properties of A-tract

structures tend to dominate over the properties of surrounding sequences [58]. We note that our results in [61]

comparing the effect of sequence versus flanking operators on measured J-factors preclude the possibility that

the differences between the no-promoter and with-promoter constructs are due to the difference in flanking

operators. We also note that it is possible that the effect of the promoter stems not from the promoter

sequence itself, but from the fact that the sequences of interest that form the rest of the loop are shorter

when 36 bp of the loop are replaced by the promoter sequence. However, we consider this explanation to

be less likely, because as shown in the left-hand panels of Fig. 2.3(C) and (D) above, we have measured the

looping probabilities (and J-factors; see [61]) of more than two periods of E8- and TA-containing DNAs,

allowing a direct comparison of loops that contain the same amount of E8 and TA both with and without

the promoter (compare, for example, no-promoter loop lengths of 90 bp to with-promoter lengths of 120 bp).

In this case we still find that without the promoter the J-factors of the E8- and TA-containing loops are

indistinguishable, but with the promoter the TA sequence loops more than the E8 sequence, indicating that

it is the promoter and not a shortening of some unique element(s) of the E8 or TA sequences that cause the

difference in J-factors with versus without the promoter for these two sequences.
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Figure 2.3: Looping probability as a function of loop length and sequence. (A) Schematic of the
tethered particle motion (TPM) assay for measuring looping. In TPM, a bead is tethered to the surface of a
microscope coverslip by a linear DNA. The motion of the bead serves as a readout for the state of the tether:
if the DNA tether contains two binding sites for a looping protein such as the Lac repressor, and the looping
protein is present and binds both sites simultaneously, forming a loop, the motion of the bead is reduced in
a detectable fashion [15, 77–79]. The motion of the bead is observed over time, and the looping probability
for a particular DNA is defined as the time spent in the looped (reduced motion) state, divided by the
total observation time. (B) Schematic of the “no promoter” (left) and “with-promoter” (right) constructs
used in this work. “Loop length” is defined as the inner edge-to-edge distance between operators (excluding
the operators themselves, but including the promoter, if present). (C) Looping probabilities for the five
sequences described in Table 2.1, without the bacterial lacUV5 promoter sequence as part of the loop. (D)
Looping probabilities for the same five sequences but with the promoter sequence in the loop. Righthand
panels in (C) and (D) show the same data as lefthand panels, except magnified around loop lengths 100-110
bp. The five sequences do not all share the same maxima of looping (colored arrows), not even the TA and
5S sequences that share similar sequence features (see Figures 2.1 and 2.2), though each sequence has the
same maximum with and without the promoter (as far as can be determined with the current data; note
that the with-promoter maximum for the TA sequence could be at 105 or 106, as those points are within
error). All E8 and TA data (in particular, those outside of the 101-108 bp range) were previously described
in [61].



18

0

0.4

0.8

1.2

1.6

2

A
v
e
ra

g
e
 f

re
e
 e

n
e
rg

y
 c

h
a
n
g
e

p
e
r 

a
d
d
it

io
n
a
l 
b
a
s
e
p
a
ir

 (
k
T

)

5S CG dA E8 TA

Figure 2.4: Sequence-dependent twist stiffness. In our data, differences in torsional stiffness between se-
quences would manifest as different amplitudes in the loop-length-dependent oscillations—that is, larger
differences between peaks and troughs, or equivalently, different steepnesses of the slopes of the oscillations
between peaks and troughs. One possible method for asking if we observe any such sequence-dependent
changes in torsional stiffness is to fit the data of J-factors versus loop length in Fig. 2 in the main text to the
functional form that has been derived for cyclization J-factors as a function of length (see Ref. [38]), even
though the boundary conditions of looping and cyclization are very different, and discuss an “apparent” DNA
stiffness. However, due to the lack of sufficient data in the troughs of the oscillations for all but the E8 and
TA sequences, the errors on such a fitting attempt were too large for us to comment on the apparent DNA
stiffness using this method. A second possible method for investigating a potential sequence-dependent twist
stiffness is to calculate the average change in looping free energy (related to the looping J-factor through
Eq. 1 in the main text) between loops of n basepairs and loops of n− 1 basepairs, for each sequence. This
gives a measure of the amplitude of the length-dependent oscillations for each sequence. If the five sequences
we examine differ in twist stiffness, we would expect the average change in looping free energy per basepair
added to the loop to be different for the different sequences, in that stiffer sequences would have larger
oscillations (or steeper slopes). We show such a calculation here, that is, the average change in free energy
per basepair added to the loop. The five sequences show the same change in free energy as a function of
additional basepairs, suggesting that they may share the same torsional stiffnesses, though again with limited
data it is difficult to make conclusive statements. Data shown here are for no-promoter loops only, and the
E8 and TA data are for 101-108 bp loop lengths only, for consistency with the other sequences.
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Figure 2.5: Looping J-factors as a function of loop length and sequence. J-factors for sequences
without (closed circles) and with (open circles) the lacUV5 promoter were extracted from the data in Fig. 2.3
as described in the Methods section. The J-factor is a measure of the free energy of loop formation (and is
related to the bending and twisting flexibility of the DNA in the loop): the higher the J-factor, the lower
the free energy required to deform the loop region DNA into a loop. As described in [61], the addition of
the promoter to the E8 loop sequence does not significantly affect its J-factor, so the J-factor for E8 with
the promoter is shown as a reference in all panels (black open points). In contrast to E8, the addition of
the promoter does change the J-factors for three of the four other sequences, making the TA-containing
loops more flexible, but the 5S and, to a lesser extent, the CG sequences less flexible. Interestingly, the
poly(dA:dT) sequence, like the E8 sequence, is unchanged with the inclusion of the promoter. We note
that because the no-promoter versus with-promoter constructs contain different combinations of repressor
binding sites, we can only use J-factors, not looping probabilities, to quantitatively examine the effect of the
promoter; the statistical mechanical model of Eqn. 3.15 allows us to make this comparison.
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2.4 Discussions

2.4.1 Indications for Loop Structure.

TPM trajectories not only provide information about the free energy of loop formation, captured by the

J-factors discussed in the previous section, but also contain some information about the preferred loop

conformation as a function of sequence, through the observed length of the TPM tether when a loop has

formed. In fact, previous work from our group and others has shown that the Lac repressor can support

at least two observable loop conformations for any pair of operators, with any sequence, because these

conformations lead to distinct tether lengths in TPM [61, 63–65, 65, 66, 76, 92–94]. Although the underlying

molecular details of these two looped states, which we label the “middle” (“M”) and “bottom” (“B”) states

according to their tether lengths relative to the unlooped state, are as yet unknown, they must differ in

repressor and/or DNA conformation in a way that alters the boundary conditions of the loop, since they

are distinguishable in TPM. It has been proposed that the two states arise from the four distinct DNA

binding topologies allowed by a V-shaped Lac repressor similar to that shown in the Lac repressor crystal

structure [95, 96], and/or two repressor conformations, the V-shape seen in the crystal structure and a more

extended “E” shape [65, 66, 92, 94, 97–99]. It is likely, in fact, that the two observed looped states are

each composed of more than one microstate (that is, some combination of V-shaped and E-shaped repressor

conformation(s) and associated binding topologies [95]). Even without knowing the details of the underlying

molecular conformation(s) of these two states, however, we can use them to provide a window into the effect

of sequence on preferred loop conformation.

In particular, by examining the relative probability of the two looped states as a function of both loop

length and loop sequence, we can assess the contributions of sequence to the energy required to form the

associated loop conformation(s). As shown in Figure 2.8, which of the two looped states predominates

depends in a complicated way upon the loop sequence, the presence versus absence of the lacUV5 promoter,

and the loop length. In [61], we showed that having E8 or TA in the loop region, over two to three helical

periods, leads to alternating preferences for the middle versus the bottom looped state, with the middle state

predominating when the operators are in-phase and looping is maximal, but the bottom state predominating

when the operators are out-of-phase. The inclusion of the promoter in the loop increases the preference for

middle state for out-of-phase operators. These trends are captured in the top left panel of Fig. 2.8.

These trends do not hold for the three genomically sourced loop sequences (CG, dA, and 5S). For the

poly(dA:dT)-rich sequence, as with E8 and TA, the promoter increases the preference for the middle looped

state for out-of-phase operators; for 5S, however, the presence of the promoter decreases the preference for

the middle state. The preferred state of the CG sequence is mostly insensitive to the presence versus absence

of the promoter. Both with and without the promoter, though, the middle state is generally preferred

(Jloop,M/Jloop,tot ≥ 0.5) at more loop lengths for the genomically sourced DNAs than for the synthetic

sequences, insofar as we are able to determine from the lengths shown in Fig. 2.8. These results demonstrate



21

a complicated dependence of preferred loop state on sequence that does not always follow overall trends in

looping free energy: for example, 5S and TA are the two sequences that show the largest change in J-factor

with the inclusion of the promoter, but E8 and TA are the sequences that show the largest change in preferred

looped state with the promoter. However, the trend seen in the preceding section with CG and poly(dA:dT)

having more in common than 5S and TA holds true for preferred loop conformation as well.

A different measure of loop conformation can be derived from the TPM tether lengths themselves—that

is, from the measured root-mean-squared motion of the bead, 〈R〉, as in the example trajectory shown in

Fig. 2.10(A), which exhibits three clear states, the two looped states and the unlooped state. Because of

variability in initial tether length, even in the absence of Lac repressor, we calculate a relative measure of

tether length for the unlooped and looped states, where the motion of each bead is normalized to its motion

in the absence of repressor. We might expect, then, that in the presence of repressor, the unlooped state

would fall at a relative 〈R〉 of zero, and the looped states at negative values. However, as can be seen in the

sample trace in Fig. 2.10(A) and in the lefthand panels of Fig. 2.10(B), the unlooped state in the presence of

repressor is actually shorter than the tether in the absence of repressor (i.e., the horizontal black dashed line

in Fig. 2.10(A) lies above the mean of the unlooped state in the blue data). In [61] we present evidence for

this shortening of the unlooped state in the presence of repressor being due to the bending of the operators

induced by the Lac repressor protein that is observed in the crystal structure of the Lac repressor complexed

with DNA [96]. (We note that this is a Lac repressor-specific result; compare, for example, the recent results

from Manzo and coworkers with the lambda repressor [100], where a similar shortening of the unlooped state

is shown to be due to nonspecific binding. For example, the Lac repressor does not exhibit the dependence

of the looped tether length on repressor concentration that is seen with the lambda repressor [61, 100]).

As shown in Fig. 2.10(B), the length of the TPM tether in both the unlooped and looped states is

similar but not identical for the five sequences and eight lengths that we examine here. The most obvious

modulation of tether length correlates with loop length, with the shortest unlooped- and looped-state tether

lengths occurring near the maxima of the looping probability. We believe this modulation with length is

due to the phasing of the bends of the DNA tether as it exits the repressor-bound operators in the looped

state, or the phasing of the bent operators in the unlooped state. At the repressor concentration we use

here, the unlooped state should be primarily composed of the doubly-bound state [61], meaning that the

two operators are both bent by bound repressor. As shown schematically in Fig. 2.10(C), when these bends

are in-phase, the tether length should be shortest (and also the looping probability is highest, because the

operators are in-phase). A similar argument can be made for the modulation of the looped state, regarding

the relative phases of the tangents of the DNA exiting the loop.

It is interesting to consider how the sequence of the loop might influence the length of the tether in the

unlooped state, when no loop has formed; see, for example, the CG with-promoter versus 5S with-promoter

sequences, where the latter is consistently longer than the former (Fig. 2.10(B)). We do not see a sequence

dependence to tether length in the absence of repressor, ruling out the possibility of a detectable intrinsic
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curvature to the CG sequence. We speculate instead that CG alters the trajectory of the DNA as it exits

the bend in the operators in the unlooped state, compared to the trajectory when the sequence next to the

operators is 5S, leading to a consistent difference in unlooped tether lengths.

Interestingly, in contrast to its influence on preferred looped state (middle versus bottom), the promoter

does not alter the length of the tether for a given sequence at a given loop length (see also the bottom left

panel of Fig. 2.6 and Fig. 2.7 in File S1). On the other hand, as shown in Fig. 2.10(D), the poly(dA:dT)-rich

sequence, noticeably more so than the other sequences, stands out as a sequence that does strongly affect the

tether length of the loop, in that it mandates a very narrow range of tether lengths as a function of looping

J-factor (related, for a particular sequence, to the loop length or equivalently the operator spacing). A similar

but less pronounced trend can be observed for the unlooped state with the GC-rich sequence (Fig. 2.10(D)).

The other sequences allow much more variability in tether length as a function of J-factor/operator spacing

(see Figure 2.7 in File S1). This strong trend in tether length as a function of J-factor could be evidence

of the formation of special, defined loop structures with the GC-rich and poly(dA:dT)-rich sequences that

constrain the allowed loop conformations as a function of operator spacing more than the other sequences

do.

Further computational and modeling efforts will be required to relate these data on tether lengths and

preferred loop length to loop structure, similarly to how Towles and coworkers have used TPM tether

lengths to show that different DNA loop topologies can explain the observed tethered lengths of the two

looped states [95]. However, even without currently knowing the underlying molecular details causing these

sequence-specific trends in tether length and preferred loop state, and therefore in loop conformation, it is

clear that it is the loop sequence, and not the Lac repressor itself, that determines the loop conformation to a

large degree. It has been shown recently that the Lac repressor is capable of accommodating many different

loop conformations [66], which is consistent with the results we present here. We hope that computational

and modeling efforts with these data, as well as continued efforts to use assays such as FRET to directly probe

loop conformation [63–66], will shed light on this complex interplay between sequence and loop conformation.
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Figure 2.6: Tether lengths of looped and unlooped states as a function of loop length and sequence. The y-
axes here and in the next figure are population averages of the difference in RMS between each bead’s tether in
the absence of protein, and the indicated state in the presence of protein (as described in the Supplementary
Material of [61], there is sufficient tether-to-tether variability in the absence of protein, which we attribute to
the variability in the diameters of the beads we use, that trends in tether lengths in the presence of protein
are only observable when normalized to the length of each tether in the absence of protein). The bottom
state has very poor statistics for most sequences and so should be considered indicative only of the ballparks
of tether lengths we observe for that state. For the unlooped and middle states, however, we observe a
modulation of tether length with loop length, with the shortest tether lengths for both states occurring near
the maximum of looping (indicated for each sequence by the colored arrows at the bottoms of the plots).
As argued more extensively in [61], we believe the reduction in tether length in the unlooped state in the
presence of protein, compared to the tether length in the absence of protein, is due to the bending of the
operators induced by the Lac repressor protein. The Lac repressor is known to bend the DNA of the Oid
operator by 45 degrees [96]; our previous work suggests that a bound Lac repressor also bends the other
operators but to a lesser degree, with the extent of bending directly proportional to the strength of the
operator. At the repressor concentration we use here, the unlooped state should be primarily composed of
the doubly-bound state [61], meaning that the two operators are both bent by bound repressor. When these
bends are in-phase, the tether length is shortest (and also the looping probability is highest, because the
operators are in-phase). We believe this explains the modulation of tether length in the unlooped state. A
similar argument can be made for the modulation of the middle looped state, regarding the relative phases
of the tangents of the DNA exiting the loop.
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Figure 2.8: Comparison of the likelihood of the “middle” (longer) versus “bottom” (shorter)
looped states. The y-axes indicate the fraction of the total J-factor that is contributed by the middle state
(as in Fig. 2.5, since the with- and without-promoter constructs have different operators, J-factors and not
looping probabilities must be compared). That is, when the ratio Jloop,M/Jloop,tot is unity, indicated by a
horizontal black dashed line, only the middle state is observed; when this ratio is zero, again indicated by a
horizontal black dashed line, only the bottom state is observed. Closed circles are no-promoter constructs;
open circles are with-promoter. E8 and TA data are a subset of those in [61]. Figure 2.9 shows the looping
probabilities and J-factors for the two states instead of the relative measures shown here.
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Figure 2.10: Tether length as a function of loop length, sequence and J-factor. (A) Sample TPM
time trajectory showing the smoothed (i.e. Gaussian-filtered) root-mean-squared motion, 〈R〉, of a single
bead. This construct shows an unlooped state and two looped states, the “middle” state around 130 nm, and
the “bottom” state around 110 nm. Black horizontal dashed line indicates the average 〈R〉 for this particular
tether in the absence of repressor. Due to variability in tether length even in the absence of repressor [61], on
the y-axes in (B) and (D) we plot a relative measure of tether length, by normalizing the mean 〈R〉 value for
a particular state to the mean 〈R〉 of each tether in the absence of repressor, and then taking the population
average of this difference. (B) Tether length as a function of loop length. We observe a modulation of tether
length with loop length, with the shortest tether lengths for both the unlooped and looped states occurring
near the maximum of looping (indicated for each sequence by the colored arrows at the bottoms of the plots).
See Fig. 2.6 in the Supporting Information for bottom state lengths. (C) Schematic of our proposed model
for the observed variations in unlooped tether length as a function of loop length, which we attribute to
the phasing of the bends that the repressor creates upon binding the operators. A similar argument can be
made for the looped states. Note that to emphasize the effect of bending from the operators, here we have
for the most part represented the DNA as straight segments. (D) Tether length as a function of J-factor.
Unlooped state tether lengths are plotted versus the total J-factor, whereas middle state tether lengths are
plotted versus the J-factor for the middle state. As in (A), in general the length of the tether in both the
unlooped and middle looped states is shorter at larger J-factors for a particular sequence. However, this
trend is sharper for some sequences than others (see Fig. 2.7 in the Supporting Information for the other
sequences, which generally have more scatter than either the dA or CG sequences).
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2.4.2 Comparing Looping and Nucleosome Formation

In [61] we showed that the synthetic E8 and TA sequences show no sequence dependence to looping in the

absence of the lacUV5 promoter but a nucleosome-like sequence dependence in the presence of the promoter.

We hypothesized that perhaps the promoter alters the preferred state of the loop to one whose shape is

more similar to that of DNA in a nucleosome or DNA minicircle formed by cyclization, leading to similar

sequence trends with the promoter as with nucleosomes. We still attribute the difference in the patterns of

sequence dependence that we observe between looping and nucleosome formation to the role of the shape

of the deformation in determining the observed deformability of a particular sequence. However, we have

shown here with a broader range of sequences that the role of the promoter in controlling loopability is

more complicated than we had previously hypothesized. Neither with nor without the promoter does loop

formation follow the sequence trends of nucleosome formation. As shown in Figure 2.11, if looping J-factors

did follow the same patterns of sequence preference as do cyclization J-factors and nucleosome formation

free energies, a plot of the looping J-factors versus cyclization J-factors for the various sequences we have

studied here would fall on a line with a positive slope. We find that this is not the case; in fact, without the

promoter there is perhaps a slight anticorrelation between looping J-factors and cyclization J-factors (and

no discernible correlation with the promoter).

The J-factors plotted in Figure 2.11 are the maximum looping or cyclization J-factors over a particular

period. Specifically, the looping J-factors used are those at 104 bp for dA, 105 for 5S and CG, and 106

for E8 and TA; the cyclization J-factors are for 94 bp of the E8, 5S or TA sequences and are taken from

[73]. Although we are not directly comparing identical lengths between cyclization and looping, the general

trends hold regardless of lengths chosen. In fact, identifying the loop length that corresponds to a particular

cyclization length is difficult, given that the flanking operators for looping must be taken into account in some

fashion. That is, for cyclization, DNA length is easy to compute—it is simply the length of the oligomer used

in the ligation reactions. However, in the case of looping, it is unclear if the appropriate length for comparison

is just the DNA in the loop (excluding the operators), or the length between the midpoints of the operators,

or including all of the operators. Similarly, we are not comparing identical loop lengths across sequences;

we chose to compare loop flexibility at the looping maximum for each sequence in an attempt to compare

lengths at which the operators are most likely to be in phase, such that we are comparing only bending and

not twisting flexibility. Finally, we note that here we are interested in the same kind of comparison that

Cloutier and Widom were in Ref. [36], which was the inspiration for this figure; in [36], Cloutier and Widom

compared cyclization and nucleosome formation free energies, even though the cyclization experiments were

performed with roughly 100 bp DNAs and the nucleosome formation assays with roughly 150 bp DNAs.

Likewise, we do not expect that the fragments of nucleosome-preferring or nucleosome-repelling sequences

that we examine here in the context of looping will necessarily have exactly the same characteristics as the

full-length nucleosomal sequences from which they were derived; but we are interested in comparing general

trends in observed flexibility of these roughly 110 bp loops with those of roughly 100 bp ligated minicircles
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and of roughly 150 bp nucleosomal DNAs.

The strong correlation between a sequence’s ease of cyclization and of nucleosome formation, as shown

in Fig. 2.11(A), has been used to argue that nucleosome sequence preferences depend largely on the intrinsic

mechanical properties of a DNA, particularly its bendability [36], though other mechanisms have also been

proposed, such as that described by Rohs and coworkers, which depends not on sequence-dependent DNA

flexibility but on sequence-dependent minor groove shape [101]. We have shown here that three sequence

features that commonly determine nucleosome preferences, either through their effect on DNA flexibility

or on other structural aspects recognized by the nucleosome, do not likewise determine looping, arguing

for the need to identify a different set of sequence features that determine loopability. The most striking

contrast between previously established sequence “rules” derived from nucleosome studies and the trends

in looping J-factors that we observe here is that of the nucleosome-repelling, poly(dA:dT) sequence, which

has the lowest looping free energy that we have quantified so far. Other in vitro assays predominantly show

poly(dA:dT) copolymers to be highly resistant to deformations; for example, Vafabakhsh and coworkers

recently used a FRET-based cyclization assay, analogous to traditional ligase-mediated cyclization assays,

to show that poly(dA:dT)-rich sequences have cyclization rates significantly smaller than other sequences

such as E8 and TA [2]. Although ease of cyclization is often equated with bendability, it appears that

such observed bendability is more context-dependent than has been previously appreciated: that is, the

simplest model that one would write down to describe the energetics of these different deformed DNAs

would feature the persistence length as the governing parameter that is used to characterize bendability, and

yet, the distinct responses seen in looping, nucleosomes and cyclization belie that simplest model. It will be

informative to extend this study of an unphased poly(dA:dT) tract in DNA loops to include more sequences

containing both pure poly(dA:dT) copolymers and naturally-occuring poly(dA:dT)-rich DNAs that exclude

nucleosomes in vivo, in order to elucidate the precise role of poly(dA:dT)-tracts in determining looping. It

is clear, however, that poly(dA:dT)-rich DNAs should not be exclusively thought of as stiff or resistant to

bending in all biological contexts.
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Figure 2.11: Comparing trends in sequence flexibility for looping versus cyclization and nucle-
osome formation. (A) Nucleosome formation and cyclization share trends in sequence flexibility, with
sequences that have lower energies of nucleosome formation (∆∆G0

nucl) also having lower energies of cycliza-
tion (∆∆G0

cyc). Cloutier and Widom used this correlation to argue that the same mechanical properties,
particularly the bendability, of the DNA contributed to nucleosome formation as to cyclization [36]. The
energy of cyclization, ∆G0

cyc, is related to the cyclization J-factor for a particular DNA, Ji, through the
relationship ∆G0

cyc = −RT ln(Ji/Jref ), where T is the temperature, R is the gas constant and Jref is an
arbitrary reference molecule (see Ref. [36] for details). Adapted from Refs. [36, 102]. (B) Looping J-factors
for the no-promoter data do not show the same trends in sequence dependence as do cyclization and nu-
cleosome formation: if anything, a higher cyclization J-factor correlates with a lower looping J-factor. (C)
Same as (B) but for with-promoter DNAs. The cyclization J-factors of the poly(dA:dT)-rich and GC-rich
sequences that we use here have not been reported, so they are shown as shaded regions whose height reflects
the uncertainty in the looping J-factors we measure, and whose width reflect our estimates about what their
cyclization behavior should be. In particular, the poly(dA:dT)-rich sequence exhibits very low nucleosome
occupancy in vivo [50, 51], and similar sequences have high energies of nucleosome formation in vitro [12, 50],
which, according to the logic of (A), should correspond to a low cyclization J-factor, probably lower than
that of E8. Some poly(dA:dT)-rich DNAs were in fact recently directly shown to cyclize less readily than
random sequences [2]. In contrast, the GC-rich sequence should be a good nucleosome former (though the
nucleosome affinity of this particular sequence has not been tested either in vivo or in vitro), and so its
cyclization J-factor is probably comparable to that of 5S and TA, the other strong nucleosome-preferring
sequences on this plot. Additional details of how this plot was generated can be found in the Methods
section.



31

2.4.3 Is G+C content a good parameter for DNA deformability?

A second striking contrast between our results here and previously established rules for nucleosome formation

concerns the role of G+C content in determining loop formation. The G+C content of a DNA is one of the

most powerful parameters for predicting nucleosome occupancy in vivo [45, 47], with higher G+C content

correlating with higher occupancy. However, as shown in Fig. 2.12, G+C content offers little predictive power

for loopability, or is anticorrelated with looping. We note that a recent, systematic DNA cyclization study

demonstrated a quadratic dependence of DNA bending stiffness on G+C content [43]. In our case of protein-

mediated DNA looping, the looping J-factor contains contributions from protein elasticity in addition to those

from DNA elasticity, and our DNA sequences contain A-tracts and GGGCCC motifs that were excluded in

[43], making a direct comparison between our results and theirs difficult; but it is possible that the looping

J-factor is neither correlated or anticorrelated with G+C content but instead depends quadratically on G+C

content, as do cyclization J-factors. More data will be necessary to make a strong statistical statement about

the anticorrelation or lack of correlation between the looping J-factor and G+C content, and to determine

the form of the relationship between the looping J-factor and G+C content (e.g. quadratic versus linear),

but we propose low G+C content as the starting point of a potential new sequence “rule” for predicting

looping J-factors, and a fertile realm of further investigation. Finally, we have shown that the repeating

AA/TT/TA/AT and GG/CC/GC/CG steps that characterize the 5S and TA sequences, as well as many

nucleosome-preferring sequences, do not likewise determine looping J-factors, as these two sequences behave

very differently from each other in the context of transcription factor-mediated DNA looping.

In summary, we find that the poly(dA:dT)-rich sequence that strongly excludes nucleosomes in vivo [51]

and that belongs to a class of sequences usually thought of as highly resistant to deformation is in fact

the strongest looping sequence we have studied so far. Moreover, the 5S and TA sequences, which share

sequence features important to nucleosome formation (see Figures 2.1 and 2.2 in File S1 and Ref. [35]) as well

as trends in apparent flexibility in in vitro cyclization and nucleosome formation assays [36, 73, 74], behave

very differently from each other in the context of looping. We also find that G+C content, a good predictor

of nucleosome occupancy, is not likewise positively correlated with looping, and in fact our data suggest

the G+C content and looping may be anticorrelated. Taken together, these results strongly suggest that

very different sequence rules determine DNA looping versus cyclization and nucleosome formation, possibly

because of the protein-mediated boundary conditions that differ between looping geometries and nucleosomal

geometries, and that the biophysical characteristics of poly(dA:dT)-rich DNAs and their biological functions

may be more diverse and context-dependent than has been previously appreciated.

Our work in no way undermines previous claims of the sequence dependence to nucleosome formation

and/or occupancy either in vivo or in vitro; rather, it demonstrates that the “rules” of sequence flexibility

derived from cyclization and nucleosome formation studies are inapplicable to DNA looping, possibly due to

the difference in the boundary conditions and therefore DNA conformations involved in forming a protein-

mediated loop versus a DNA minicircle or a nucleosome. It will be interesting to extend these studies of the
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Figure 2.12: Maximum looping J-factor as a function of loop G+C content. Maximum J-factors
for each of the five sequences, with (closed circles) and without (open circles) promoter, are plotted with
respect to each sequence’s G+C content. For nucleosomes, G+C content strongly correlates with nucleosome
occupancy [45]. In contrast, it appears that G+C content and loopability are anti-correlated. Loop lengths
plotted here are the same as in Fig. 2.11.

role of sequence in loop formation to other DNA looping proteins besides the Lac repressor. As noted above,

it has been shown recently that the Lac repressor can accommodate many different loop conformations [66].

The variety in tether lengths and preferred looped states that we observe are consistent with a forgiving

Lac repressor protein. Nucleosomes, on the other hand, have a more fixed structure that should not be as

accommodating to a range of helical periods and DNA polymer conformations (hence the hypothesis that

poly(dA:dT)-rich DNAs disfavor nucleosome formation because they adopt geometry that is incompatible

with the structure of the DNA in a nucleosome [49]). It would be informative to measure the looping J-factors

of these same sequences with a more rigid looping protein. It will also be interesting to see if other bacterial

promoter sequences have similar effect of altering the looping boundary condition as the very strong and

synthetic lacUV5 promoter. In fact, the lacUV5 promoter should be a key starting point for identifying

sequences that have a strong effect on looping, since it can have significant effects on the behavior of a loop,

even when it comprises only one-third of the loop length.
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Chapter 3

DNA Looping Kinetics

This project is a collaboration with Peter Mulligan, Prof. Andrew Spakowitz (Stanford University) and

Stephanie Johnson.

A version of this chapter originally appeared in: “Modulation of DNA loop lifetimes by the free energy of

loop formation. Chen YJ*, Johnson S*, Mulligan P*, Spakowitz A, Phillips R, 2014 Proc Natl Acad Sci USA

111(49):17396401”, and “Interplay of Protein Binding Interactions, DNA Mechanics, and Conformational

Entropy in DNA Looping Kinetics. Mulligan P, Chen YJ, Phillips R, Spakowitz A, 2015 submitted”.

3.1 Lifetimes of Short DNA Loops Scale with Looping Free En-

ergy

Many key cellular processes, from gene regulation to metabolism, require the coordinated physical interaction

of biological macromolecules. A classic example is the coordination of DNA and proteins in DNA loop

formation, which is a recurring design principle from viruses [103] to animals [104]. Despite their prevalence,

many questions remain about how these loops form and function in vitro and in vivo [38, 105]. Here, we

ask how the mechanics of the protein and DNA in a protein-mediated loop govern looping and unlooping

dynamics, an issue which has only recently begun to be explored [106].

Recent advances in single-molecule techniques have allowed precise quantification and deeper understand-

ing of the physical properties of DNA [1, 2], and we have taken advantage of one such technique here, in

combination with a classic bacterial looping protein. The polymer physics implications of this work, how-

ever, are more general than the particular system we focus on. The looping protein we examine here, the

Lac repressor, so named because of its role in repressing transcription at the lac promoter in the bacterium

Escherichia coli, was one of the first described examples of a genetic regulator that acts through specific

DNA-protein interactions. Looping is accomplished by means of two DNA binding domains per Lac re-

pressor molecule, allowing it to bind two of its specific DNA sites (“operators”) simultaneously, with the

intervening DNA adopting a looped conformation [96], as shown schematically in Fig. 3.1a. To measure

loop formation and breakdown, we make use of the in vitro single-molecule tethered particle motion (TPM)
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assay [15, 61, 77, 79], a simple but powerful technique for investigating DNA-protein interactions. In TPM,

a micron-sized bead is tethered to one end of a linear DNA, with the other end attached to a microscope

coverslip (Fig. 3.1b). The motion of the bead gives a readout of the effective length of the bead’s DNA

“tether”, such that loop formation induced by the binding of the Lac repressor to its two operators results

in a quantifiable reduction of the bead’s motion. We record the trajectory of looping and unlooping for each

DNA molecule as a function of time in thermal equilibrium (Fig. 3.1c).

These trajectories contain a wealth of information about the DNA-protein interactions in our system.

One such quantity that we will focus on here is the looping J-factor, Jloop = (1 M)e−β∆F , that encapsulates

the thermodynamic cost ∆F to deform the DNA (and possibly the protein) into the looped conformation,

related to the cyclization J-factor often used to measure the flexibility of DNA in vitro [81]. We previously

measured Jloop for looping constructs generated by a library of DNAs with different loop lengths and se-

quences (Fig. 3.1c and Fig. 3.18 in Section 3.4.1), to examine how DNA mechanics affect the energetics of

loop formation [61, 107]. We showed that this library of constructs allowed us to tune Jloop over two orders

of magnitude.

Here, we will instead focus on the looping and unlooping “lifetimes” (durations; see Fig. 3.1c) for this

same library of DNAs. We find that the loop breakdown process at the DNA-protein interface is sensitive

to the whole loop’s deformation, with both looping and unlooping kinetics exhibiting rather simple forms of

scaling with the looping free energy. Such a dependence has not, to our knowledge, been previously reported

experimentally [15, 16] or considered in standard physical models for DNA looping [108–112], and suggests

DNA looping as a member of a broader class of phenomena where applied force [113–117] or internal stress

stored in polymers [2, 106, 118, 119] modulates biochemical reaction rates. Moreover, this result implies

possible influence of DNA mechanics on evolution, since both the speeds of turning gene regulation on and

off may be critical for fitness. We provide an explanation for the molecular origins of this dependence and

develop a novel theory of looping kinetics, allowing us to probe experimentally inaccessible details of the

looping pathway and the looping transition state.

In this work, we use the common single-molecule analysis technique of half-amplitude thresholding (see

details in Sec. 3.4.1) to obtain distributions of the amount of time each TPM tether spends in the looped or

unlooped state, called looped or unlooped lifetimes.

We begin by developing a simple kinetic framework for understanding what the measured state lifetimes

tell us about the underlying physics of the system, with the basic elements given in Fig. 3.2. As discussed

in more detail in Sec. 3.2, using standard kinetic analyses we can express the mean unlooped state lifetime,

〈τunlooped〉, in terms of the repressor concentration [R] and the rate constants diagrammed in Fig. 3.2, as

〈τunlooped〉 =

(
1 +

kAoff
[R]kAon

)(
1 +

kBoff
[R]kBon

)
kαon

kAoff
[R]kAon

+ kβon
kBoff

[R]kBon

. (3.1)
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Note that 〈τunlooped〉 contains two different kinds of rates: {kAon/off , k
B
on/off}, for the binding/unbinding

of the first repressor head to the DNA (We are distinguishing between binding and unbinding to operator

A versus operator B, because several operators with different affinities for repressor have been described),

as well as {kαon, kβon} for the binding of a second operator when the repressor has already bound the first

one, which we here allow to differ from the rates for the initial binding event (see Fig. 3.2). On the other

hand, 〈τlooped〉 = 1

kαoff+kβoff
contains only the loop-affected dissociation rates {kαoff , k

β
off}, which we made

no a priori assumptions and allow to differ from the simple unbinding events {kAoff , kBoff}. Experimental

measurements of the unlooped and looped lifetimes then tell us how looping affects k
α/β
on and k

α/β
off , respec-

tively. Regulation of association rates by flexible linkers and polymer ring closure rates have been discussed

in the framework of confined diffusion [108–112], and the effect of confined diffusion from the elastic DNA-

repressor loop is likely to dominate {kαon, kβon} in our case as well. However, dissociation rates are usually

thought of as local phenomena and dependent only on the interaction strength at the molecular interface,

a hypothesis implicitly used in previous works on DNA looping kinetics [15, 16, 106, 120]. In contrast, in

force spectroscopy experiments, an applied force changes a reaction free energy profile by adding a linear

term to it. As a result, the equilibrium constant of the reaction, as well as both the “on” and “off” rates

(e.g., association and dissociation of chemical bonds, folding and unfolding of RNA or nucleosomes), depend

on the pulling force [113–117]. With our kinetic measurements, we can address the question of to what

degree the dissociation process (i.e. the looped lifetime) is simply a local interaction and to what degree it

is affected by the elastic deformation energies of the protein and DNA chain.

As exemplified by Fig. 3.3a for sequence dA (see Fig. 3.1b), the unlooped and looped state lifetimes

extracted from our TPM data show a modulation with loop length, just as the J-factor (equivalently, the

deformation free energy of the system) does. The other sequences are similarly plotted in Fig. 3.21 in

Sec. 3.4.2 and exhibit more complex behavior when loop length varies more than one helical repeat. While

the unlooped and looped state lifetimes are complicated functions of the loop length and DNA sequence,

they are approximately monotonic when plotted versus the J-factor, as shown in Fig. 3.3b. Moreover, this

behavior is roughly independent of both loop sequence and, within the range of lengths examined here, loop

length, as shown in Fig. 3.3c,d: unlooped and looped state lifetimes for five different sequences spanning one

to two helical periods of DNA all follow the same trend with J . Since J is known to be a function of loop

length and DNA sequence, it can be viewed as encompassing the effects of the polymer parameters (within

the range examined here) on the looping dynamics.

In contrast to the common view that dissociation rates are local phenomena only, these data suggest

that the loop dissociation and association kinetics are both regulated by Jloop. We note that the looping

J-factor is sometimes interpreted as effective cohesive-end concentration or effective repressor concentration,

and increasing effective concentration is thought to facilitate association kinetics [121, 122]. However, this

concept does not explain how the dissociation kinetics are modulated by an effective concentration: according

to the simple kinetic framework discussed above, the looped-state lifetime should not depend on repressor
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concentration [R]. If we take the effective concentration interpretation of Jloop literally, the fact that the

dissociation kinetics, i.e. the looped lifetime shown in Fig. 3.3, depend on Jloop is inconsistent with this

framework. Explaining the dependence of the dissociation kinetics on Jloop requires a different interpretation

of Jloop beyond effective concentration and more akin to how applied force distorts bonding free energy in

force spectroscopy experiments [113–117]. We first apply transition state theory to obtain some intuition

about how Jloop can modulate loop formation and breakdown rates, then turn to a more sophisticated

framework that more explicitly models the polymer mechanics. We note that our analysis based on free-

energy landscapes is theoretically equivalent to expressing the effect of polymer deformation in terms of

force and torque acting on the bond [106, 118, 119], and we used the free-energy treatment because of its

conceptual simplicity.

The magenta curve in Fig. 3.2c shows a pathway between one unlooped state, where operator A is bound,

and the looped state with both operators bound. The transition state on this path has an unknown structure

and a total free energy Ftransition. The activation energies for the forward and reverse transitions are given

by ∆F ‡unloop = (Ftransition−Funlooped) and ∆F ‡loop = (Ftransition−Flooped) = (∆F ‡unloop−∆F +EB), where

∆F is the free energy of deforming the DNA into the looped state and EB is the favorable free energy of

binding operator B. The loop formation and breakdown rates are given by transition state theory to be

kβon = kβ0 e
−β∆F ‡unloop (3.2)

and

kβoff = kβ0 e
−β∆F ‡loop = kβ0 e

−β(∆F ‡unloop−∆F+EB), (3.3)

where kβ0 absorbs contributions from diffusivity and the shape of the free energy pathway. Similar equations

can be derived for kαon and kαoff (Sec. 3.2). Combining these with the equations given above for 〈τunlooped〉

and 〈τlooped〉, we find that the mean unlooped and looped lifetimes will scale as

〈τunlooped〉 ∝ eβ∆F ‡unloop (3.4)

and

〈τlooped〉 ∝ eβ(∆F ‡unloop−∆F+EB). (3.5)

Given the data in Fig. 3.3, we must conclude that not only ∆F ‡unloop, but also ∆F ‡loop, are determined by

the DNA deformation energy, encapsulated in ∆F . We note that the looped and unlooped state lifetimes in

Fig. 3.3c,d scale roughly linearly with J when plotted in log-log scale, and so we can obtain an approximate

form of the relationship between τ and J (equivalently, ∆F ). We find that 〈τunlooped〉 ∝ J−0.48±0.03
loop , and

〈τlooped〉 ∝ J0.35±0.02
loop . This provides some intuition into how far the unknown transition state is, in terms of

the elastic deformation ∆F , from the looped and unlooped states. Moreover, if the DNA chain were bent

and twisted almost all the way into the needed shape before binding of the second operator, the unlooped
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lifetime would scale as J−1
loop and the looped lifetime would be independent of Jloop and chain length, a very

different kinetic behavior from what we find here. This change in the Jloop dependence could shift the kinetic

lifetimes an order of magnitude over just one decade in loop length.

It is clear that this is not the case for our system; that is, our finding that both the looped and unlooped

lifetimes are dependent upon Jloop reveal that the process of going from the unlooped state to the transition

state encompasses some, but not all, of the elastic deformation of the chain. Instead, the scaling exponents

for τ versus J give an indication of the degree of release in elastic strain when moving from the looped state

to the transition state. This model stands in contrast to previous models of ring closure that describe the

DNA looping process as the first-passage time of the two ends coming within an approximately zero distance

of separation [108–110].

To explore which elastic energies from the DNA and protein may be contributing to the reaction landscape

of Fig. 3.2c, we have developed a molecular-level model for the looping and unlooping processes. We reason

that the free energy landscape has contributions from bending and twisting deformations of the DNA and

a binding energy (between the free repressor binding domain and the empty operator) of finite interaction

length, as described in Fig. 3.1a. This results in a distance from the looped state to the transition state,

similar to the ideas of finite-scale chemical bonding in Refs. [113, 114].

The DNA loop region is modeled as a wormlike chain, which describes the polymer as an elastic thread

that is subjected to thermal fluctuations [123]. While there is still considerable debate about the elastic nature

of DNA at short lengths [43, 124], the wormlike chain model has a clear physical basis and its application

resulted in reasonable value for the persistence length. The bending energy for a specific conformation is

given by

βEbend =
Lp
2

∫ L

0

dsκ(s)2, (3.6)

which depends on the square of the local curvature κ(s). For a specific polymer conformation, the local

curvature is equivalent to the inverse of the radius of a circle that is tangent to the curve (e.g. a straight

chain segment has zero curvature and a tangent circle with infinite radius). This quadratic bending energy

is consistent with linear elasticity theory of a thin elastic beam with a bending modulus kBTLp (where Lp

is the persistence length). The polymer conformational free energy Fconf (r) gives the free energy for fixing

the end-to-end distance of the two operators to be r, incorporating both the bending deformation energy

and the entropy of different DNA conformations. We show some example configurations from a Monte Carlo

simulation in Fig. 3.4a. To determine Fconf (r), we find the Green function G(r), which gives the probability

of the two ends being a distance r apart, by summing over all possible paths and weighting each by e−βEbend .

We have previously derived the exact result for the Green function [125] and use this result to calculate the

conformational free energy βFconf (r) = − log
[
r2G(r)

]
.

The binding of the operators to the Lac repressor requires proper orientational alignment between the

binding face of the operators and the Lac binding domains. The intervening DNA length determines the un-

deformed orientation of the DNA helix at the operator, and proper alignment for binding incurs energetically
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costly twist deformation upon rotating the DNA into its proper orientation (which is in fact the origin of the

modulation of J with loop length, noted in the text accompanying Fig. 3.3a). We define the twist angle θ to

be the angle of rotation about the DNA axis at the unbound operator away from the ground-state untwisted

angle (i.e. θ = 0 is untwisted). We consider a simple model for the twist free energy βFtwist(θ) = Lt
2Lθ

2,

which is quadratic in the local twist deformation and evenly distributes the twist deformation over the length

of the DNA between the operators. The twist persistence length Lt represents the resistance to twist defor-

mation. This model neglects the geometric coupling between twist and writhe of the chain, which becomes

more relevant at longer chain lengths where out-of-plane conformations are not prohibited by the bending

deformation energy [125, 126].

The binding free energy, which drives the formation of the looped state, is modeled as a potential well

with depth ε0 and an interaction length scale δ. The separation of the two operators at the surface of

the DNA strands is given by ra(r, θ) =
√

(r − a)2 + a2 − 2(r − a)a cos(θ − θop), where r is the end-to-end

distance of the DNA strands and θ is the twist angle at the unbound operator (see Fig. 3.9 for an illustration).

The preferred twist angle θop = 2π(L/Lturn) + θ0 gives the twist angle that orients the empty operator to

face the Lac repressor binding domain, where θ0 defines the twist angle necessary for docking DNA into Lac

repressor even at integer DNA helical repeats. The representative images in Fig. 3.4a show how the DNA

twists to orient the Lac repressor with the unbound operator as the ends are brought together. The DNA

structure dictates the cross-sectional radius a (assumed to be a = 1 nm) [127] and the helical length Lturn

(assumed to be Lturn = 10.46 bp× 0.34 nm) [125]. The binding free energy Fbind is then given by

βFbind(r, θ) =


−2ε0

1+exp[ ra(r,θ)
δ ]

, r > 2a,

∞, r ≤ 2a,
(3.7)

which includes a steric cutoff at r = 2a to account for the overlap of DNA backbone segments. This

simple binding model aims to model the basic interaction between the DNA operator and Lac repressor

by introducing only the binding affinity ε0 and the interaction length δ to capture the physical interaction.

More detailed models of interaction could include more molecular detail, but our goal is to give the simplest

representation of binding without introducing additional parameters that do not have well-defined values.

The three thermodynamic contributions Fconf (r), Ftwist(θ), and Fbind(r, θ) combine to give the total

free energy landscape Ftotal(r, θ), as shown in Fig. 3.4a for L = 101 bp and parameters ε0 = 23.5 (in kBT

units), δ = 1.3 nm, Lp = 48 nm, Lt = 15 nm, and θ0 = 0.003π. We find the minimum free energy path from

the looped state X, over the transition state Y , to the unlooped state Z, and plot each of the three free

energy contributions, as well as the total free energy along this path, in Fig. 3.4b. From transition state

theory, the looped lifetime is simply proportional to e−β∆F ‡loop , and the unlooped lifetime is proportional to

e−β∆F ‡unloop , as given in Eqns. 3.58 and 3.59 above. We use the more sophisticated Fokker-Planck formalism,

and treat the reaction from the looped to unlooped state (and vice versa) as diffusion on a one-dimensional

potential energy landscape, given by Ftotal(r) along the minimum free energy path shown in Fig. 3.4b. Twist
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angle relaxation is much faster than changes in the end-to-end distance [128], and we avoid introducing an

additional, poorly characterized parameter for the twist angle diffusivity by reducing the problem down to

one-dimension. We calculate the mean looped lifetime as the average first passage time from anywhere in

r < rY to leaving the transition state at r = rY , and similarly for the mean unlooped lifetime. The looping

J-factor is calculated from the polymer free energy difference,

Jloop = (1 M)e−β∆F = (1 M) exp[−β(F looppoly − F
unloop
poly )]. (3.8)

Here, F looppoly and Funlooppoly are calculated by averaging only the polymer elastic energies (Fconf + Ftwist) (i.e.

excluding the binding energy) over the end-to-end distance r smaller and larger than r = rY , respectively,

with a Boltzmann weight given by e−βFtotal(r). We refer the reader to Sec. 3.3 for more details.

To compare these theoretical results with the experimental results of Fig. 3.3, we find model parameters

for the elastic parameters Lp, Lt, which could vary with DNA sequence, and the binding parameters ε0, δ,

and θ0, which should be consistent across all sequences with the same operators. We obtain θ0 = 0.003π by

looking at the peaks in the Jloop data (see Fig. 2 in Ref. [107]), which occur when the twist-free orientation

2πL/Lturn is aligned with θ0. The model is able to reproduce the basic qualitative features of the data across

a range of parameters, and we chose values of ε0 = 23.5 (in kBT units), and δ = 1.3 nm as representative of a

good fit to the data across all five sequences for the set of operators used here. These parameters are within

the expected range, given the size of the Lac repressor arm (around 3− 4 nm from the crystal structure) [96]

and the binding energy of the repressor to DNA of approximately 16 kBT [129]. We then varied the elastic

parameters to find the best fit for each sequence, obtaining values of the persistence length Lp ranging from

48 to 51 nm and the twist persistence length Lt ranging from 10 to 70 nm. The values for Lp are close to the

canonical value for dsDNA of Lp = 53 nm [130]. While our twist persistence differs from the canonical value

of Lt = 110 nm [128], we note that our twist model is much simplified. We do not include the details of the

end orientations, twist angle entropic effects, and twist-writhe coupling, all of which could lead to the lower

value of Lt that we determined.

Theoretical predictions for the unlooped and looped mean lifetimes are shown in Figs. 3.4c and d, using

the same values as in Fig. 3.4a. The theoretical lifetimes (black curves) exhibit an approximate power-

law trend with Jloop for the lengths ranging from 89 to 115 bp. Notably, the value of Jloop exhibits both

oscillations and an average increase as the length is increased from 89 to 115 bp. In this regard, the quantity

Jloop serves as a critical determinant of the looped and unlooped lifetimes.

The major novel feature introduced in our molecular model for looping is the treatment of the protein

binding energy that has a well depth of ε0 and an interaction radius of δ. These parameters are specifically

dependent upon the properties of the protein and the operator binding interface. In addition to the data

shown in Fig. 3.3, we also analyzed TPM trajectories with a different set of operators, specifically with the

O1 operator replaced by the slightly weaker O2. These data are plotted as blue dots in Fig. 3.5. We have

previously determined the energetic difference between these two operators to be 1.5 kBT [129]. Since only
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one operator’s affinity was changed, we would expect the resulting value of ε0 to be reduced by 0.75 kBT .

(We note that in these operator-swap experiments, the sequence of the loop was somewhat altered as well,

but not its total length, and as such we expect most or all of the change to be due to the difference in

the binding well depth ε0). Our model prediction, given in black in Fig. 3.5, clearly agrees well with the

experimental results when ε0 is reduced by 0.75kBT and all other parameters are kept the same as in Fig. 3.4.

Consistent with our theory, only the looped lifetimes are affected by the change of operator. In the free

energy plot in Fig. 3.4b, we see that the binding energy (blue) only begins to affect the total free energy curve

(black) once the configuration is to the left of the transition state; i.e. it is in the looped state. Likewise, we

see that the twist energy (red) only begins at end-to-end distances less than the transition state end-to-end

distance rY . Thus, our molecular level model has given us clear insight into the elastic deformation present

at the transition state, and this agrees well with our experimental measurements.

The other major parameter introduced for the binding energy was a finite length-scale for the DNA-

protein interaction. This parameter is critical to explain our findings that both the looped and unlooped

lifetimes depend upon the J-factor. The finite length-scale of interaction δ affects the transition state Y by

changing the end-to-end distance and twist angle at which this state occurs. For large δ, the transition state

would occur at a farther end-to end distance and thus exhibit a notable release of deformation energy as

compared to the looped state X, leading to a dependence of the looped lifetime on Jloop. This parameter δ

phenomenologically models both the size [96] and flexibility [131] of the protein mediating the loop, and could

also account for other effects such as electrostatic interactions or nonspecific binding leading to sliding along

the DNA chain [132]. Thus, in experiments with proteins of smaller size or flexibility than Lac repressor, we

would expect a decreased scaling exponent and hence decreased dependence of the looped lifetime on Jloop.

We will explore the effect of this interaction distance further in an upcoming manuscript.

Using the single-molecule technique of tethered particle motion to examine looping and unlooping lifetimes

by the classic Lac repressor looping protein, we have shown here that both the looped and unlooped lifetimes

depend upon the J-factor, indicating that the dissociation rate is dependent upon the DNA and protein

elasticity. These findings are unexpected based on the common treatment of the J-factor as an effective

protein concentration, and have been ignored by previous studies of DNA looping. We also note that the

J-factor-modulated state lifetimes, having a 1 to 10-minute dynamical range, are comparable to E. coli’s

cell division time. The state lifetimes are sensitive to how they scale with J , and within a decade of loop

length variation the response times can change an order of magnitude. It is therefore interesting to explore

how DNA mechanics modulates the in vivo looping and unlooping rates and assess its influence on how

individual cells respond to nutrient fluctuations. To explain our experimental results, we have developed a

molecular-level model that accounts for the role of both the polymer and protein deformation in DNA looping

and unlooping kinetics. This model includes a simple but straight-forward and physically-derived picture

for the three energies necessary to explain looping in short, stiff chains: bending, twisting, and binding.

The binding energy used allows us to incorporate the protein elasticity through the introduction of a finite
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length-scale of interaction that modulates the degree of favorable binding depending upon the end-to-end

distance. We find the lifetimes calculated from this model to be in good agreement with our experimental

results with realistic physical parameters, and that the model provides additional insights into the properties

of the transition state and how the elastic energy changes during the course of the looping reaction. Finally,

we note that long-range ordering of opening and closing kinetics by the system’s free energy landscape should

be a general framework that goes beyond the DNA or repressor-specific variables, and can be applied to

other elastic systems such as ligand-receptor reaction [133] or protein assembly [134], where flexible tethers

are important for the biological functions.

Note: TPM experiments were performed as previously described [61, 107]. Details of our implementation

of the half-amplitude thresholding procedure used to quantify looped and unlooped lifetimes are given in

Sec. 3.4.1, and a comparison of our results to those in previous studies using TPM to measure Lac repressor

looping and unlooping rates, showing good agreement between our results and these previous studies, is

given in Sec. 3.4.1. Experimental errors are reported as standard errors on the means, calculated according

to the bootstrapping method described in Sec. 3.4.1.
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Figure 3.1: DNA looping dynamics measured by tethered particle motion. a, Loop formation
requires the DNA chain to bend and twist to bring the binding sites together and properly orient them.b,
The TPM setup, in which single DNA molecules tether microscopic beads to a slide. Looping due to the
Lac repressor binding the two operators on the DNA reduces the bead’s motion. c, Sample TPM trajectory,
〈R〉 versus time, recorded from a single tether and segmented into unlooped (blue) and looped (red) states.
The lifetime of a state is how long a trajectory remains in that state before transitioning to a different one.
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Association of the repressor bound at operator A with the unbound operator B has a rate kβon, and dissoci-

ation from operator B has a rate kβoff . Note that here we are distinguishing between the binding/unbinding
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off ) and the binding/unbinding of the second re-
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off ). c, The reaction curve (magenta) shows

a hypothetical transition state, with unknown free energy, controls both the forward the reverse reactions.
What is known from equilibrium measurements is the difference between the unlooped and looped states,
−EB + ∆F (binding energy plus the penalty for looping deformation).
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Figure 3.3: Experimentally measured state lifetimes. a, Looping J-factor (black), mean unlooped
lifetime (blue), and mean looped lifetime (red), for one helical period of the “dA” sequence. b, The same
data as in (a), but with lifetimes plotted versus the J-factor and the loop length (in bp) marked for the
looped lifetime curve. c, Mean looped state lifetime and d, mean unlooped state lifetime versus Jloop, for
one helical repeat each for three sequences (“dA”, “5S”, “CG”), and two helical repeats for two sequences
(“E8”,“TA”).
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Figure 3.4: Molecular model for DNA looping. a, Total free energy surface versus end-to-end distance
r and twist angle θ. In this plot, L = 101 bp and the parameters are ε0 = 23.5 (in kBT units), δ = 1.3 nm,
Lp = 48 nm, Lt = 15 nm, and θ0 = 0.003π. The black curve indicates the minimum free energy path between
the looped state (X) and the unlooped state (Z), passing through the transition state (Y). Representative
DNA conformations (as predicted by Monte Carlo simulation) at five different end-to-end separations are
shown to the right of the free energy surface, where the degree of twisting is indicated by the DNA coloration
ranging from blue for θ = 0 to red for θ = 0.678π. b, Free energy along the minimum free energy path. The
total free energy (black) is a combination of the polymer free energy (green), the twisting free energy (red),
and the binding free energy (blue). The free energy barriers to leave the looped and unlooped states are

∆F ‡loop and ∆F ‡unloop, respectively. c, Unlooped lifetime behavior. The experimentally determined unlooped
lifetimes (red dots) are plotted versus Jloop, with the black line corresponding to the theoretical prediction
as L is varied from 89 to 115 bp. d, Looped lifetime behavior. The looped lifetimes from the experiments
(red dots) and theory (black line) are plotted using the same parameters as in panel c.
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Figure 3.5: Changing operator affinity shifts looped lifetimes. a, Looped lifetime behavior. The
experimentally determined looped lifetimes (blue) for all five sequences with Oid and O2 operators, instead
of Oid and O1 as in Fig. 3.3, are plotted versus Jloop, with the black line corresponding to the theoretical
prediction as L is varied from 89 to 115 bp. All the model parameters are the same as in Fig. 3.4 except
ε0 has been reduced to 22.75 kBT . For reference, the light gray dots are the data from the Oid and O1

operators and the dark gray line is the theory curve from Fig. 3.4. b, Unlooped lifetime behavior. The
unlooped lifetimes for the Oid and O2 operators (blue) and theory (black line) are plotted, the same as in
panel a.
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3.2 Theoretical Analysis of Protein-Mediated DNA Looping

In these sections we describe in detail the kinetics scheme we introduce in 3.1, and give a fuller account of

its reconciliation with our experimental results.

3.2.1 Kinetics scheme for protein-mediated looping.

States of the looping system and assumptions in our derivation.

A B

k
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k
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k
A

k
A

[R] k on
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[R] k on
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A BA B
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Figure 3.6: Kinetic scheme for looping. In thermal equilibrium, for a DNA (yellow line) with two Lac
repressor binding sites A and B (orange and red boxes) exposed to a solution of Lac repressor molecules
(blue shapes), the system transitions between the four unlooped states and the looped state discussed in the
text. Kinetic rates governing each transition are labeled above the arrows indicating that transition. Each
transition is either first-order (characterized by one rate constant k with unit 1

time ) or pseudo-first-order
(characterized by a rate [R]k with units 1

time ). We assume that the concentration of repressor is much
larger than the concentrations of its binding sites, such that the concentration of free repressor in solution
is effectively constant over the course of the experiment (see [61] for details and a discussion of when this
assumption breaks down). Therefore the second-order binding steps of the form R + A → RA can be
simplified to pseudo-first-order. Examples for the forbidden pathways discussed in (iv) are shown in green
arrows.

We start by setting up some basic parameters of the system and stating some assumptions required for
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our derivation. As described in our previous work in which we derived a statistical mechanical model for the

probability of loop formation by the Lac repressor [61, 76], our system can adopt five coarse-grained states,

illustrated in Fig. 3.6: no protein bound on DNA, either operator (i.e. binding site) A or B being bound,

both operators bound, and the looped state. Their relative statistical weights are given by

w0 = 1, (3.9)

wA−bound =
[R]

KA
, (3.10)

wB−bound =
[R]

KB
, (3.11)

wAB =
[R]2

KAKB
, (3.12)

wloop =
[R]Jloop
2KAKB

. (3.13)

The relationship between the looping probabilities measured in TPM, ploop, the repressor-operator dis-

sociation constants for the two operators that flank the loop, KA and KB , and the looping J-factor of the

DNA in the loop, Jloop, can be described as

ploop =
wloop

w0 + wA−bound + wB−bound + wAB + wloop
(3.14)

=

[R]Jloop
2KAKB

1 + [R]
KA

+ [R]
KB

+ [R]2

KAKB
+

[R]Jloop
2KAKB

. (3.15)

where [R] is the concentration of Lac repressor. Jloop is related to the looping free energy by

Jloop = 1 M e−β∆F . “1 M” is the standard state calculated by discretizing the solution volume to

molecular size lattice and the exponential factor is the occupation number given by Boltzmann distri-

bution. KA, KB and [R] are also in molar. Generally, the “looping free energy” contains contributions

from the bending, twisting energy change and entropic change from both the DNA and the protein. Fig-

ure 3.6 summarizes our kinetic model for the transition state theory. We use several simplifications as follows.

(i) We assume that two LacI binding to operator A and B are independent, although we know the

binding of LacI does bend the operators and has a small effect on the tether RMS (as reported in [61]), and

in principle binding of two LacI could couple. (Some researchers discussed protein-protein coupling through

both binding to DNA.)

(ii) We assume at all the LacI concentrations we work with, there is negligible nonspecific binding of LacI

to DNA. In fact, the dissociation constant of the LacI for its specific binding sites (operators) is about 10−9

times smaller than non-specific binding [135]. The dissociation constant for non-specific binding is in the

10−5M range, which is much higher than the highest repressor concentration we use (10−8M). Non-specific
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binding, if it occurred, might shorten the DNA tethers and result in higher local concentration of adsorbed

LacI available to bind to DNA. Ref. [100] reported that nonspecific binding of phage Lambda cI protein to

DNA shortens loop length and broadens its distribution in a concentration-dependent manner. This also

changes and broadens the observed kon and koff of cI to an operator (which are supposed to be independent

of cI concentration). However, in our system the shortening of tether by protein binding is small and is

not concentration dependent, as shown in [61]. Our LacI looping system therefore does not suffer from

non-specific binding at the concentrations we work with, and we do not need concentration-dependent

correction terms for the rate constants.

(iii) No depletion of LacI from the solution. In our experiments, LacI is present in excess over the DNA,

so the LacI concentration in solution is essentially constant. Hence, the second-order reaction of a repressor

binding to an operator (for example, R + A→ RA) becomes a pseudo-first-order reaction. All the reaction

steps in Figure 3.6 are thus first-order or pseudo-first-order reactions.

The above assumptions were also used in the statistical mechanical model for looping probability (see

further discussion of these issues in [61]). The observed looping probabilities fit well to this statistical

mechanical model (see Ref. [61]), and gives us confidence that assumptions (i), (ii) and (iii) are indeed

valid for our experimental conditions. We next consider the kinetics that govern the transition among these

states and adopt a few assumptions commonly used in chemical kinetics analysis.

(iv) We assume transitions occur at one molecular junction at a time (with the probability of order kδt,

where k is a reaction rate and δt is an infinitesimal time interval). Simultaneous actions at two junctions

would be very unlikely (because for two events to happen at the same time the probability would be of order

kk′(δt)2). For example, the probability of both heads of LacI grabbing the operators simultaneously while

the loop forms is negligible. One of its ends always has to bind first and wait for the polymer fluctuation to

bring the other end close to the other operator. Similarly, two LacI binding to two operators simultaneously

is a process of negligible significance. The same is true for simultaneous dissociation at two junctions or any

other high-order transitions. The two example forbidden pathways are shown in Figure 3.6 in green arrows.

(v) As discussed in Sec. 3.4.1 and Fig. 3.18, with TPM we actually observe two different looped states,

with distinct RMS values, that we call the “bottom” and “middle” looped states. They are likely looped

states with different geometries and they may interconvert (see Ref. [136]). However, for the most part here

we consider only the coarse-grained total looped state, because, as described in Ref. [107], the bottom state

is rare, and we do not have much data on bottom state lifetimes for most constructs. Hence, our kinetic

analysis focuses on the switching rates between the unlooped state and the dominant looped state.
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Master equations.

From the kinetics pathways shown in Figure 3.6, the master equations of the system are given by

dp0

dt
= −([R]kAon)p0 + kAoffpA−bound − ([R]kBon)p0 + kBoffpB−bound, (3.16)

dpA−bound
dt

= −(kAoff + [R]kBon + kβon)pA−bound + [R]kAonp0 + kBoffpAB + kβoffploop, (3.17)

dpB−bound
dt

= −(kBoff + [R]kAon + kαon)pB−bound + [R]kBonp0 + kAoffpAB + kαoffploop, (3.18)

dpAB
dt

= −(kAoff + kBoff )pAB + [R]kAonpA−bound + [R]kBonpB−bound, (3.19)

(3.20)

and
dploop
dt

= −kβoffploop + kβonpA−bound − kαoffploop + kαonpB−bound. (3.21)

These probabilities must add up to one, that is,

p0 + ploop + pAB + pA−bound + pB−bound = 1. (3.22)

Application of detailed balance.

Before turning to a derivation of expressions for average lifetimes in terms of the rate constants in Fig. 3.6

and Fig. 3.6, we next establish some basic relationships between the statistical weights introduced in the

previous section and the kinetic parameters in Fig. 3.6, which will be used in the next section.

In Fig. 3.6, kαon, kαoff represent the on and off rate constants for LacI to bind to and dissociate from

operator A, when its other end is bound to operator B. Similarly, kβon, kβoff represent the on and off rate

constants for operator B when the Lac repressor already binds to A with one end. As discussed above, we

assume all the reaction steps are first-order or pseudo-first-order, so the units of kαon, kαoff , kβon, kβoff , kAoff ,

kBoff and [R]kAon, [R]kBon are 1
[time] . Because of DNA looping, we expect the Lac repressor on rates to operator

A and B, kαon and kβon, to differ from the original on rates [R]kAon and [R]kBon. In earlier work, Jloop was used

interchangeably with the effective local concentration of LacI [121]. If we consider the looping reaction at

operator A when the LacI has already bound to other site B, in the usual sense of intermolecular binding

using an effective protein concentration [I], we can write the reaction as I + B − bound → looping, while

the usual binding reaction of LacI onto site A is R + A → RA. Making use of the statistical weights given

in Eq. 3.9, 3.10, 3.11 and 3.13, the relative amount of the different species in these reactions are

[looping]

[B − bound]
=

wloop
wB−bound

=
Jloop
2KA

, (3.23)
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and
[RA]

[A]
=
wA−bound

w0
=

[R]

KA
. (3.24)

Hence, we can identify [I] with
Jloop

2 . This is why the looping J-factor is usually considered an effective

repressor concentration.

Jloop affects how easily the empty site could find a repressor molecule in its close proximity. A large

Jloop means that when one hand of the repressor is bound to one site, it is more easily brought to the other

site because it is coupled to the DNA. Hence, the on rates kαon and kβon, which depend upon the chance

for the operator to see a LacI when the other end of of the LacI has already bound to the other operator,

should be regulated by the dynamics and strain of DNA loop formation. Indeed, loop formation kinetics

have been modeled by diffusion in an effective energy landscape which is governed by the polymer stiffness

and size [108–111]. On the other hand, the off rates kαoff and kβoff are in general difficult to model despite

various efforts in the literature, because the detailed dynamical atomic position, orientation and electrostatic

interactions (coupled by solvent) are not known. Here we do not exclude the possibility that the off rates

kαoff and kβoff are also dependent on Jloop and are different from kAoff and kBoff as well.

If we look at the transitions between operator B being bound and the looped state, we can write down

detailed balance as

kαon · pB−bound = kαoff · ploop. (3.25)

Similarly, between operator A being bound and the looped state, detailed balance says

kβon · pA−bound = kβoff · ploop. (3.26)

Inserting the statistical weights from Eq. 3.10, 3.11, and 3.13 to the above detailed balance relations leads

to

kαon
kαoff

=
ploop

pB−bound
=

wloop
wB−bound

=

[R]Jloop
2KAKB

[R]
KB

=
Jloop
2KA

, (3.27)

and

kβon

kβoff
=

ploop
pA−bound

=
wloop

wA−bound
=

[R]Jloop
2KAKB

[R]
KA

=
Jloop
2KB

. (3.28)

On the other hand, we can also relate the dissociation constants KA and KB to the kinetic rate constants.

The detailed balance between the state with nothing bound on DNA and operator A bound by one Lac

repressor is

([R]kAon) · p0 = kAoff · pA−bound. (3.29)

The dissociation constant KA by definition is the ratio of concentrations [R][A]
[RA] for the reaction R+A
 RA.
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Since [A]
[RA] is just p0

pA−bound
, KA is given by

KA =
[R]p0

pA−bound
=
kAoff
kAon

. (3.30)

Similarly, the detailed balance between the state with nothing bound on DNA and operator B bound by one

Lac repressor is

([R]kBon) · p0 = kBoff · pB−bound. (3.31)

Thus KB has the form

KB =
[R]p0

pB−bound
=
kBoff
kBon

. (3.32)

Associate the average lifetimes with rate constants.

Experimentally we cannot distinguish the four unlooped states because they yield similar RMS values.

What are experimentally observable are the lifetimes of the looped state and the unlooped state. For each

construct (specified by loop sequence, length and operators), measured at a particular LacI concentration,

we therefore obtain distributions of the Looped lifetimes p(τlooped) and the Unlooped lifetimes p(τunlooped),

which give average lifetimes < τlooped > and < τunlooped > for each construct, as well as looping probabilities,

ploop, which are the total time spent in the looped state divided by the total observation time. Because the

system is either in the looped or unlooped state, the total time spent in each state, as well as the average

lifetime spent in each state, are by definition associated with the probability in each state and are given by

< τlooped >

< τunlooped >
=

ploop
1− ploop

=
wloop

w0 + wA−bound + wB−bound + wAB
(3.33)

=

[R]Jloop
2KAKB

1 + [R]
KA

+ [R]
KB

+ [R]2

KAKB

∝ Jloop. (3.34)

We will try to connect the rate constants in the model (because the rate constants are useful when we talk

about transition state theory later) to the experimentally observed lifetimes. From the looped state to the

unlooped states there are two paths, determined by rate constants kαoff and kβoff . The lifetime distribution

assuming a one-step Poisson process (see [28] for an ion channel example) is

p(τlooped) = (kαoff + kβoff )e−(kαoff+kβoff )τlooped . (3.35)

Hence the average looped lifetime is

< τlooped >=
1

(kαoff + kβoff )
. (3.36)



53

Now, if the unlooped state is truly one single state, the average unlooped lifetime would be

< τunlooped >
single state=

1

(kαon + kβon)
. (3.37)

The experimentally observed average lifetime has an inverse relationship with the rate constants. Moreover,

this inverse relationship actually still holds, up to some proportionality constants, even when the state is

composed of multiple microstates. To show this is the case, we return to the statement above that the

unlooped state involves four indistinguishable states in TPM. Looking at Figure 3.6 we know that if the

system starts within any of the four unlooped states, before it reaches the looped state, it can only follow

the arrows with the these rate constants: kαon, kβon, [R]kAon, [R]kBon, kAoff , kBoff . Hence, we know only these

rate constants will appear in the functional form of the unlooped lifetime distribution, even though we do

not know the analytical solution. In other words,

p(τunlooped) = Function(kαon, k
β
on, [R]kAon, [R]kBon, k

A
off , k

B
off ). (3.38)

We next make use of the fact that lifetimes are associated with the looping probabilities to derive an

expression for the average unlooped lifetime, by combining Eqs. 3.34, 3.45, 3.27, and 3.28 as follows.

Starting from Eq. 3.34, < τunlooped > can be written as

< τunlooped >=< τlooped >
1 + [R]

KA
+ [R]

KB
+ [R]2

KAKB
[R]Jloop
2KAKB

. (3.39)

We then plug in the expression of < τlooped > given by Eq. 3.45 to the expression of < τunlooped > above

and obtain

< τunlooped >=
1

(kαoff + kβoff )

1 + [R]
KA

+ [R]
KB

+ [R]2

KAKB
[R]Jloop
2KAKB

(3.40)

=
1 + [R]

KA
+ [R]

KB
+ [R]2

KAKB

(
Jloopkαoff

2KA
)( [R]
KB

) + (
Jloopk

β
off

2KB
)( [R]
KA

)
(3.41)

Next, we can use use the detailed balance relations for the α and β rate constants given by Eq. 3.27 and

Eq. 3.28 and arrive at

< τunlooped >=
1 + [R]

KA
+ [R]

KB
+ [R]2

KAKB

(kαon)( [R]
KB

) + (kβon)( [R]
KA

)
. (3.42)

Then we multiply both dividend and divisor with the factor KAKB
[R]2 and arrive at the form

< τunlooped >=

KAKB
[R]2 + KB

[R] + KA
[R] + 1

kαon
KA
[R] + kβon

KB
[R]

=
(1 + KA

[R] )(1 + KB
[R] )

kαon
KA
[R] + kβon

KB
[R]

. (3.43)
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We can also replace KA and KB with kinetic rate constants given in Eq. 3.30 and Eq. 3.32 and obtain

< τunlooped >=
(1 +

kAoff
[R]kAon

)(1 +
kBoff

[R]kBon
)

kαon(
kAoff

[R]kAon
) + kβon(

kBoff
[R]kBon

)
. (3.44)

We see that indeed < τunlooped > can be expressed in terms of only the set of parameters kαon, kβon, [R]kAon,

[R]kBon, kAoff , kBoff . Also, even though we do not have an analytical solution for the probability distribution

of the unlooped lifetime, and this expression we have for the average unlooped lifetime < τunlooped > is

redundant, we confirm that it is inversely proportional to kαon and kβon. This inverse proportionality between

average lifetime and the rate constants is all we need when we apply transition state theory (which predicts

the rate constants’ dependence on the looping J-factor) to explain the power-law-like dependence of lifetimes

on J-factor.

3.2.2 The Concentration Dependence of Kinetics.

Having established a basic framework for the relationships between average lifetimes, repressor concentration,

looping probabilities, and rate constants, we next turn to a comparison between our experimental results

and our theoretical framework, starting with experimental observations of the dependence of the average

lifetime on repressor concentration.

The effects of repressor concentration and flanking operator affinity on looped and unlooped lifetimes are

shown in Fig. 3.7. Based on the kinetic scheme in Fig. 3.6 and the definition of ploop, the loop breakdown

rates kαoff and kβoff are related to the experimentally observed mean looped lifetime 〈τlooped〉 by

〈τlooped〉 =
1(

kαoff + kβoff

) . (3.45)

The loop formation rates kαon and kβon are related to the mean unlooped lifetime 〈τunlooped〉 by

〈τunlooped〉 =

(
1 +

kAoff
[R]kAon

)(
1 +

kBoff
[R]kBon

)
kαon

kAoff
[R]kAon

+ kβon
kBoff

[R]kBon

(3.46)

= 〈τlooped〉
(

1

ploop([R])
− 1

)
. (3.47)

Looped state lifetimes are independent of repressor concentration.

According to Eq. 3.45, < τlooped >= 1

(kαoff+kβoff )
. Also, both rate constants kαoff and kβoff are determined

by DNA-protein interaction and are independent of [R]. As a result, the looped state lifetimes should exhibit
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no dependence on repressor concentration [R]. As shown in Fig. 3.7b, our data are reasonably consistent

with this prediction.

The value of < τlooped > does depend on operator binding site identity, however: the four constructs have

one common binding site (say they have the same kβoff ), so the values of < τlooped > will depend on the

different kαoff . We see that from Figure 3.7b, constructs with stronger binding sites have longer < τlooped >

and hence smaller kαoff . (The order of LacI-operator binding affinities is Oid > O1 > O2.) As we will

see in section 3.2.3 in Eq. 3.57, there is a e−βEA term in kαoff . This could possibly qualitatively explain

why construct with stronger binding site (bigger EA, here we use positive values of binding energies) would

have smaller kαoff . However, we do not know the pre-factors for different constructs, and we do not have

a definitive model to predict the operator dependence of rate constants, so we cannot conclude definitively

that this e−βEA term is the source of the variation in average lifetime between constructs.

The unlooped lifetime depends on repressor concentration via a shifted equilibrium.

On the other hand, the unlooped lifetime given by Eq. (3.46) does depend on [R], and in this case the

data shown in Fig. 3.7a is consistent with the predicted [R] dependence. Briefly, the shape of this dependence

on R is consistent with the prediction of Eq. 3.47: since 〈τlooped〉 is [R]-independent, the [R]-dependence of

〈τunlooped〉 comes from the [R]-dependence in the looping probability and is captured by the ratio of unlooped

and looped probabilities, or the “relative unlooped frequency” 1
ploop([R]) − 1 ≡ ω in Eq. (3.47) as explained

below. That is, 〈τunlooped〉 should scale linearly with ω, as shown in Fig. 3.7c.

The unlooped lifetime depends on [R] as shown in Figure 3.7a. We can explain this dependency by

Eq. 3.46,

< τunlooped >=
(1 +

kAoff
[R]kAon

)(1 +
kBoff

[R]kBon
)

kαon(
kAoff

[R]kAon
) + kβon(

kBoff
[R]kBon

)
. (3.48)

We expect all the rate constants k’s to be independent of repressor concentration [R] (because they are

determined by local interactions between molecules and will not be affected by other repressor molecules

present in the system). However, < τunlooped > depends on [R] explicitly. [R] shifts the equilibrium among

the internal unlooped states—if we look at the looping probability as a function of repressor concentration,

given in Figure 3.8, we see some similarity between it and Figure 3.7a.

We do not know the rate constants in Eq. 3.48, but it is identical to Eq. 3.39 which says

< τunlooped >=< τlooped >
1 + [R]

KA
+ [R]

KB
+ [R]2

KAKB
[R]Jloop
2KAKB

. (3.49)

Since the values of KA, KB and Jloop are constants for each construct, and also we know that < τlooped >

is independent of [R], this tells us how < τunlooped > depends on [R].

Compare Eq. 3.49 with looping probability given in Eq. 3.15, we see that the way < τunlooped > depend
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on [R] is entirely governed by how ploop depend on [R]. The repressor concentration [R] shifts the equilibrium

and hence controls the looping probability and the unlooped lifetime. We can rewrite Eq. 3.49 in the form

< τunlooped >=< τlooped >
1 + [R]

KA
+ [R]

KB
+ [R]2

KAKB
[R]Jloop
2KAKB

=< τlooped > (
1

ploop([R])
− 1). (3.50)

Since < τlooped > is constant over [R], < τunlooped > should scale as 1
ploop([R]) − 1 =

punlooped([R])
ploop([R]) ≡ ω. We

compute this relative unlooped frequency ω, i.e. the odds of being in the unlooped state, from the measured

looping probabilities given in Figure 3.8, with the errors on ω calculated using our standard bootstrapping

procedure (see [61] and Sec. 3.4.1 above), and show in Figure 3.7c that < τunlooped > and ω indeed are

correlated linearly.

3.2.3 The J-factor Dependence of Kinetics.

Looped and unlooped lifetimes scale with looping J-factor.

Figure 3.3 in 3.1 show the lifetimes plotted as a function of looping J-factors. We see that < τlooped >

and < τunlooped > both scale with Jloop, without loop sequence or helical period dependence, despite the

fact that the looping boundary conditions are different for the sequences we measured. (When looping

probabilities are close to 0 or when J-factor is small, the state transition events are rare. Less lifetime data

is available from the same amount of total observation time and the average lifetimes will have bigger error

bars.) Figure 3.3a,b show opposite trends in looped lifetime and unlooped lifetime with respect to the looping

J-factor. Comparing the trends in Figure 3.3 with those in Figure 3.7a,b, we see that the interpretation of

Jloop as effective repressor concentration fails to capture the opposite dependencies of looped and unlooped

lifetimes with Jloop.

It is especially intriguing that not only loop formation kinetics, but also loop breakdown kinetics, are

controlled by the looping J-factor, which is a function of DNA and protein bending and torsional flexibilities

and the geometry of these polymers. The kinetics of loop formation are usually modeled by diffusion in a

one-dimensional energy landscape governed by the polymer stiffness [108–111], from which the first passage

time from unlooped to looped state is calculated. Hence, it is not surprising that the loop formation

process is dependent on the J-factor, which is a function of DNA flexibility. On the other hand, the loop

breakdown process is less addressed and the off rate constants of chemical reactions are usually considered to

be only dependent on local bimolecular interaction strength, which can be tuned by ionic concentration and

temperature in the environment. It is surprising that our data reveals that the long-distance DNA looping

plays a role in the loop breakdown process. The DNA looping system gives an novel example where both on

and off rate constants are modulated by the same, action-at-a-distance mechanical quantity. We will try to

explain this scaling in the following arguments.
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Transition state theory.

We use transition state theory to phenomenologically model the fact that both looped and unlooped

lifetimes are dependent on Jloop, and that < τlooped > and < τunlooped > have opposite trends with respect

to Jloop. Transition state theory in chemical kinetics assumes a transition state with a higher energy between

the initial and final states of the reaction. The transition state is short-lived and its detailed conformation

and energy are usually unknown. (First-principle simulations can be helpful in obtaining information about

the structure and free energy of the transition state, and have been attempted for protein-mediated looping.

However, in the case of repressor-mediated DNA looping, the boundary conditions of the loop are not yet

well-established, so simulations of the looping J-factor can yield quite diverse results, depending on the

assumptions made about these boundary conditions [61]. On the other hand, in the case of ligase-mediated

DNA cyclization, there is an exact solution for the free energy of the cyclized DNA because the boundary

conditions are well-defined, and we expect the transition state for cyclization reactions to be easier to model

than repressor-mediated looping. The same lifetime scaling with free energy should hold true for the opening

and closure dynamics in cyclization, and could serve as a way to check the simulated transition state free

energy.)

If the activation energy of a path is Eact, the rate constant would have the form k = k0e
−βEact . k0

is determined by the detailed atomic orientations and the short-ranged electrostatic interactions of the

molecules. In principle, the forward and reverse paths and the transition states for them do not need to be

the same, but in this case of looping and unlooping, assuming the same forward and reverse paths would be

the first order approximation. In fact, as will be seen below, the assumption that the forward and reverse

reactions follow the same path naturally explains both dependencies of the looped and unlooped lifetimes to

the looping J-factors.

We summarize our hypothesized free energy landscape in Figure 3.2 in 3.1. From the dissociation con-

stants KA and KB we can obtain EA and EB , the binding energy of the LacI molecule to the operators A

and B. In Figure 3.2, we consider the transition between the state in which only binding site A is bound

by LacI, and the looped state. We denote ∆F ‡loop as the configurational free energy change to the highly

distorted DNA and possibly also bending of the Lac repressor in the transition state. (Ref. [92] suggests

that the Lac repressor itself has configurational change during looping). The free energy of the unlooped,

looped and the transition states are thus given by

Funlooped = −EA + F0. (3.51)

Flooped = −EA − EB + ∆F + F0. (3.52)
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Ftransition = −EA + F0 + ∆F ‡unloop. (3.53)

Here, F0 is the reference state configurational free energy of the unlooped state. Hence, the activation

energy of the forward path is (Ftransition − Flooped) = ∆F ‡loop. The activation energy of the reverse path is

(Ftransition − Funlooped) = ∆F ‡unloop. As a result, the on and off rate constants for operator B are given by

kβon = kβ0 e
−β∆F ‡unloop . (3.54)

kβoff = kβ0 e
−β∆F ‡loop ∝ e−β(∆F ‡unloop−∆F−EB) ∝ e−β(∆F ‡unloop−∆F ). (3.55)

Similarly, if we consider the transition between the state that only binding site B is bound and the looped

state, we can obtain the rate constants for operator A as

kαon = kα0 e
−β∆F ‡unloop . (3.56)

kαoff = kα0 e
−β∆F ‡loop ∝ e−β(∆F ‡unloop−∆F−EB) ∝ e−β(∆F ‡unloop−∆F ). (3.57)

The above relationships automatically satisfy the detailed balance constraints given in Eq. 3.27 and 3.28

that
kαon
kαoff

∝ e−β∆F ∝ Jloop and
kβon
kβoff

∝ Jloop.

Comparing the above on-rates in Eq. 3.54 and Eq. 3.56 with the relationship between unlooped lifetime

and kinetic rates given in Eq. 3.46, we see that the experimentally measured unlooped lifetimes are governed

by

< τunlooped >=
(1 +

kAoff
[R]kAon

)(1 +
kBoff

[R]kBon
)

kαon(
kAoff

[R]kAon
) + kβon(

kBoff
[R]kBon

)
=

(1 +
kAoff

[R]kAon
)(1 +

kBoff
[R]kBon

)

kα0 e
−β∆F ‡unloop(

kAoff
[R]kAon

) + kβ0 e
−β∆F ‡unloop(

kBoff
[R]kBon

)
∝ eβ∆F ‡unloop .

(3.58)

On the other hand, comparing the above off-rates in Eq. 3.55 and Eq. 3.57 with the relation between looped

lifetimes and kinetic rates given in Eq. 3.45, we see that the experimentally measured looped lifetimes are

governed by

< τlooped >=
1

(kαoff + kβoff )
=

1

(kα0 e
−β(EA+∆F ‡unloop−∆F ) + kβ0 e

−β(EB+∆F ‡unloop−∆F ))
∝ eβ(∆F ‡unloop−∆F ).

(3.59)

The lifetimes also satisfy the constraint from the looping probability given in Eq. 3.34 that
<τlooped>
<τunlooped>

∝

e−β∆F ∝ Jloop.

The transition state depends on the polymer construct.
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For a polymer or a DNA-protein polymer system, the free energy of the closed or looped conformation

involves an increase in elastic energy and a change in entropy due to constrained polymer fluctuations. The

looped conformation and its elastic energy depend on the construct—specifically, the size, geometry and

rigidities of the polymer system. The entropy change is also governed by the looped conformation and

hence depends on the construct. As a result, the looping free energy and its structure are determined by

the polymer system construct, even if the exact solution is not available for systems like protein-mediated

DNA looping. On the other hand, despite the unknown structure of the transition state, we have some

hints about what it should be. In computing the first passage time to polymer ring closure, the landscape

of configurational free energy is usually calculated based on the polymer rigidities and size, and the system

is modeled as diffusion in the free energy landscape (or effective potential) [108]. The time scale to looping

is thus given by the rate to cross a barrier whose height is determined by the polymer construct, applying

some variations of the transition state theory (such as Kramer’s theory). This scheme is identical to using

transition state theory in our looping system, and the barrier height bears the same concept as what would

be the transition state in our system. Hence, we argue that in our system the transition state free energy

is also governed by the polymer construct. Since both the transition state free energy and the looping free

energy are governed by the polymer construct, their values are related.

In other words, we argue that the transition state configurational free energy change ∆F ‡unloop is related

to the looping free energy change ∆F , since they are both determined by the polymer construct. For a given

construct whose ∆F is known, the value of ∆F ‡unloop is uniquely determined. There is a mapping from ∆F

to ∆F ‡unloop,

∆F ‡unloop = ∆F ‡unloop(∆F ). (3.60)

Then the unlooped and looped lifetimes given in Eq. 3.58 and 3.59 become

< τunlooped >∝ eβ∆F ‡unloop(∆F ), (3.61)

and

< τlooped >∝ eβ(∆F ‡unloop(∆F )−∆F ). (3.62)

This means that the kinetic rates as well as the looped and unlooped lifetimes have to scale with Jloop ∝

e−β∆F . In particular, since ∆F ∝ ln Jloop
−β ,

< τunlooped >∝ eβ∆F ‡unloop(∆F ) ∝ eβ∆F ‡unloop[
ln Jloop
−β ] (3.63)

and

< τlooped >∝ eβ(∆F ‡unloop(∆F )−∆F ) ∝ eβ(∆F ‡unloop(∆F ) · e−β∆F ∝ eβ(∆F ‡unloop[
ln Jloop
−β ]) · Jloop, (3.64)
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showing that the lifetimes are functions of Jloop and hence the data collapse we observe in Figure 3.3.

Approximate power-law-like scaling.

Without knowing the exact form of ∆F ‡unloop = ∆F ‡unloop(∆F ), we can still estimate how ∆F ‡unloop and

∆F are related numerically. We ask what their relative numerical values are, quantified by the ratio n such

that

∆F ‡unloop(∆F ) = n∆F. (3.65)

Within a small perturbation of parameter space (in our case, the DNA constructs share a similar range of

loop lengths and have similar helical repeats; their measured looping J-factors also fall within similar ranges),

we can assume n is approximately constant over this range.

If we then insert Eq. 3.65 into the lifetimes given by Eq. 3.61 and Eq. 3.62, we get

< τunlooped >∝ eβ∆F ‡unloop(∆F ) = eβ(n∆F ) ∝ J−nloop, (3.66)

and

< τlooped >∝ eβ(∆F ‡unloop(∆F )−∆F ) = eβ(n−1)∆F ∝ J−(n−1)
loop . (3.67)

Thus, we expect to see approximate power-law-like scaling of the lifetimes with respect to the looping J-factor,

given by

log (< τunlooped >) = (−n) log (Jloop) + constant, (3.68)

and

log (< τlooped >) = (1− n) log (Jloop) + constant. (3.69)

As noted above, protein-mediated DNA looping is complicated because of as-yet poorly-established

boundary conditions. We propose this approximate power-law-like scaling observation as a way to probe

looping transition state free energies, and that it may be useful in future simulation efforts. The develop-

ment of the transition state theory has laid the groundwork to understand the dependence of both the loop

formation and breakdown kinetics on the polymer properties encapsulated within the looping J-factor.
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Figure 3.7: Mean state lifetime as a function of repressor concentration and flanking operators.
All of these constructs contain the E8 sequence in the loop, but two (black and green) have the same flanking
operators but different loop lengths, while the rest have the same loop length as the black data but different
flanking operators. Naming convention details are given in the Methods. a, Mean unlooped state lifetimes
versus repressor concentration [R]. b, Mean looped state lifetimes versus repressor concentration. Horizontal
dashed lines represent the average looped state lifetime over all concentrations for a particular construct,
weighted by the error at each concentration. As discussed in the text, the mean lifetime of the looped state
should be invariant with concentration; see also Fig. 3.8 and Sec. 3.4.2 below. c, Mean unlooped state
lifetimes versus the relative unlooped frequency ω, defined as the term that multiplies 〈τlooped〉 in Eq. (3.47).
The minimum unlooped mean lifetime for each construct in panel a corresponds to the minimal relative
unlooped frequency and maximal looping probability. Dashed lines show 〈τunlooped〉 = b ∗ω, with slope b for
each construct corresponding to the weighted-average looped state lifetimes shown as horizontal dashed lines
in panel b. Given the relationship between 〈τunlooped〉 and ω derived in Eq. (3.47), which predicts a linear
relationship with a slope corresponding to the mean looped state lifetime, the dashed lines in this panel are
therefore a parameter-free ”fit” demonstrating that the relationship between 〈τunlooped〉, 〈τlooped〉 and ω are
in good agreement with the predictions of our model.
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Figure 3.8: Looping probability (a,b) and looping dwell time (c) as a function of repressor
concentration. Data in a, b are mean looping probabilities and are adapted from [61]; errors are standard
errors on the mean. Curves are fits to our statistical mechanical model (see Eq. 3.15) with Jloop, KA and
KB for each sequence as the fit parameters. Note that the two constructs represented by filled circles have
the same flanking operators but different loop lengths; the other constructs have the same loop length and
sequence as the black data but have different flanking operators. The difference between a and b is that
b shows the looping probabilities for the two looped states, the “middle” (M) and “bottom” (B) states
described in Sec. 3.4.1 above, for the one of these four constructs that has both states. The other three
constructs shown in a have only the “middle” state. In c, the mean dwell times of the looped states whose
probabilities are shown in a, b are plotted. Data are the same as in Fig. 3.7 above, except here we have
plotted the dwell times of the two looped states of the Oid-E8107-O1 construct separately. Note that when
the dwell times of the two states are plotted separately, the invariance with repressor concentration that
our theoretical framework predicts is more clear. It is possible, then, that the looped state in the Oid-
E894-O1 (and possibly that of O1-E894-O1 as well), which appears as a single tether length in our data,
is in fact composed of different microstates, which, if plotted separately, would then appear invariant with
concentration. This hypothesis is supported by the fact that the distributions of the looped state dwell times
whose mean values are plotted here are not singly exponentially distributed (see Fig. 3.20 below), and by
the conclusions of the vb-HMM analysis mentioned in Sec. 3.4.1 above (see Ref. [136]).
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3.3 The Transition State: Comparing the Scales of DNA Defor-

mation and Protein Binding

The information needed for life is maintained and inherited by successive generations within deoxyribonucleic

acid or DNA. It is not simply a repository of information through the base pair sequence. Rather, the

physical properties of DNA play a key role in regulating gene expression and ultimately many key cellular

and organismal processes. One of the main ways the physics of the DNA molecule enters is through looping,

which can allow different genomic regions to act in concert. Examples of this looping range from mating type

switching in yeast [137], to the spread of histone marks in eukaryotes [138], to the supercoiled organization

of the bacterial genome [139]. In all these cases, the elastic properties of the DNA molecule itself affect both

the thermodynamic probability to form a loop and the kinetic lifetimes of looped configurations.

The dynamics of loop formation for general polymers has been well-studied, and most theoretical work

focuses on understanding the looping time [108, 110, 140] or the average time to form a loop. Because of

the importance of looping in the context of DNA, much work has been done to understand how the elastic

properties of semiflexible polymers like DNA [141] affect the looping kinetics [109, 142]. Experimental studies

of DNA looping have looked at the cyclization rate for two ends of a chain to ligate [36, 80, 83], and from this

work the Jacobson-Stockmeyer factor, or J-factor, is first applied to DNA looping [80, 143]. This important

concept captured the effect of the polymer chain on the looping rate, acting as the ratio of the equilibrium

rate constants for looping and unlooping. Further experimental work expanded the study of DNA looping

dynamics to cases where proteins, such as Lac repressor [15, 16, 120] and Fok1 [106], helped to mediate the

looping. Several theoretical studies have examined the role of the protein on the kinetics [97, 144, 145]. Our

work builds upon the polymer physics of DNA looping and extends this to include a simple physical model

for the protein that can be used to study both the looped and unlooped lifetimes.

In a previous paper, we examined experimental observations of both the looped and unlooped lifetimes

via tethered particle motion (TPM) [146]. The DNA loop is mediated by the Lac repressor protein, which

stabilizes the looped conformation by binding to two locations (called operators) on the DNA. We show a

dependence of the looped lifetime on the polymer energetics that is not predicted from the existing physical

models of DNA looping. We explain these findings by recognizing that the loop formation process is not the

same as two DNA ends being brought together, as in cyclization experiments. The Lac repressor protein

that holds the loop together has a larger range of distances, with varying interaction strength, at which it

can form a loop. This interaction range has important effects on the transition state of the looping reaction

and consequently the kinetics of looping and unlooping.

In this work, we use our theoretical model for DNA looping to address the kinetic behavior that results

from the physical properties of the DNA as well as those of the Lac repressor protein. Using this approach,

we explore the range of behaviors that arise from varying DNA lengths and protein interaction distance.

The next section introduces our model, which treats the looping reaction as a diffusion on an free energy
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surface. Our solution allows us to calculate not only the lifetimes of the looped and unlooped states, but also

the looping J-factor. In Sec. 3.3.2, we analyze the role of the interaction distance on the looping dynamics,

as well as the interplay of twist and bend with varying polymer length. We also discuss how the J-factor

does not follow from a local concentration of the ends of the polymer chain. Despite the fact that our model

has been built to discuss the dynamics of protein-mediated DNA looping, the theoretical framework and

underlying physical parameters are sufficiently general so as to allow our analysis to be applied more broadly

to polymer binding dynamics in other contexts.

3.3.1 A Molecular Model

We develop a molecular-level model for DNA looping and unlooping processes associated with protein bind-

ing. Our model was first introduced to model looping kinetics in TPM experiments [146], and this manuscript

provides a detailed development and extensive analysis of the range of its behaviors. Our approach is suffi-

ciently general to incorporate the details of different DNA-binding protein systems, as well as other DNA and

non-DNA polymer looping. However, the model is sufficiently simple to render predictions of looping kinetics

with minimal model parameters and without resorting to major computational simulations. A schematic of

our model is provided in Fig. 3.9.

The model includes the energetic and entropic penalties from bending, as well as the elastic deformation

energy from the twisting rigidity of the DNA. Additionally, we capture the physical deformation and orien-

tation of the protein through the interaction parameters in our protein binding energy. These free-energy

contributions combine to give the free energy landscape over which the looping and unlooping process oc-

cur. Our analytical model predicts the looping and unlooping kinetics as a solution to the Fokker-Planck

equation, which treats these processes as diffusive on the free energy landscape. By solving the dynamics of

this diffusion process, we calculate the average lifetime to stay in either the looped or unlooped state and

determine how these kinetic rates are connected to the free energies of the DNA and protein.

Free energy landscape of DNA looping

Double-stranded DNA behaves as a semiflexible polymer. For short lengths below the persistence length,

the DNA behaves as a rigid rod, while at longer lengths the DNA tends a flexible random-walk in space.

The wormlike chain model, which describes the polymer as an elastic strand subjected to thermal fluctu-

ations [123], is a suitable model for DNA for short (tens of base pairs) to long lengths (thousands of base

pairs), and thus spans the length scale for most transcription factor-mediated looping motifs. Notably, ex-

perimental measurements of short DNA strands (tens of base pairs) have shown varying agreement with

the wormlike chain, particularly when the DNA is highly deformed [43, 124]. Our goal here is to provide a

simple picture of the looping kinetics, and our model can be easily modified to include a non-linear elastic

model that has been proposed for short DNA strands [141].

Deviations from a straight polymer conformation results a quadratic bending energy penalty. The bending
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Figure 3.9: Schematic representation of our model of DNA (blue) and Lac repressor (green). The DNA
chain, parametrized by s, has a tangent vector ~u labeled in green, and the curvature κ is the inverse of the
tangent radius at that point. The site-to-site distance R is measured from the center of the DNA chain at
the two binding sites, s = 0 and s = L. Because of the natural DNA helicity, the two binding sites differ in
their phases on the DNA surface by an angle θop. The DNA chain has a radius a and twist angle θ, resulting
in a spatial distance Ra between the two binding sites (yellow).

energy for the chain is given by

βEbend =
lp
2

∫ L

0

ds

∣∣∣∣d~uds
∣∣∣∣2 =

lp
2

∫ L

0

dsκ(s)2, (3.70)

where lp is the persistence length, β = 1/(kBT ), and L is the contour length of the chain between binding

sites. Figure 3.9 provides definitions of the geometric quantities used in the wormlike chain model. The

arclength parameter s gives the position along the chain, where s = 0 is the position of the first binding site,

and s = L is the position of the second site. The curvature κ(s) represents the change in the tangent vector

as you move along the chain, such that a larger κ(s) indicates a more locally bent configuration at position

s. The tangent vector ~u(s) is related to the local curvature as κ(s) =
∣∣d~u
ds

∣∣. Note, we use 0.34 nm per bp to

convert between length units [127]. In this treatment, the twist of the chain (discussed below) is decoupled

from the bending deformation. Although the coupling between twist and bend can be incorporated into the

theory [125], the resulting treatment would require more details of the protein geometry and the rotational

dynamics than are incorporated into our current theory.

The free energy of the wormlike chain model, which includes both elastic and entropic contributions, is

calculated from the Green function

G(~R;L) =

∫
D[~u(s)] δ

[
~R−

∫ L

0

ds~u(s)

]
exp(−βEbend). (3.71)

This gives the probability of the two binding sites on the DNA being separated by ~R. Due to rotational

invariance, the Green function is only a function of the separation distance R = |~R| [i.e. G(~R;L) = G(R;L)].

The probability of each conformation has a Boltzmann weighting of exp(−βEbend), and the total probability

is integrated over all possible chain conformations that have the same site-to-site vector ~R. We use our
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exact solution to the Green function for a wormlike chain [125, 147, 148] and use the methods described in

Ref. [149] to calculate the Green function here. The conformational free energy is given by

βFconf(R) = − log
[
R2G(R;L)

]
, (3.72)

which gives the free energy of fixing the site-to-site distance to R.

The other contribution to the polymer energy arises from the twisting rigidity of the DNA. The formation

of a looped conformation, whether for a ligation reaction between two ends of DNA or a looped structure in a

DNA-protein complex, requires proper orientational alignment between the two ends. Thus, the intervening

DNA of the loop may need to be twisted, with the free energy penalty

βFtwist(θ) =
lt
2L
θ2, (3.73)

given to be quadratic in the local twist deformation. The angle θ gives the angle of rotation about the DNA

axis away from the ground-state untwisted angle, such that θ = 0 is untwisted. This model assumes the

twist deformation is evenly distributed along the length of the DNA, with a twist persistence length lt.

We note that this model for twist is the simplest model that captures the elastic orientational penalty

for deforming the chain, and thus the potential value of lt could differ substantially from the intrinsic value,

which has been measured as 110 nm [128]. As such, it does not include the three dimensional orientation

that the two ends would need to meet, entropic contributions from the twist angle degree of freedom, nor

the geometric coupling between twist and writhe of the chain. Our theory is used to model looping kinetics

in TPM [146], resulting in best-fit values of the twist persistence lengths ranging from 10 nm to 70 nm. In

this work, we will focus on the behavior of our model in this range of values.

In Fig. 3.9, we show the geometric orientations for the chain in the untwisted and bound states. The

undeformed orientation of the DNA is 2π(L/Lturn), which depends upon the length of the segment to be

looped due to the natural helicity of the DNA chain. The length of one complete rotation around the DNA

axis Lturn = 10.46 bp is marked in red in Fig. 3.9. The preferred twist angle θ̃op = 2π(L/Lturn) + θ0 gives

the twist angle that orients one end to face the other for binding, where θ0 is an intrinsic angle for the

orientation needed for the two ends to loop and may vary for each looping system. In the effective model

that incorporates the Lac repressor, θ̃op represents the angle to twist a given loop length to optimally align

the unbound operator to bind the free binding domain of the Lac repressor protein. This is shown in Fig. 3.9.

We note that alignment of the orientation θ to the preferred twist angle θ̃op occurs at θ = θ̃op − 2πn, where

n is any integer value. In this work, we assume n takes the value nmin that minimizes the twist deformation,

i.e. the bound state only includes the least twisted conformation. Thus, the twist angle goes from θ = 0 to

θ = θ̃op−2πnmin as the two ends are brought closer together. We define the optimal angle θop = θ̃op−2πnmin

to define the preferred twist angle based on the minimal twist.

The separation of the two binding sites on the surface of the DNA molecule depends on the orientation.
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For a fixed site-to-site-distance R measured from the middle axis of the DNA strand, the actual separation

Ra between the binding sites is shown in Fig. 3.9 and is given by

Ra(R, θ) =
√

(R− a)2 + a2 − 2a(R− a) cos(θ − θop). (3.74)

In general, we assume that the DNA steric radius a = 1 nm [127]. When the strand is twisted such that

θ = θop, the two ends are oriented as close as possible. These angles are diagrammed in Fig. 3.9.

The binding free energy drives the formation of the looped state. We choose a simple form for the energy

that can capture the general trend of attraction at long-range and repulsion at short-range, regardless of

details at finer scales. We describe it with a potential well with depth ε0 and an interaction length scale of

δ. We also include a steric cutoff at R = 2a to account for the overlap of DNA backbone segments, and thus

the energy goes to infinity when R is less than this value. Our model does not rely on additional geometric

parameters that may not be well-characterized and may differ for each system. Thus, our conclusions are

applicable to a wide range of potential DNA looping systems.

Taking the Lac repressor-mediated DNA looping as an example, ε0 represents the favorable interaction

energy of the Lac repressor to the operator, while δ captures the distance at which this interaction begins

to be felt. Given the flexibility of the protein, the size of the Lac repressor arms, and the ability to non-

specifically bind the DNA, the value of δ should reasonably be a few nanometers [96, 131, 132]. The binding

energy ε0 should fall close to the measured binding energy between the DNA operator and Lac repressor of

15-18 kBT [129]. These values could vary considerably for other looping systems. The binding free energy is

given by

βFbind(r, θ) =


−2ε0

1+exp[Ra(R,θ)
δ ]

, R > 2a,

∞, R ≤ 2a,
(3.75)

which depends on the distance between the two backbone sites Ra. Thus, the binding free energy is minimized

both when the two ends are brought together (small site-to-site distance R) as well as oriented appropriately

(θ = θop).

The total free energy landscape Ftotal(R, θ) shown in Fig. 3.10a is the sum of Fconf(R), Ftwist(θ), and

Fbind(R, θ). The landscape is calculated for parameters ε0 = 23.5kBT , δ = 1.3 nm, lp = 48 nm, lt = 15 nm,

and θ0 = 0.003π. These parameters correspond to fits to experimental measurements for Lac-repressor

mediated looping [146]. The looped-state minimum occurs at R = 2a, and the chain has twisted to align the

bindings sites, such that θ = θop. We see this progression in the twist angle in the images of DNA (taken

from a Monte Carlo simulation), where the color shows the twist angle going from zero (blue) to θop = 2.16

(red). The two patches of low energy near R = 2a arise from either clockwise or counter-clockwise rotation

of the chain to align the sites, although twisting in one direction requires less total twist.

To reduce this energy surface to a single reaction coordinate (the site-to-site distance R), we must
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Figure 3.10: Free energy landscape for DNA looping and unlooping. a) Total free energy surface versus
site-to-site distance R and twist angle θ. The black curve indicates the minimum free energy path between
the unlooped state (X) and the looped state (Z), passing through the transition state (Y). b) Free energy
along the minimum free energy path. The minimal-path free energy Fmin (black) is a combination of the
conformational free energy Fconf (green), the twisting energy Ftwist (red), and the binding free energy Fbind

(blue). c) Schematic of the looping reaction. The conformations are snapshots from a Monte Carlo simulation
at different site-to-site distances. The coloration shows the variation in the twist angle, and the cross-sections
views show θ throughout the binding process.

calculate the minimum free energy path from the unlooped state at point X, over the transition state Y , to

the looped state Z. We calculate this minimum-path free energy Fmin(R) by determining the value of the

twist angle θ that corresponds to the minimum of Ftotal for a given value of R. This procedure is numerically

equivalent to finding the path along which the perpendicular gradient is a minimum, which we obtained by

adapting code from Ren and Vanden-Eijnden for the zero temperature string method [150]. In Fig. 3.10b,

we plot the minimal-path free energy Fmin (black) along with the values of Fconf (green), Ftwist (red), and

Fbind (blue) along this path. The minimal-path free energy serves as the input to our determination of the

looped and unlooped lifetimes.

Kinetic behavior from Fokker-Planck equation

Transition-state theory holds that the looped and unlooped lifetimes depend on the energy barriers to

leave the looped and unlooped states, respectively [114]. These energy barriers are given by ∆F ‡loop and

∆F ‡unloop, with the lifetimes proportional to exp(−β∆F ‡loop) and exp(−β∆F ‡unloop), respectively. A better

approximation comes from using Kramers theory, which defines the proportionality based on the curvatures



69

at the minima (states X and Z) and maximum (state Y ) of the free energy path [151, 152]. The complete

Fokker-Planck treatment uses the full shape of the free energy landscape [153] to determine the transition

rates. Within the Fokker-Planck formalism, we treat the reaction from the looped to unlooped state (and vice

versa) as diffusion on a one-dimensional potential energy landscape, given by Fmin(R) along the minimum

free energy path shown in Fig. 3.10b. The major assumption of this model, which should hold well for

shorter and stiffer chains, is that the polymer chain is in a local equilibrium. Our reaction coordinate is the

site-to-site distance R, and each of the model parameters for the energy enters through its effect on Fmin(R).

To start, we write the Fokker-Planck equation as

(
∂

∂t
− ΓR

)
GR(R′, t|R, 0) = 0, (3.76)

where

ΓR = D

(
∂2

∂R2
+
∂βFmin

∂R

∂

∂R

)
. (3.77)

The Green function GR(R′, t|R, 0) for the process is defined as the probability of going from an site-to-site

distance R at time t = 0 to R′ at time t. The governing Fokker-Planck equation is written using a backward

representation (i.e. the Feynman-Kac formula), since we use the initial position R in this time-evolution

equation. Note, we have already found the optimal twist angle θ for each site-to-site distance R, so θ does

not appear explicitly in the Fokker-Planck equation. The first term in Eq. 3.77 represents the entropic

driving force for moving along the free energy landscape, while the second term captures the potential

energy opposing conformational changes that result in higher free energies. The diffusion coefficient D is a

free parameter in our model, which we use to rescale the magnitude of the looped and unlooped lifetimes.

In our previous work [146], we choose D = 1.2 × 10−5 nm2/s to align the measured looped and unlooped

lifetimes to the experimental values from Lac-repressor-mediated looping. By solving Eq. 3.76 for free energy

Fmin(R), we calculate the flux of particles that cross the transition state in either direction and the average

time that is spent in either the looped or the unlooped state.

We define the survival probability S(R, t) for remaining in the same state (looped or unlooped) after a

given time t. When starting at an site-to-site distance R within that state, the survival probability is given

by

S(R, t) =

∫ Rmax

Rmin

dR′R′2GR(R′, t|R, 0). (3.78)

For the looped state, R is located between Rmin = 2a and Rmax = RY , and for the unlooped state, the site-

to-site distance R must be between Rmin = RY and Rmax = L. The survival probability follows the same

dynamic equation as the Green function GR (Eq. 3.76), which can be obtained by performing the integration

in Eq. 3.78. From S(R, t), we calculate the first passage time T (R) =
∫∞

0
dtS(R, t) as the average time to

go from an site-to-site distance R to the transition state at R = RY . Following from Eq. 3.76, we write

ΓRT = D

(
∂2T

∂R2
+
∂βFmin

∂R

∂T

∂R

)
= −1, (3.79)
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with boundary conditions of T (R = RY ) = 0 for both the looped and unlooped states, ∂T
∂R (R = 2a) = 0 for

the looped state, and ∂T
∂R (R = L) = 0 for the looped state. By letting Φ = ∂T

∂R , we can solve the resultant

first-order ODE with an integrating factor. Finally, we average T (R) over all possible starting site-to-site

distances to obtain the mean looped and unlooped lifetimes. The mean looped lifetime is given by

〈τloop〉 =
1

Qloop
× (3.80)∫ RY

2a

dR

∫ RY

R

dR′
∫ R′

2a

dR′′e−βFmin(R)+βFmin(R′)−βFmin(R′′)

where the looped state ranges from R = 2a to R = RY , and the mean unlooped lifetime is

〈τunloop〉 =
1

Qunloop
× (3.81)∫ L

RY

dR

∫ R

RY

dR′
∫ L

R′
dR′′e−βFmin(R)+βFmin(R′)−βFmin(R′′)

where the unlooped state ranges from R = RY to R = L. We define the partition function for the

looped state as Qloop =
∫ RY

2a
dR exp [−βFmin(R)] and the unlooped-state partition function as Qunloop =∫ L

RY
dR exp [−βFmin(R)].

From our model, we calculate the J-factor for the looping reaction. This quantity is defined as the

exponential of the free energy difference between the looped and unlooped states for the polymer chain only,

as discussed in previous work [61, 107, 146]. The J-factor is given by

Jloop = (1 M) exp
[
−β(F loop

poly − F
unloop
poly )

]
, (3.82)

where we assume a standard state of 1 M, as in previous treatments [61, 107, 146]. The free energies F loop
poly

and F unloop
poly only include the energetic contributions from the polymer chain configuration and do not include

the binding interaction. We write

F loop
poly = −kBT logQloop (3.83)

−
∫ RY

2a
dRFbind(R) exp [−βFmin(R)]

Qloop
,

where the first term captures the total free energy of the looped state and the second term removes the

binding energy contribution from Fbind(R). We similarly can write

F unloop
poly = −kBT logQunloop (3.84)

−
∫ L
RY

dRFbind(R) exp [−βFmin(R)]

Qunloop
.

These two terms, when put into Eq. 3.82, allow us to calculate Jloop.
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3.3.2 Results and Discussions

The model developed above connects the kinetics of polymer looping to the free energy of the polymer

chain and associated binding interactions. This accurately reflects the behavior of shorter chains, where the

limiting rates for loop formation are governed by the high energetic costs for bending and twisting the chain.

The results of these calculations reveal the strength of the coupling between the looping dynamics of these

short chains and the physical forces associated with the polymer rigidity and the binding interactions. Our

results build upon our previous experimental work on Lac repressor looping [146], but our findings here are

applicable to a broad range of systems involving DNA looping.

Effect of the interaction range

Forming a loop in DNA (e.g. DNA cyclization [36, 80, 83]) requires one end to enter into the vicinity of the

other. The probability of the polymer having a conformation that allows binding is described by the J-factor,

which is first described by Jacobson and Stockmayer in their work on ring formation in polycondensation

reactions [143]. Since then, the J-factor has been applied to the cyclization probability of DNA [36, 80, 83]

as well as protein-mediated looping probabilities [61, 107]. These experiments measure the J-factor from

the ratio of the association and dissociation rates for ring or loop formation, resulting in its measure as

a concentration. We note that these would be the inverse of the unlooped and looped state lifetimes,

respectively. Like a Boltzmann conformation weighting, this ratio is proportional to the exponential of

the free energy difference for the polymer chain between the looped and unlooped states, and essentially

accounts for the probability of the polymer adopting a potential binding conformation given the associated

entropic and elastic costs. Theoretical work on the J-factor utilizes polymer chain models to determine

the probability distribution for the site-to-site distance with specific orientational constraints [125]. In this

manner, the J-factor can be calculated as the local concentration of one end in the vicinity of the other

end [154].

We describe above in Eqs. 3.83 and 3.84 the calculation of the free energy difference for the polymer

chain from the free energy landscape. We define each state as the site-to-site distances shorter than (for the

looped state) or longer than (for the unlooped state) the transition-state site-to-site distance RY , and we

take an appropriate thermodynamic average of the free energy within each state, removing the non-polymeric

contributions (i.e. the binding energy). The J-factor calculated from our model is plotted in Fig. 3.11a. For

now, we just consider the black curve, whose parameters are chosen based on our fits to the experimentally

determined loop lifetimes [146], with δ = 1.3 nm, ε0 = 23.5 kBT , θ0 = 0.03, and lp = 48 nm. Throughout

this section, we only discuss our model without twist (i.e. lt = 0) and defer our discussion of twist to the

following sections. We see that at short lengths, the J-factor is small because of the high elastic and entropic

penalty to bring the DNA into the looped shape. It reaches a peak value where L ≈ 3.4lp, matching results

of other calculations [125]. At longer lengths, the J-factor begins decreasing again since the entropic penalty

for keeping a short site-to-site distance is more thermodynamically significant than the reduced penalty from
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Figure 3.11: Interaction distance shifts the J-factor and the transition state. a) Looping J-factor plotted
versus loop length, for a chain with ε0 = 23.5 kBT , lp = 48 nm, and θ0 = 0.003π. We vary δ from 0.5 nm
(blue) to 1.3 nm (black) to 3 nm (red) with the twist persistence length lt = 0 nm. In gray, we plot δ = 1.3 nm
but with lt = 15 nm. b) Free energy Fmin versus site-to-site distance for a strand of length L = 101 bp, with
all other parameters the same as in a.

the bending energy with increasing chain length.

One of the major features of our model is the presence of an interaction distance δ that allows the binding

energy to be felt from larger site-to-site distances. Decreasing this interaction distance shifts the transition-

state site-to-site distance RY to the left, as is seen in Fig. 3.11b. Here, we plot the free energy along the

minimal path Fmin(R) at three different values of the interaction distance: 3 nm (blue), 1.3 nm (black), and

0.5 nm (red). All other parameters are set to the same values as in the black J-factor curve in Fig. 3.11a. At

small values of δ, the transition state occurs at a separation that is only marginally larger than the looped

state conformation. With a smaller range of site-to-site distances and a larger barrier to clear the transition

state, the polymer free energy F loop
poly of the looped state rises, and accordingly the J-factor decreases (as per

Eq. 3.82).

In Fig. 3.11a, we also plot the J-factor for δ = 3 nm (blue) and δ = 0.5 nm (red), with the other parameters

the same as in the black curve. The increased interaction range from 1.3 nm to 3 nm causes the J-factor to
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shift up by a multiplicative factor of 3.08 (for lengths past the maximum J-factor). The shift from 0.5 nm to

1.3 nm is 2.99. We note that although the interaction distance is a property of the protein and its binding

potential, it enters into the measured J-factors by its effect on the total free energy as described above for

Fig. 3.11b. Since many looping systems could be mediated by different sized proteins with varying flexibility

and other properties, the measured J-factors must account for these shifts or otherwise the predictions could

be off by an order of magnitude or more.

In Fig. 3.12, we plot the looped and unlooped lifetimes versus length for the same three values of the

interaction distance δ as for the J-factors in Fig. 3.11a. These curves show the looped lifetime increasing

with increasing loop length, and conversely, the unlooped lifetimes decrease with loop length.

While length can be a useful measure of the polymer flexibility, it does not account for changes in other

properties, such as the persistence length, which can influence the probability of the polymer forming a looped

conformation. The J-factor captures all of the contributions of bending and twisting within our model, and we

can plot the lifetimes versus the J-factor to understand how the polymer behavior affects the rates of looping

and unlooping. The ratio of the looped and unlooped lifetimes is the J-factor (i.e. 〈τloop〉/〈τunloop〉 = Jloop).

Since the J-factor, as described above, is viewed as the local end concentration [80, 154] and appears as a

reactant within the statistical weight for the looped complex in a model for Lac-repressor looping [95, 146],

we would expect the J-factor to largely affect the unlooped lifetime (i.e. the association rate of the two

ends).

As discussed in our previous work [146], experimental measurements of the looped lifetime showed a

surprising dependence upon the looping J-factor. In Fig. 3.12a, we plot the looped lifetime 〈τloop〉 versus

length, and in Fig. 3.12b, we show the looped lifetime versus the J-factor, over the same range of lengths

(85 bp to 250 bp) as in Fig. 3.12a. The colors correspond to the same three values of the interaction distance

δ as shown in Fig. 3.11. The inset to Fig. 3.12b shows a comparison between the looped lifetime from our

theory (with δ = 1.3 nm and lt = 15 nm) and the TPM experimental data found in Ref. [146]. We argue

that the interaction length scale δ plays a key role in the looped lifetime dependence on the J-factor [146].

Larger values of the interaction distance δ shift the location of the transition state RY to larger site-to-site

distances, as seen in Fig. 3.11b. When the transition-state distance RY is much larger than the looped state

distance RX , there is a significant release of elastic deformation of the chain going from the looped state to

the transition state. We can see the shift in the dependence of the looped lifetime on the interaction distance

in Fig. 3.12b. As we decrease δ from 3 nm (red) to 1.3 nm (black) to 0.5 nm (blue), the slope of the looped

lifetime gradually goes away, as does the dependence of the looped lifetime on the elastic properties of the

polymer.

The J-factor still plays a role in the kinetics of association (i.e. the unlooped lifetime). In Fig. 3.12c,

we show the unlooped lifetimes versus length, and in Fig. 3.12d, we plot the unlooped lifetimes versus Jloop

over the same length ranges as in Fig. 3.12c. The inset to Fig. 3.12d shows a comparison between the

unlooped lifetime from our theory (with δ = 1.3 nm and lt = 15 nm) and the TPM experimental data found
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Figure 3.12: Looped and Unlooped Lifetimes. a) Looped lifetimes plotted versus loop length. We vary
δ from 0.5 nm (blue) to 1.3 nm (black) to 3 nm (red) with the twist persistence length lt = 0 nm (see text
for other parameter values). In gray, we plot δ = 1.3 nm but with lt = 15 nm. b) Looped lifetimes versus
J-factors for DNA chains running from lengths of 85 bp to 250 bp with the same parameters and colors
as in a. The inset shows a comparison between our theory (with δ = 1.3 nm and lt = 15 nm) and TPM
experiments from Ref. [146]. c) Unlooped lifetimes versus length, with the same parameters as in a. d)
Unlooped lifetimes versus J-factors, with the same parameters as a. The inset shows a comparison between
our theory (with δ = 1.3 nm and lt = 15 nm) and TPM experiments from Ref. [146].

in Ref. [146]. Since Jloop is part of the association reaction statistical weight, we would have assumed,

treating Jloop as a concentration in a first-order reaction, that the reaction rate for leaving the unlooped

state would be proportional to Jloop. Thus, the unlooped lifetime would be inversely proportional to the

J-factor. Instead, we see that the unlooped lifetime does decline with increasing J-factor, but not as J−1
loop.

As the DNA chain is less deformed at the transition state RY , the unlooped lifetime exhibits a less significant

dependence on the J-factor.

We quantify the dependence of the lifetimes on the J-factor by measuring the scaling exponents b and c

for a fit of τloop ∝ Jb and τunloop ∝ Jc. We perform the fit for lengths L varying from 185 bp to 225 bp to

ensure we are within a length regime behaving as a power law. The scaling b of the looped lifetime ranges

from 0.1032 (red, δ = 0.5 nm) to 0.3072 (black, δ = 1.3 nm) to 0.7147 (blue, δ = 3 nm). Meanwhile, the
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scaling of the unlooped lifetime with J also increases with δ, going from −0.7451 (red) to −0.5361 (black)

to −0.1662 (blue). The difference between the looped and unlooped scaling exponents is approximately 1,

as expected by the ratio of the looped to unlooped lifetimes being proportional to the J-factor.

Thus far, we only discuss the behavior for lp = 48 nm, corresponding to the approximate value of the

DNA persistence length. It is now illustrative to explore the impact of bending rigidity on the looping

kinetics, both for fundamental insight and for addressing the impact of changes in sequence in modulating

the behavior. If we increase the persistence length, the increased resistance to bending results in the looped

state experiencing greater elastic resistance, and the conformational free energy from Eq. 3.72 (plotted in

green in Fig. 3.10b) starts increasing more sharply as the two ends come together. Consequently, the release

of elastic stress from the looped state to the transition state is higher, and we therefore expect the scaling

dependence to be inversely proportional to the persistence length. This results in a balance between the

length scale of the elastic stiffness and the length scale of binding, affecting the transition state location and

the kinetic lifetimes.
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Figure 3.13: Scaling dependence versus J-factor. Scaling exponents b (solid curves) and c (dashed curves),
where τloop ∝ Jb and τunloop ∝ Jc, versus δ/lp for three different persistence lengths: 40 nm (blue), 48 nm
(green), and 55 nm (red). Points identified by crosses and circles are described in the text.

We consider persistence lengths varying from 40 nm (red) to 48 nm (green) to 55 nm (blue) and interaction

radii varying from 0.1 nm to 8 nm. The scaling exponents b for the looped (solid lines) and unlooped (dotted

lines) lifetimes are plotted in Fig. 3.13 versus the ratio of the interaction range over the persistence length

δ/lp. We calculate the exponents from values of the DNA length ranging from 120 bp to 150 bp for a chain

with no twist (lt = 0), ε0 = 23.5 kBT , and θ0 = 0.003π. Except when δ is very large, the curves fall on

the same curve, showing that the dependence on the J-factor is due to the balancing between the binding

interaction length scale and the elastic deformation length scale. Deviations at large δ occur due to the

diffusion time scale to leave the looped state exceeding the time scale for crossing the energetic barrier.

Since the ratio of the looped to the unlooped lifetimes are proportional to J1, the difference between the

scaling laws remains approximately 1. For small values of δ/lp, the scaling exponent for the looped lifetimes
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goes to zero, and the scaling exponent for the unlooped lifetime approaches one, since the looped lifetime

becomes independent of the J-factor.

θop
Ra

θop     0.114 π       0.624 π        0.114 π

Ftwist         0.198 kBT       5.658 kBT       0.178 kBT

Fconf       20.198 kBT      19.535 kBT      18.785 kBT

L          95 bp          100 bp        105.46 bp 

θop
Ra

θop
Ra

Figure 3.14: Table showing the change in the relaxed orientation angle θop and bend and twist free energies
at three different lengths.

The role of twist elasticity

Up to this point, we have not included the effect of twist in our discussion. The general dependence of the

looping dynamics on the elastic energy within the polymer, over many helical repeat lengths, is determined

by the bending energy, as is the behavior of the J-factor itself. However, the twist resistance enters into the

behavior and is the dominant factor in modulating the J-factor over a short range of DNA lengths [61, 125].

Since the helical repeat length Lturn of DNA is only 10.46 bp, the addition of just 5 bp can shift the orientation

almost 180 degrees. Figure 3.14 gives values of the relaxed orientation angle θop and the corresponding bend

and twist free energies over a single helical repeat. Thus, over short lengths, the twist free energy needed to

align the DNA ends for appropriate binding (Eq. 3.73 evaluated at θ = θop) can shift from a minimum of

zero when the DNA does not need to twist from its natural orientation to orient the two ends properly, to

a maximum when θop = π.

The twist free energy needed to align the ends affect the J-factor, which measures the free energy change

from the unlooped relaxed state to the looped state. Being in the looped state requires the polymer to not

only bend into a close site-to-site distance, but also to twist to allow the ends to bind. The addition of

twist free energy lowers the J-factor from the no twist state (black curve in Fig. 3.11), with greater deviation

with increasing DNA twist at half-integer turns. We plot the J-factor with twist (for lt = 15 nm) in gray.

The oscillations in the J-factor have a periodicity of Lturn due to the orientation changing through an angle

of 2π over that length. The deviation from the black curve is strongest at short lengths, since the twist

deformation is assumed to spread equally over the full length of the chain. At long lengths, these oscillations

disappear. The presence of twist deformation also affects the looped and unlooped lifetimes, as shown by the
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gray curves in Fig. 3.12. We see deviations from the black curves as the twist angle needed for the preferred

binding orientation oscillates away from zero. Additionally, the one-to-one dependence between J-factor and

the looped lifetime no longer holds.

When there is no penalty for twisting (lt = 0), the DNA chain is free to take any twist angle θ and thus

assume θ = θop at all site-to-site distances R. With twist resistance, the angle changes from θ = 0 to θ = θop

as diagrammed in Fig. 3.10c. The twist free energy primarily affects the looped state, as the DNA chain

only begins to twist as it feels the favorable binding energy associated with orienting toward the other end,

as shown in the red curve in Fig. 3.10b. Because the twist free energy only starts to increase for site-to-site

distances smaller than the transition state at RY , only the energy barrier to leave the looped state is affected.

The scaling law no longer holds for the looped lifetimes because the energy barrier for the looped lifetime

and the J-factor increase proportionally to twist, so the scaling over lengths less than one twist oscillation

look more like J1
loop.

We can see these effects clearly in Fig. 3.15a, where we have plotted the looped (red) and unlooped (blue)

lifetimes for lengths ranging from 85 bp to 135 bp, with δ = 0.1 nm, lt = 50 nm, and all other parameters

the same as previously defined. In this plot, we use the elevated value lt = 50 nm in order to accentuate

the oscillations arising from twist deformation. The interaction distance δ = 0.1 nm is very small, and the

scaling exponent b for the looped lifetime without twist should be nearly zero, as indicated by the red dashed

line and the crosses in Fig. 3.13. The unlooped lifetime without twist should be nearly proportional to J−1
loop,

which is indicated by the blue dashed line. The free energy barrier of the looped state and the J-factor

are both dependent upon the twist free energy, which changes sharply with length, and the bending energy

changes only mildly with length over a short length range. Thus, the looped lifetime over a single decade

shows a scaling law closer to J1
loop (black dotted line). Since both the twisting and bending free energies are

slightly dampened as you increase length, the scaling exponent looks a bit less than one. On the other hand,

since the energy barrier to leave the unlooped state is largely unaffected by the twist, the unlooped lifetime

over these short lengths follow a scaling that looks more like J0
loop (black dashed line). Over many decades in

length, twist energetic penalty continues oscillating to smaller and smaller values, while the elastic bending

resistance steadily decreases and is the dominant effect. Thus, over long lengths, the lifetimes follow the

scaling trends without twist that are given in Fig. 3.13a.

The same general behavior is shown in Fig. 3.15b, where we plot the same polymer system as in Fig. 3.15a

except for an interaction distance δ = 2 nm. The scaling laws for the no twist deformation case are given

for the looped (red dashed line) and unlooped (blue dashed line) lifetimes, taken from the values circled in

Fig. 3.13. The curves plotted here come much closer to a one-to-one correspondence between the J-factor

and the kinetic lifetimes. This occurs because the looped and unlooped lifetime scalings due to the bending

resistance alone (as shown in Fig. 3.13) nearly match up with the slope at short length scales that is due to

the twist oscillations. Thus, while certain values of the interaction radius could make the relationship appear

to be a universal trend, the overall behavior of the J-factor cannot capture in a one-to-one relationship the
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Figure 3.15: Twist influence on looped and unlooped lifetimes. a) Looped (red) and unlooped (blue) lifetimes
for a DNA chain with persistence length of 48 nm, ε0 = 23.5 kBT , θ0 = 0.003π, δ = 0.1 nm, and lt = 50 nm.
The loop lengths range from 85 bp to 135 bp. The three circles correspond to the DNA lengths in Fig. 3.14,
and the scaling behavior for the dashed lines are from the crosses in Fig. 3.13. b) Looped (red) and unlooped
(blue) lifetimes for DNA chain with the same parameters as in a except the interaction distance is δ = 2 nm.
The scaling behavior for the dashed lines are from the circles in Fig. 3.13.

lifetimes of the looped and unlooped states.

J-factor comparison

The effect of the protein properties on the J-factor challenges the conventional view of the J-factor as

capturing the local concentration of one end of the polymer chain at the other end, which is calculated based

on the site-to-site distribution of the polymer chain. We can write this local concentration as

Jconc =
10 nm3M

6.02
lim
x→0

4π

L3

∫ x
0
dRR2G(R)

4
3πx

3

=
10 nm3M

6.02

G(R = 0)

L3
, (3.85)
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where G(R) is the Green function for the site-to-site distance defined in Eq. 3.71. The numerator captures

the probability of the two ends being within x (nm) of each other, and the denominator is the volume

encapsulated by the sphere of reaction radius x. Taking the limit gives us the local concentration at R = 0.

The factor of 10 nm3M/6.02 comes from converting the units from 1 chain per nm3 (assuming L has units

of nm) to M .

In Fig. 3.11a, we show that the J-factor is dependent on the value of the interaction radius δ, yet since

the above equation has no dependence on δ, Jloop (from Eq. 3.82) does not have a simple correspondence to

the local concentration at R = 0. Given that the looping reaction is not required to happen within a very

small reaction window [96, 131, 132], a more appropriate view of the J-factor might be the concentration of

the other end within a larger sphere. This approach is first used in Ref. [145] to show how the J-factor could

be modulated by orders of magnitude given a large capture radius. In their work, they adjusted the capture

radius to account for the effect of protein size on the J-factor of a wormlike chain polymer.
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Figure 3.16: J-factor versus length. Black lines show plots of Jloop, as calculated in Eq. 3.82, for a DNA
chain with the same properties as in Fig. 3.10 and δ = 1.3 nm (solid) or δ = 5 nm (dashed). The red curves
show the J-factor without taking the limit of reaction radius x to zero, as defined in Eq. 3.85. The solid lines
are for x = 1.3 nm and the dashed for x = 5 nm.

To reproduce their results, we adjust Eq. 3.85 and not take the limit to zero, instead choosing some

reaction radius x that it would need to be in to form a loop. Our calculation uses the full analytical solution

to the Green function for the wormlike chain [125, 149], which was unavailable at the time that Douarche

et al. did their work [145]. We see close quantitative agreement between our results, plotted in red in

Fig. 3.16, and their calculations extending the saddle point approximation of Shimada and Yamakawa [126]

in Fig. 4 of Ref. [145]. The solid line (x = 1.3 nm) and the dashed line (x = 5 nm) converge to a single curve

at larger values of loop length. This convergence is qualitatively different from the behavior of Jloop, plotted

in Fig. 3.11a. We plot Jloop as defined in Eq. 3.82 for δ = 1.3 nm (solid black) and 5 nm (dashed black). The

impact of the binding energy and the protein properties on the J-factor persists at long lengths. Thus, the

J-factor measured in experiments as a free energy difference between the looped and unlooped states have
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qualitative distinctions from the local end concentration of the polymer chain.

Behavior at intermediate lengths

The DNA chain at these short loop lengths is naturally more rodlike in conformation, due to the high

elastic penalty for binding. With increasing chain length to several persistence lengths, the DNA does not

principally reside in a conformation close to full extension. Thus, the free energy minimum (at RX) for the

bending energy curve in green in Fig. 3.10b is not close to full extension as it is in the plot (full extension

would be at R = L = 34.34 nm) for larger chain lengths. The J-factor, and thus the looping probability,

peaks at chain lengths that are a few persistence lengths long. In the limit of long chain length, the wormlike

chain model behaves as a Gaussian or flexible chain, with a conformations that behave as a random walk in

space.

101 102 103 104
10−1

100

101

102

103

104

L1.5

Loop Length L (nm)

U
nl

oo
pe

d 
Li

fe
tim

e 
(s

)

101 102 103 104
10−1

100

101

102

103

104

L0

Loop Length L (nm)

Lo
op

ed
 L

ife
tim

e 
(s

)

a)

b)

Figure 3.17: Behavior of looped and unlooped lifetimes at intermediate lengths. a) Looped lifetimes versus
length for DNA chains running from lengths of 85 bp to 4500 bp. All curves are for a chain with ε0 = 23.5 kBT ,
lp = 48 nm, and θ0 = 0.003π. The interaction distance varies with δ = 0.5 nm (blue), δ = 1.3 nm (black),
and δ = 3 nm (red). The scaling law shows the behavior at larger values of length. b) Unlooped lifetimes
versus length, with all the same parameters as a.

We plot the dependence of the looped and unlooped lifetimes for lengths spanning from 85 to 4500 bp
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in Fig. 3.17, with the same parameters as in Fig. 3.11. As before, we see that the looped lifetimes increase

with length for shorter length chains while the unlooped lifetimes decrease with length. However, at the

DNA length at which the J-factor reaches its maximum and then begins to decrease, the unlooped lifetime

begins to increase with length (with a scaling b = 1 from τunloop ∝ Jb), and the looped lifetime levels off

and remains the same regardless of length. In the plots, we show that this behavior is true regardless of the

interaction radius. Thus, the polymer goes to the same scaling at these longer lengths regardless of the short

length-scaling which is shown to be dependent upon the value of δ.

At these intermediate length DNA chains, the elastic barrier to loop formation is no longer the dominant

barrier and thus the release of elastic strain in going from the looped state to the transition state plays

only a minimal role. As such, at lengths beyond the peak value of J-factor, the looped lifetime becomes

independent of both Jloop and the loop length L. The unlooped lifetime reaches a scaling with length of L1.5,

as shown in Fig. 3.17b. This is consistent with predictions using the Gaussian chain model for the unloopend

lifetime [110, 140]. At some larger length, however, the looped and unlooped lifetime behaviors exhibited

in Fig. 3.17 break down, as the kinetics no longer are governed by the energetic barriers but depend upon

the relaxation of the polymer chain. Other work has looked into this crossover and found that the unlooped

lifetime scaling (often called the “looping time”) shift from 1.5 to 2, which is characteristic of the relaxation

time for a Rouse chain [110]. The length at which the Rouse relaxation time begins to dominate the looping

kinetics by becoming slower than the local equilibration time has been calculated to be tens of persistence

lengths (it is dependent upon the capture radius as well) [110]. Our model does not account for the effects

of polymer relaxation, and so we restrict our discussion to short and intermediate chain lengths where the

assumption of local equilibrium is valid.

Conclusions

One of the surprising results of the experimental measurements of the lifetimes of Lac repressor-mediated

loops is the dependence of the looped lifetime on the J-factor. A view of the J-factor within the statistical

mechanical framework of looping dynamics suggests that the effects of the polymer chain properties should

be confined to influencing the association reaction alone, and most theoretical work on looping dynamics has

focused on the unlooped lifetime dependence upon the polymer length and properties [108–112]. Dissociation

rates have typically been thought of as only involving the separation of the binding surfaces at the interface

between them and thus would not involve larger-scale events dependent on polymer conformation [15, 16,

106, 120]. With a simple physical model of a semiflexible polymer and a binding interaction with a finite

lengthscale, we have shown how the J-factor can influence both the looped and unlooped lifetimes.

The major effect captured by our model is through the binding potential. The shape of this interaction

energy influences the distribution of states that the DNA and protein adopt within the “looped state”, which

refers to all the site-to-site distances shorter than the transition state at RY . Because the strength of the

binding energy varies with the site-to-site distance, the Boltzmann weight for each site-to-site distance within
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the looped state varies, and through this, a dependence on the polymer configuration is introduced into the

looped state free energy.

The main factor that influences the shape of the binding energy is the interaction distance δ. Physically,

this parameter captures the range of the binding energy, i.e. how far away the two ends start to feel each

other and consequently be influenced to approach and form a loop. At further distances, the two binding sites

would have only a weak interaction, and the favorable binding energy decreases as the two ends approach.

Several factors contribute to why we model the binding energy this way and what should contribute to

the magnitude of δ. On an atomic scale, the favorable electrostatic interactions that govern the binding

increases as the two ends are brought together. For a protein-mediated loop process, such as that of Lac

repressor, the protein size [96] and flexibility [131] plays an additional role. The size of a protein and the

location of the binding domains affect the shape of the preferred looped conformations and the polymer

site-to-site distances at which binding occurs. Internal flexibility of the protein can allow the binding sites to

stretch with some energetic cost, resulting in the DNA feeling the binding interaction before it reaches the

fully bound state. Finally, the binding domains on the protein may be able to non-specifically bind to the

DNA and slide along the DNA into the binding site [132], effectively extending the range of lengths where

the binding interactions occurs.

Our model, using δ to modulate the shape of the binding well, only captures these effects in the simplest

manner possible. More detail could be added to properly account for the sterics and features of the protein

within the looping reaction, as in Refs. [97, 99], as well as separate interaction energies for nonspecific

binding of the DNA. While these would perhaps add to the quantitative accuracy for various systems, the

qualitative features captured by simply recognizing the distance-dependent effects of the binding interaction

provide an intuitive view of how the polymer physics impacts both the association and dissociation reactions.

Future experimental work could seek to test the components of this interaction distance by probing other

protein-mediated loop systems as well as by introducing modifications into the protein. For example, the

hinge regions of Lac repressor could be lengthened (as in Ref. [16]), the salt concentrations altered, and the

sequences near the binding site on DNA modified to increase nonspecific binding.

We emphasize that the interaction distance presented here plays a similar role to a reaction distance

for the interaction, but due to the exponential shape of the binding energy, it is not possible to make

them equivalent. The J-factor that is captured experimentally through the looping probabilities, as in

Refs. [36, 61, 80, 83, 107], is a measure of the free energy difference of the polymer chain between the

looped and unlooped states. While the Jloop term appears as if it is a local concentration within the kinetic

framework, it cannot be reconciled as such because the shape of the binding energy affects the free energy of

the looped state. In order to obtain the J-factors of previous works that have looked at protein size affecting

the reaction radius [145, 155], we would need to assume a constant binding energy well within the looped

state.

One of our major findings is that the scaling we observe for the looped and unlooped lifetimes versus
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the looping J-factor is dependent upon the balance of the bending length scale (the persistence length) and

the interaction length scale δ. As the length of the polymer chain increases, the impact of the bending free

energy diminishes, leading to a decrease in the barrier to leave the unlooped state. The increased flexibility

makes the looped state free energy lower, but because the strength of the binding energy is modulated by δ,

the transition state is not lowered as much, and the looped lifetime consequently increases. Thus increasing

δ pushes the slope higher, and similarly, decreasing the persistence length also affects this balancing between

the looped state minimum Z and the transition state Y , resulting in the scaling dependence seen in Fig. 3.13.

The DNA mechanics are not solely a product of the bending energy, and over a short range of lengths,

the twist resistance is the dominant energy that modulates the dynamic behavior. Small changes in length

can have a large change on the total twist free energy by rotating the orientation out of phase by up to 180

degrees. The twist free energy, like the binding energy, primarily affects the looped state. Our model results

in the twist free energy turning on as the two ends start to feel one another, which is captured through an

energetic penalty to the binding energy. For example, at the transition state for δ = 1.3 nm, we find that the

DNA is roughly halfway to full twist, as shown in the schematic in Fig. 3.10c. If the transition state has very

little twist relative to the most favorable binding orientation (i.e. θY � |θop|), going from the looped state

to the transition state has a greater release in elastic energy, and the scaling versus J-factor over one repeat

length should approach one. The nature of the transition state through which the looping reaction proceeds

is largely unknown, but this model provides a framework through which to probe for understanding and see

how the twistedness of the transition state can manifest itself through the observed scaling behavior.

The degree of transition state twist is largely controlled by the strength of the energetic binding penalty

for misorientation, which is dictated by the difference between Ra and the site-to-site distance from the

polymer mid-points R. The size of this penalty is controlled by the steric radius of the DNA. While we

have taken the DNA radius to be a = 1 nm [127], we note that it could reasonably be larger based on the

ions around the DNA helix, possibly up to 1.4 nm [156]. The effect of a larger steric radius means a further

distance that the protein would need to reach around for binding sites that were out of alignment. And thus,

increased a depresses the slope by making the transition state more twisted, as discussed above. We chose

our model for its simplicity in incorporating the effect of misalignment in orientation without introducing

a parameter that we could not well characterized. However, more detail can be introduced to capture the

nature of the twist and the orientation penalty for misalignment [99, 125, 131].

While we decouple the effects of twist from bending, we recognize that such decoupling is not possible

within experiments. The persistence length of DNA is affected by DNA sequence, yet these same changes

in sequence can also affect the helical repeat length, which we assumed to be constant at 10.46 bp. The

slight alterations in the locations of the peaks in the J-factor for different sequences in Ref. [61, 107] may

be partially explained by changes in the helical repeat length. Despite this, the basic trend of the lifetime

scaling over many decades should follow the scaling behavior without twist until the length is sufficiently

long such that entropic effects become dominant over elastic contributions (i.e. past the maximum point in
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the J-factor).

Further understanding of the interplay between the polymer physics and the kinetic looping events could

come from Brownian dynamics simulations. Such simulations can vary the bending or twisting rigidity while

using an exponential binding potential instead of a first-passage approach. Since the looping process is slow

and thus computationally difficult to simulate, we intend to use simulations grounded in a proper chain

discretization for a wormlike chain model [157, 158]. Such simulations could confirm some of our analytical

findings as well as their limitations and potentially provide insight into a broader range of DNA looping

problems that might not be as tractable analytically.

Finally, while our work has primarily been targeted to the looping of DNA, the physical insights are

applicable to a much broader range of problems. Polymer looping is a general phenomenon important to a

number of fields, and much work has been focused on looping within a biological context, as the creation

of synthetically looped polymers has been challenging [159]. The dynamics in these looping processes is

controlled by the balance between the elastic behaviors of the polymers involved and the shape of the

interaction that is binding the two distal regions of the polymer together. Understanding the kinetics of

DNA looping can answer some of the fundamental questions underlying many cellular processes, including

viral infection [103], the transmission of epigenetic marks [138], and the conformational changes in DNA to

regulate gene expression.



85

3.4 Supplementary Information

3.4.1 Data Analysis

Data acquisition and analysis overview.

In this work, we use the conventional half-amplitude thresholding method, described in the next section, to

quantify looped and unlooped state durations (“lifetimes,” also referred to in the literature as dwell times) in

the tethered particle motion (TPM) data of [61, 107]. These data were obtained with Lac repressor purified

in-house and used at a final concentration of 100 pM except as indicated in Fig. 3.7 below. DNA constructs

consisted of loop lengths ranging from roughly 90 to 120 bp, composed of the five sequences described in

Fig. 3.18: The synthetic, random E8 sequence [36, 73], the synthetic, strong nucleosome positioning sequence

601TA which we abbreviate “TA” [36, 73, 74], the strong naturally occurring 5S nucleosome positioning

sequence [71], a poly(dA:dT)-rich DNA from a nucleosome-free region of a yeast promotor that we call “dA”

[51], and a CG-rich sequence from humans that we call “CG” [50]. The loop sequence is flanked by various

combinations of operators that are known to have different affinities for the Lac repressor: Oid, the strongest,

O1, roughly 4 times weaker, or O2, about 5 times weaker than O1. The affinities of the Lac repressor for

these operators as measured by TPM are within those measured by traditional ensemble biochemical assays,

as described in our previous work [61, 107]. In the main text we focus on the very strong, synthetic Oid

operator and the weaker naturally occurring O1 operator; data with additional operators are discussed briefly

below. Roughly 150 bp of DNA separated the operators and the bead or the microscope slide, for total tether

lengths of around 450 bp. Details of these constructs can be found in Fig. 3.18 and in Refs. [61, 107]; in

figure legends constructs are referred to as <operator><loop sequence and length><operator>.

To summarize our previous work with these constructs, a DNA’s sequence and length affect its bending

and torsional rigidities and its helical repeat, which in turn affects the relative phasing of the two operators,

and, it has been proposed, the conformation of the repressor protein in the looped state [38, 66, 92, 98, 99,

131]. Thus by fine-tuning DNA sequence and loop length systematically, we were able to generate a library

of looping J-factors (Jloop) for this work. (For comparison with our theoretical framework, we focus here

on simply the total looped state lifetimes, although we discuss briefly below subtleties arising from possible

additional repressor conformations and/or loop structures.)

Details of our implementation of the half-amplitude thresholding procedure used to quantify looped and

unlooped lifetimes are given in the next section. For each data point in the figures in this work (that is, data

for a particular DNA construct at a particular repressor concentration), we obtain distributions of looped

and unlooped lifetimes from roughly 30-50 tethers, observed from 10 to 100 minutes. Examples of these

distributions are given in Sec. 3.4.2 below. We report the means of these distributions and the standard

errors on the means. A comparison of our results to those in previous studies using TPM to measure Lac

repressor looping and unlooping rates, showing good agreement between our results and these previous

studies, is given in Sec. 3.4.2.
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Kinetic analysis by half-amplitude thresholding.

In this work we used the conventional half-amplitude thresholding method [15, 16, 92, 106, 160–162] to

obtain kinetic parameters from TPM data. An outline of this method is shown in Fig. 3.18. The basic

concept of this method is to define thresholds, or root-mean-squared (RMS) values of the bead’s motion,

that delineate different states (for example, that define the difference between “unlooped” and “looped”),

and then to define the lifetime of a particular state as the time during which a bead’s RMS does not cross

a threshold. The subtleties in this method arise from dealing with spurious events (for example, short-lived

sticking events), and the limited time resolution of the Gaussian filter that is applied to the RMS trace before

the lifetime analysis is done (see details in [61]). Our treatment of these subtleties is described below.

Trajectories were thresholded as described in [61], using the minima between Gaussians fit to the RMS

histogram to define preliminary thresholds, which were manually adjusted as needed. The result of this

thresholding allowed every time point in an RMS trace to be assigned a state: “U”, unlooped; “M”, middle

looped state; “B”, bottom looped state; or “Sp”, spurious. Time points were labeled spurious where the

RMS value exceeded the highest threshold (and was therefore most likely due to a tracking error, for example

if a free bead in solution passed through the field of view), or where it fell beneath the bottom threshold

(and was therefore most likely due to a sticking event). The “bottom” and “middle” looped states refer to

the two different looped states, defined as two distinct tether lengths (differing in RMS by about 10 nm),

that we and others have observed in looping studies with the Lac repressor [61, 63–66, 76, 92–94, 107].

However, for most of the constructs studied here the occurrence of the bottom state was too infrequent to

allow reliable estimates of its mean lifetime. For this reason, and for consistency with the model derived in

3.1, the lifetimes shown in the figures in 3.1 are derived from an analysis in which the threshold between

the middle and bottom looped states was ignored, such that trajectories were divided into only unlooped or

looped states (and spurious states). Results for the middle state stemming from an analysis in which the

bottom and middle looped states were separated out are given in Sec. 3.4.2 below.

Following the convention in the field [15, 16, 92, 160], we ignored any dwells shorter than twice the dead

time of the filter (defined in the next section), treating them as follows: if a transition occurred to a state

whose duration lasted shorter than twice the filter dead time, and the states just before and just after this

too-short dwell were the same, we counted the flanking dwells plus the time in the too-short dwell as one

long lifetime in the flanking state. If the states before and after the too-short dwell were different, however,

we split the too-short dwell between the preceding and succeeding dwells. Excluding too-short dwells was

performed before the removal of spurious states (so too-short spurious states, as well as too-short genuine

states, were ignored).

We dealt with spurious states in a similar manner to too-short dwells: if a spurious state was preceded

and followed by the same genuine state, then we assumed the underlying genuine state of the system did

not change during the spurious event and considered the flanking dwells plus the time spent in the spurious

state to be one long lifetime. If the flanking states were not the same, however, we counted half the spurious
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event’s duration towards the preceding event, and half towards the succeeding event. This approach is

reasonable as long as most dwells in spurious states are significantly shorter than the average transition

rate between genuine states. For example, if a sticking event occurs that lasts several minutes, and it is

preceded and followed by dwells in the unlooped state, but in the rest of the trajectory the unlooped state

transitions back and forth to a looped state(s) every few seconds, then it is unreasonable to assume that no

transitions occurred during the minutes-long sticking event. We find the mean lifetime of spurious events

in our assay to be 30 ± 3 seconds, independent of repressor concentration, loop sequence, loop length, and

flanking operators. As can be seen in Fig. 3.7 and Figs. 3.21 and 3.22 below, although the mean lifetimes of

genuine states for some constructs approach 30 seconds, the majority are longer. Therefore we consider our

treatment of spurious events to be reasonable.1

The result of this thresholding procedure is a series of states and times spent in these states, for each

trajectory in a data set. The mean and standard error of the lifetimes for a particular state were calculated

over all trajectories in a data set. We note here one final subtlety to the calculation of these mean lifetimes,

which is whether or not to include the first and last dwells in a given trajectory, whose observed duration is

bounded not by transitions to new states, but on one side by the limitation of the observation time. If the

dwells in each genuine state were exponentially distributed, then because of the property of memorylessness

of single exponentials, we could include these first and last dwells. However, as noted below in Section 3.4.2,

we find that almost none of the lifetime distributions are exponential. Therefore we excluded the first and

last dwell of every trajectory from our analysis. In practice, most data sets contain so many dwells that

the inclusion of these two extra dwells per trace did not change the mean lifetimes we calculated, with the

exception of data sets for which the looping probability is either very high or very low, where our ability

to obtain meaningful information about average lifetimes in the unlooped state (if looping is rare) or the

looped state (if the looping probability is very close to 1, for example for the Oid-TA94-O1 construct at

most repressor concentrations) is limited regardless of how we treat first and last dwells.

As an additional test of our algorithm for calculating lifetimes, we compared the mean lifetimes that we

obtained for the Oid-E8107-O1 construct, at all five repressor concentrations, with mean lifetimes computed

using a variational Bayes/hidden Markov model (vb-HMM) approach [136] similar to a method previously

described for FRET [163] and single-particle tracking [164]. This vb-HMM approach is entirely orthogonal

to the thresholding method described here, making use of maximum likelihood estimates of the true state

at every point in a trajectory, yet results in comparable mean lifetimes to those shown in Figs. 3.7a and

3.7b below. We conclude that, while the vb-HMM approach is preferable for constructs with fast transitions

1We explored two additional approaches to dealing with spurious events that derive from an alternate assumption, that
because we have no information about the true state of the system during a spurious event, we should excise the time spent in
spurious states. Then the preceding and succeeding dwells can either be concatenated, as if the spurious event never occurred;
or they can be counted as separate, regardless of whether they were the same or different states. Because most spurious states
are relatively short-lived, the first approach, that of concatenating trajectories around excised spurious events, yields mean
lifetimes that are comparable to those calculated by our chosen approach described above. However, the second approach, that
of counting dwells before and after spurious events as entirely separate, leads to calculated lifetimes that are on average about
half as long as those calculated from the other methods, because of the introduction of what we believe to be false transitions
when no such transition actually occurred. We conclude that the method we followed gave the most reasonable estimate of the
true lifetimes in genuine states.
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and/or closely spaced states, or, as we argue in [136], for demonstrating that the looped states we observe

are composed of multiple microstates, for our purposes here the half-amplitude approach sufficed.

Calculating the dead time of a filter.

The “dead time” of a filter refers to the duration of an event (looping or unlooping) that gives a half-amplitude

response from the filter [165, 166]. The convention in the field is then to assume that the temporal resolution

is twice the dead time [15, 16, 92, 160], that is, events shorter than twice the dead time cannot be resolved

as true transitions between states instead of noise. In this section we will derive an expression for that dead

time for the Gaussian filters that were discussed above.2

In this derivation we will consider the true signal from TPM to be a step function, and neglect the noise

that is superimposed on this signal (though that noise also contributes to the temporal resolution of the

experiment, it is ignored when calculating the filter dead time). For simplicity consider a two-state system,

and let state 1 be at RMS = 0, and state 2 at RMS = A. For an event from state 1 to state 2 back to state

1, where the dwell in state 2 lasts time T and is centered at t = 0, we can write the corresponding raw,

unfiltered TPM trace as

x(t) = A · sT (t), (3.86)

where sT (t) is 1 between t = −T/2 and t = +T/2, and zero elsewhere. Then, by the definition above, the

dead time of the filter will be an event duration T that produces a half-amplitude response in the filtered

signal, i.e. such that the amplitude of the filtered signal becomes A/2, when the amplitude of the unfiltered

signal is A.

If we apply a Gaussian filter g(t) with some standard deviation σg to the step-function “trace”, the sharp

transitions from states 1 to 2 at t = −T/2 and from state 2 to 1 at t = T/2 will be smoothed, with the

maximum of the filtered signal at t = 0, when the filter and underlying trace are aligned. Mathematically,

we define “applying a filter” as convolving the filter g(t) with the signal x(t), such that the filtered signal

filt x(t) can be written as

filt x(t) =

∫ +∞

−∞
g(t− τ)x(τ)dτ. (3.87)

Because a Gaussian is an even function, that is, symmetric about t = 0 such that g(t) = g(−t), we know

that at time t = 0,

filt x(0) =

∫ +∞

−∞
g(−τ)x(τ)dτ (3.88)

becomes

filt x(0) =

∫ +∞

−∞
g(τ)x(τ)dτ (3.89)

In order to find the dead time of the filter, we want to find the signal width T such that the maximum

2Thanks to Matthew Johnson at MIT for the outline of this derivation.
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of filt x(t), which, as noted above, occurs in this example at t = 0, is equal to A/2. So the definition of the

dead time of the filter, Tdead, becomes the condition that when the length of the dwell T = Tdead,

filt x(0) =

∫ +∞

−∞
g(τ)x(τ)dτ =

A

2
, (3.90)

or

filt x(0) =

∫ +∞

−∞
g(τ) ·A · sT (τ)dτ =

A

2
. (3.91)

Note that A can be cancelled from both sides, so the dead time is independent of the signal’s amplitude.

That is, the dead time of the filter does not depend on the difference in RMS between states.

Since sτ (τ) is zero except between −Tdead/2 and Tdead/2, Eq. (3.91) becomes

∫ +
Tdead

2

−Tdead2

g(τ)dτ =
1

2
(3.92)

where we have already cancelled A from both sides.

Because g(τ) is a Gaussian, we can rewrite the integral on the left-hand side of Eq. (3.92) in terms of the

cumulative distribution function of a Gaussian, usually given the variable Φ, where

Φ(x) =

∫ x

−∞
g(t)dt, (3.93)

and whose solution is given by ∫ x

−∞
g(t)dt =

1

2

[
1 + erf

(
x√
2

)]
. (3.94)

Note that Φ is defined for a Gaussian whose standard deviation is 1; but we are considering a Gaussian with

standard deviation σg. So when we write the integral in Eq. (3.92) in terms of Φ(x), we must write it as

∫ Tdead
2

−∞
g(τ)dτ −

∫ −Tdead
2

−∞
g(τ)dτ = Φ(Tdead/(2σg))− Φ(−Tdead/(2σg)), (3.95)

expressing Tdead in terms of the σg of our filter. Given the solution to Φ(x) above, we have our final result

for the condition on Tdead,

Φ

(
Tdead

2σg

)
− Φ

(
−Tdead

2σg

)
=

1

2

[
1 + erf

(
Tdead/(2σg)√

2

)]
− 1

2

[
1 + erf

(
−Tdead/(2σg)√

2

)]
=

1

2
, (3.96)

which simplifies to [
erf

(
Tdead/(2σg)√

2

)]
−
[
erf

(
−Tdead/(2σg)√

2

)]
= 1. (3.97)

We can look up that the solution to this expression involving the error function (erf(x)) occurs when Tdead

2σg
≈

0.67, or that

Tdead ≈ 2 · 0.67 · σg. (3.98)



90

Eq. (3.98) gives us an expression for the dead time in terms of the standard deviation of the Gaussian

filter that we apply to our data. We apply the filter in Fourier space (such that the process becomes a

multiplication between the filter and the Fourier-transformed data, instead of a convolution in time-space).

In Fourier space the filter we use has the form

G(f) = e−0.3466(f/cfG)2 . (3.99)

The factor of 0.3466 in the exponent is chosen to give 3 dB of attenuation at the cutoff frequency [165]. That

is, when f = cfG, the attenuation is half (3 dB corresponds to a change in power ratio of a factor of 2). For

this to be the case, we must have a pre factor in the exponent of ln 2/2 = 0.3466. cfG is a rescaled cutoff

frequency of the filter based on how we define our frequency axis. We choose to establish our frequency

axis from −num. frames/2 to +num. frames/2, where “num. frames” is the number of image frames in a

trajectory. If we want a cutoff frequency for the filter at fcG Hz, then we must define

cfG =
num. frames

fps× f−1
cG

, (3.100)

where fps is the frame rate of the camera (30 Hz in our case). This is essentially a unit conversion, since

our frequency axis is unitless but fcG is in Hz. This conversion coincides with the convention of the Matlab

fft command (by which we Fourier transform our data), which returns a vector the same length as the input

vector, in frequencies from 0 to fps/2.

The Fourier transform of a Gaussian is a Gaussian, so in time space the Gaussian filter defined in

Eq. (3.99) becomes

g(t) =
1√

2πσg
e
− t2

2σ2g , (3.101)

where σg defines the width of the filter and is related to fcG by [165]

σg =

√
ln 2

2πfcG
. (3.102)

We use fcG = 0.0326 Hz, which corresponds to a Gaussian-shaped smoothing profile with a 4 second standard

deviation in time space. Given this 0.0326 Hz cutoff frequency, according to Eq. (3.98) we calculate that the

dead time of our filter is 5.5 seconds.

Fitting data of lifetimes versus J-factors.

Fitting was performed using the built-in lsqnonlin function in Matlab, with the standard errors on the mean

lifetimes as the weights. Individual data sets (unlooped state vs. looped state, and data flanked by Oid-O1

vs. Oid-O2) were fit to a generic power law of the form 〈τ〉 = a× Jbloop, or all four data sets (the two state

and the two pairs of flanking operators) were fit simultaneously to Eqs. 3.66 amd 3.67 in Sec. 3.2.3. That
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is, for the global fit to all four data sets below, the m parameter was forced to be the same for all four data

sets, but the proportionality constant was allowed to vary between data sets.

As in [61], we believe that the largest source of error in the data is the variability between tethers;

therefore, as in [61], errors on the fit parameters were calculated according to a bootstrapping scheme,

in which the trajectories that comprise each data set were resampled with replacement 10,000 times, and

from these resampled sets, 10,000 new mean lifetimes, standard errors on the lifetimes, and J-factors were

computed. The fits were then redone 10,000 times using these new mean lifetimes and J-factors, and the

errors on the fit parameters taken to be the standard errors of the 10,000 new fit parameters. The fit

parameters and their errors we obtain for the additional data are in reasonable agreement with that of

Fig. 3.3 in 3.1.
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Figure 3.18: Half-amplitude thresholding for obtaining kinetic information from TPM traces.
a, In tethered particle motion, single DNA molecules tether microscopic beads to the surface of a slide. The
formation of a loop between two Lac repressor binding sites (operators) by the Lac repressor protein causes
the motion of the bead to be reduced. By calculating the time-averaged root-mean-squared (“〈R〉”) motion
of the bead over time, we can detect looping and unlooping events [15, 61, 77–79] (more precisely, 〈R〉 is our
shorthand for the Gaussian-filtered root-mean-squared motion [sqrt(x2

t +y2
t )] of the bead, where xt and yt are

a bead’s (x, y) position at time t). The constructs used in this work contain varying lengths of DNA in the
tunable DNA region, composed of five different sequences (the synthetic, random E8 sequence [36, 73], the
synthetic, strong nucleosome positioning sequence 601TA which we abbreviate “TA” [36, 73, 74], the strong
naturally occurring 5S nucleosome positioning sequence [71], a poly(dA:dT)-rich DNA from a nucleosome-
free region of a yeast promotor that we call “dA” [51], and a CG-rich sequence from humans that we call
“CG” [50]), and flanked by various combinations of operators that are known to have different affinities for
the Lac repressor: Oid, the strongest, O1, roughly 4 times weaker, or O2, about 5 times weaker than O1

[61, 107]. b, A sample TPM trajectory from a single bead, one that exhibits three genuine states (unlooped
plus “middle” and “bottom” looped states) and several spurious states (both tracking errors and sticking
events). The righthand panel shows a histogram of the 〈R〉 values for this trajectory. Red lines indicate a fit
of three Gaussians to the histogram; thresholds (green lines) are chosen as the minima between Gaussians,
except for the bottommost line, which is set at 80 nm for all traces (the shortest 〈R〉 that we can distinguish
from sticking events), and the topmost line, which is set to the sum of the mean 〈R〉 in the absence of
repressor (black dashed line) plus three standard deviations of the Gaussian fit to the 〈R〉 histogram in
the absence of repressor. c, As described in the text, the thresholds defined as shown in (a) are used to
assign a state (unlooped, black; middle loop, magenta; or bottom loop, red) to each point in the trajectory.
Time spent in spurious states is reassigned to genuine states as described in the text. Note that this figure
describes the analysis for calculating middle and bottom looped states separately; for the analyses used in
3.1, trajectories were thresholded into unlooped, looped and spurious only.
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3.4.2 Additional Results

Characteristics of the lifetime distributions.

In the main text we plot the means and standard errors of the lifetimes that we obtain for various data

sets. Here we ask what the full distributions of these lifetimes look like, and in particular, whether they are

exponentially distributed.

A state will have exponentially distributed lifetimes if it is composed of only one microstate, such that

transitions out of the state are governed by a single rate constant. As shown in Fig. 3.6, we know there are 4

microstates that contribute to what we observe as the unlooped state (no repressor bound, a repressor bound

at one operator, a repressor bound to the second operator, or both repressors bound by different operators—

all of which should have comparable tether lengths). We would therefore expect that the lifetimes of the

unlooped state would not be exponentially distributed; and indeed a kinetic analysis by Wong and coworkers

on similar constructs to those used here [92], as well as one by Revalee and coworkers with longer loops

and some intrinsically curved sequences [162], found the unlooped lifetime distributions to be best fit by a

mixture of two exponentials. On the other hand, we might expect the middle and/or bottom looped states

that we observe to be singly exponentially distributed, if they contain only one microstate, which is in fact

what Wong and coworkers found [92]. (Revalee and coworkers described only one looped state, which they

found to be best fit by a biexponential distribution [162].)
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Figure 3.19: Example lifetime histograms for the construct Oid-E894-O1 in the presence of 100 pM
repressor. Red curves are single exponential fits. This construct has only the middle looped state, whose
lifetime distribution is shown in the right-hand panel. It is difficult to tell from these fits if a single exponential
describes these distributions of lifetimes well, especially since we have found the results of the fits to vary
significantly based on the size of the bins chosen. Here the bin size is 15 seconds. (Another way of avoiding
binning is by plotting cumulative probability distributions, as in [106, 162], though we prefer the P-P plots
described below for comparison to exponential distributions.)

A common method for determining whether lifetime distributions are exponentially distributed is to

make histograms of the lifetimes, and fit exponentials to them (e.g., [15, 92, 106]). An example of such

histograms with a single-exponential fit is shown in Fig. 3.19. However, we have found the fidelity of this

method to be subject to a significant amount of variability depending on the size of the bins chosen for

the histogram, so instead here we use P–P (“percent–percent”) plots to compare the empirical cumulative
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Figure 3.20: P-P plots of the lifetimes that we obtain demonstrate that only one of our lifetime
distributions is singly-exponentially distributed. a, A P-P plot with randomly generated, exponen-
tially distributed synthetic “data,” with the same number of points as our lifetime distributions. When the
empirical percentiles match the percentiles of the fit distribution, the plotted points (blue circles) will lie on
the y = x line (shown in red); the deviation of the points from the y = x line measures the deviation of the
empirical (measured) percentiles from the fit percentiles (and hence the deviation of the data from the fit
model, in this case, an exponential). b, A P-P plot for the lifetimes obtained for the O1-E894-O1 construct’s
unlooped state at 500 pM repressor, compared to the cdf of a single exponential. In this case we conclude
that a single exponential describes the experimental distribution well. c, A P-P plot for the same construct
as in b but for the middle state. A single exponential does not describe these data well. d-f, P-P plots for
a 107 bp loop of the E8 sequence flanked by the Oid and O1 operators, at 25 pm repressor, a concentration
at which both looped states are prevalent. None of these states is well-described by a single exponential,
indicating that they most likely contain multiple microstates. The same holds for the other sequences, loop
lengths, flanking operators and repressor concentrations lower than 500 pM that we have examined in this
work. Note the common feature of blue points lying above the y = x line at small percentiles, even in b,
indicating that the measured lifetimes had too few counts at small values for the distribution to be well fit
by an exponential; we suspect this feature is due at least in part to our limited temporal resolution which
does not allow us to measure lifetimes shorter than 11 seconds.

distribution functions (CDF) of the measured lifetimes we obtain to the CDF of an exponential distribution

fit according to maximum likelihood.3

As shown in Fig. 3.20, we find most of the states we observe are not exponentially distributed. The

only lifetimes that we find to be exponentially distributed are those of the unlooped state at or above

500 pM repressor concentration. As discussed in [61], at high repressor concentrations (that is, above the

concentration at which looping is maximal, which includes 500 pM) we expect the unlooped state to be

dominated by the microstate in which both operators are bound by separate repressors; the construct shown

in Fig. 3.20b has the added advantage that its two flanking operators are the same, which collapses the

four possible unlooped state microstates into 3 microstates (the singly-bound-operator states being identical

3We are grateful to Matthew Johnson for the suggestion to use P–P plots and for the code to do the analysis, which can be
freely downloaded from https://gist.github.com/mattjj/2356182 and https://gist.github.com/mattjj/5604903#file-qq-py.
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in this case). The majority of our constructs, under the majority of repressor concentrations, do not show

singly-exponentially distributed lifetime distributions for either their looped or unlooped states, indicating

that all are composed of multiple microstates. We have in fact recently shown using a more sophisticated

kinetic analysis of a subset of the data discussed in this work that the two looped states we observe are

indeed composed of multiple microstates [136], as has been long supposed to be the case [95, 98, 99, 131],

and which again is consistent with the characteristics of the lifetime distributions we obtain here.

Comparing looping rate constants for a loop flanked by identical operators to literature values.

For exponentially-distributed lifetimes, which characterize states whose exit rates are governed by a single

rate constant, the rate constant for transitioning out of that state is simply the inverse of the mean lifetime

of the state (see Sec. 3.2.1 above). As discussed in the previous section, we obtain exponentially distributed

lifetimes only for the unlooped state at or above 500 pM. But at least for the unlooped state of those

constructs that we have measured at high repressor concentration, we can compare the rate constants that

we obtain to those recently reported by Wong and coworkers and Rutkauskas and coworkers on similar

constructs, at the same salt concentrations that we use, and analyzed using half-amplitude threholding as

we have done here [92, 94].

Wong and coworkers found their 133 bp and 138 bp loops, flanked by two Oid operators, to have unlooping

rates (kαoff in the language of Fig. 3.6, where in this case operators A and B are identical so kαoff = kβoff )

of 0.003 to 0.006 per second, and looping rates (kαon) of 0.005 to 0.03 per second, in the presence of 5.4 nM

repressor. Rutkauskas and coworkers used a 285-bp loop flanked by two O1 operators, and found unlooping

rates from 0.023 to 0.046 per second. (As an aside, we note that the off-rate for O1 in the absence of loop

formation is 0.0047 per second as measured using nitrocellulose filter binding in 200 mM KCl [167], the same

conditions as here and in [92, 94]).

If we assume exponentially-distributed lifetimes for our O1-E894-O1 construct at 500 pM repressor (shown

in Fig. 3.20b and c above), we find a looping rate of roughly 0.005 per second, which is on the lower end

of the range of values Wong and coworkers found with the stronger Oid operator. If we were to assume

that the looped state is likewise also governed by only one rate constant (which is however unlikely, given

the results of Sec. 3.4.2 above), we would calculate kαoff ≈ 0.02 s−1, which is faster than that of Wong and

coworkers (which makes sense, given our weaker operator), and in good agreement with the values obtained

by Rutkauskas and coworkers. Thus we are confident that our application of the half-amplitude thresholding

method gives us reasonable values for approximate rate constants.

Approximate power-law-like scaling of lifetimes with J-factor as a function of flanking opera-

tors, and for the two states separately.

In the main text we show that both unlooped and looped state lifetimes have a power-law-like relationship

to looping J-factors. In Fig. 3.21a and b we show that this relationship holds when one of the flanking
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operators is changed (and the LacUV5 promoter sequence is added to the loop, because these sequences

were originally designed for complementary in vivo and in vitro studies, with the promoter and the choice

of operators being necessary for the in vivo work) [61, 107]. In Fig. 3.21a and b as well as in Fig. 3.3 in 3.1,

the data are fit to a generic power law, as described in Sec. 3.4.1, with fit parameters given in Table 3.1. In

Fig. 3.21c and d, we show the same data but fit to Eqs. 3.66 amd 3.67 in Sec. 3.2.3; these fit parameters are

given in the bottom half of Table 3.1 (called “U/L, global”).

Finally, in Fig. 3.22 we show the result of the lifetime analysis in which the middle and bottom looped

states are thresholded separately (see Sec. 3.4.1), for both sets of flanking operators, again fit to generic

power laws. Note that here we plot the middle looped state lifetimes against the looping J-factors of the

middle state, rather than the total looping J-factor of both looped states combined. As noted above, for most

constructs, especially the ones flanked by Oid and O2 (and containing the promoter), the bottom state has

such a low probability that Jloop,M and Jloop,tot are comparable. Note also that whether or not trajectories

are thresholded according to unlooped-looped or unlooped-middle-bottom does not change the lifetimes of

the unlooped state, as we would expect.

U/L a (sec/M) b (unitless) U/M/B a (sec/M) b (unitless)
UOid−O1 28(±6) × 10−4 −0.48 ± 0.03 UOid−O1 29(±7) × 10−4 −0.48 ± 0.03
UOid−O2 6(±2) × 10−4 −0.55 ± 0.02 UOid−O2 6(±2) × 10−4 −0.55 ± 0.02
LOid−O1 2.2(±0.4) × 105 0.35 ± 0.02 MOid−O1 2.3(±0.3) × 106 0.5 ± 0.1
LOid−O2 1.9(±0.4) × 105 0.385 ± 0.02 MOid−O2 2.9(±0.7) × 105 0.4 ± 0.1

U/L, CU,Oid−O1 CU,Oid−O2 CL,Oid−O1 CL,Oid−O2 m
global (sec/M) (sec/M) (sec/M) (sec/M) (unitless)

2.9(±0.2) × 10−4 3.4(±0.2) × 10−4 1.00(±0.08) × 106 4.6(±0.4) × 105 −0.422 ± 0.009

Table 3.1: Fit parameters for lifetimes as a function of J-factor. Two kinds of fits were performed on each
of four data sets (unlooped vs. looped state, and Oid-O1 vs Oid-O2 as flanking operators): individual fits of
each data set separately to a generic power law of the form 〈τ〉 = a × Jbloop, the parameters for which are
given in the top left half of the table (“U/L”); or a global fit to all four data sets simultaneously to Eqs. 3.66
and 3.67 in Sec. 3.2.3, in which the m parameters was forced to be the same for all four data sets, but with
the proportionality constants (here called C) allowed to be different for the looped vs. unlooped states and
the two pairs of flanking operators. Fit parameters for this global fit are given in the bottom half of the
table (“U/L, global”). In addition, we also performed fits to generic power laws for the analysis in which the
middle and bottom looped states were thresholded separately, with parameters given in the top right half of
the table (“U/M/B”). For most constructs the occurrence of the bottom state is too rare to allow a similar
analysis on the bottom state.
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Figure 3.21: Additional lifetimes data as a function of J-factor and flanking operators. Unlooped
state (a, c) and looped state (b, d) lifetimes as a function of J-factor and flanking operators. Closed circles
are the same as those shown in 3.1, and represent constructs flanked by the Oid and O1 operators; open
circles are constructs in which 36 bp of the loop have been replaced by the LacUV5 promoter sequence, and
the flanking operators are Oid and O2, O2 being about five times weaker than O1. Lines in a and b represent
fits to generic power laws, with fit parameters given in the top five rows of the three lefthand columns of
Table 3.1; lines in c and d represent a global fit of all four data sets (looped and unlooped states with two
combinations of operators) to Eqs. 3.66 amd 3.67 in Sec. 3.2.3, with fit parameters given in the bottom half
of Table 3.1.
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Figure 3.22: Lifetimes vs. J-factors as a function of flanking operators, when the two looped
states are considered separately. Here the lifetimes for the middle state are plotted versus the looping
J-factors for the middle state only, instead of the total looping J-factors used in the other plots here and in
3.1. Lines represent fits to generic power laws, with fit parameters given in the top five rows of the three
righthand columns in Table. 3.1.
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Figure 3.23: Unlooped (blue) lifetimes, looped (red) lifetimes, and looping J-factors (black) plotted as a
function of loop length, for the DNA sequences a, CG, b, 5S, c, E8, d, TA.
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3.5 Additional Discussions

3.5.1 The Cycling Time: Implications for Adaptation?

10
-12

10
- 11

10
- 10

10
- 9

10
- 8

0

100

200

300

400

500

600

700

800

900

Looping   J-factor (M)

C
y
c
li
n
g
 T

im
e
 (

s
e
c
)

10
-12

10
- 10

10
- 8

0

200

400

600

800

1000

1200

C
y
c
li
n
g
 T

im
e
 (

s
e
c
)

 

 

E8

TA

dA

5S

CG

Oid-E894-O1

O1-E894-O1

O2-E894-O1 

Oid-E8107-O1 

)A( )B(

Repressor Concentration (M)

Figure 3.24: Cycling times (defined as the sum of averaged looped and unlooped dwell times) at various
repressor concentrations and looping J-factors. (A) Cycling time as a function of repressor concentration.
(B) Cycling time as a function looping J-factor. Open circles: with promoter constructs. Closed circles: no
promoter constructs. The cycling time in our lacI mediated looping system changes for about 2-3 fold over
two orders of magnitude of repressor concentration or looping J-factor.

We discuss the possible biological implication of the looping kinetics in this section. We define the cycling

time TC as < τlooped > + < τunlooped >. This is the value representing how fast the system completes a

looped-unlooped cycle and back to the looped state or vice versa. As pointed out in [100], it has a biological

significance that it sets a limit for how fast the system could respond to environmental changes. [100] used λ

immunity region and high λ repressor concentration resulting in non-specific binding. The cycling rate they

got was nearly a constant in the one order of magnitude of repressor concentration (10−8M to 10−7M) they

investigated, implying the system maintains fast response in this repressor concentration change. We plot

the cycling time from our lac repressor system as follows.

Our results show that in our system, there is a range of conditions where the cycling time stays essentially

constant within one order of magnitude (10−11M to 10−10M repressor concentration in Figure 3.24(A) and

10−10M to 10−9M looping J factor range in Figure 3.24(B)). Our data covers a bigger range of conditions

and reveals that the cycling time varies about 2 to 3 fold. The 2 to 3 fold change across the two orders of

magnitude change in our conditions is still a pretty small variation. Our data supports the idea of an almost

conserved cycling time, in a different looping system and without the nonspecific binding mechanism, still

potentially serves to preserve the response time scale to environmental signals. It is interesting to note that

the typical cycling time in our lacI looping system is 200 seconds at around 10−11M to 10−10M repressor

concentration, while [100] reported typically 5 seconds cycling time for the λ repressor looping system at

repressor concentration about 10−8M to 10−7M . The lacI system is an endogenous sensor and switch for
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nutrition in E. coli, while the λ repressor system is what a prophage in E. coli uses to make decision for

lysogenic or lytic fate. Cycling times for both of the systems are short compared to the typical doubling time

for E. coli, 1800 seconds, depending on the media, yet the viral decision making is almost 40-fold faster than

the endogenous switch. The system-specific cycling time should be useful in considering biological circuit

building blocks and may shed light on the optimization process during evolution.
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3.5.2 A Toy Model for the Transition State

Consider a polymer of length L. The looping reaction coordinate has two degrees of freedom, r, the polymer

end-to-end distance, and φ, the relative angle of the binding heads. From unlooped state to looped state, φ

goes from ∆, the initial phasing given by where the two binding sites are along the DNA helix, to 0, when

the mismatch is compensated. ∆ = 2π mod ( L
Lhelix

−∆0). The twist the polymer experiences is (∆ − φ).

Similarly from unlooped state to looped state, r goes from L, the polymer length, to 0. Because we are

dealing with DNA loops shorter than one persistence length, so the end-to-end distance of the unlooped state

is very close to L. Entropy plays a minor role in this case. This allows us to assume the polymer relaxation

time scale is much shorter than the looping and unlooping times and the polymer is at thermal equilibrium

anywhere along the free energy landscape.

Consider the binding energy has both r and φ dependence, so that

βEbind =
−2ε0

1 + e
r
δ

+
−2ε

′

0

1 + e
φ

δ
′
. (3.103)

At r = 0, φ = 0, βEbind = −ε0 − ε
′

0 should be about −15 to −20 kT .

The elastic energy consist of bending, twisting, and twist-bend coupling is written as

βEelastic =
Lp
2L
θ(r)2 +

Lt
2L

(∆− φ)2 +
G

L
θ(r)(∆− φ). (3.104)

The parameters Lp, Lp=t and G are the bending persistence length, twist persistence length, and twist-bend

coupling constant. For DNA at physiological condition they are about 50, 25 and 25 nm, respectively. θ(r)

is the inverse of the polymer bending curvature and

r = L
sin θ

2
θ
2

. (3.105)

When r goes from L to 0, θ goes from 0 to 2π.

The total reaction energy landscape is thus

βE = βEbind + βEelastic =
−2ε0

1 + e
r
δ

+
−2ε

′

0

1 + e
φ

δ
′

+
Lp
2L
θ(r)2 +

Lt
2L

(∆− φ)2 +
G

L
θ(r)(∆− φ). (3.106)

The energy of the unlooped state is (when there is no elastic energy)

βE1 = βE(r = L, φ = ∆) = βEbind(r = L, φ = ∆) + 0→ 0. (3.107)
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The energy of the looped state is

βE2 = βE(r = 0, φ = 0) = −ε0 − ε
′

0 +
Lp
2L

(2π)2 +
Lt
2L

(∆)2 +
G

L
(2π)∆. (3.108)

The looping free energy is

βEloop = βE2 − βE1 − (−ε0 − ε
′

0) =
Lp
2L

(2π)2 +
Lt
2L

(∆)2 +
G

L
(2π)∆. (3.109)

We define the transition state as the maximum of the energy landscape. To get the maximum of the

landscape, we take partial derivative of βE with respect to r and φ,

∂βE

∂r
=

2ε0
δ

(1 + er/δ)−2er/δ + 0 +
Lp
L
θ
∂θ

∂r
+ 0 +

G

L
(∆− φ)

∂θ

∂r
. (3.110)

Since
∂θ

∂r
=

θ

L cos (θ/2)− r
, (3.111)

∂βE

∂r
=

2ε0
δ

er/δ

(1 + er/δ)2
+ [

Lp
L
θ +

G

L
(∆− φ)]

θ

L cos (θ/2)− r
. (3.112)

Similarly,
∂βE

∂φ
= 0 +

2ε
′

0

δ′
(1 + eφ/δ

′

)−2eφ/δ
′

+ 0− Lt
L

(∆− φ)− G

L
θ. (3.113)

We can use

∂βE

∂r
(r?, φ?) = 0 =

2ε0
δ

1

(e−r?/2δ + er?/2δ)2
+ [

Lp
L
θ? +

G

L
(∆− φ?)] θ?

L cos (θ?/2)− r?
(3.114)

and
∂βE

∂φ
(r?, φ?) = 0 =

2ε
′

0

δ′
1

(e−φ?/2δ
′

+ eφ?/2δ
′
)2
− Lt
L

(∆− φ?)− G

L
θ? (3.115)

to solve for r? and φ?. The notation r? = L
sin θ?

2
θ?

2

. Note that if either G = 0 or ε
′

0 = 0 (meaning no

twist-bend coupling or relative angle of binding heads doesn’t affect binding), ∆ would not be able to

control both r? and φ?.

The transition state energy is

βE? = βE(r = r?, φ = φ?) =
−2ε0

1 + e
r?

δ

+
−2ε

′

0

1 + e
φ?

δ
′

+
Lp
2L
θ(r?)2 +

Lt
2L

(∆− φ?)2 +
G

L
θ(r?)(∆− φ?). (3.116)
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At given ε0, ε
′

0, δ, δ
′
, Lp, Lt, G, and approximately small range of L, changing ∆ (changing phasing) controls

both r? and φ?. Hence βE? should be determined by ∆.

The scaling exponent n would be

n =
E? − E1

Eloop
→ E?

Eloop
=

−2ε0

1+e
r?
δ

+
−2ε
′
0

1+e
φ?

δ
′

+
Lp
2Lθ(r

?)2 + Lt
2L (∆− φ?)2 + G

L θ(r
?)(∆− φ?)

Lp
2L (2π)2 + Lt

2L (∆)2 + G
L (2π)∆

. (3.117)

We hope to prove that for a set of given ε0, ε
′

0, δ, δ
′
, Lp, Lt, G and L, n is approximately constant when

changing ∆. We are also interested to know what n would be at a different polymer length L.
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3.5.3 Could we obtain the waiting time distribution from solving the master

equations?

Here we discuss possible future directions for solving the dwell time distribution for composite states. [168]

looked at the single molecule enzymatic reaction and the turnover time. The turnover time was obtained

by solving the p(t) of the species from the master equation, given the initial condition is known (only pure

substrate in the beginning). Following that idea, we could do the following: Assume the system is at

thermal equilibrium. At any given moment we could call t = 0, and start to measure the waiting times

from individual molecules. The waiting time distribution of the unlooped state from the measurement is

funlooped(t) (normalized). So on average, the probability that a transition is observed from unlooped to

looped state occurs between t and t + dt is funlooped(t)dt, but this is the exactly same as the probability

increase or decrease of ploop, which is dploop. On the other hand, the probability change of ploop is governed

by the master equation, so

funlooped(t)dt = dploop. (3.118)

funlooped(t) =
dploop
dt

= −kβoffploop + kβonpA−bound − kαoffploop + kαonpB−bound. (3.119)

In principle, we could solve the time evolution of
dploop
dt from the coupled set of master equations, since they

are linear. To do so, we note that although we can not distinguish the various unlooped states, we do know

that the system must be always at either A − bound or B − bound during the transition from looped to

unlooped state or vice versa. So we could use the initial condition that pA−bound = 1 or pB−bound = 1 while

all other p is 0 (Since we are observing single molecules and watch the time evolution of the probabilities,

these p’s are not the same as the statistical weights, so this doesn’t violate the assumption that the system is

at thermal equilibrium.) to solve the master equations, and obtain two solutions: fAunlooped(t) and fBunlooped(t)

(normalized). Observing the system for a long enough time, we would see a mixture of both populations

of dwell times. On the other hand, we know that the system is at thermal equilibrium, so the likelihood of

the initial conditions pA−bound = 1 and pB−bound = 1 to occur is the statistical weights wA−bound = [R]
KA

and

wB−bound = [R]
KB

, respectively. The observed unlooped dwell time distribution should then be

funlooped(t) =
wA−bound

wA−bound + wB−bound
fAunlooped(t) +

wB−bound
wA−bound + wB−bound

fBunlooped(t). (3.120)
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Chapter 4

Bacteriophage Infection Dynamics

This project is a collaboration with David Van Valen, David Wu, Timur Zhiyentayev, Long Cai, and Willem

Kegel.

A version of this paper originally appeared in: “A Single-Molecule Hershey-Chase Experiment. Van Valen

D, Wu D, Chen YJ, Tuson H, Wiggins P, Phillips R, 2012 Curr Biol 22:133943”, and “Effects of host-cell

environment on bacteriophage DNA injection. Kegel W, Chen YJ, Wu D, Gelbart W, Phillips R, 2015 in

preparation”.

Viruses are ubiquitous in all the domains of life. One of the signature events of viral infections is the

arrival of the viral genetic material within the host. As shown by Hershey and Chase more than half a

century ago, many bacterial viruses carry out their infection process through a process of DNA translocation

across the host cell membrane. However, since Hershey and Chase used bacterial viruses to definitively

establish DNA as the molecular carrier of genetic information in 1952, the precise mechanisms of phage

DNA translocation still remains a mystery. While bulk measurements have set a time scale for in vivo DNA

translocation during bacteriophage infection, measurements of DNA ejection by single bacteriophages have

only been made in vitro.

The advent of single-molecule biophysics resulted in a resurgence of interest in the life cycles of bacterial

viruses, earlier central players in the development of molecular biology [169–171] and now providing a pow-

erful testbed for quantitative analysis in biology [18, 172–176]. Much information has been gathered recently

about the structure of both individual viral proteins and assembled viruses [20, 177]. These structural efforts

are complemented by a variety of experiments that have elucidated the biophysics of binding of viruses to

their host receptors [178–180], the mechanism of genome delivery [25, 181–185], and the mechanics of DNA

packaging during viral assembly [18, 172, 173]. In addition, the long-standing interest in the developmental

decision between lysis or lysogeny [186] has also been explored at the single-cell level [174–176].

One of the most exciting developments in this field in recent years has been the use of optical trapping

to monitor the force build up during the packaging of viral DNA [18, 172, 173]. These seminal experiments

watched individual viruses as their genomes were being packaged by the portal motor and measured the
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force that builds up as a function of the amount of DNA that has been packed into the capsid. The insights

resulting from these measurements led to an explosion of subsequent models and related experiments that

have led to a largely self-consistent picture of the free energy cost to tightly compact the viral genome to a

volume fraction of roughly 0.5 [21, 187–189].

Despite these advances in the study of genome mechanics in bacterial viruses, controversy surrounds

the nature of the mechanisms responsible for driving DNA translocation from the viral capsid across the

membrane into the cytoplasm [181]. Specifically, whether or not the energy stored in the compacted viral

DNA plays an active role in the DNA translocation process in vivo is in dispute: one of the hypotheses that

has been advanced as a result of the optical trapping packaging studies is that the stored free energy of

packing is used as the driving force for ejection of the viral genome [18, 172, 173], a hypothesis supported

by several different experimental approaches to the in vitro ejection problem [23, 182, 183, 190–195].

However, a pressure-driven mechanism alone is insufficient to account for the entire DNA translocation

process. This is known as the in vivo pressure conundrum. Simply stated, it is thought that the turgor

pressure [196, 197] of the bacterial cell exerts a force on the incoming viral DNA. Once some fraction of the

viral genome has been delivered, the driving force — solely derived from DNA compaction — is reduced and

at some point is no longer sufficient to deliver the remaining DNA into the cell [198]. The driving force is

thought to equalize with the cell pressure at around 50 percent of genome ejection [23, 199]. Similarly, the

question of whether energy-consuming reactions must take place to chaperone the lambda DNA across the

cell membrane in living cells has not been answered either, as was shown to be the case in T7 and phi29

[26, 184]; although lambda phage can invade energy-depleted cells, the velocity of ejection is unknown in

this case [200]. T5 requires protein synthesis of phage proteins for infection but does not require metabolic

energy, per se, for genome delivery [201, 202]. However, the bulk measurement of ejection dynamics does

not account for non-synchronous ejection events, cell-to-cell variability in ejection dynamics, and have poor

time resolution.

Several models have been proposed to explain how the remaining viral DNA is delivered; these models

include active transport by motors, hydrodynamic drag, as well as stochastic mechanisms such as Brownian

ratchets and Langmuir forces [22, 185, 187, 198, 203]. All of these models are intriguing and have been the

subject of theoretical inquiry, but it is clear that determining which model best reflects the ejection process

for phage lambda requires a new generation of experiments with single cell and single phage resolution in

order to quantify the in vivo ejection process and provide precise facts concerning the mean rate of ejection

and its variability as a function of key tunable parameters such as the viral genome length. The absence of

such data makes further definitive modeling efforts difficult and the goal of the present work is to provide

such data.



107

4.1 Dynamics and Force Measurements for in vivo Ejection

4.1.1 Real-time in vivo Ejection Assay

Building on the established in vitro DNA ejection assay

Our objective is to quantitatively image the DNA translocation process in vivo and to measure the ejec-

tion process in real time at the single cell level with the aim of obtaining experimental data capable of

discriminating between the models proposed by the literature.

We first review the in vitro phage ejection protocol, which will serve as the basis of the corresponding

experimental framework in vivo. The in vitro phage DNA ejection experiment, first developed by Mangenot

et al. and later adapted to use with phage lambda [24, 191, 193], is as follows: Microscope coverslips

were cleaned by sonication in 1M KOH for 10 minutes followed by sonication in water for 10 minutes and

dried on a hot plate. Glass slides were drilled using a diamond covered drill bit and 5 inches of tubing

was attached to the glass slide using epoxy. The flow chamber was assembled using laser cut double-sided

adhesive tape. A solution of 108 - 1011 pfu/ml lambda phage was incubated in the assembled flow chambers

for 10 minutes. Once focused, the chamber was washed with 200 µL of buffer + 1% oPOE. Buffers were

either SM buffer for the SYTOX Orange measurement or 10 mM Tris, pH7.5, 2.5 mM MgSO4. The solution

to induce ejection consisted of buffer, 1% oPOE, 1% glucose oxidase/catalase, 1% LamB, 0.5% glucose, 1%

betamercaptoethanol, and either 10−6 diluted SYBR gold or 500 nM SYTOX Orange. Calibration of lengths

and data analysis was performed as in [193].

The concept of the experiment is in direct analogy to the Hershey-Chase experiment [204], where it

was first directly shown that phage DNA is transferred directly into bacterial host and that DNA is the

molecule of genetic inheritance. In the work described here, we adapt a similar strategy (see Figure 4.1a, b)

to that exploited in the Hershey-Chase experiment, but with DNA labeled with fluorescent dyes as opposed

to radioactive phosphorus to track the viral genome during an infection. By looking at this problem from

a single molecule perspective, we are able to observe the cell-to-cell variability in the translocation process

with high temporal resolution and gain insight into the mechanism of in vivo DNA ejection.

A schematic of our experimental design is shown in Figure 4.1a. To visualize DNA translocation, we use

a fluorescent marker to stain the viral DNA while it still remains in the capsid [205]. The stained phages are

then bound to a bacterial cell and then imaged with fluorescence microscopy over a sufficiently long time to

monitor the infection process. The signature of an ejection event is a loss of fluorescence in the virus and a

concomitant increase in the fluorescence within the bacterial cell (4.1b). The phage infection process is not

compromised by fluorescent dyes. First, phages stained with cyanine dyes have previously been observed

to infect cells [206]. Second, studies characterizing the interaction of cyanine dyes with DNA inside the

phage capsid have demonstrated that for some dyes, stained phages remain intact [205]. Cyanine dyes have

also been used to study the kinetics of viruses in living eukaryotic cells, demonstrating that some dyes have

limited cytotoxicity [207]. To identify a suitable dye, we screened a number of candidate dyes for their ability
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to (i) penetrate the phage capsid, (ii) maintain phage stability and infectivity while stained, (iii) preserve in

vitro ejection kinetics while stained, (iv) not cross the membrane of living cells, and (v) be sufficiently bright

for quantitative analysis. Our screen identified SYTOX Orange as a dye with all of these properties.

phage capsid

cell interior 

t

flu
o

re
sc

en
ce

 in
te

n
si

ty

A B

Figure 4.1: A schematic for monitoring DNA translocation with pre-ejection labeling. (a) The
DNA is stained while still in the capsid. During ejection, the phage DNA carries its complement of cyanine
dye with it, transferring fluorescence intensity from the capsid to the cellular interior. Eventually, the dye
falls off the phage DNA and rebinds to the bacterium’s genome. (b) The timing of ejection is determined by
measuring the loss of fluorescence intensity from the capsid and the concomitant increase in intensity in the
cellular interior.
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Developing an in vivo version of ejection assay

The final experimental procedure for imaging DNA ejection in vivo is summarized as follows:

Glass coverslips were cleaned by sonication for 30 minutes in 1 M KOH followed by sonication in 100%

ethanol with copious rinsing with purified water in between, and then dried on a hot plate. The coverslips

were then briefly (5 seconds) immersed in a fresh solution of 1% polyethyleneimine, transferred into purified

water, and finally dried with a stream of air. A microscope slide, double-sided tape, and the treated coverslip

were then assembled into a flow chamber.

E. coli strain LE392 was grown up overnight in LB media at 37 oC. The saturated culture was then

diluted 1:100 in M9 maltose-sup and grown for 3 hours at 37 oC until the culture reached OD600 ∼ 0.3.

Debris and cellular contaminants were removed from the plate lysate by centrifuging the lysate for 5 minutes

at 13,000 g. The supernatant was recovered and then stained with SYTOX Orange at a final concentration

of 500 nM for 3 hours at room temperature. Prior to binding stained phages to E. coli, free dye was removed

by diluting 100 µL of the phage suspension and then centrifuging the sample across a 100 KDa filter 4 times.

Each round of centrifugation led to a 40-fold dilution of dye, reducing the final free concentration of dye to

less than 200 pM. After the final round, the phages were brought up to the original volume of 100 µL with

M9sup. Phages were then bound to cells either by mixing ∼ 50 µL of cells with phage at a multiplicity of

infection (MOI) of ∼1 for 30 minute on ice. The cells were then flowed into the flow chamber and allowed

to adhere to the surface for 2 minutes on an ice block. This method allows us to achieve desired MOI, as

shown in Figure 4.2. Bulk measurements of phage binding and infection kinetics show that the initiation of

phage ejection is slowed down considerably within this time period in this condition [176, 180, 208].

After the infected cells adhered to the flow chamber, the flow chamber was washed with 200 µL of M9sup

with 1% GODCAT mixture, and 0.5% glucose . The chamber was then sealed with valap and imaged on

a Nikon Ti-E Perfect Focus microscope. Samples were illuminated with mercury lamp excitation passed

through a TRITC filter set. An environmental chamber was used to keep the sample at 37 oC. Snapshots

of both the phase and fluorescence channels were taken either 1 or 4 times a minute, with a fluorescence

excitation time of 500 ms or 300 ms, respectively. Images were collected using either a Hamamatsu C8484

camera, a Photometrics CoolSNAP ES2 camera, or an Andor iXON EMCCD camera. We observed better

conservation of fluorescence between the phage and the cell with the Hamamatsu and Photometrics cameras

as opposed to the Andor camera. The EM gain of the Andor camera allowed for shorter exposure times and

higher time resolution.

Finally, for the image analysis, cells of interest were manually identified in each movie and cropped from

the field of view using ImageJ. The phase images for each cell were segmented using custom image analysis

software created with MATLAB. Briefly, the phase images from each time point in the movie were registered

with the first frame by cross-correlation; this registration was then applied to all fluorescence channels,

removing spatial drift from the data set. Next, the registered phase images were all added together; this step

greatly reduces difficulty of segmentation. Lastly, thresholding and minor morphological operations were
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MOI=0.5 

MOI=5 

MOI=1 

(a)	
   (b)	
  

(c)	
  

Figure 4.2: Microscopy images of bacterial cells with attached phage Lambda particles (stained
with SYTOX Orange and pseudo-colored in red) shows control of the multiplicity of infection (MOI). (a),
MOI= 0.5. (b), MOI=1. (c), MOI=5.

used to create a mask of the cell from the combined image. Cells were occasionally segmented manually

when quality phase images were not available. Phage masks were created from the fluorescence channel by

a similar process. Quantities of interest, including background levels, and fluorescence intensities inside the

cell and phage in each frame were extracted for further analysis.
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Figure 4.3: Dynamics of DNA ejection. (a) Viruses attached to the cell surface in this fluorescence image
merged with its brightfield counterpart. (b) Segmentation masks of the cell (white), the phage which ejects
its DNA (green), and the phages that do not eject their DNA (red). (c) Time sequence of the fluorescence
in the cell. The edge of the cell is outlined for reference. (d) Fluorescence intensity as a function of time.
The intensity of the phage segmented region and the cell segmented region are each plotted separately. Note
that in this ejection there appear to be steps and pauses. The scale bar in (a) and (c) is 2 microns.
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Validating the experimental protocol: Potential issues with SYTOX Orange

We first show that SYTOX Orange does not alter the ejection process in vitro or in vivo. The first set of

control experiments was aimed at examining how SYTOX Orange affects the infectivity of the phage. We

first verified that SYTOX Orange could penetrate the phage capsid and stain phage DNA. This was done

by simultaneously staining phage with SYTOX Orange and DAPI, a dye that readily penetrates the phage

capsid [176, 209]. The results of this experiment are shown in Figure S1; the spatial co-localization of signal

from both fluorescent dyes demonstrates that SYTOX Orange penetrates the phage capsid.

One important question concerning the presence of the SYTOX Orange dye is the extent to which

it perturbs the dynamics of viral DNA ejection. This is an important control because whereas SYTOX

Orange stains inside the capsid, other dyes allow visualization of DNA ejection but do not permit intra-

capsid staining [193]. To explore this question, we used SYTOX Orange stained phages as the basis of an

in vitro single-molecule experiment that has been developed for phages T5 and lambda [24, 191–193]. In

these experiments, phages are adhered to the bottom of a flow chamber and coerced by a trigger protein

to eject their genomes into free solution. Fluorescent DNA staining dyes enable the DNA to be visualized

and a flow allows the length of the ejecting DNA to be measured; see the Materials and Methods for more

details. Montages of characteristic ejections are shown in Figures 4.4a and 4.4b. We performed an in vitro

single-molecule ejection assay using phages whose genomes were already stained with SYTOX Orange; these

phages were ejected into a solution containing SYTOX Orange to ensure enough dye molecules were bound

to enable visualization. The results of this experiment were compared to an experiment where phages were

ejected into a solution containing SYBR Gold. The primary difference between the two measurements is

that dye was present inside the capsid prior to ejection in the SYTOX Orange experiment whereas dye was

only bound to the ejecting DNA in the SYBR Gold experiment [193]. The ejection trajectories for both sets

of experiments were queried to find the average velocity of the ejecting DNA as a function of the amount of

DNA remaining inside the capsid. This quantity is shown in Figure 4.4c. While there are some measurable

differences between the two experiments (which are likely due to ionic differences between the two buffers),

the key features of the dynamics are preserved. From this measurement, we conclude that the presence of

dye inside the capsid during the ejection process likely has little impact on the dynamics.

We next examined the extent to which these dye molecules alter the macroscopic titers of infectious

phage. In the bulk titer assay, phages are spread on a bacterial lawn and the viral plaques are counted as a

way of measuring the number of viable phages in a given volume of solution. For this control experiment,

we wanted to make sure that SYTOX Orange stained phages permit the life cycle of lytic phage and their

host bacteria to continue. For this experiment, a sample of our phage λcI60 was stained with 5 µM of

dye and then subjected to the appropriate dialysis. An unstained sample was also subjected to dialysis for

comparison. The unstained phage had a titer of 5× 1010 while the stained phage had a titer of 3.9× 1010, a

drop of 20%. These results demonstrate that the presence of dye inside the capsid does not have a significant

effect on the infectivity of lambda phage in bulk.
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As a second control for infectivity, we imaged the lytic cycle of SYTOX Orange stained phages at the

single cell level. Briefly, phages were stained with SYTOX Orange and unbound dye was removed by dialysis.

The stained phages were then bound to cells, placed on an agar pad, and imaged. A single image was taken

in fluorescence and the cells were subsequently followed with bright-field microscopy. Only one fluorescence

image was taken to mitigate any possible photo-damage from the excitation of SYTOX Orange, as an oxygen

scavenging system was not present. A montage of a characteristic cell is shown in Figure 4.4d. As seen in

Figure 4.4d, cells with fluorescence were seen to lyse. We assume that fluorescence inside a cell signifies that

the cell had previously been infected by phage. We demonstrate later that this must be the case by showing

that SYTOX Orange does not cross intact bacterial membranes. All of the fluorescent cells that we observed

went on to lyse (n=23). Cells with bound phages were also observed; of these, 80% went on to lyse (n=18).

This measurement in conjunction with the bulk titering measurement demonstrates that SYTOX Orange

does not interfere with the lytic pathway in any substantial way.
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Figure 4.4: Key controls for the single-molecule in vivo DNA ejection experiment. (a,b) Data for
the single-molecule in vitro DNA ejection experiment. An in vitro ejection experiment was performed on
unstained phages (a) and pre-stained phages (b) to determine whether the presence of dye inside the capsid
has any effect on the ejection dynamics. SYBR Gold was used in the experiment shown in (a) and SYTOX
Orange was used in the experiment shown in (b). A MATLAB script was used to segment the DNA; the
pixels identified as DNA are outlined. (c) Velocity vs DNA in the capsid for the single-molecule in vitro
DNA ejection experiment. The presence of dye inside the capsid does not change the underlying dynamics of
the ejection process. The difference between the two conditions can be attributed to subtle ionic differences
in the buffers for the two experiments. (d) A montage demonstrating that cells that have been infected with
stained phage will lyse. Scale bar: 4.8 microns. (e) No phage control. The fluorescence of 89 cells with no
phage attached were monitored over the course of a data set. The red line indicates the average change in
fluorescence of phages that ejected within the data set. No increase in fluorescence is seen, demonstrating
that SYTOX Orange does not cross the membranes of living cells.



115

Validating the experimental protocol: Photobleaching or Cross-talk issues

We confirm that SYTOX Orange has low membrane permeability and suitable photobleaching properties.

One concern about the presence of nucleic acid dyes is the spurious increase in fluorescence of cells in the

absence of phage attachment. In particular, the concomitant presence of dyes and fluorescence excitation is

known, in some cases, to degrade the cell membranes via oxygen radicals and hydrogen peroxide generation.

This results in cell death, which could cause an increase in intracellular fluorescence as dye leaks into the cells

and binds to the nucleoid[210]. In such a scenario, spurious fluorescence would result in confounding effects

which would interfere with our ability to identify and monitor putative ejection events. To mitigate the effects

of oxidative damage during our high frame rate acquisitions (1-4 frames per minute), we used the GODCAT

system (1% glucose oxidase-catalase mixture, 1%βME, and 0.5% glucose) to prevent the formation of oxygen

free radicals. Glucose oxidase is also known to be protective to E. coli in the presence of oxygen radicals

[210]. We also note that the GODCAT system is also known to mitigate photobleaching of fluorescent dyes,

another important reason for its use. To investigate whether spurious increases in fluorescence occur, we

examined phage-free cells in one of our in vivo ejection data sets. We segmented images in this data set for

every cell without bound phage and then monitored the internal fluorescence of those cells over time. As

can be seen in Figure 4.4e, there is no evidence from any of the 89 cells examined that there is an increase in

fluorescence in the absence of phages. From this analysis, we conclude that spurious increases in fluorescence,

if they do occur, are very rare events. Thus, when we do see an increase in fluorescence, we conclude the

result must have been from phage ejecting its DNA into the cell interior.

Two other issues that might affect the quantitative interpretation of our in vivo ejection measurement

are photobleaching and dye leak through the capsid: issues known to be concerns for fluorescent dyes.

Photobleaching and dye leakage were quantitatively characterized by time-lapse imaging of stained phages

bound to coverslips and analysis of non-infecting phages bound to cells. We assume in these cases that

all loss of fluorescence is due to a combination of photobleaching and dye leakage. These measurements

(shown in Figure S2-S5 and discussed in more detail in the Supplemental Information) show that these

effects cannot account for the decrease in intensity observed in the trajectories shown (Figs. 4.3d, 4.15, and

S6-S20). Furthermore, the infecting viruses show a rapid decay in fluorescence while the cellular cytoplasm

shows a concomitant rise of fluorescence. This observation is consistent with the delivery of dye-bound DNA

to the cell. The key result of these various controls is that the presence of SYTOX Orange in our phages does

not materially alter the underlying dynamics of the viruses. More precisely, these experiments demonstrate

that the cases where we see a simultaneous reduction in the fluorescence intensity within a phage and a

corresponding increase in the fluorescence intensity of the bacterial host are actual infection events.

In order to properly characterize the ejection events, photobleaching and viral DNA ejection must be

distinguishable. To explore the relative time scales of putative ejection events and photobleaching, we

measured the rate of photobleaching and demonstrated that the time scales of ejection and photobleaching

are well separated, as shown in Figure 4.5. Phages were prepared with SYTOX Orange as described in
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the Materials and Methods. Briefly, λcI60 lysate was first centrifuged for 5 minutes at 13,000 g and the

supernatant was stained with 500 nM SYTOX Orange for 3 hours. Free dye was then removed by 4 rounds

of spin filtering through a 100 kDa cutoff Amicon filter at a 1:40 ratio of sample:buffer. A dilution of

phage containing ∼ 109 pfu/ml was then flowed onto an observation chamber and incubated for 2 minutes.

The chamber was then washed with a solution of M9 medium supplemented with 1% GODCAT, 1% beta-

mercaptoethanol, and 0.5% glucose. The sample was illuminated with mercury lamp excitation passed

through a TRITC filter set; images were taken every minute with 500 ms exposure for 30 minutes, precisely

the same conditions used in the in vivo experiment. The fluorescence images were processed using a custom

MATLAB script.

This data (Figure 4.5) demonstrates that while significant photobleaching does occur over the course of

30 minutes, ejections, as shown in Figures 4.4 and 4.3 , range from 1 minute to 20 minutes. Thus for the

typical ejection time scale of 15 minutes, photobleaching can account for at most a 30% loss of signal. On

the other hand, the fluorescence losses seen for the putative ejection events were much more stereotyped

and typically faster than the monotonic decreases seen to result from explicit photobleaching. This lends

credence to our use of the rapid decrease in phage signal as a marker for putative in vivo ejection events.
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Figure 4.5: Photobleaching in SYTOX Orange stained bacteriophage. The trajectories of the total
fluorescence above background for 36 phages are shown. The time scale for photobleaching is 30 minutes,
and all the trajectories are monotonically decreasing.

A second way to explore the same question was to observe the cells in which several phages were bound.

For those cases in which only one of the bound phages underwent a putative ejection event, by simultaneously

monitoring the level of fluorescence in the other, non-ejecting phage, we could directly compare an ejecting

and non-ejecting phage, both subject to photobleaching. Examples of these events are shown in Figure 4.6.

This data is consistent with Figure 4.5 and demonstrates that the loss in fluorescence in ejecting phages
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occurs on a faster time scale than photobleaching and dye loss. The green lines were determined to be

ejecting phages, because their fluorescence decrease mirrors the increase in fluorescence inside the cell, and

is much faster than photobleaching (Figure 4.5). The red lines, therefore, represent the fluorescence of non-

ejecting phages. As can be seen, the time scale of photobleaching is much longer than that of ejection, which

allows us to distinguish ejection from photobleaching.
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Figure 4.6: Photobleaching in SYTOX Orange stained bacteriophage bound to cells. Several
cells had multiple stained phages that were bound simultaneously. Some of these phages did not display a
significant decrease in fluorescence, indicating that they did not infect the cell. Here we plot the decrease in
fluorescence in an infecting phage and a non-infecting phage in five different cells (a–e). The total fluorescence
above background for each phage was determined using segmentation masks. These values are normalized
by the maximum observed fluorescence in each phage to allow for side-by-side comparison of the drop in
fluorescence levels. Photobleaching occurs on a much longer time scale than ejections.
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Validating the experimental protocol: Accurate dynamics

We wanted to ensure that the phage DNA was indeed being labeled by SYTOX Orange. Though earlier

work has shown the binding properties of similar dyes, it is still of interest to make comparisons in the case of

phage lambda [205]. We compared the SYTOX Orange stain with DAPI, which is known to be a quantitative

indicator of DNA mass in phages [209]. As shown in Figure 4.7a, colocalization of the DAPI stain and the

YFP labeled capsid proteins demonstrates that the nucleic acid of each such virus can be identified with

DAPI. We then show in Figure 4.7b simultaneous staining and co-localization of the viral DNA with both

DAPI and STYOX Orange, confirming that SYTOX Orange is both a sensitive and specific indicator for

the presence of phage lambda.

DAPI

SYTOX Orange

TRITCDAPI

Figure 4.7: Simultaneous staining of phage λcI60 with SYTOX Orange and DAPI. Here, we verify
that SYTOX Orange will penetrate the capsid and stain phage DNA. Phages were stained with a 0.5 µg/ml
concentration of DAPI and 500 nM SYTOX Orange, then flowed into an observation chamber. It has been
previously established that DAPI will readily penetrate the phage capsid and stain phage DNA [176, 209].
We observe perfect co-localization of the DAPI and SYTOX Orange signals, demonstrating that SYTOX
Orange will enter the phage capsid stain the phage DNA. The presence of fluorescent puncta also provides
evidence that SYTOX Orange will not adversely affect phage stability (in contrast to other dyes like SYBR
Gold) [193]. The scale bar is 2 microns.

We then confirmed that SYTOX Orange unbinds from naked DNA on the timescale of seconds. As

indicated schematically in Figure 1 in the main text, the loss in fluorescence from the virus should be

accompanied by a concomitant increase in the fluorescence of the cell itself. This claim is predicated upon

the idea that the fluorescent dye labels rapidly detach from the viral genome once they have left the confines

of the viral capsid. This expectation is supported by earlier experiments which measured the kinetics of

these dye molecules both for naked DNA and DNA within capsids [205]. These experiments demonstrate

that for DNA within the capsid, the time scale of dye kinetics is of order hours while the dynamics of

binding and unbinding of dyes on naked DNA takes seconds [211]. We confirmed this by performing our in

vitro ejection assay on prestained phages, where they release their genome into a solution that has no free

dye molecules. In this case, what is seen is a steady decrease in the fluorescence intensity of the viruses

themselves, the signature of DNA exiting from the capsid, but no stretched DNA characteristic of the usual
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in vitro assay because as soon as the DNA leaves the capsid, the dye falls off of the DNA, as shown in

Figure 4.8. Furthermore, the kinetics of fluorescence loss in the phages matches the kinetics of in vitro

ejection [24].

We also performed an in vitro ejection experiment with SYTOX Orange instead of SYBR gold following

the method in [193], but exchanged buffer with dye to buffer without dye after completing DNA ejection;

as is shown in Figure 4.9, the fluorescence signal drops by 70% within 7 seconds. From [211], the koff for

SYTOX Orange is 0.58 s−1, and they achieve a 38% reduction in staining with a 100-fold dilution of 500

nM SYTOX Orange within a few seconds. In our view, these experiments support the interpretation of the

in vivo ejection assay that when the viral genome enters the cell, the bound dyes fall off and they can then

bind onto the much larger host cell genome, allowing us to visualize intracellular fluorescence.
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Figure 4.8: Single-molecule in vitro DNA ejection of SYTOX Orange stained phages in the
absence of external dye. The phage capsids are rapidly destained as DNA is ejected out (blue) in the
presence of lambda receptor, LamB, and dye falls off. The kinetics are consistent with in vitro ejections [24]
in which the ejected DNA was stained, instead of the phage capsid DNA, as is shown here. Compare with
phage capsids which did not eject (red) which demonstrates a drop in fluorescence intensity presumably due
to photobleaching. The kinetics are markedly different. These ejection curves demonstrate that the in vitro
kinetics of ejection are unaffected by staining the phage capsid DNA with SYTOX Orange.
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Figure 4.9: Single-molecule in vitro DNA ejection in the presence of SYTOX Orange. In order
to probe dye unbinding kinetics, ejected phage, stained with SYTOX Orange, is destained and imaged over
time. At early times, the buffer is exchanged for buffer without dye. The fluorescence signal on a strand of
DNA decreases to background within 7 seconds. This is consistent with previous experiments [211] and also
with our observation that dye coming off the phage DNA rebinds to cellular DNA.
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Preparing phage Lambda sample

We use the plate lysis method to obtain high concentration phage sample (compared to liquid lysis). A

typical plate of bacterial lawn with viral plaques is shown in Figure 4.10. We did not perform a CsCl

density-gradient centrifugation purification, but since we can directly visualize the SYTOX Orange-stained

phage particles infecting the cells, and observe cell bursts following the infection, this guarantees that these

phage particles are infectious and have intact capsids and genomes. To prepare the plates, NZYM top

agarose (NZYM + 0.7% agarose) and NZYM plates (NZYM + 1.5 % agar) were prepared prior to plate

lysis. NZYM top agarose was melted on a hot plate and then stored in a 45 oC water bath until needed.

The host cell strain LE392 was grown up overnight in 5 mL of LB. The saturated cell culture was then

centrifuged for 5 minutes at 5,000 g and the pellet was resuspended in 5 mL of SM buffer. A 100 µL aliquot

of cells was then mixed with 1 µL of phage stock in a 14 mL culture tube and incubated at 37 oC for 20

minutes. Next, 3 mL of NZYM top agarose was added to the culture tube, gently mixed, and poured onto

a NZYM plate. The plates were incubated for 12–16 hours at 37 oC or until lysis was visually apparent.

After incubation, phages were recovered by pouring 5 mL of SM buffer onto the plate and placing the plate

on a rocking station at 4 oC. After 5 hours, the SM buffer was recovered. The lysate was sterilized by

adding chloroform to a concentration of 1% and gently vortexing. Bacterial debris and chloroform were

then removed by centrifuging for 10 minutes at 5,000 g; the supernatant was recovered. Plate lysis typically

yielded titers of ∼ 1010 pfu/ml. A similar procedure, but with more diluted phage, is used to determine the

infectious phage concentration (titer).

Figure 4.10: A bacteriophage Lambda plate used for plate lysis or titer. The agar plate is filled with
a thin lawn of bacteria (opaque), and the individual plaques (clear) are regions where bacterial cells are
digested, starting from a single infection event.
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4.1.2 A Scheme to Verify Other Possible Ejection Driving Forces

A number of different hypotheses have been formulated for the actual translocation mechanism for phage

λ, some of which are highlighted in Figure 4.11. In addition to the driving force due to the packaged DNA,

these models propose that thermal fluctuations, hydrodynamic drag, and active molecular motors might each

play a role in bringing the viral DNA into the bacterial cell [203, 212–214]. The dynamics of viral ejection

is governed by both the driving force associated with the packaged DNA and also the friction arising from

any number of distinct sources. Hypotheses for the contributions to the driving force range from active

cellular motors, free energy stored in the packaged phage DNA, to an osmotic pressure gradient between the

cellular interior and the environment, and are likely different from one phage species to the next. On the

other hand, the friction from packaged DNA-DNA interaction, DNA-phage tail tube and DNA-viscoelastic

cellular environment interactions may all play important roles in the ejection dynamics, but are all difficult

to model or measure at this point due to the rich and complicated nano-scale hydrodynamic and polymer

physics present in this system. In fact, even in the case of in vitro ejection, the value of the friction

was shown to be varying during the ejection process and its underlying physical origins are still under

debate. Hence, in order to develop a mechanistic understanding of the ejection process, it is necessary to

supplement the single-molecule Hershey-Chase experiment which records ejection dynamics with an assay

not influenced by the friction to determine the ejection driving force separately. Information on the nature

and magnitude of the ejection driving force from this static assay can then lead to a precise quantification

of the friction and the viscoelastic cellular environment when combined with the single-molecule Hershey-

Chase experiment. Therefore, we aim to develop an in vivo viral ejection method to probe the driving forces

governing bacteriophage ejection dynamics.

Brownian Ratchet

Langmuir Force

Toilet Flush

Active Transport

DNA binding protein

Processive motor

Hydrostatic pressure
gradient

Figure 4.11: Models for DNA ejection into living cells. A number of hypotheses have been put forth
for how DNA enters the highly crowded cellular interior. The Brownian ratchet and Langmuir models posit
that DNA binding proteins attach to the DNA and prevent it from moving back out [212, 213]. The “toilet
flush” model is based upon the idea of an osmotic imbalance between the cellular exterior and interior that
is short circuited by viral binding [214]. The active transport mechanism refers to the translocation of
molecular motors like RNA polymerase on the ejected DNA once it enters the cell [203].



124

In our experimental design, we use fluorescence in-situ hybridization (FISH) to examine the arrival

of specific parts of the viral genome within the cellular interior. Such a static, single cell experiment is

constructed as follows: fluorescence dye coupled short DNA oligos are designed according to the sequence of

the bacteriophage genome at various positions (the resolution is about 0.5-1 kbp). Phage stock is mixed with

cell culture to allow phage particles to adsorb to cells for 30 minutes on ice and achieve the desired multiplicity

of infection. A temperature shift to 37 degrees Celsius starts the infection process. At an arbitrary time

point, the reaction is fixated with formaldehyde. The cells are then slightly permeablized and heated to allow

hybridization of the fluorescence probes to phage genome loci. Each locus is designed to be probed by a

particular excitation/emission spectrum (in principle, more than 32 colors can be achieved by incorporating

activator-photoswitchable reporter dye pairs used in super-resolution imaging). [215] Microscopic images

distinguish successfully injected genomic loci from ones that are left outside of the cell at the fixation time

point. Figure 4.12 shows a preliminary control experiment of this assay for wild type phage T7 infecting E.

coli cells.

Figure 4.12: Preliminary phage DNA fluorescence in situ hybridization control experiment. A
set of fluorescent probes is designed against the 1000 bp ejection start site of the wild type phage T7 DNA
and is coupled with the dye Alexa Fluor 647. The cells are fixed at 10 minutes after the temperature shift,
hybridized, and stained with DAPI (which traces the bacterial as well as viral DNA) before mounting to
microscope. The Alexa Fluor 657 channel is represented in red and the DAPI channel is represented in
grayscale. Thresholding is not applied to the images. (A) Null infection control. The cells are treated the
same way except that they are not mixed with T7 phage. The low red signal in the cells is resulted from non-
specific binding of probes to cellular structures or hydrophobic interaction between dye and lipid molecules
that are not completely washed away. (B) The multiplicity of infection is roughly 10. The red phage
signal and the intensity of each puncta in the cells is much higher compared to (A), providing preliminary
evidence that the internalization of phage genome can indeed be captured by this assay and distinguished
from non-specific background.

Since the fixation, permeablization and hybridization steps are optimized for E. coli cells, this assay is

readily applied to all the different kinds of bacteriophage infecting E. coli. Under various perturbations of
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the driving forces, the relevant ones for a particular phage would give rise to incomplete ejections, and the

magnitude can be quantified by tracing out how much of the phage genome is successfully internalized with

multi-color FISH and possibly super-resolution where at least 32 genomic loci are possible. The driving force

given by active cellular motors can be knocked out by specific antibiotics, the pressure stored in packaged

phage DNA can be tuned by the ionic strength in the surrounding solution, and the osmotic pressure in the

environment can be modulated by the addition of polymer osmolytes (calibration of the latter two factors are

available in literature and can be compared with previous in vitro experiments). These hypotheses regarding

driving force will be tested among various double-stranded DNA E. coli phages differing in whether they

have contractile tails or not, whether they encode their own DNA/RNA polymerases or not, and with very

different tail/genome lengths despite the fact that all phages have approximately 0.5 packaging volume

density.
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The ultimate goal of this experiment is to test the hypotheses of ejection driving force (including active

cellular motors, free energy stored in encapsidated viral DNA, and hydrodynamic imbalance), by using drug

[216], salt concentration [214], and osmotic [217] perturbations during the ejection process, and determine

which one can successfully stall the ejection. An illustration of this scheme is shown in Figure 4.13

Figure 4.13: A perturbation scheme to dissect ejection driving force. Bacteriophage infection is
initiated under different conditions, including (A) no perturbation, (B) phage genome condensed by cations
of high ionic strength to reduce the store pressure in phage, (C) inhibiting host enzymes that may potentially
pull in phage DNA by specific antibiotics. If the perturbations are relevant, ejection should halt, and only a
portion of the phage genome would be present in the cell. DNA FISH is used to examine which part of the
phage genome is in the cell, as compared to the “no perturbation” case where all the genome is in the cell.
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To obtain a systematic solution to the question of bacteriophage in vivo ejection driving force, we have

to push the FISH method forward to be able to simultaneously monitor two-color FISH.

The demonstration of the single-cell two-color FISH and our attempts to dissect the bacteriophage ejection

process is shown in figure 4.14. We design a set of probes (40 nt DNA oligos) complementary to the known

bacteriophage DNA sequence to cover about 0.5 -1 kbp of each desired position on the genome. Each set of

probes is chemically coupled to a chosen color of fluorescence dyes. In the experiment shown in figure 4.14,

the ejection start site of the bacteriophage genome is labeled with Alexa Fluor 647 (Life Technologies) and

pseudo-colored in red; the ejection end site is labeled with Alexa Fluor 555 and pseudo-colored in green.

When both colors co-localize within a diffraction-limited spot, they add up to produce yellow. We also stain

the E. coli cell wall with Wheat Germ Agglutinin (WGA)-Alexa Fluor 488 Conjugate (Life Technologies)

and pseudo-color the cell wall in white. At this point, the staining efficiency seems to be variable from cell

to cell and the protocol requires further optimization. We use a temperature shift from 0 to 37 degrees

Celsius to initiate the ejection process, after adsorbing bacteriophage T7 particles onto the E. coli cells.

We chemically fix and stop the reaction (by formaldehyde) after 2 (figure 4.14(A)) and 10 (figure 4.14(B))

minutes of ejection. The permeablization, hybridization, and microscopic mounting protocols are similar to

the standard procedure [215].

(A) (B)

Figure 4.14: Two-color bacteriophage DNA FISH experiment. Bacteriophage T7 particles infecting
E. coli cells are fixed and the DNA is visualized with fluorescence in-situ hybridization. Red: Alexa Fluor
647 probes labeling the ejection start site of the bacteriophage genome. Green: Alexa Fluor 555 probes
labeling the ejection end site. Yellow: co-localization of red and green channels. White: E. coli cell wall
stained with with Wheat Germ Agglutinin-Alexa Fluor 488 Conjugate. (A), the cells are fixed at 2 minutes
after the ejection initiation. (B), the cells are fixed at 10 minutes after the ejection. (A) and (B) are at the
same contrast. Note that scale bars do not apply to these fluorescence images.

According to previous bulk in vivo ejection studies in bacteriophage T7 [216], the ejection should be

completed in 10 minutes at 37 degrees Celsius, so both the ejection start and end sites of the genome should
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be internalized to the cell. On the contrary, at 2 minutes of the ejection, only the ejection start site should

enter the cell, so we expected to see only the red color within the cell. However, comparing figure 4.14(A) to

(B), both colors are present within the cell contour outlined by WGA. We conclude that three-dimensional

resolution is required to dissect the difference between the two images. The reason is that in figure 4.14(A),

the green color may actually be outside of the cell envelope, but our images do not have enough resolution

to distinguish the z-positions, so the green and red color may appear to be on top of each other. Techniques

such as cylindrical lens (which results in distorted diffraction profile when the spot is at different z-positions)

[218] and super-resolution [215] should be adopted to resolve this issue. Alternatively, high-throughput

sequencing techniques may serve as an independent confirmation of the microscopy results. We note that

the total fluorescence intensity in each cell is on average higher in 4.14(B) than in (A). This is because T7

genome is known to be actively transcribed and replicated during the 10 minutes ejection process, hence

more viral genetic molecules have been produces in (B).
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4.2 Implications of the Ejection Dynamics

4.2.1 Time Scale and Speed Profile of Lambda in vivo Ejection

Briefly, our in vivo ejection method uses a fluorescent intercalating dye to monitor the bacteriophage DNA

during its translocation from single phage Lambda particles to single E. coli cells. The choice of the dye

and the micro-environment for the single cell infection are optimized such that frequency of infection and

cell growth and lysis following the real-time imaging of ejections are compatible ‘with bulk infection assays’

with standard bulk infection assays, suggesting that the infection is at physiological conditions.

A typical ejection event for phage λcI60 obtained from this assay is shown in Figure 4.3. As seen in

Figure 4.3a, the attachment of the viruses to the host is revealed by the presence of diffraction-limited

spots on the cell surface. We identified pixels associated with either the virus or the cell (Fig. 4.3b) and

queried the fluorescence intensity as a function of time. As shown in the montage of images (Fig. 4.3c), the

ejection process is characterized by a loss of fluorescence intensity in the phage and a concomitant increase

in fluorescence in the cellular interior (Fig. 4.3d). Note that the fluorescence inside the cell is diffuse; this

reflects the dye molecules unbinding from the phage DNA and redistributing themselves along the host

genome. This is expected from the residence time of SYTOX Orange on DNA, which is ∼ 1 s [211]. A

single-molecule experiment in which SYTOX Orange stained phages are ejected in vitro in the absence of

external dye is consistent with this expectation; see the Supplemental Information, particularly Figures S2-

S3, for more details. In the particular trajectory shown, the increase in cellular fluorescence is roughly equal

to the decrease in phage fluorescence. The decrease in signal at the end of the trajectories in Figure 4.3d

can be accounted for by photobleaching (Fig. S5). The two signals in Figure 4.3d are analogous to earlier in

vitro measurements in which DNA ejection from viruses was inhibited through osmotic pressure resulting in

partial ejections. In that case, absorption measurements yielded the quantity of DNA that had escaped from

the capsid while agarose gel electrophoresis measured the DNA remaining in the capsid [183, 193]. Here,

by analogy, the DNA ejected is measured through the cellular fluorescence and the DNA remaining in the

capsid is similarly revealed by monitoring the fluorescence in those pixels identified as corresponding to the

virus.

We performed our in vivo ejection assay for λcI60, a strain with a wild type genome length of 48.5 kbp.

The results of a number of distinct ejection events are shown in Figure 4.15. For the measurements shown

here, the fluorescence signal associated with the virus decreases on a time scale of minutes, a factor of ten

or more longer than the corresponding dynamics observed in vitro [24, 193]. We define the ejection time

as the time required for 80% of the fluorescence intensity to leave the viral capsid. The mean time for

ejection for λcI60 and the corresponding standard deviation was 5.2 ± 4.2 minutes (n = 45). In addition

to the widespread variability in ejection time, there are a number of ejections which demonstrate pausing

events. We define a pause as a non-decreasing fluorescence level greater than 2 minutes (our time resolution

was typically 1 minute, so 2 minutes is the minimum time required to rule out spurious events); the mean
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pause time for λcI60 was 5.4 ± 4.1 minutes (n = 14). Based on this observation, we have partitioned the

trajectories into two classes: single-step and paused. These are shown in Figure 4.15a and Figure 4.15b,

respectively.
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Figure 4.15: Ejection trajectories from single-cell infections for λcI60. The red trajectories show the
time history of the DNA intensity within the virus and the blue trajectories show the concomitant increase
in the fluorescence in the cellular interior. The solid red color highlights a characteristic ejection and the
lighter red color displays other ejection events for reference. The conversion between arbitrary units and
kbp was done by first subtracting each trace’s minimum observed fluorescence from itself. Each trace was
then normalized by the maximum drop in the phage fluorescence and then multiplied by the genome length,
which is 48.5 kbp for λcI60. Only two representative traces for the intensity within the cell are shown, with
the remaining trajectories presented in the SI. (a) Trajectories displaying a rapid and continuous ejection.
(b) Trajectories that exhibit pausing events. The images associated with all of these time traces are shown
in the SI.

We next asked if a reduction in driving force would produce significant differences in DNA translocation

rates, an idea already used in our earlier in vitro measurements [23, 24]. In this earlier work, the ejection of

phage λcI60, which has a genome length of 48.5 kbp was compared to the ejection of phage strain λb221,

which has the b region of the genome removed and a shorter genome length of 37.7 kbp. Through bulk and

single-molecule in vitro experiments, it was shown that the amount of DNA inside the viral capsid was a

control parameter for in vitro DNA ejection. Once phage λcI60 has ejected 10.8 kbp of DNA, the ejection

forces and dynamics are equivalent to that of phage λb221. To explore the effect of genome length changes

on DNA translocation rates in vivo, we performed our in vivo ejection assay for phage λb221. The full set

of trajectories for phage λb221 is shown in Figures S15-S20. The mean time for ejection was 2.58 ± 2.34

minutes (n = 18). One paused ejection was also observed, with a pause time of 5 minutes. For λb221,

we also observed a number of ejections (n = 10) that did not finish during the course of the movie. The

trajectories for these ejections, termed stalled ejections, are shown in Figures S19-S20. Stalled ejections were

not observed for λcI60. One possibility is that stalling events are related to λb221’s shorter genome and the

consequent reduction in total driving force. Stalled ejections were not included in the averages given earlier.
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Our measurements on both the wild-type and shortened genomes provide an opportunity to quantitatively

examine the DNA translocation kinetics. One quantity of interest is the first-passage time for ejection, defined

as the time at which a certain amount of DNA has entered the cell. For each trajectory, we extracted the

first passage time for 20%, 50%, and 80% completion, as determined by the decrease in the starting phage

fluorescence. The first-passage time distributions for λcI60 and λb221 are shown in Figure 4.16a. By taking

the mean of this distribution, we obtain the mean first-passage time; this is plotted in Figure 4.16b. We note

that the mean first-passage time is a quantity that is amenable to theoretical calculations [219]. Another

way to view the mean first-passage time is as an “average” ejection trajectory. When viewed in this way,

one interpretation of Figure 4.16b is that, within the error of the measurement, the “average” trajectories

for λcI60 and λb221 have considerable overlap.

Another method of analyzing the dynamics is to determine the mean velocity at different amounts of

DNA remaining in the capsid during an ejection. In this analysis, the velocity at each landmark is extracted

from each trajectory. The mean velocity is then recorded and plotted as a function of the amount of DNA

remaining in the capsid. The result of such an analysis for λcI60 and λb221 is shown in Figure 4.16c. This

plot shows that there is little overlap between the two curves and that for lower amounts of DNA remaining

in the capsid, the velocity for λb221 is higher than λcI60. This is to be contrasted with in vitro measurements

where there is significant overlap between the two curves, with the “data collapse” in that case signifying that

the dynamics are equivalent after λcI60 has ejected its first 10.8 kbp [24]. An alternative way to visualize

this same data is to plot the mean velocity versus the amount of DNA ejected into the cell, as opposed to

the amount of DNA remaining in the capsid. This is shown in Figure 4.16d. When plotted in this fashion,

there is considerable overlap between the two curves, with a small difference observed for the first 20 kbp

of ejection. This analysis is consistent with the mean first passage time analysis, which showed considerable

overlap when plotted against the amount of DNA ejected.

For bacterial viruses, genome delivery is at the heart of the viral life cycle. And yet, this critical process

of transfer of viral DNA from the virus to its host remains enigmatic as does the in vivo process of polymer

translocation more generally. Beyond a purely intellectual understanding of this process, phage-mediated

horizontal transfer of virulence factors is a noted cause of world-wide dysentery [220, 221]. Our objective

was to design and perform an experiment with single-molecule resolution that would permit us to watch

this process in real time, to measure the specific functional form of the speed of ejection as a function of the

amount of DNA left in the capsid (and hence as a function of the amount out as well) and to characterize

the cell-to-cell variability of that process. Using a fluorescent staining strategy in conjunction with video

microscopy, we have performed such measurements for both wild type lambda phage (48.5 kbp) and a mutant

with a shorter genome (37.7 kbp). The results of these experiments are featured in Figures 4.3, 4.15, 4.16

and S6-S20. These experiments reveal that the DNA translocation process, like many cellular processes, is

subject to strong cell-to-cell variability with the ejection times exhibiting a wide range from approximately 1

to 20 minutes. A number of ejections exhibited pauses with some never reaching completion during the course
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of the experiment. We note that our single-molecule measurements are consistent with earlier estimates of

a minute time scale for in vivo genome delivery of phage lambda from bulk experiments. This is because

the bulk estimate should only be compared to the fastest observed single-molecule ejections, which were

completed within one minute [25, 26].

A number of different hypotheses have been formulated for the actual translocation mechanism for phage

λ, some of which are highlighted in Figure 4.11. In addition to the driving force due to the packaged DNA,

these models propose that thermal fluctuations, hydrodynamic drag, and active molecular motors might each

play a role in bringing the viral DNA into the bacterial cell. With respect to identifying the correct ejection

mechanism for phage λ, our results provide both surprises and useful insights that constrain the space of

possible models and will guide future modeling efforts. One key result is that the length of DNA remaining

inside the capsid is not the sole control parameter that governs the ejection dynamics, as it is in vitro. In

the in vitro experiments, the approximate collapse of the data from the different genome lengths on a single

curve revealed that the DNA within the capsid is driving the kinetics of ejection [23, 24]. By way of contrast,

in the in vivo ejection experiments reported here, an approximate data collapse is only revealed when the

velocity is plotted with respect to how much DNA is out of the capsid and in the cell rather than how much

DNA remains within the capsid. No collapse is seen when the velocity is plotted against the amount of DNA

remaining inside the capsid.
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Figure 4.16: An ensemble view of ejection times and dynamics for phage λ. (a) Distributions of
first-passage times for different fractions of completion of ejection. The histograms are determined by setting
ejection thresholds of 20%, 50% and 80% complete as measured using the fluorescence. The distributions for
both λcI60 (48.5 kbp) and λb221 (37.7 kbp) are shown. (b) Mean first-passage times for λcI60 and λb221.
The means of the distributions shown in part (a) were used to calculate the mean first-passage time. There
is little difference in the mean first-passage times of absolute amounts of DNA ejected between λcI60 and
λb221. (c) Velocity of ejecting DNA plotted as a function of the amount of DNA remaining in the capsid.
The initial portion of the ejection process is faster for λcI60 than λb221. There is no significant overlap
between the two curves. (d) Velocity of ejecting DNA plotted as a function of the amount of DNA ejected.
There is a small difference between the two curves for the first 20 kbp, and significant overlap after that.
Only trajectories without pauses were used to generate (c) and (d).
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4.2.2 Comparing with in vitro Ejection and Other Bacteriophages

In summary, we have examined the DNA ejection process for bacteriophage λ in vivo at the single-molecule

level. We note that the techniques explored in this work may be generalizable to the study of other bac-

teriophages. It would be especially interesting to see a comparison between the bulk and single-molecule

dynamics for bacteriophage T7 as bulk experiments have shown that the speed is constant throughout the

ejection process in vivo [26, 181], as opposed to the variable rate reported here. We also note that the

experimental platform presented here can be used to explore the effects of various genetic, chemical, and

mechanical perturbations on the ejection process. Altogether, this work is an important step forward in

understanding the mechanism behind genome delivery in bacteriophage λ and the more general problem of

polymer translocation.

Our quantitative analysis of the ejection trajectories led to several new findings:

(1) Lambda ejection into cells takes several minutes, rather than the much shorter ≈ 10 second time scale

previously reported for in vitro ejection [214].

(2) Using two Lambda mutants with different genome lengths (48.5 kbp and 37.8 kbp, respectively), it

was shown that the in vivo ejection speed scales with the amount of DNA injected into the cell instead

of the amount of DNA remaining in the capsid. By using these different length mutants, we can tune the

mechanics of both the packaging and ejection process by controlling the amount of stored free energy of the

DNA within the capsid. In the in vitro ejection case, the scaling with genome length remaining in the capsid

indicates that the packaged DNA provides the ejection force [214].

(3) Also, the speed profile for phage Lambda injection is monotonically decreasing, which does not agree

with an enzymatic, RNA polymerase catalyzed, constant speed profile previously reported for phage T7

[216].

(4) The in vivo ejection dynamics shows significant cell-to-cell variability and substantial pausing events,

or even stalling events for the shorter genome mutant, which can only be resolved by single molecule assays

like this. The single-virus-single-cell experiment not only eliminates ejection asynchrony and noise which

can affect the data interpretation, but also reveals that the physical origins of the ejection dynamics in vivo

are more subtle than their in vitro counterparts. In particular, besides active molecular motors, the cells

also provide a viscoelastic environment through cytoplasmic forces and cellular proteins that could possibly

explain the shapes and dependencies of the velocity curves.

The lack of data collapse with respect to DNA left in the capsid has significant implications for the role

the energy stored in the compacted DNA plays during the in vivo ejection. If there were some portion of the

ejection process that were governed solely by the energy in the compacted DNA, then during that portion

we would expect the dynamics of λcI60 and λb221 to be identical when the amount of DNA remaining in

the capsid is identical; this is the in vitro case as studied in [24]. Because the DNA-DNA repulsion inside

the capsid is highest when the capsid contains more DNA, such a period would likely be at the beginning of

the ejection process. As seen in Figure 4.16c, however, there exists no period of overlap between the velocity
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curves for the two phage strains, and hence no period during the ejection process where the length of DNA

in the capsid is the sole control parameter. From this observation, we can conclude that there is no period

of time during which in vivo DNA ejection is governed solely by the electrostatic repulsion inside the capsid.

Two-step models in which the the first half of the genome is delivered by the energy stored in the compacted

DNA and the remainder is delivered by another mechanism are also not consistent with our data.

As mentioned earlier, another intriguing finding is the collapse of the velocity curves for λcI60 and λb221

(after 20 kbp) when plotted against the amount of DNA ejected into the cell. This raises the possibility that

the amount of DNA ejected, as opposed to the amount of DNA in the capsid, is a key control parameter for

this system. This picture would be consistent with models in which the mechanism is internal to the cell, as

the only information such a mechanism would have available is the amount of DNA that has been brought

inside the cell. The collapse of data on to a single curve is a powerful argument that has been used before

to identify control parameters for in vitro DNA ejection as well as the lysis-lysogeny decision [23, 24, 176].

One limitation to applying this argument is that only two genome lengths have been tested here, and it is

possible that this collapse does not hold for all viable genome lengths. Such reasoning also does not exclude

a mixed picture, as mentioned above.

The origin of the apparent pauses might provide information about the ejection mechanism, as DNA-

based motors acting against a load have been observed to pause [17, 222]. However, the pauses observed

here are much longer than the pauses observed for motors and it is possible they could simply be a reflection

of the cell-to-cell variability in turgor pressure. Another possibility is that the pauses observed here might

also be related to mechanisms proposed for pauses observed in vitro for phage T5 [191, 192]. However, this

is unlikely as pauses are not observed for phage lambda in vitro [24, 193]. We also cannot rule out the

possibility that SYTOX Orange intermittently interferes with the ejection process.

We note that our results are contrary to what was shown in T7, in which a constant DNA ejection

rate was seen with bulk measurements [26]. T7 has a capsid similar in size to lambda (60 nm vs. 58 nm,

respectively) with a 40 kbp genome; however its tail is considerably shorter (23 nm vs. 150 nm, respectively)

[181, 223]. It has been suggested that a constant velocity is suggestive of a purely enzyme driven model

such as a molecular motor[26]. Such a feature is not seen in our data, as Figure 4.16d shows that once ∼ 20

kbp of DNA has been ejected, there is a marked decrease in the ejection velocity. However, the anisotropic

force-velocity relationship seen in vitro and the presence of pN level forces from the DNA-DNA repulsion

inside the capsid make it unclear whether a constant ejection rate prediction would be true for lambda.

Curiously, in references [224] and [225] it is noted that the transcription rate is between ∼ 40 and 80 nt/sec

which translates to roughly 10 minutes to pull DNA in, which is consistent with our observed time scale for

λcI60.

The current data does not match previous calculations on mechanisms based on DNA binding proteins

and thermal fluctuations [219]. Those calculations predict that after the first 10.8 kbp of DNA from λcI60 has

been ejected, it should have the same dynamics as λb221 which, as discussed earlier, is not consistent with our
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data. Also perplexing is the time scale of ejection. While there exists a discussion of polymer translocation

in crowded environments in the literature that speaks on time scales, there are important differences between

those analyses and our experimental system [226]. In particular, the origin of the friction exerted on the

DNA that sets the time scale for ejection is poorly understood, both in vitro and now in vivo. A number

of models assume a linear relationship between force and velocity, but it is now known that this assumption

is not true in vitro [24, 219]. Whether this assumption is true in vivo is unclear, but we are skeptical of

its applicability here. A better understanding of this friction would allow the current theories to speak

quantitatively about the experimental observables in the single-molecule in vitro and in vivo DNA ejection

experiments, and enable a richer interplay between theory and experiment.

In the late stages of viral infection, viral genomes and structural proteins are produced from different cel-

lular machineries, then assemble into new viral particles. As opposed to self-assembly for many viruses, tailed

bacteriophages, with double-stranded DNA genome, use energy-consuming molecular motors to package the

genomes into the capsids and fill a large fraction (about 50%) of the volume [227–229]. Under physiological

ionic conditions, the densely packed, negatively charged DNA is repulsive and could exert a pressure as high

as 60 atmospheres to the capsid [227]. It is therefore hypothesized that the pressurized DNA could later

facilitate the genome ejection process when infecting a new host.

This idea has been confirmed in the case of phage Lambda. Theoretical models based on the pressurized

DNA mechanism [229, 230] correctly predicted the corresponding DNA configuration in the capsid [231], as

well as the osmotic pressure in the surrounding solution required to balance out the driving force and halt

the ejection [232, 233]. On a side note, other sources of driving force may also contribute significantly to the

ejection process, depending on the designs of the virus. Some examples include active translocation by host

motors found in phage T7 and φ29 [234, 235], Brownian ratchet resulting from cellular protein adsorption on

the ejecting viral genome [236], and osmotic pressure gradient across the virus [237]. For simplicity, here we

use bacteriophage Lambda, which has pressurized DNA as its dominating driving force, as a model system

to study how genome translocation behaves under the physical constraints of the viral-host environment.

Two experimentally accessible tuning knobs that control the ejection force given by the pressurized DNA,

are the ionic condition and the amount of DNA remaining in the capsid. During the course of ejection, the

amount of DNA in the capsid decreases as a function of time. A previous in vitro experiment measuring the

ejection dynamics of phage Lambda has shown, that the ejection speed scales with the instantaneous amount

of DNA in the capsid, regardless of the total amount of genome the phage has to begin with [238]. This not

only provides an additional evidence for the pressurized DNA idea, but also reveals notable aspects of the

viscous resistance. Assuming linear drag, and estimating the drag constant from the measured ejection speed

and the known ejection force as a function of genome length remaining in the capsid, it follows that the drag

constant decreases almost exponentially with genome length in capsid, and implies that the part of DNA

ejected into the solution contributes negligibly to the viscous resistance. A plausible explanation for the

decaying drag constant uses the result of a unit-length polymer, moving through a thin tube and dragging
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water along it, to calculate the shear stress. Since the number of unit-length DNA segments decreases, while

the width of the tubes (approximately the separation between DNA segments in the capsid) increases, as

more DNA is ejected, the total friction on the remaining DNA decreases during the course of ejection [239].

What provoked in vivo ejection measurements has to do with the fact that a Gram-negative bacterium,

such as the E. coli infected by Lambda phage, has an osmotic pressure of 0.1 − 5 atmospheres relative to

the environment [240, 241]. The same magnitude of osmotic pressure was able to stop the ejection in the in

vitro setting [232, 233]. This leads to a conundrum for in vivo ejection: How is DNA ejection almost always

completed and leading to successful infection, despite the finite pressure in the cell?

In our previous work [242] on phage Lambda in vivo ejection, we found that the speed was about two

orders of magnitude slower than that of in vitro ejection (typical timescales for in vivo and in vitro ejection

are a few minutes and a few seconds, respectively). Moreover, the speed had a different characteristics

from what measured in vitro. Roughly constant in the beginning of ejection, the speed then monotonically

decreases and scales with the amount of DNA ejected into the host-cell. How does one reconcile the fact that

DNA in the cell is the control parameter for in vivo ejection, with the prior understanding that the ejection

force originated from the pressurized DNA mechanism scales with the amount of DNA in the phage capsid?

How does one theorize the distinct and slower in vivo dynamics?

We argue that the dominant driving force for Lambda phage in vivo ejection remains the same, being the

pressurized DNA in phage capsid and tuned by genome lengths and ionic conditions. For one thing, the most

significant change from in vitro to in vivo ejection is the much reduced speed. We think that introducing

an additional driving force is unnecessary, and would focus on how the viscous resistance elevates due to

the presence of the cell. For another, there is no experimental evidence that Lambda phage ejection would

be stopped by depleting the cell’s metabolic activities. It is also known that transcription and translation

from Lambda genome only start after the linear genome circularizes, therefore active cellular processes are

unlikely to contribute to the DNA injection stage [243].

This leaves us with the cell’s role as passively responding to the phage ejection with a resistive force.

One clue might be that the bacterial cell interior is “crowded”, with typical volume fraction of proteins

and other macromolecules of ≈ 0.5. In these crowded, or ’glassy’, cell interiors [244] anomalous diffusion of

macromolecules has widely been observed, see e.g., [245, 246]. Anomalous diffusion is defined by < r2 >∝

Dtα with 0 < α < 1. In the case of bacterial chromosomal loci, α ≈ 0.4 [246], colloidal particles in dense

worm-like micelles α ≈ 0.3 [247] and in case of RNA and several other macromolecules α ≈ 0.7 [245]. In

Fig. 4.17 mean square displacements of several macromolecules in bacterial cytoplasm, including phage DNA,

have been plotted. (These data have been extracted from references [244, 246] and [248].) On the relevant

time windows these data consistently point to α ≈ 0.5. The injected phage DNA in this crowded cytoplasm

may also diffuse anomalously, and give rise to a resistive force that scales with the amount of phage DNA in

the cell, therefore the observed scaling in the ejection speed. Careful theoretical argument is still needed to

associate anomalous diffusion with the phage ejection speed at late stage.
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Figure 4.17: Anomalous diffusion of macromolecules. We replotted the diffusion behaviors measured
in literature in this log-log plot of the mean squared displacement (µm2) versus time (s) for several macro-
molecules in the bacterial cytoplasm. Except for the “glassy” and “confined” phases and “Lambda diffusion
1”, the overall slope, which defines the coefficient for anomalous diffusion, is roughly α ≈ 0.5. The data
representing “chromosomal loci” is from reference [246]. “Plasmid” (GFP-LacI-labeled mini-RK2 plasmid)
and “M2G” (crescentin-GFP structure in metabolically active bacteria) are from reference [244]; the later
stage with smaller slope is referred to as “glassy” in [244] and we only fit the first “diffusion” regime. The
data “Lambda” is the bacteriophage lambda DNA monitored after injection and before genome integration,
from reference [248], and we again identify regimes with different slopes as “diffusion 1”, “diffusion 2”, and
“confined”.
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4.3 Towards Quantifying Post-Infection Dynamics

This project is a collaboration with Timur Zhiyentayev and David Wu.

Despite the well-understood genetics and biochemistry of bacteriophage Lambda, some open questions

remain for the post-infection process, including the lytic-lysogenic decision making [249, 250], and the impli-

cation of burst size and timing to bacteriophage fitness [251]. One of the mysteries in the bacteriophage lytic

pathway has to do with the chemical balance of the molecular species. It is often found that the subunits

of molecular modules in the cell are synthesized to the exact ratio as in the assembled unit, which may play

an important role in efficient assembly and may have been evolutionarily optimized, but the mechanisms

are still being actively researched. The best-known example is the ribosome - there is stringent regulation

of the amount of ribosomal RNA and ribosomal protein subunit expression in the cell [252–254]. To our

knowledge, this question has not been addressed in the context of bacteriophage, which is known to have

well-defined amounts of DNA and capsid protein subunits in the mature viral particles.

4.3.1 Measure Viral Lytic Production in Single Cells.

Figure 4.18: The bacteriophage lambda lytic growth. A time-lapse video microscopy of bacteriophage
lysogen LZ2 growing on agar pad at 37 degrees Celsius. The LZ2 genome carries the capsid protein gpD-
EYFP fusion and has a mutant lambda repressor, making the virus only lytic at this temperature. Phase-
contrast images (gray-scale) and YFP channel images (green) are merged for each time points. Accompanying
the production of viral machinery, the cellular metabolism is taken over and eventually leads to burst of
cells. Scale bar: 1 micron. Time lapse: 6 minutes.

To investigate the stoichiometry problem, we turn to the bacteriophage lambda lysogen LZ2 [250]. It

was constructed as a temperature-inducible lysogen (the viral genome stays integrated to the bacterial

chromosome at 30 degrees Celsius and becomes lytic at 37 degrees Celcius), with the capsid protein gpD

fused with EYFP. Figure 4.18 shows a typical time-lapse of cells expressing lambda LZ2. As more and more
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viral products accumulate in the cells, the infection results in delayed cell growth and division, and finally

leads to cell burst. Next, we will construct a library of fluorescence fusions to each capsid protein subunits to

help us monitor the protein production in single cells as a function of time. The photo-bleaching technique

will be used to calibrate the absolute copy number of the fluorescence proteins.

We also extend the FISH method to quantify the copy number of viral nucleic acids at each time point

during the lytic growth. Our preliminary data for DNA FISH is shown in figure 4.19. We FISH the lambda

gene A (the terminase) with oligos coupled to Alexa Fluor 594 dyes (pseudo-colored in green) and stain

the total nucleic acid with DAPI (pseudo-colored in blue). Figure 4.19(A) is the lysogen cells, carrying one

viral genome per bacterial chromosome, before heat induction. Figure 4.19(B) is cells after 40 minutes of

heat induction. As predicted, we see that cells in (A) have one to two diffraction-limited puncta per cell,

representing individual viral genomes. In (B) both the viral genome and total nucleic acid content are heavily

ramped up after the lytic pathway is induced.

We think by extending these preliminary results, and combining both DNA and RNA FISH, it is possible

to dissect the copy number profile during the infection process. The potential questions regarding the lytic

production phase would be: How the growth curves of the viral products can be explained by using simple

master equations describing the replication/transcription/translation of the well-characterized phage lambda

genetic regulatory circuit? How wasteful the viral production is compared to the burst size (the average

number of viral particles released per cell as measured in titer experiments)? Are the viral components (for

example the capsid protein to genome ratio) are produced to the correct stoichiometry given by structural

studies for mature viral particles? By quantifying the bacteriophage products as a function of time, we will

be able to address fundamental issues regarding molecular balance in gene regulatory networks, and draw

comparison to other actively-studied fields, such as the regulation of ribosomal RNA and protein expressions.

(A) (B)

Figure 4.19: Preliminary DNA FISH results for characterizing the viral lytic growth. Green:
Alexa Fluor 594, single-molecule DNA FISH of the lambda gene A. Blue: total nucleic acid with DAPI. (A),
the LZ2 lysogen before induction. Each cell has 1-2 copies of chromosomes, hence 1-2 copies of viral genome.
(B), the LZ2 lysogen after 40 minutes of induction. Both the viral DNA and total nucleic acid are heavily
expressed compared to (A). (A) and (B) are at the same contrast. Note that scale bars do not apply to these
fluorescence images.
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4.3.2 Calibration of Protein Maturation Dynamics

Newly synthesized fusion protein needs finite time scale to mature (here we mean folding, reaction with

oxygen, and all other relevant steps) properly to show fluorescence. The maturation is assumed to be

a decay process with a time constant τ , which depends on the amino acid sequence and environmental

conditions. The propagator k(t− t′) is thus

k(t− t′) = 1− e−(t−t′)/τ , (4.1)

which satisfies k → 1 when t→∞.

For some protein ∆P synthesized at time t′, the amount of protein that become fluorescent at time t is

k(t− t′)∆P .

Calibration when protein copy number is time-varying

In the case of viral capsid protein production in cells, the proteins are constantly being synthesized,

and since we know both the capsid proteins and the fluorescent protein are very stable we can ignore their

degradation. We denote the accumulated amount of protein up to time t as P (t), and the rate of producing

new protein as r(t) = dP (t)
dt . At t = 0, P (0) = 0.

The amount that are fluorescent at time t, F (t), is given by

F (t) =

∫ t′=t

t′=0

k(t− t′) · dP (t′) =

∫ t′=t

t′=0

k(t− t′) · r(t′)dt′ (4.2)

=

∫ t′=t

t′=0

[1− e−(t−t′)/τ ]r(t′)dt′ (4.3)

= P (t)−
∫ t′=t

t′=0

e−(t−t′)/τr(t′)dt′, (4.4)

because
∫ t′=t
t′=0

r(t′)dt′ = P (t)−P (0) = P (t). Since the integration in the second term above only concerns

t′, we have

F (t) = P (t)− e−t/τ ·
∫ t′=t

t′=0

et
′/τr(t′)dt′. (4.5)

We can use integration by parts, by identifying u = e−(t−t′)/τ and dv = r(t′)dt′, so

F (t) = P (t)− e−t/τ · [et
′/τP (t′)|t

′=t
t′=0 −

∫ t′=t

t′=0

1

τ
et
′/τP (t′)dt′] (4.6)

= e−t/τ
1

τ

∫ t′=t

t′=0

et
′/τP (t′)dt′. (4.7)

Or equivalently, τet/τF (t) =
∫ t′=t
t′=0

et
′/τP (t′)dt′. We can differentiate both sides by dt, leading to
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et/τP (t) =
d

dt

∫ t′=t

t′=0

et
′/τP (t′)dt′ = τ

d

dt
[et/τF (t)] (4.8)

= et/τF (t) + τet/τ
dF (t)

dt
et/τ . (4.9)

Hence,

P (t) = F (t) + τ
dF (t)

dt
. (4.10)

Given that we know τ , we can use the measured ‘apparent’ amount of protein from fluorescence, F (t), to

obtain the actual copy number P (t).

Measure the maturation decay time τ

(i) If it is possible to deposit some protein ∆P at time t′, P (t) = ∆P · Θ(t − t′), where Θ(t − t′) is the

step function, then the fluorescence measurement should give F (t) = [1− e−(t−t′)/τ ]∆P and we can fit F (t)

to get τ . This might be hard to implement experimentally.

(ii) In certain regulatory settings, there could be a regime where the protein production rate is con-

stant. For example, we can assume the viral structural phage protein-fluorescent protein fusions do not

degrade, and if we have a fixed number of mRNA, with constant translation rate we then have r(t) = α,

P (t) = α · t.

From equation (4.3), F (t) =
∫ t′=t
t′=0

[1 − e−(t−t′)/τ ] · α · dt′ = α(t − τ + τe−t/τ ). This is also a simple

functional form to fit τ .

(iii) If the protein production is linear with rate α from time 0 to T , and the production is stopped

at T , then

r(t) = α, 0 ≤ t < T,

r(t) = 0, t ≥ T,

P (t) = αt, 0 ≤ t < T,

P (t) = αT, t ≥ T.

(4.11)
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From equation (4.3),

F (t) =

∫ t′=t

t′=0

[1− e−(t−t′)/τ ] · α · dt′,

= α(t− τ + τe−t/τ ), 0 ≤ t < T,

F (t) =

∫ t′=T

t′=0

[1− e−(t−t′)/τ ] · α · dt′ +
∫ t′=t

t′=T

[1− e−(t−t′)/τ ] · 0 · dt′,

= α[T − τe−(t−T )/τ + τe−t/τ ], t ≥ T.

(4.12)

When t ≥ T , F (t) = α[T − τe−(t−T )/τ + τe−t/τ ] = αT − ατ(eT/τ − 1)e−t/τ ≡ αT − B(T, τ)e−t/τ is

probably a simpler functional form to fit τ than that in (ii).

(iv) Actually, the functional form of r(t) doesn’t matter that much. As long as we have

r(t) 6= 0, 0 ≤ t < T,

r(t) = 0, t ≥ T,
(4.13)

meaning that production is turned off at time T , we will end up with a simple F (t) for t ≥ T .

F (t) =

∫ t′=T

t′=0

[1− e−(t−t′)/τ ] · r(t′) · dt′ +
∫ t′=t

t′=T

[1− e−(t−t′)/τ ] · 0 · dt′,

= P (T )− e−t/τ
∫ t′=T

t′=0

et
′/τ · r(t′) · dt′,

≡ P (T )−B(T, τ)e−t/τ , t ≥ T.

(4.14)

The only t dependence is an exponential decay, and all other terms are constants. This allows us to fit

τ easily.

Using kinetic model

The rate of producing non-fluorescent protein N from gene G is r(t), and the non-fluorescent protein

decay to fluorescent protein F with rate 1
τ as the following,

G
r(t)→ N

1
τ→ F. (4.15)

The differential equations are

dN

dt
= r(t)− 1

τ
N,

dF

dt
=

1

τ
N.

(4.16)

The total amount of protein at time t has contributions from the non-fluorescent and the fluorescent
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ones, P (t) = N(t) + F (t) = τ dFdt + F (t), which is equivalent to equation (4.10).

When r(t) is constant, these differential equations can be easily solved and get the same forms as (ii)

above.

The “’decay term” 1
τN , depending on the current amount of N , is similar to the treatment of protein

degradation (plus dilution) half-life in the bleach-chase experiments. However, I think there is a caveat in

that this treatment means the decay process is memory-less. The molecules produced earlier would have

the same decay probability as the molecules produced at a later time, so we could use 1
τN . The fact that

the system appears to be memory-less might be a property of the Poisson process being the source of the

exponential decay. I think this memory-less property wouldn’t hold in general for any propagator k(t − t′)

in equation (4.2).
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Chapter 5

Conclusions

Genomics, transcriptomics, and proteomics have recently been topics of much interest, with the overall goal

of improving the predictive power between genotypes and phenotypes. The majority of works have focused

on the information the genome encodes. Despite the fact that the field of genetics has existed for several

decades, it remains challenging to accurately and precisely predict phenotypes from genotypes, particularly

when dealing with relatively complex traits or describing the full developmental processes which require

monitoring large networks of genes and proteins. More recently, advances have enabled high-throughput

experimental techniques for DNA sequencing and gene expression profiles, as well as development of more

rigorous computational algorithms in bioinformatics. However, these techniques and algorithms establish

mainly correlations; they cannot probe deeper into the causal relationships and underlying mechanisms.

To quantitatively predict the statistical properties and dynamics of genetic circuits in response to changes

in the environment, and to investigate the underlying mechanisms, we studied in this thesis the physical

aspects of the DNA macromolecules and employed tools from statistical mechanics to describe the gene

expression outcomes. We began by examining the mechanical properties of the DNA polymers, with the

objective of understanding sequence-dependent deformability and its role in controlling nucleosome acces-

sibility and corresponding gene expression in eukaryotic cells that had been observed [12–14]. We studied

the different properties that those same sequences exhibit when taken in the context of a bacterial protein-

mediated DNA looping motif. From this, we discovered that the biological contexts played a significant role

in determining which combinations of the deformability degrees of freedom would show up. We attempted

to assess whether simple parameters, including polyA or GC content of the DNA sequence, could be reli-

able predictors of the mechanical properties of those DNA polymers. This continues to be an active field

of research that is receiving much attention from other researchers, applying high-throughput sequencing

methods to collect more data on sequence-dependent mechanics of the genome.

In the same bacterial DNA looping motif mentioned previously, we also conducted an examination of

its looping and unlooping dynamics and found a scaling relationship between the lifetimes and the loop

formation free energy. Microscopically, the looping and unlooping are stochastic events, but their average

durations must be consistent with the thermodynamic model previously devised [76, 255]. The finding that
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the unlooping dynamics also depends on loop formation free energy was unexpected and went contrary

to existing literature. Dissociation processes are generally considered as escaping the short-ranged binding

potential, but we have presented evidence that the dissociation process is also influenced by the deformability

of DNA. The mechanism in this case was the interaction distance of the binding potential is compatible with

the characteristic scale of DNA bending, in the case of short loops where polymer relaxation can be ignored.

In the third part of this thesis, we explored the viral infection dynamics in a bacterial system. While

most eukaryotic viruses are able to gain access to eukaryotic cells through membrane fusion, bacterial viruses

attempting to penetrate bacteria must contend with the added complexity of a cell wall before gaining entry

to the host. Consequently, viruses infecting a eukaryotic cell are able to carry their full structure into their

host, while bacteriophages must instead inject their DNA into the host while the capsid remains outside.

However, the bacteriophage DNA ejection process may still provide insights to how eukaryotic viral genomes

enter the host nucleus. The consensus in existing literature is that bacteriophages use lytic domains on their

protein shell to locally digest through the hosts cell wall. One issue in need of additional clarity, however,

concerns how the cell wall, membranes, the periplasmic space, and the cytoplasm influence the phage DNA

motion as it enters the cell. Our approach to answering this question was to directly measure the dynamics of

DNA during ejection and compare these measurements with different models for the ejection driving forces

and the resistive forces that the DNA may experience during the process. Previous in vitro experiments

specific to phage Lambda have provided evidence that the main contributor to the injection driving force

is the pressure resulting from confinement of DNA in the phage capsid [21–24]. After conducting an in

vivo version of this phage Lambda injection experiment, we were able to quantitatively evaluate how the

bacterial cellular environment impacts the dynamics of this process. The ejection was observed to slow by

two orders of magnitude, and our results further indicated that the ejection velocity was dependent on the

amount of phage DNA in the cell. We think the speed profiles we observed in phage Lambda ejection were

a consequence of the viscoelasic, crowded bacterial cytoplasm, rather than an active mechanism similar to

what has been observed in phage T7 (which would result in a constant ejection speed). We also developed

a method based on in situ fluorescence hybridization to distinguish different possible ejection driving forces

which should work in a broader range of phage species, and apply it to examined the post-infection phase

of bacterial phage Lambda, where we were primarily concerned with the growth of various phage products

over time.

Having reviewed both the previous work and the current achievements presented in this thesis, we now

conclude by turning our attention to potential future directions and extensions of this work.

First, for the Lac repressor-mediated DNA looping system, the wild-type Lac operon actually consists of

three protein binding sites, which resulted in three possible looping configurations. However, in our current

experimental setup, we did not have sufficient resolution to distinguish these three distinct loop structures.

Moreover, extending the model we have done here, using polymer physics to predict the dynamics of loop

formation and breakdown, is made more challenging by the inherent complexities of the wild-type operon.
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Second, even for a simplified case with only two binding sites, the corresponding in vivo looping probability

measurements [256, 257] were not fully consistent with the in vitro results, which implies that the crowded

cellular environment or the presence of nonspecific proteins may play a non-trivial role. Another potential

future direction for this work would be to develop an in vivo experiment to measure looping dynamics in

live cells. For much longer loops, such as the 2.3 kbp loop that occurs in the decision-making region on the

phage Lambda genome, labeling techniques based on the fluorescent repressor-operator systems were used

in visualizing the phage Lambda CI-mediated DNA looping in live E. coli cells, and a lower bound of 0.5 s

state lifetimes was estimated [258]. However, it is unclear whether these labels (each contains 3 repairs of

operator sites, spanning about 100 bp; together give 66 bp resolution reported in [258]) would be too big

for the Lac repressor-mediated loop in the hundreds bp range, which makes experimental setup for further

investigation into its in vivo dynamics more challenging.

Third, although the genetics of bacteriophages and their biochemical products are generally well under-

stood and thoroughly documented, relatively little is known specifically about their diverse ejection processes.

In the case of phage Lambda, it has been observed that both the E. coli outer membrane receptor LamB

and inner membrane protein PtsM must be present for successful in vivo ejection. However, the reason for

this requirement and the specific process by which this ejection occurs are not yet understood, and would

warrant further study. The lack of understanding for the genome ejection dynamics process extends to other

types of phages outside of the tailed dsDNA phage category, such as phage M13 that infects bacteria though

the F pilus structure.

Finally, we acknowledge that much of our work discussed in this thesis, whether in the gene regulation

motif or viral infection, focused on the dynamics, as this provides additional insight to an organisms fitness

than the phenotypic traits alone. It is the temporal responses compared to an organism’s lifespan and to

the given rate of environmental changes that determines an organisms performance and survivability. Con-

sequently, some trade-offs are expected. For instance, among bacteriophage species, experimental data has

suggested a negative correlation between replication rate and several other properties, including host range,

environmental structural stability, and lysogenic ability/frequency [259–261]. However, a more complete

theory for these trade-offs has not been developed and would be another possible extension of the work

discussed here. In addition, because viral infection, or horizontal gene transfer in general, plays a crucial

role in shaping the characteristics of bacterial populations, there are also opportunities for integrating these

effects into the current theoretical framework for evolutionary dynamics, which are currently focused largely

on random mutations being the major driving force.
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