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I. THE CRYSTAL STRUCTURE OF TRIMESIC ACID 

II. TOPICS IN CRYSTALLOGRAPHIC CALCULATIONS 

By David James Duchamp 

ABSTRACT 

I. Trimesic acid (1, 3, 5-benzenetricarboxylic acid) crystallizes 

with a monoclinic unit cell of dimensions ~ = 26. 52 A, b = 16. 42 A, 

£_ = 26, 55 A, and f3 = 91. 53 o with 48 molecules /unit cell. Ex­

tinctions indicated a space group of Cc or CZ/ c; a satisfactory 

structure was obtained in the latter with 6 molecules/asymmetric 

unit - C 540 36H36 with a formula weight of 1261 g. Of approximately 

12, 000 independent reflections within the CuKa sphere, intensities 

of 11, 563 were recorded visually from equi-inclination Weissenberg 

photographs. 

The structure was solved by packing considerations aided by 

molecular transforms and two- and three-dimensional Patterson 

functions. Hydrogen positions were found on difference maps. A 

total of 978 parameters were refined by least squares; these included 

hydrogen parameters and anisotropic temperature factors for the C 

and 0 atoms. The final R factor was 0. 0675; the final "goodness of 

fit" was 1. 49. All calculations were carried out on the Caltech IBM 

7040-7094 computer using the CR YRM Crystallographic Computing 

System. 
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The six independent molecules fall into two groups of three 

nearly parallel molecules. All molecules are connected by carboxyl­

to-carboxyl hydrogen bond pairs to form a continuous array of six­

molecule rings with a chicken-wire appearance. These arrays bend 

to assume two orientations, forming pleated sheets . Arrays in differ­

ent orientations interpenetrate - three molecules in one orientation 

passing through the holes of three parallel arrays in the alternate 

orientation - to produce a completely interlocking network. One 

third of the carboxyl hy~rogen atoms were found to be disordered. 

II. Optical transforms as related to x-ray diffraction patterns are 

discussed with reference to the theory of Fraunhofer diffraction. 

The use of a systems approach in crystallographic computing 

is discussed with special emphasis on the way in which this has been 

done at the California Institute of Technology. 

An efficient manner of calculating Fourier and Patterson maps 

on a digital computer is presented. Expressions for the calculation of 

to-scale maps for standard sections and for general-plane sections are 

developed; space-group-specific expressions in a form suitable for 

computers are given for all space groups except the hexagonal ones . 

Expressions for the calculation of setti.ngs for an Eulerian­

cradle diffractometer are developed for both the general triclinic case 

and the orthogonal case. 

Photographic materials on pp. 4, 6, 10, and 20 are essential 

and will not reproduce clearly on Xerox copies. Photographic copies 

should be ordered. 
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PART I 

THE CRYSTAL STRUCTURE OF TRIMESIC ACID 

' 
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INTRODUCTION 

Early in 1962 our attention was called to trimesic acid - 1, 3, 5-

benzenetricarboxylic acid - by Professor Harden M. McConnell and 

Dr. G. R. Leibling. Their EPR experiments showed that trimesic 

acid crystals may be damaged by x-rays to produce a "relatively high 

concentration of stable, long-lived free radicals" (1). They pointed 

out that a crystal structure determination had never been reported for 

this compound. Knowledge of the crystal structure is essential to 

precise interpretation of the EPR phenomena described above. 

D'everin (Z) reported that trirnesic acid forms rhombic crystals 

which are strongly double refractive. A literature survey showed no 

other reference to crystals of trimesic acid. 

We were especially interested in trimesic acid because it has 

a high potential for hydrogen bond formation. Its high melting point 

(350°) suggests a tightly hydrogen-bonded structure. Determination 

of this structure is in line with other investigations being undertaken 

at this laboratory for the purpose of obtaining more and better infor­

mation on the crystal structures of hydrogen-bonded compounds. 
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PRELIMINARY OBSERVATIONS 

i) Unit cell and space group. 

Large prismatic crystals of trimesic acid were furnished by 

Dr. Leibling. A preliminary investigation showed the crystals to be 

monoclinic with approximate cell dimensions ~ = ~ = 26. 5 A, 

b = 16 . 35 A, and f3 = 91.6°. (For final cell parameters see Table 2.) 

Reflections of the type hk.1 are present only for h + k = 2n, and of the 

type h01 only for 1 = 2n, (h = 2n). These absences indicate that the 

space group is either Cc or C 2/c . The density measured by flo­

tation methods is 1. 46 g. em. -s, in good agreement with the value 

1. 45 g. cm.-3 calculated on the basis of 48 molecules per unit cell 

or 6 molecules per asymmetric unit if the space group is C 2/c. 

The hOl Weissenberg photographs show almost exact mm 

symmetry with the mirror planes along the [1 0 1] and the [1 0 l] 

axes - making the hOl reflections equivalent to the 1 Oh reflections 

(see Figure 1). Only a few reflections deviate from this rule. In 

upper layers this ~ pseudosymmetry disappears. 

ii) Twinning. 

Many crystals appear to twin internally about the [1 0 1] or 

[ 1 0 I] planes. In twinned crystals the pseudo-mm hOl symmetry 

features are propagated to different extents in the upper layers. 

Attempts to detect this twinning with a microscope were unsuccessful. 

Checking an upper level Weissenberg x-ray photograph for absence of 

reflections with h + k = 2n + 1 appears to be the only sure test. 
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Figure 1 . An hOi Weissenberg photograph of trimesic acid. 
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iii) A disordered crystalline form of trimesic acid. 

While trying to obtain untwinned crystals of trimeaic acid, 

another crystalline form was encountered. Crystals of this form 

are slender needles, the needle axis constituting the b axis of a 

monoclinic unit cell. An oscillating-crystal photograph showed that 

the odd layers about b are much weaker than the even layers. Even­

layer equi-incllnation Weissenberg photographs have a normal ap­

pearance with the exception of obvious twinning about the b, =. plane. 

Odd-layer photographs, however, show a peculiar smearing of spots 

along the reciprocal lattice festoons. The hll photograph is shown 

in Figure 2. This smearing behavior is certainly caused by disorder. 

It was also found that the odd layers were about 15-20 times weaker 

than the even layers. Somewhat similar smearing behavior has been 

observed before - for example, in condensed phosphates (3) and in 

woolastonite (CaSi03) (4). A . J. C. Wilson (5) has discussed dis­

ordering in layer structures to some extent. 

If all the weak smeared spots are considered true lattice 

reflections, the unit cell has approximate dimensions !:_ = 26. 2 A, 

b = 7. 8 A, £ = 21. 9 A, and f3 = 102 °. Reflections of the type hk1 

are present only for h + k = 2n and reflections of the type hOl only 

for 1 = 2n, indicating that the space group is either Cc or C 2 I c. 

All reflections with both h and k odd fall on streaked festoons . 

If all the weak smeared spots are considered not to be true 

lattice reflections, but instead the result of disorder a smaller unit 

cell may be chosen. The a and b axes are halved, and the "true" 
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Figure 2. hU equi-inclination Weissenberg photogra ph showing dis­
order streaks. (Disorde red crystalline for m of trimesic 
a cid.) 
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unit cell has approximate cell parameters: a 1 = 13. 1 A, b 1 = 3. 9 A, 

~ = 21. 8 A, {3 = 102•. Defined according to this new cell, the h 1k'l 

reflections show no general absences, and the h'Ol reflections are 

still present only for 1 = 2n. An Ok'l precession photograph indi­

cated that the Ok 10 reflections are present only for k' = 2n. This 

indicates that the probable space group for the new cell is P21 /c. 

The short b' axis leads to the suspicion that the plane of the 

trimesic acid molecules may be perpendicular to the b' axis. 

Plotting the hOl reciprocal lattice gives the pattern shown in 

Figure 3 (a). Comparing this to the transform of trimesic acid 

shown in Figure 5 - confirmed the above assumption and showed 

that the six-membered ring of the molecule has the orientation shown 

in Figure 3 (b) with respect to the other axes. 

The calculated density, 1. 3 g. em. -s (assuming no water of 

crystallization), seems to indicate four molecules of trimesic acid 

in the !:.'• b',~ cell. The presence or absence of water has not defi­

nitely been established yet, but water appears to be present. Perhaps 

the presence of water in a disordered array is causing the streaking 

phenomena. A more complete analysis of this disordering has not 

been undertaken. 

iv) Problem size and feasibility. 

Six molecules per asymmetric unit - this means the asymme­

tric unit has an empirical formula C 54,03,H3, with a formula weight of 

1260. 9 g. Determination of the crystal structure of trimesic acid 
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thus required that the positions of 90 heavier atoms and 36 hydrogens 

be fixed. The most ambitious crystallographic investigation previous 

to this one was Vitamin B 12, C63HaaOHN14PCo, with 1356 g. for the 

formula weight of the asymmetric unit (6). This structure was solved 

by the "heavy" atom method; trimesic acid has no heavy atoms. In 

addition the B 12 structure determination took over 10 years and the 

efforts of many people. The questions were: first, could the crystal 

structure of trimesic acid be solved at all? and second, if it could be 

solved, would such a project be feasible for a doctoral dissertation? 

In addition to solution of the structure, another problem to be 

faced was collection of data - there are about 12, 000 independent 

reflections within the copper sphere. Computing would also be a 

problem. Refinement, in particular, with so many reflections and so 

many parameters had never before been done. For accurate hydrogen 

bonding information we would need a high accuracy determination with 

anisotropic thermal parameters and location of hydrogen atoms - all 

leading to a large computational problem. 

In spite of these difficulties, the investigation was continued 

for a number of reasons. There are properties of the trirnesic acid 

reciprocal lattice which indicated that the structure might be solvable 

i n spite of the large size of the unit cell and the lack of a "heavy" 

atom . The transform of a six-membered ring appeared to be present 

on the rotation photograph about the b axis (see Figure 4). This indi­

cated that the molecules might not be "randomly" oriented within one 

asymmetric unit; parallel molecules or similar orientation of certain 
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molecules with respect to given directions might be anticipated. 

At this time, the Institute was in the process of acquiring 

powerful computing facilities which, if programmed correctly, would 

make the calculations feasible. In addition it was improbable that any 

other laboratory would attempt to solve this same structure (a reason 

particularly appealing to the author). With the discovery of the large 

size of the asymmetric unit, interest in the hydrogen bonding had in­

creased. This structure is the largest ever attempted without a 

"heavy" atom, and in the final analysis, the main reason for going on 

was the same reason that sent men to the top of Mount Everest. 

\ 
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COLLECTION OF THREE-DIMENSIONAL DATA 

i) Getting a crystal. 

Among the crystals obtained from Dr. Leibling, the great 

majority were found to be twinned. The first crystal mounted was 

not twinned but was much too large for taking intensity photographs. 

Eventually two more untwinned crystals were found; since these 

were also too large, and since a spherical crystal is superior for 

collection of intensity data, a device for grinding crystals into 

spheres was constructed according to the plans given by Bond (7). A 

first attempt at sphere grinding produced two hemispherical crystals, 

x-ray photographs showing that cleavage had occurred perpendicular 

to the [1 0 I] axis. A satisfactory sphere of diameter approximately 

0. 43 mm. was obtained from the last crystal. 

ii) Data collection. 

Three-dimensional intensity data were collected by the equi­

inclination Weissenberg method using CuKa radiation. A complete 

set of multiple-film photographs about the b and !. axes was taken 

using the spherical crystal. The 0-layer about the [1 0 1] axis was 

taken using the hemispherical crystal described previously. Using a 

standard intensity strip prepared from the spherical crystal, the in­

tensities of reflections on layers 0-14 about the b axis, 0-4 about 

the .!. axis, and the 0 layer about the [1 0 1] axis were estimated 

visually. (Data from the 0 layer about the [1 0 1] axis were necessary 

because the set of even and the set of odd layers about the a and b 
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axes are not intercorrelated due to the absence of reflection with h + k 

odd.) Table 1 shows the number of reflections which were recorded. 

One will notice a large number of "less than" reflections - re-

flections which were too weak to observe. An attempt to observe 

some of these reflections through longer exposures did not yield 

much additional information. The absence of these reflections is 

probably due to the special properties of the crystal structure. 

The films showed that quite a few intensities were affected by 

secondary reflection - the Renniger effect. Reflections so affected 

had a peculiar spot shape on the film and had different intensities 

when observed in different places. Reflections for which the films 

showed this effect to be important were given zero weight in the 

least squares. 

iii) Precision unit cell parameters. 

Precision hOl and Okl Weissenberg photographs using CuK a 

radiation were taken using a Straumanis-type camera which has a 

radius of 180 1T mm. and a film travel of approximately 23 mm. per 

180° of rotation. On the hOl photograph, 97 observations of re-

flection position were made, and on the Okl photograph, 30 obser-

vations; all but 11 observations were for 9 greater than 61°, with 

the Ka1 and Kaz of the same reflection being considered as separate 

observations for high angle reflections. A set of cell parameters was 

calculated from these data using the CRYRM subprogram written for 

this purpose by G. Reeke {8). This subprogram minimizes the 
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Table 1. Summary of data collection. 

Number of Recorded 
Number of Reflections Reflections which were 

Layer-Axis Recorded "Less Than" 

0-b 454 86 

1-b 903 315 

2-b 881 279 

3-b 886 231 

4-b 868 304 

5-b 851 264 

6-b 838 175 

7-b 806 173 

8-b 776 226 

9-b 737 221 

10-b 711 227 

11-b 663 229 

12-b 626 210 

13-b 560 124 

14-b 509 121 

0-a 284 35 

1-a 521 94 

2-a 557 103 

3-a 547 107 

4-a 554 113 

o-[1 o I] 20Z 85 
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Table Z. Results of precision unit cell calculations. 

a Z6. 5Zll Z6.5Z01 

!T(a) 0.0006 0.0005 

b 16.4Z01 16.4197 

!T(b) 0.0004 0.0004 

c Z6.55Z4 Z6.5514 

!T(C) 0.0005 0.0005 

f3 91.5Z7 91. 5Z8 

IT({3) 0.0015 0,0015 

Eccentricity 0. 00139 0.00046 

Absorption -0.0003Z left out 

Final Cell Parameters and Standard Deviations 

a = Z6.5ZOA ~ O.OOZA 

b = 16.4ZOA · ~ O.OOlA 

c = Z6. 551A ~ 0. OOZA 

f3 = 91. 5za· ~ o. ooz· 

Z6.5188 

0.0004 

16.4191 

0.0003 

Z6.5500 

0.0004 

91. 5Z9 

0.0015 

left out 

left out 
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function 

N 
\' w (sin2 e b LJ n o s 

n=1 
( )

z 
z z 4 

- sin ecalc> ~zn . 

The calculation was weighted with ~ = 
n 

1 
sin 2e . The results to-

gether with the final assumed cell parameters and standard deviations 

are summarized in Table 2. 

iv) Data reduction. 

Data reduction was carried out using the CRYRM Initial Data 

Processing Subprogram written by the author and Dr. C. M. 

Gramaccioli (reference 8, Chapter 4), (see also Part II of this thesis). 

The visually-estimated intensity values, directly as read from the 

films, were used as input to the subprogram. As each intensity 

reading was fed into the computer, it was assigned a standard devi-

ation calculated by the following function: 

rr(I) = _1_ ~0 833 + bl + 0. 1 IZ J [1 + 0 25 -50(0. 5- sinZ e)ZJ 
w • (65 0- 1)1 • e e . 

(1) 

for I < 65.0 

and rr(I) = a very large number for I 2: 65. 0; here rr(I) is the standard 

deviation in intensity I, w is an external weight, b is a parameter, e 

and e is the Bragg angle. 
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In a first pass of the data (with b set arbitrarily at 0. 1), film 

and pack factors were calculated by the expres aion 

= 

where kab is the factor between film a and film b, Ia is the reading 

from film a of a reflection i observed on both film a and film b, wi 

is a weight calculated from the assigned standard deviations of I and 
a 

~· The final overall film factor for normal incidence was 3. 72 (Kodak 

Medical X-Ray Film). Also in this pass, values for b in equation 1 

were calculated (for the method, see page 159). The b values resulting 

were: 0. 0430 for axis a, 0. 0594 for axis b, and 0. 1657 for axis 

[1 0 l]. These parameters agreed with the author's empirical esti-

mate of the quality of the data. 

In a second pass, the intensity readings were assigned 

standard deviations according to equation 1 with b for each axis as 

calculated in the first pass. Data were scaled to the most intense 

film of each layer, using the pack factors and the overall average 

film factor as calculated in the first pass. The over all film factor 

was appropriate modified to take into account the angle of incidence 

of the x-rays to the film. Multiple observations within a layer were 

then averaged geometrically in the standard manner. The averages 

were then corrected for Lorentz and polarization effects. The 

standard deviation for each intensity was carried through the calcu­

lations by propagation-of-error methods to give a standard deviation 
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for each corrected intensity value. 

In a third pass, scaling factors, cl' • · · , en' relating the 

different layers were calculated by a method which minimizes 

where the summation is over all pairs of reflections Iik and 111 , and 

the weight, wi' is calculated from the input standard deviations. 

Here too the standard deviations of each input reflection was carried 

through the calculations to give a standard deviation for each output 

reflection. 

Approximate scale and overall temperature factors were then 

determined by the method of Wilson (9) using the CR YRM routine 

written by Mr . T. A . Beineke (reference 8, Chapter 5) . 

The final result (after correcting for indexing and card 

punching errors) was a set of 11563 independent observed structure 

factors of which 3172 were "less than" ·- too weak to be observed on 

the film. Each observed structure factor was accompanied by a 

quantity equal to the reciprocal of the estimated standard deviation 

in the square of the observed structure factor. 
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SOLUTION OF THE STRUCTURE 

i) Introduction. 

Because of the size of the structure - it being the largest 

number of atoms ever determined without the aid of a "heavy" atom 

and because no~ standard method was used in obtaining a trial 

structure, the solution of the structure will be discussed in more 

detail than is normal. 

ii) Conclusions from rotation and hOl Weissenberg photographs . 

Whereas the hOl photograph does show a six-fold type 

symmetry (see Figure 1), it is not the transform expected fo r a six­

membered ring. This seems to rule out the plane of any of the six 

molecules being perpendicular to the b axis. The transform shown 

in the rotation photograph about the b axis (see Figure 4) is similar 

to the expected transform of a six-membered ring, suggesting that at 

least some of the molecules are oriented parallel to the b axis. A 

further approach by the molecular transform method was indicated. 

i ii) Molecular transform work. 

Using the optical transform machine built by Professor J. H. 

Sturdivant, optical transforms of the trimesic acid molecule viewed 

normal to the plane (see Figure 5) and viewed with the plane in 

several tilted orientations were prepared. The optical method con­

sists essentially of representing a molecule by holes punched to scale 

in a cardboard mask, shining coherent parallel light through these 
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holes, and observing the optical diffraction pattern (10). Optical 

transforms produced in this manner are comparable to the diffraction 

patterns produced by x-rays. Dark portions of the optical transform 

correspond to dense regions in the weighted reciprocal lattice. 

Masks of trimesic acid were prepared using a scale of 0. 26 

inches per Angstrom with holes of diameter 5/64 inch. This is 

equivalent to the scale recommended by Lipson and Taylor (11) for 

good representation of the form factor of the carbon atom. Distances 

used were 1. 39 A for the ring C-C bonds, 1. 48 A for the ring to 

carboxyl C-C bonds, and 1. 26 A for the C-O bonds - in agreement 

with the distances for benzoic acid as reported by Sims, Robertson, 

and Goodwin (12). 

In order to sample the reciprocal lattice at various positions 

with respect to rotation about the b axis, 12 zero-level precession 

photographs of a crystal mounted about the b axis were taken system­

atically at intervals of about 15 o rotation about b. Comparison of 

these photographs with the optical transforms confirmed that at least 

some of the molecules were oriented with their planes parallel to the 

b axis, and gave information about their orientation with respect to a 

and c. Conclusions are swnmarized in Figure 6. 

iv) Two-dimensional Patterson work. 

Since at least some of the rings appeared to be oriented on 

edge when viewed down the b axis, atoms might be expected to over­

lap in projection and behave similar to "heavy" atoms. This made 
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(a) Orientation of the trimesic acid ring with respect to 
the b axis direction. 

~axla 

~axis 

(b) Orientation with respect to rotation about the b axis 
direction. View is down the b axis. Shaded areas 
represent areas of probable -ring orientation, as 
indicated by comparison of transforms and pre­
cession photographs. 

Figure 6. Conclusions from molecular transform work. 
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projection work down the b axis appear feasible. 

Preliminary Weissenberg hO.l data were collected. Re­

flections of the types hkl and lkh were assumed to be equal in in-

tensity. Patterson and sharpened Patterson projections were calcu-

lated; these maps are shown in Figures 6 and 7 respectively. The 

sharpening function used was 

z 
IFobsl 

sharpened 
= -19.36 e 

where ni is the number of atoms of type i having atomic scattering 

factor fi' k is a scale factor, and B is an overall temperature 

factor. The scale and overall temperature factors were estimated by 

Wilson's statistical methods (10). 

Combination of the facts deduced from the Patterson pro-

jections and from the molecular transform work indicated that mole-

cules probably lie in "chains" in the ~· axis direction - essentially 

as shown in Figure 8. This is in good agreement with the observed 

length of the b axis. 

v) The structure in two dimensions. 

A study of the possible packing of the molecules when viewed 

down the b axis was used to deduce a trial structure in two di-

mensions. The "chains" shown in Figure 9 and the possible orien-

tations with respect to rotation about the b axis direction shown in 

Figure 6 were taken as a basis for thi• study. The Patterson 
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projections - both sharpened and regular - were used to check each 

step and to give hints as to how to proceed. During this study, the 

three-dimenEjional aspects of the structure were also considered. 

The fJnal model was checked by a structure-factor calculation 
J 

' 
and by an electron density projection. Calculated st:ructure factors 

were in agreement with the observed structure factors, and the 

electron density projection was in agreement with tpe proposed 

structure. The structure as it was at this stage is ~hgwn in -~ ~-

Figure 10. Some atoms are superimposed in this pr~~~ction; a 

double circle indicates two atoms, and a single circle, one. The 

origin shown is shifted 1 I 4 in ~ from the final origin. The six 

molecules of the asymmetric unit are designated A, B, C, D, E, and 
I 
'· 

F. 

vi) Three-dimensional Patterson work. 

When three-dimensional data were available, ~ three-di-

mensional "sharpened" Patterson map.was calculated using the 

CRYRM Fourier-Patterson Subprogram written by the author. The 

sharpening function was the same as described for the two-di-

mensional case; the origin was also subtracted out. 

By direct analysis of the three-dimensional Patterson map, ~ 

coordinates for the centers of the six rings were found. The keys to 

this analysis were the special peaks generated by parallel rings -

including those related by symmetry elements. Whereas it could be 

seen frorn analysis of the Patterson that ring F was not centered at 
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exactly y = 0. 25, the direction of deviation from 0, 25 could not be 

fixed; therefore the value 0. 25 was assumed for the center of this 

ring. The results are summarized in Table 3, together with the y_ 

coordinate of the final ring centers. The final parameters deviate 

only slightly from those obtained by analysis of the Patterson map. 

Only one problem remained: the structure as derived could 

be placed in the unit cell in either of two ways. The structure pro­

vides that molecules A and B are hydrogen-bonded to respective 

symmetry-related molecules. The Patterson map indicated that the 

symmetry element involved was a two-fold axis, which would re­

quire disordered hydrogen bonding. The symmetry element could 

also be a center of symmetry which is 0. 25 in ~ and 0. 25 in .! from 

the two-fold axis. This orientation requires no disorder, but does 

not give a particularly favorable . hydrogen-bonding orientation for 

ring A. The orientation first assumed was that from the Patterson 

hydrogen bonding across a two-fold axis. 

By assuming standard distances, y_ coordinates were calcu­

lated for the individual atoms. These were combined with the x and 

z coordinates from the two-dimensional work to give a trial structure 

with positions for all the 90 non-hydrogen atoms. A three-di­

mensional structure-factor calculation using all the data gave an 

agreement factor, R, of 0. 51. 



30 

Table 3. Results of three-dimensional Patterson analysis, 

I Coordinate of Rins: Center 

Ring From Patterson Final 

A -o.2os -0.203 

B 0.250 0,249 

c 0.295 0.297 

D -0.250 -0.251 

E -0.234 -o.225 

F 0.25? 0.229 
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REFINEMENT OF THE STRUCTURE 

i) Intr eduction. 

The structure was refined on the Caltech IBM 7094 computer 

by Fourier and least-squares methods using the CRYRM Crystallo-

graphic Computing System (8). The refinement was begun in two di-

mens ions, but quickly shifted to three dimensions. Hydrogen atoms 

and anisotropic thermal parameters - ignored at the beginning -

were added ·at appropriate times. Rings A, B, C, D, E, and F were 

numbered separately according to the following scheme: 

Hydrogen 4 - f ound to be disordered in all six molecules - is shown 

twice. Atomic scattering factors for carbon (valence), oxygen, and 

hydrogen were taken from the "International Tables for X-ray 

Crystallography" (13) . 

In the least-squares refinement (see reference 8, Chapter 6), 

the quantity minimized was ~wi IIF obsl
2 

- IF calc 1
2

1
2

• The R . 
factor was calculated by the standard expression 



R = 

3Z 

E II Fobs I - IF calc II 

E IF ob•l 

"Less than" reflections for which IF 1 I was less than the minimum ca c 

observable structure factor were not entered into the least squares or 

R factor calculations. When two successive least-squares cycles 

were calculated, the inverse matrix from the first cycle was also 

used for the second cycle. Because of the limited size of the computer 

memory of the IBM 7094, the largest matrix of parameters which 

could be calculated is about ZOO X ZOO. This meant that the parame-

ters of trimes ic acid had to be split into separate matrices or that 

some of the parameters had to be left out of the refinement. The 

least squares subprogram provides for a variety of matrix setups. 

The matrix configuration at various stages of the refinement will be 

mentioned and discussed in hopes that the experience gained here may 

be useful in designing future refinements. 

ii) Two-dimensional refinement. 

Using only h01 data, three cycles, A 1-A3, of full-matrix 

least squares were run on the x and z coordinates from the trial 

two-dimensional model. In cases where two atoms overlapped in 

this projection, one atom with twice as many electrons was entered. 

Isotropic temperature factors were held at 3. 4 A 2 for all atoms. After 

cycles A 1 and A 3 the shifts were plotted, and the coordinates were 

adjusted to give proper bond distances and to maintain the planarity 

of the rings; the orientation of the rings with respect to the b axis 
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was kept fixed. Even though this refinement proved to be rather 

unstable, the R factor for the h01 reflections was reduced from 0. 61 

to 0. 38 by this method. Following the least-squares refinement, an 

h01 electron density projection map was calculated and analyzed for 

shifts. 

The two-dimensional work produced significant shifts in the 

positions of the centers of the molecules. In addition, the planes of 

the carboxyl groups of C 8 and C9 in both ring E and ring F were 

found to be twisted out of the planes of their respective benzene 

rings. This was evidence for the idea that even though the planes 

of molecules E and F are not parallel, they are bonded together in 

a chain array like that shown in Figure 9. Further two-dimensional 

refinement did not seem warranted. 

iii) Three-dimensional refinement. 

Since , as discussed previously, the origin originally derived 

forced disorder in some of the carboxyi hydrogens, the origin was 

shifted to the alternate position before beginning the three-dimensional 

refinement . Attempts at Fourier and least-squares refinement pro­

duced almost no impr ovement; in particular , reflections with k + 1 

odd continually showed poor a greement between observed and calcu­

lated structure factors . Calculations showed that only these re­

flections had been affected by the above-mentioned change in origin; 

since they had shown much better agreement in the first three- di­

mensional structure-factor calculation, the only course seemed to be 

to change back to the original origin. 
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With the corrected origin, structure factors and three-

dimensional electron density maps in the planes of the molecules, 

using only data for which IF 1 I > 45. 0 and sin2 9/ "A.2 < 0. 20, were ca c 

calculated. These maps indicated only small coordinate shifts. 

Atomic coordinates from this analysis were refined by least 

squares using only very low angle data - the 1070 reflections for 

which sin2 9/ "A.2 < 0. 08. The weighting scheme was ..rw;_ = 1 IF obs 

for F b > 15.0 and ~i = 1/~ 15.0 IF b I for F b < 15. 0. Iso-o s 0 s 0 s 

tropic temperature factors were held at 2. 9 for all atoms . Two 

cycles, B 1 and B 2, were run with the coordinates of atoms of mole-

cules A, C, E, and F in one full matrix; everything else was held 

fixed. This was followed by two cycles, B 3 and B 4, with the coordi-

nates of atoms of molecules C, D, E, and F being refined; then two, 

B 5 and B 6 , with molecules B, D, E, and F in the refinement. This 

refinement worked exceedingly well - the R factor for the data used, 

originally 0. 32, was 0. 167 after cycle B 5 • The most significant 

shifts were in molecule F which moved as a unit to a position about 

0. 4 A from its input position. 

Since many bond distances and angles were now in disagreement 

with the expected values, coordinates were shifted toward more 

reasonable values by the method of Waser (14), using a program 

furnished by Professor Waser and slightly modified by the author to 

accept CRYRM-type input. Essentially this methoq finds the "best" 

molecule consistent with the input coordinates and the expected 

distances. Each molecule was treated separately; carboxyl groups 

were allowed to rotate out of the planes of the molecules. 
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Using the coordinates so derived, refinement by least-squares 

was continued. Two cycles, C 1 and C 2, were run with a four-matrix 

arrangement - coordinates of atoms of molecules A and C, those of 

B and D, and those of E and F in three 90 X 90 matrices respective-

ly, with the scale and isotropic temperature factors in a fourth matrix. 

Whereas coordinates refined satisfactorily, isotropic temperature 

parameter shifts were clearly of no value. To correct this, the 

weighting scheme was changed, and more data were included in the 

refinement, The weighting scheme adopted here and used for the 

remainder of the refinement was ~ = 1/ cr(F b 2), where cr(F b 2 ) 
1 0 s 0 s 

is the standard deviation in F b 1 which was obtained during the 
0 s 

initial data-reduction calculations . With the matrix arrangement for 

atomic coordinates changed to one matrix per molecule and with input 

isotropic temperature factors for all atoms held constant at 2 , 9, four 

more least-squares cycles, C 3-C6 , were run. All parameters refined 

satisfactorily, and the R factor for the 11, 000 data used in the last 

two of these cycles was reduced to about 0. 16 . 

At this time, anisotropic thermal parameters for all 90 atoms 

were introduced. Carbon atoms were allowed to refine anisotropically 

from their respective isotropic values; since the oxygen atoms were 

expected to show a strong anisotropy perpendicular to their respective 

rings, input anisotropic temperature parameters were calculated by 

hand for each oxygen atom. The anisotropic temperature factor ex-

pression used here ie of the form 
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where h, k, and 1 are the indices of the particular reflection, and 

the bij are the six anisotropic temperature parameters. 

Four cycles of least squares, D 1-D4, were calculated using a 

block matrix arrangement - the coordinates of each atom in a 3 X 3 

matrix and the anisotropic thermal parameters for each atom in a 

6 X 6 matrix. From cycle D3 onward all 11563 recorded reflections 

were used in the refinement. The R factor after D3 was 0. 105. 

Since hydrogen contributions were felt to be influencing many 

reflections, a three-dimensional difference electron density map was 

calculated. This map indicated unambiguously the locations of all the 

benzene -ring hydrogen atoms, but not of the carboxyl hydrogen atoms. 

The difference map had a rather high noise level, presumably from 

shifts remaining in the parameters of the heavier atoms. 

An unsuccessful attempt was made to continue the refinement 

ignoring the carboxyl hydrogen atoms. A quick calculation showed 

that these hydrogen atoms probably contributed strongly to several 

important reflections . These hydrogens are involved in oxygen-to­

oxygen hydrogen bonds, the question in each case being "to which 

oxygen is the hydrogen covalently bonded?" In order not to prejudice 

the answers to these questions, carboxyl hydrogens were placed at 

calculated points midway between the oxygens involved, and least­

squares refinement was continued. 

After five more cycles, 05-~, of refinement of the carbon 

and oxygen parameters (the hydrogen parameters were held fixed), 

the R factor was O. 0788, but the coordinate shifts were oscillating. 
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To correct this, several low-angle large reflections which clearly 

showed extinction effects were given zero weight in the refinement, 

and the matrix arrangement for coordinates was changed to one matrix 

per molecule . Four more cycles, D 1o-D13, were then computed. In 

cycles D 10 and Dn, some anisotropic temperature parameters were 

placed in selected large matrices; however, when results indicated 

that this change did not help the refinement, these parameters were 

placed in a block-matrix arrangement for the remainder of the re­

finement. In the case of coordinates, on the other hand, the author 

feels that the larger matrices helped significantly in settling down the 

refinement; for the remainder of the refinement, all heavy-atom co­

ordinates of a simple molecule were included in a single matrix. 

Attention was now given to the location of carboxyl hydrogen 

atoms. Using structure factors calculated without the carboxyl hydro­

gen atoms, three-dimensional difference electron-density sections 

were calculated in the least-squares planes through each set of 

four oxygen atoms involved in the hydrogen-bond pairs; only re­

flections for which sinZ 8/A.Z < 0. 28 were included. These maps 

clearly showed the positions of H5 and H6 for all six molecules. 

For molecules A and B, H 4 , which is required to be disordered by 

hydrogen bonding across a two-fold axis (the oxygen-to-oxygen hydro­

gen-bonded distance being too long for a symmetric hydrogen bond), 

appeared in two positions in each case. A half hydrogen atom at each 

position was used in succeeding calculations. For molecules C, D, 

E, and F, the maps showed a preferential orientation for each H4 ; 
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disorder, however, appeared possible. In succeeding calculations, 

these hydrogen atoms initially were placed in single positions. 

In least-squares cycles, E 1-E14, which followed, hydrogen 

atom coordinates were refined in one 120 X 120 matrix; the matrix 

arrangement of carbon and oxygen parameters was as before . Be­

ginning with cycle E 5 hydrogen temperature factors were refined in 

a separate 40 X 40 matrix. After cycle E 8 the scale factor was held 

fixed at a value indicated by the trend of the refinement. A distance 

and angle calculation using the coordinates from cycle E 12 showed 

that hydrogens f4 of rings C, D, E, and F - mentioned above as 

possibly being disordered - had moved in each case to positions 

intermediate between the two oxygen atoms of the 0-H· · · 0 hydrogen 

bonds. Difference electron density sections, with all atoms, including 

hydrogen atoms , subtracted out, suggested that the hydrogen atoms in 

question were disordered in a ratio of about 2/3 to 1/3- the 2/3 

hydrogen in each case being at the position originally assigned to a 

full hydrogen. Assuming this ratio, the parameters of these hydro­

gen atoms were refined in cycles E 13 and E 14• After these cycles 

the refinement was stopped since all shifts were negligible except for 

one temperature factor and three positional parameters involving dis­

ordered hydrogens, which were about 1. 5 standard deviations . All 

other parameter shifts were below standard deviations ; most carbon 

and oxygen parameter shifts were below 0. 1 standard deviations. 

iv) Results of the refinement, 

Final agreement indexes are shown in Table 4; for comparison, 
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Table 4. Final agreement indexes. 

R = 1::: /IF obs I - IF calc II 

ElF b I 
0 s 

Weighted R = 

Goodness of fit 

Number of "less than" reflections with 
calculated structure factors greater 
than the minimum observable 
structure factor. 

All Atoms 

6. 75 

2.52 

1. 49 

86 

Without 
Hydrogens 

7.97 

7.05 

2.49 

111 
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the same indexes with the hydrogen atoms left out of the calculation 

are shown. The final "goodness of fit" or the "quadratic mean error" 

' 
(15), which should approach unity at convergence if the weights are 

on an absolute scale, is 1. 49, a value within the range usually ob-

tained for a good refinement. 

Final positional and temperature parameters are given in 

Table 5, together with their standard deviations. Standard deviations, 

a-i, were calculated by the equation 

a- . = 
1 

where (A -l)ii is the diagonal element of the inverse least-squares 

matrix, m is the number of observations and s is the number of 

parameters. All carbon and nitrogen parameters are shown multi-

plied by 105 ; hydrogen coordinates are multiplied by 103 • Table 6 

gives for each reflection the observed ~tructure factor and the 

structure factor calculated using parameters derived from the last 

cycle of least squares. "Less than" reflections are indicated by a 

negative sign on the observed structure factor . Reflections which 

were given a zero weight are indicated by an asterisk after the ob-

served structure factor. 

A composite drawing of the final electron density sections is 

shown in Figure 11. The upper part shows sections through the oxy-

gen and carbon atoms; all were calculated in the best least-squares 

planes through the carbon atoms of each molecule, except sections 
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through those oxygene which deviated by more than 0. 20 A from the 

respective planes were calculated in parallel planes through the 

centers of the atoms. The lower part shows difference electron 

density sections - the carbon and oxygen atoms being subtracted out 

to show the hydrogen atoms. Sections through the ring hydrogen 

atoms were calculated in the best least-squares planes through the 

carbon atoms of the respective molecules; sections through the 

carboxyl hydrogen atoms were calculated in the best least-squares 

planes through the four oxygen atoms involved in each carboxyl-to­

carboxyl hydrogen-bond pair. When contouring the difference 

sections, noise at the positions of the carbon and oxygen atoms was 

ignored. Figure 12 shows the final h01 projection electron density 

map. 

v) General comments. 

In light of this refinement, the author would like to make the 

following comments: 

l. The complete refinement of large structures, such as this 

one, is well within the range of modern computers. In this re­

finement the last two cycles of least squares, which involved 11563 

reflections and 978 parameters, required about two hours of calcu­

lation time on the IBM 7094 computer. 

2. The multiple large matrix arrangement in least squares 

was found to work quite well. 

3 . Fourier techniques can be quite misleading in early stages 

of structure determination. In this refinement, at early stages when 
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the molecules were incorrectly placed in the unit cell, beautiful. 

well-resolved electron-density maps were obtained even though re­

flections with k + 1 odd showed great disagreement between observed 

and calculated . structure factors. In fact, maps calculated immedi­

ately after positioning the molecules correctly did not appear to be 

significantly better than the incorrect ones. 

4. Even with 11563 reflections the assumption often voiced 

that it is not necessary to be careful with individual reflections since, 

with large amounts of data, random errors cancel out - does not 

apply. At one point in this refinement, one high-weight mis-indexed 

reflection was responsible for divergence of the refinement. 

5. Introduction of hydrogen atoms was important to this re­

finement even though the ratio of hydrogen atoms to heavier atoms is 

only 2 to 5. 
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DISCUSSION OF THE STRUCTURE 

i) Bond distances and angles. 

Interatomic distances and angles were calculated using the 

CRYRM Distances, Angles and Planes Subprogram written by Mr. J. 

Lo (see reference 8, Chapter 8). The results are illustrated in 

Figure 13. For simplicity in this figure all the molecules are shown 

in the same plane even though the planes of molecules A, C, and E 

are significantly different from those of molecules B, D, and F . The 

asymmetric unit shown was picked because it best illustrates the 

hydrogen bonding (it is not the same as the asymmetric unit of Table 

5). Interior angles of the benzene rings, which are not shown in this 

figure, may be found in Table 7. 

The standard deviations in the positions of carbon and oxygen 

atoms as shown in Table 5 are in all cases about 0. 002 to 0. 003 A. 

Assuming isotropic uncorrelated errors allows calculation of a value 

of about 0. 004 A for standard deviations in bond lengths involving 

carbon and oxygen atoms, with a limit of error - assumed at three 

standard deviations - of 0. 012 A. Similarly the standard deviation 

in bonds from carbon or oxygen to hydrogen (not disordered) are 

about 0. 03 A with a limit of error of about 0. 1 A. In the case of 1/2 

and 2/3 hydrogens, these values are about 0. 06 A and 0. 2 A re­

spectively; with 1/3 hydrogens, these values are about 0. 13 A and 

0. 4 A respectively. 

Estimated standard deviations in bond angles were calculated 

by propagation of bond length errors through the law of cosines. For 
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Table 7. Interior angles of the benzene rings (in degrees). 

A B c D E F Ave 

c6-cl-Cz 119.6 120.2 120.6 119. 9 119.3 119.8 119.9 

Cl-C2-C3 120. 1 119.9 119. 6 120.3 120.3 119.5 120 . 1 

C 2-C3-C4 120.8 120.2 120.3 120.3 120.2 120.7 120.4 

c,-c4-c5 119.6 119.8 119. 2 119.6 119.7 119.8 119. 6 

C 4-C5-c6 119.9 120. 1 121. 0 119. 7 120,4 120.4 120. 2 

C 5-C6-C1 120.0 119.9 119.3 120.2 120. 1 119.6 119.9 
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c-c-c and c-e-o angles of about 120°' the standard deviation is 

about 0. 4° with a limit of error of about 1. 2 °. For the C-C-H and 

the C-0-H (not disordered) angles which are shown in the figure, 

the standard deviation is about 3 ° with a limit of error of about 9o. 

For the C-0-H angles involving 1/2 or 2/3 hydrogens, the values 

are 6o and 18° respectively; for the 1/3 hydrogens, the values are 

13° and 39° respectively. 

In Table 8, average values are presented for certain intera­

tomic distances and angles. For purposes of comparison, the largest 

and smallest values observed for the quantity being averaged are also 

presented. The carboxyl groups which involve disordered hydrogens 

were not included in the averaging. The C-0 distances in the 

carboxyl groups of C(8) and C(9) of rings E and F are significantly 

different from the corresponding distances in rings A, B, C, and D ; 

the difference is presumabl y related to the large out-of-plane twisting 

of these carboxyl groups which results from the hydrogen bonding 

between rings E and F , which do not lie in parallel planes. 

The 0 · · ·0 hydrogen bond distances have values ranging from 

2. 605 A to 2. 699 A. These distances are s i gnificantly different from 

one another; the value observed within this range for a particular 

distance is probably governed by the arrangement of molecules in the 

unit cell. 

The distances and angles found here for trimesic acid compare 

favorably with those found in benzoic acid (12), where the carboxyl 

group was reported to deviate only •lightly from the plane of the 
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Table 8. Average distances and angles. 

(Subscripts c and r denote ring and carboxyl respectively.) 

Number of 
Distances Largest Smallest Average Observations 

c -c r r 1. 401 A 1. 376 A 1. 390 A 36 

c -c 
r c 1. 503 1. 478 1. 489 18 

C -H 1. 03 
r r 0.79 0.94 18 

* C -0 (short) 
c c 
Rings A, B, C, D 1.252 1.233 1.245 8 

Rings E, F 1. 221 1. 217 1. 218 4 

* C -0 (long) 
c c 

Rings A, B, C, D 1. 291 1. 271 1. 279 8 

Rings E , F 1. 316 1. 306 1. 319 4 

0 -H * 1. 27 0. 82 1. 02 12 c c 

Angles 

c -c -c 121. 0° 119. '2 (120. 0°) 36 r r r 

c -c -c 122. 1 117.9 (120 . 0) 36 r r c 

c -c-o r c c (short)* 121. 7 118.8 120.0 12 

C -c -0 (long)* 117. 8 
r c c 

114.6 116. 1 12 

o -c-o c c c 124.9 123. 3 123 . 9 18 

c -c -H 128 112 ( 120) 36 
r r r 

C -0 -H * 117 100 110 8 
c c c 

*Carboxyl groups of C(7) of all molecules are not included in 
these calculations since the hydrogens of these carboxyl groups are 
disordered. 
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benzene ring - similar to most of the trimesic acid carboxyl groups. 

The C-0 distances within the carboxyl group of benzoic acid are 

l. 24 A and l. 29 A, and the 0-0 hydrogen bond distance is 2. 64 A 

well within the range given above . 

In the case of mellitic acid, benzene hexacarboxylic acid, the 

carboxyl groups, which of course cannot be in the plane of the benzene 

ring, were reported by Darlow (16) to have a wide range of values for 

the C-0 distances. These values are in general similar to those 

found in trimesic acid for the out-of-plane carboxyl groups of rings 

E and F. 

ii) Temperature factors. 

The magnitudes and direction cosines of the principal axes of 

the thermal ellipsoids of the heavy atoms are shown in Table 9. These 

were calculated from the anisotropic temperature parameters listed 

in Table 5 by the method of Waser (17) using the CRYRM subprogram 

written for this purpose by Mrs . B. Stroll (see reference 8, Chapter 

12). The oxygen atoms were found to have large amplitudes in di­

rections perpendicular to their respective planes. 

The large out-of-plane amplitudes of these atoms undoubtedly 

cause e rrors in the observed carbon to oxygen bond lengths, and 

these distances should probably be increased by about 0. 02 A in the 

average case - a value obtained by assuming a riding motion. The 

significance of this number, however, can be questioned. If one con­

siders 0( 1) and 0(2) of molecule A (the carbon to oxygen distances 

here are expected to be equal}, one finds that 0 1 has the larger 
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amplitude of vibration and also the smaller distance - in agreement 

with the expected correction; however, calculation of the difference 

between the corrections to be applied to the 0 1 and 0 2 to carbon 

distances gives 0. 015 A which is much greater than the difference 

necessary to make the two distances equal. A similar situation is 

observed with 0 1 and 0 2 of molecule B. These observations suggest 

that the value given above for correcting the carbon to oxygen bond 

lengths may be too large. 

iii) Planarity of the molecules. 

The least-squares planes through atoms Clt ... , <; of each of 

the rings and the deviations of atoms from these planes are given in 

Table 10. Table 11 gives the same information for planes calculated 

through atoms C 1, .. ·, C6 . The planes are calculated by the method 

of Shomaker, Waser, Marsh, and Bergman (18) using the CR YRM 

Distances, Angles, and Planes Subprogram. Direction cosines are 

given relative to the crystallographic ~· b, and c axes. 

The results show that molecules A, C, and E are almost 

exactly parallel; similarly molecules B, D, and F are almost ex­

actly parallel. Also, the normals to the best planes through all the 

molecules are very nearly perpendicular to the b axis. Furthermore 

the angles formed by the plane normals of molecules A, C, and E 

with the ~ axis are very nearly the same as the corresponding angles 

formed by the plane normals of B, D, and F with the c axis; this 

arrangement explains the pseudo ~ symmetry observed in pro­

jection down the ~ axis. 
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The benzene rings of molecules A, B, C, and D are planar. 

Most of the carboxyl carbons in ~hese molecules, however, deviate 

slightly, but significantly, from the planes of the ring atoms; the 

deviations of the carboxyl oxygens are even more pronounced in 

some cases. In going from the plane of the benzene ring to the plane 

of the carboxyl group there seems to be both a component of rotation 

about the C-C bond connecting the two and a component of rotation 

about an axis in the plane of the molecule, but perpendicular to this 

C-C bond. In effect the carboxyl groups "droop" over the edges of 

the benzene rings - much like a piece of paper droops when extended 

over the edge of a table. With molecules A, B, C, and D the 

"drooping" component seems to be the more important for all the 

carboxyl groups except the 0 1-C,-02 groups of molecules C and D 

where the .rotation component is the more important. 

The benzene rings of molecules E and F appear to be very 

slightly nonplanar . This slight nonplanarity is probably related to 

the large out-of-plane deviations of the carboxyl groups of these 

molecules . For these carboxyl groups the component of rotation 

about the c-c bond is the more important in describing the deviations 

from the planes of the respective molecules, but here also the 

"drooping" component is important. 

iv) Packing of the molecules and hydrogen bonding. 

This section contains the most interesting part of the structural 

results obtained from this investigation. The intermolecular hydrogen 

bonding is in all cases through carboxyl-to-carboxyl double hydrogen 
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bonds, all carboxyl groups being fully hydrogen bonded. The 

hydrogen-bonding interconnections between the various molecules was 

shown in Figure 13. To be three dimensionally correct, this figure 

should be folded about 70° between molecules E and F. 

If one proceeds - without knowledge of the crystal structure 

of trimesic acid - to construct a model by linking together various 

coplanar trimesic acid rings, one obtains an infinite net, I, which ia 

very similar in appearance to common "chicken wire. " 

.. ~· ···xt· .. . . . 
. . 

::~ :ret.· ::9< xt. 
··xt· :' ·.~· ···ret· : ·.~·· .. 
... 0 •• • • 

.._~ r v--t.: ···1-v .. v-t· 
~---~ y .. ./~ ··4 .. · ... · .. ~·· . ···ret.:... · .. ~... .. 

• • •• 0 ... 

·.~··. ···ret...... ...~··. ····ret:' .. · 
.. ... . . -

. . . . ... · ·. .. . .· · . . 

I 

As can be seen, stacking of parallel nets of this type leaves large 
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holes in the structure at the centers of the large six-molecule rings. 

All molecules in trimesic acid are arranged in infinite arrays 

of the type shown above. The problem of the holes is solved by 

allowing interpenetrating arrays as shown in II. In trimesic acid 

. . 
.£· ~· · . . ... 
' ' \ ' ' ,-<. ... .. -r.. h h :i .. ~ .. -. ·. 

::~ '{~h~J{ ··~ ':: 

~t~: 

II 

there are three parallel interpenetrating arrays passing through each 

group of three parallel large six-molecule rings. 

If one proceeds with model construction in three dimensions 

based only upon the assumption of interpenetrating nets, one en-

counters another problem with holes in the structure which arises, 

in effect, from the fact that the large six-molecule rings are only 

wide enough for passage of three parallel interpenetrating nets. In 
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trirnel!lic acid this problem is solved by allowing the two sets of 

interpenetrating nets to exchange directions every six molecules, Ill. 

, , , 
--A 

\ 

' ' 
I 

I , 
·- A 

\ 
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c---E 

c--~ E 

t 
B .. ·B 

' I ' I 

' 
, \ I 

\ I \ I 

F ... n n ... F , 
I 

I 

\ 
\ 

\ 

\ I 
\ I 
\ I 

B···B , 
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\ 
\ 
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' ' ' 
I 

I 
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F .. ·D D···F 
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I \ 
I \ 

, 
I 
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' 

E --- C 

E--- C 

\ 

' ' 
I 

I 
I 

l I 
I 

I 

A--- A 

' ' \ 

c--- E 
\ 

\ 
\ 

I 
I 

I 

C--- E 
\ I 

\ I 
\ 

' ' \ I 

I 
I 

I 

A--- A 
\ I 

\ I 
\ I 

C··- E B···B E --- C C--- E 

F --

F--

-- A/ \~ ... ! I ·~··· ~/ \A --- A/ \ F --

~ Chang~• in direction~ 
III 

One direction is given by molecules A, C, and E, the other by mole-

cules B, D, and F; the change in direction occurs in the connection 

between molecules E and F. 

The packing is shown schematically in projection down the b 

axis in Figure 14. The difference in height along the b axis between 

light and dark molecules is Ay = 0. 50, approximately. The mole-

cules designated A, B, C, D, E, and F correspond to the asym-

metric unit shown in Table 5. The pleated-sheet type hydrogen-

bonding array described above can be seen by following the chain. 

The groups of three parallel molecules are easily visible. Another 

important feature is that the molecules which are hydrogen bonded 
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together are, except for the E to F connection, parallel but not 

coplanar. The out- of-plane deviations of the carboxyl groups noted 

previously may be readily explained in terms of a tendency of carboxyl 

groups linked by hydrogen bonds to line up and closely approach one 

another. 

There are two groups of three nearly parallel molecules - one 

involving molecules E, A, and C 1 (related to C by a 2 1 axis), the 

other involving molecules F, B, and D' (related to D by a center of 

symmetry) . The dihedral angles between the planes of adjacent 

molecules (see Table 11) are 2. 6° for A and E, 3. so for A and C', 

1. 6° for F and B, and 2. 5° for B and D'. 

v) Disorder in the hydrogen bonding. 

As pointed out previously, disorder in the hydrogen bonding of 

the 0 1-Cr-Oz carboxyl groups of molecules A and B is required by 

the hydroge~ bonding across a two-fold axis . For the corresponding 

carboxyl groups of molecules C, D, E, and F, an approximate 2/3 

to 1/3 disorder has been given . . The fact that the hydrogens of these 

carboxyl groups failed to refine correctly when entered into the least­

squares as whole hydrogens, coupled with the appearance of difference 

electron density maps, see Figure 11, show fairly conclusively that 

these carboxyl hydrogens are disordered. The refinement assuming 

the Z /3 to 1/3 ratio was satisfactory; however, this ratio is only our 

best evaluation of the situation and should be considered only an esti­

mate. 
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Disorder in the hydrogen bonding of other carboxyl groups 

does not seem likely, but small amounts may not be ruled out. By 

taking the accentric space group Cc instead of the centric one which 

has been used, one may remove the restriction for the carboxyl 

groups of A and B; however , this new space group would not explain 

the disorder for the other molecules. There being no other indications 

to suggest a change in space group, it is highly unlikely that anything 

is to be gained by pursuing the matter further. 

vi) A check on the least-squares standard deviations. 

As Table 8 shows, there are a large number of observations of 

certain distances and angles, in particular those related to the benzene 

rings, which may be expected on sound chemical grounds to be equal. 

It is therefore appropriate that we determine empirical standard 

deviations from the sets of observations of these quantities and com-

pare the res~lts with the standard deviations obtained from the least 

squares. Such a comparison would check the reliability of standard 

deviations obtained from the least-squares refinement. 

A consistent and unbiased estimate of the variance of the dis-

tribution of a variable x for which n random samples, xl' 

are available is given by the equation (19). 

- z 
.E (x. - x) 

Mz a-2 
i 1 

= estimated = 1 n 

.E (xi) 
where sample mean 

i 
X = = n 
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Furthermore, the standard deviation D of a value estimated by this 

method for IT2 may be shown to be expressed by the following equation: 

2 
n- 1 

If we substitute our estimated IT for the population IT in the equation 

above, we may calculate a value of D which is certainly necessary 

when comparing our estimated standard deviations with those obtained 

from the least squares. 

The distribution of the C -C and the C -H distances and of r r r r 

the C -C -C and C -C -H angles were examined by the method 
r r r r r r 

described above; only these quantities were chosen because the other 

distances and angles listed in Table 8 might possibly have systematic 

deviations from one another which would give an erroneous estimate 

of the standard deviation. 

The results of the analysis are shown in Table 12, together 

with the standard deviations calculated from positional standard devi-

ations derived from the least-squares refinement . The agreement 

between the two sets of standard deviations is very good; in all cases 

they are the same to within three standard deviations of IT t ' t d' es 1ma e 

The only trend is that the least-squares standard deviations are 

slightly lower; however , this trend could be due to systematic differ­

ences between the observed quantities which would tend to raise values 

of IT estimated' In this light IT ti t d may be properly called an es mae 

upper limit of the corresponding least squares standard deviation. To 

summarize, the author feels that this experiment verifies the standard 

deviations obtained from the least-squares refinement. 
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PART II 

TOPICS IN CRYSTALLOGRAPHIC CALCULATIONS 
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OPTICAL TRANSFORMS AND X-RAY TRANSFORMS 

The use of optical transforms in determination of crystal 

structures has been discussed many times in the literature (1). The 

method consists of preparing an optical transform by photographing 

the diffraction pattern produced by shining parallel, monochromatic 

light through holes in a cardboard mask - the holes in the mask 

representing atoms of a molecule - and then comparing this trans-

form with the x-ray diffraction pattern of a crystal in order to obtain 

information about the orientation of the molecules in the crystal. 

However, a discussion of the detailed relationship between the optical 

and the x-ray diffraction patterns is not readily available. Also 

nothing has been mentioned about the effect of different size holes. 

The expression for the x-ray transform is the well-known 

equation 

F(hk) = 

all 
atoms 

L 
n 

f 
2'1Ti(hx + ky ) 

e n n 
n 

(1) 

in which h and k are Cartesian coordinates in transform space and 

f is the x-ray scattering factor (temperature modified) for atom n 
n 

which has coordinates x and v . In the following a similar ex--n .L..n 

pression is derived for diffraction of light by holes in a mask. A 

reference which has been particularly useful is the classic work 
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on optics by Born and Wolf (2). 

Fraunhofer diffraction of monocromatic radiation by a single 

circular aperture may be represented by 

u. (p,q) = 
J 

(2) 

where U .(p,q) is the complex magnitude from aperture j at point p, q 
J 

in transform space, E. is the total energy incident on the aperture, 
J 

D. is the area of the aperture, £ and 11 are Cartesian coordinates 
J 

in the plane of the aperture, and the integration is over all £ and TJ 

within the area of the aperture. 

Let E' be the energy per unit area incident upon the aperture; 

and let us assume that the incident energy is directly dependent upon 

the area of the aperture. Then the total pattern from a number of 

different-sized non-overlapping circular apertures in the same 

plane is 

U(p,q) = 

all 
apertures 

2: 
j 

U.(p,q) = 
J 

Let (g1 , T]1}, (gz, TJz), ···, (gN, TJN) be the coordinates of the centers of 

the apertures 1, ·· ·, N. Then for each aperture let £ = £. + £. ', 
J J 

11 = 11j + 11j '. Substituting in the above gives 



U(p,q) 

· Therefore 

U(p,q) = 

75 

.J£1\' = -A-I....J f.
• ( . e -i 2A 1T ( p ( g . + g • I ) + q ( T]. + T] . I ) ] 
-'D J J J J d£. 1 dT]. 1 

J J J 

£1 

A 

j 

\'{ -i 2A1T(p£.+qTJ.) JJ, -i~1T(p£.'+qTJ.I) 
I....J e J J e J J d£. ' 

D. J 
j J 

Superposition of 
coherent diffraction 

patter.ns 

Single aperture 

Evaluation of the term under the integral leads to 

{ 

21T .JEI -iT (p£. +qTJ.) 
U(p,q) = -A- L e J J 21T a z 

. j 
J 

where w is the radial distance, w = pz + qz, and a. is the radius of 
J 

aperture j. Rearranging gives 

U(p,q) = 

where 

21T~ \' I....J gj (w) 

g.(w) 
J 

= a.z 
J 

21T 
Jd-;- a.w) 

1\. J 

is the "scattering factor" for a circular aperture 

(3) 

(4) 

of radius a .. 
J 



76 

Equation 3 is analogous to equation 1 - the scattering factor 

for a given atom being replaced by equation 4. In Figure 1, g.(w) is 
J 

plotted as a function of w. The shape of the curve is quite similar 

to that expected for the x-ray scattering factor. The two curves will 

fit fairly well if the size of the hole in the mask is chosen so that 

g . (w) = 0 corresponds approximately to the edge of the copper 
J 

sphere. 



0.
 5

-
-
t-

-
-

J !
J_

x)
 

X
 

-...
1 

-...
1 

0
~
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
r
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
~
~
~
 

0 
2

.0
 

4
.0

 
X

 

F
ig

u
re

 1
. 

P
lo

t 
sh

o
w

in
g

 t
h

e 
sh

a
p

e
 o

f 
th

e 
11
sc

a
tt

e
ri

n
g

 f
a
c
to

r"
 o

f 
a 

c
ir

c
u

la
r 

a
p

e
rt

u
re

. 



78 

A SYSTEMS APPROACH TO CRYSTALLOGRAPHIC COMPUTING 

As larger and larger crystallographic problems are undertaken 

and as more powerful (and complicated) computers become available, 

the mountain of details involved in crystallographic calculations 

grows. Also the compiler-executer systems of the more powerful 

computers - for example, IBJOB on the IBM 7090-7094 computers 

impose excessive restrictions on the amount of memory which is 

available for a calculation, on the kind and number of programs 

which can be used in a given job on the computer, on the number and 

kind of temporary storage units available, on the input and output of 

information, and on simple changes to large programs. All of the 

restrictions enumerated above may be eliminated or reduced, and in 

addition advantages in efficiency and ease of operation may be gained, 

by using a systems approach in setting up crystallographic programs. 

Most crystallographic calculations - for example, Fourier and least­

squares calculations - use well-known ·expressions, and may thus be 

programmed once, and these programs used over and over for routine 

calculations. One disadvantage of using a systems approach is that 

the programming, which must be done using symbolic machine 

language, is more difficult than programming in a compiler language, 

for example, FORTRAN; however, the extra difficulty is not as 

serious as one might believe and is more than compensated for by the 

extra power and efficiency which become possible. 

In preparing crystallographic programs for Caltech's IBM 

7094-7040 computing system, we have used a systems approach, the 
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end result being the CR YRM Crystallographic Computing System. 

Instructions for the use of this computing system are available in the 

"User's Guide to the CRYRM Crystallographic Computing System" (3) 

and will not be repeated in the thesis. A general description of the 

philosophy involved follows in this section, and some of the special 

mathematical expressions which were used are discussed in later 

sections. 

A chart showing the level of control within the 7094 computer 

is given in Figure 2 . The basic monitor, IBSYS, part of which 

remains in memory at all times, provides communication between 

the different systems. The different systems programs, such as 

CRYRM, are given control at the user's request. CRYRM, part of 

which remains in memory at all times during crystallographic calcu­

lations, consists of a crystallographic monitor, which calls in various 

subprograms as needed, and input-output and fractional subroutines 

for use by the different subprograms. It also provides for continuity 

of operation between jobs and for accounting. The systems program 

and all subprograms are stored on the installation's system library 

and need not be loaded each time by the user. 

Intercompatible subprograms providing for a great variety of 

options have been written. In the usual case the crystallographer 

enters his reflection data by cards into the computer only once; these 

data are preserved on magnetic tape between computer runs. When 

using CRYRM, the user - in a single run of the computer and with a 

minimum number of cards - calls for various subprograms 
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successively, the output from one subprogram automatically becoming 

the input to the next . As a subprogram is called in, the user, if he 

desires, may make small changes in the program very easily. In 

practice the CR YRM Crystallographic Computi~g System has been 

found to be very efficient and very easy to use. It has greatly speeded 

up many crystallographic investigations and indeed has even made 

some of them possible - trimesic acid, for example. 

The author presented a paper on this subject at the July 26-31, 

1964, annual meeting of the American Crystallographic Society in 

Bozeman, Montana (4). 
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COMPUTER CALCULATION OF FOURIER AND PATTERSON MAPS 

i) Introduction. 

Methods and expressions are presented which allow a computer 

to be programmed to calculate Fourier and Patterson maps given only 

the space group number, unit cell, and the asymmetric reflection 

data as determined by the Laue group. Methods leading to maps on 

an inches-per-Angstrom scale are also discussed, together with the 

efficient calculation of general plane sections. The methods described 

were used in writing the CR YRM Fourier and Patterson Subprogram. 

ii) Performance of the summation. 

The Fourier expression of a particular space group may be 

broken down in the usual manner to sums of certain trigonometric 

triple products, which then may be separated into three successive 

summations - one each in the h, k, and 1 dimensions. Structure 

factors are processed one by one by a first-dimension summation 

routine which accumulates the sums in four regions, one for each 

possible double product - (cos)(cos), (cos)(sin) , (sin)(cos), or 

(sin)(sin) - in the second and third dimension summations . One 

first-dimension summation is necessary whenever the slowest 

varying coordinate x , y, or z, changes between map points, as for 

example, between sections of a three-dimensional map. Projections 

down the crystallographic axes may be calculated by replacing the 

first-dimension routine by a routine which selects only reflections 

which have the corresponding index equal to zero, and appropriately 
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adjusts the scale. 

iii) Definition of map points. 

Provided a very fast sine and cosine subroutine of sufficient 

accuracy is available, a summation of Fourier series need not be 

done, as in the past, only at integral intervals of the lattice trans-

lations. Once the x coordinate, for example, of a map point is 

known, tables of sin(21T hx) and cos (21T hx) as a function of h may be 

calculated then used to find the trigonometric functions for given re-

flections by quick table lookup. This technique, becoming more 

efficient as the number of reflections grows, allows maps to be 

calculated on a prespecified inches-per-Angstrom scale, which may 

be contoured directly on the computer output. 

a) Sections with one coordinate constant. 

For sections (and projections) the following expressions may 

be used to calculate the interval in fractional coordinates between 

map points for setting up a to-scale map. We assume a rectangular 

array of points will be printed with Ph points/inch in the horizontal 

direction and P points /inch in the vertical direction and a scale of 
v 

S inches I Angstrom. For a section of constant y with z constant in 

the horizontal direction 

~ = 

~ = v 

1 

P S a •in f3 v -

cos {3 



and .6z = 
v 
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1 
P S c sin f3 

v 

where ~ and Axv are the x increments in going between points in 

the horizontal and vertical directions respectively, similarly for z, 

and f3 is the angle between the !. and _£ crystallographic axes. 

b) General-plane sections. 

A general plane may be defined by the direction cosines of the 

plane normal and by a point in the plane. Much time may be saved in 

the calculation of a general-plane section if the calculation is set up 

so that one of the fractional coordinates, x, y, or z, is held constant 

in the horizontal direction in the plane. Then if the index corre-

sponding to this constant coordinate is chosen for the first-dimension 

summation, this summation need be performed only once for each 

row of the map instead of once for each point, as is usual. In the 

following discussion expressions are developed for the computation 

of the fractional coordinate intervals b~tween points in the g~neral 

plane. It is assumed that the first-dimension summation parameter 

is x in this disc us s ion. 

The situation is diagrammed in Figure 3 in which certain 

vectors are defined. In addition let 

a 
where b, c are the unit cell triple 

~· = laT a, 
"" "" "" 

b 
~z = ,~, and a 1, az, a, are the unit cell angles, 

c 
~3 = "" lcT 

n = normal to the molecular plane, 
"' 
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/ 

Molecular ;vi Plane 
Plane 

Figure 3. The general plane. 
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a = angle between a and n, 
"" "" 

{3 = angle between b and n, 
"" " 

y = angle between c and n, 
"" "" 

dl = intercept of the molecular plane on ~~· 
dz = intercept of the molecular plane on ~.z, 

d, = intercept of the molecular plane on~, and 

cos a 
direction cosines of the plane with respect to the 

cos {3 = 
cos y 

crystallographic a, b, and c axes respectively. 
"" "" "" 

By the definition of the vector eros s product, 

where 

Expanding gives 

Let 

al = ~.z X ~' "" 
a' = ~1 X ~z ...... 

aZ = ~' 
X ~1 ..... 
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Then 

n ...... 

Dividing through by 

n ...... II In I 
al + 

But since 

cos a = cos f3 = cos 'Y = 

we have that 

n 1/ cos aa1 +cos f3 a 2 +cos 'Ya3 - n 1 

Next, consider a vector m in the plane of a 2 and a 3, parallel ...... ...... ...... 

to the molecular plane. 

Since m · n 1 = 0 ...... ...... 

it follows immediately that 

m ...... II cos 'Y a 2 - cos f3 a 3 - m 1 
...... ...... ...... 

We define translations in the direction of m 1 to be translations in the ...... 

molecular plane in the horizontal direction. It is immediately seen 

that the x coordinates of points are invariant under the above trans-

lation. 

Next, consider a vector s normal to both m 1 and n 1 , Let ...... ...... ...... 



If we denote 

we have 

and 

where 

s = ,.., 

n' 
"' 

m' · s ,.., ,.., = 

88 

cos {3 = mz 

COB Y = m 3 

Solving the above equations gives 

Denote 
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Therefore 

s II s 1 
1 a 1 + s z 1 az + s 3 'a3 - s 1 

....... "" """ ......... """ 

We define translations in the direction of s 1 to correspond to vertical 

translations in the molecular plane. 

The computation of translation parameters between map 

points follows directly. In the horizontal direction with Ph points/ 

inch and a map scale of S inches I Angstrom, the changes in the y 

and z parameters expressed in fractional coordinates are 

cos y 

and 
cos {3 

where 

r = lm 1 I = .J cos zy + cos Zf3 - 2 cos f3 cos Y cos a 1 ...... 

Similarly in the vertical direction, P points /inch produces changes 
v 

in the x, y, and z, coordinates given by 

Ax = v 

6.y = 
v 

(P )(S)(q) ja I v ...... 

s ' 1 

s .z' 
(P v) (S) (q) ~~I 



and 

where 

~z = v 

90 

(P v)(S)(q) ~~I 
, 

q = ls'l = "J's 1 'Z+sz'z+s3 'Z+2s 1 's 2 ' cos a 3 +2s 1 's3 ' cos az+2s 2 's3 ' cos a 1 • 
"' 

A special case rnuat be considered since if cos Y and cos J3 

= 0, the plane is undefined by the above expressions. In this special 

case the general-plane section reduces to a section with x constant 

giving expressions analogous to those of (a). 

iv) Reflection data storage . 

If calculation of three-dimensional and general-plane sections 

is to be efficient, all the reflection data must be stored in the corn-

puter memory during the calculation. Phasing and multiplication by 

volume factors, etc., may be conveniently done when the data are 

stored. Only the asymmetric unit of data, as dictated by the Laue 

group, need be stored; centering, if present, also reduces the 

storage space required. One convenient way for storing data is to 

divide the data into groups of constant h index, then to store re-

flections within each group in a large matrix in which the k index 

counts the rows and the 1 index the columns (counting from zero). 

In this manner only one storage location per reflection is required 

for centric space groups, two storage locations per reflection for 

acentric ones. 
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From the unit cell parameters !.• b, !:.! a, {3, and '( the maxi-

mum values which the h, k, and 1 indices may assume within the 

sphere of reflection of radiation with wavelength X. may be calculated 

di;rectly from Bragg's law, for example, 

h 0 = 
max 

Within a layer of constant h index, the maximum magnitude which the 

1 index assumes in the positive direction, 1 (+), and in the nega-max 

tive direction 1 (-) and likewise k (+) and k (-) may be max max max 

calculated from 1 ° and k 0 by the following expressions 
max max 

1 max(+) = [cos (90°- /3)cos cj> + sin(90° -{3)sin cj>]l 0 
max 

1 max (-) = [cos (90° - {3)cos cj> - sin(90°- {3)sin cj>] 1 o 
max 

k (+) = [cos (90° -'()cos cj> + sin(90° - 'Y)sin cj>] k 0 
max max 

and kmax (-) = [cos (90°- '()cos cj> - sin(90o - 'Y)sin cj>] k 0 
max 

where sin cj> = and cos cj> = ~ 1 - sin2 cj> 

The above may be easily derived by consideration of the sphere of re-

flection. The values obtained from this calculation for each h may be 

used, together with knowledge of the definition of the asymmetric unit 

of data, to dimension the matrices for reflection storage. 

v) Fourier expressions for different space groups. 

In order that the computer may calculate Fourier summations 
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given only the space group number, the expressions for different 

space groups must be coded into the program. Since the expressions 

as given in the International Tables (5) are not suitable for this, 

Fourier expressions for all space groups, excluding the hexagonal 

and trigonal space groups, have been derived in a triple product 

formulation. Also A and B are used for the real and imaginary 

components for structure factors of acentric space groups, since 

this formulation is more efficient for computers than the magnitude 

and phase angle formulation. 

First we define symbols for all possible trigonometric triple 

products (with signs) involving hx, ky, and 1z as shown in Table I. 

Then beginning with the general Fourier trigonometric expression, 

assuming Fridel's law, 

p(x,y,z) 
2 = y I:. Ahk1 cos (hx + ky + 1 z) + I:. Bhkl sin(hx + ky + 1 z) 

by use of trigonometric identities we obtain 

p(x,y,z) = ~ I:. ~kl(C+D+E+F) +I:. Bhk1 (K+L+M+N) . (1) 

If we now separate the summations into reflection groups as 

defined by signs of indices and require a positive sign on all indices 

within each triple product, we obtain 

p(x,y,z) = ~ E[~kl(C + D + E +F) 

+ ~(C-D- E +F) 
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Table 1. Definition of triple products . 

Symbol Triple Product 

c +cos 21T hx cos 21T ky cos 21T 1 z 

D -sin 21T hx sin 21T ky cos 21T 1 z 

E -sin 21T hx cos 21T ky sin 21T 1 z 

F - cos 21T hx sin 21T ky sin 21T 1 z 

G -cos 21T hx cos 21T ky cos 21T 1z 

H +sin 21T hx sin 21T ky cos 21T 1 z 

I +sin 21T hx cos 21T ky sin 21T 1 z 

J +cos 21T hx sin 21T ky sin 21T 1 z 

K -sin 21T hx sin 21T ky sin 21Tl.z 

L +cos 21T hx cos 21T ky sin 21T 1 z 

M +sin 21T hx cos 21T ky cos 21T 1 z 

N +cos 21T hx sin 21T ky cos 21T 1 z 

0 +sin 21T hx sin 21T ky sin 21T 1 z 

p -cos 21T hx cos 21T ky sin 21T 1 z 

Q -sin 21T hx cos 21T ky cos 21T 1 z 

R - cos 21T hx sin 21T ky cos 21T 1 z 
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+ A - (C - D + E - F) hkl 

+ Ahkl(C + D - E - F) 

+ Bhkl (L + K + M + N) 

+ B- (L - K - M + N) 
hkl 

+ B - (L - K + M - N) hk1 

+ B -(- L - K + M + N)] 
hkl (2) 

Expression 2 is used only for derivation purposes when for example 

F hkl is related to F hkl by the symmetry of the space group. In 

space Pl, no simplification is possible; the triple product formulation 

is given by 1. If, for example, one finds in a centric space group that 

Ahkl = -~. as for example in P2tfc for k + 1 = 2n + 1, then 

inspection of 2 shows that 1 reduces to 

p(x,y,z) = 4 
V E Ahkl (D + F) . 

In tetragonal and cubic space groups, symmetry occurs which 

if taken into account in the trigonometric expressions would require 

trigonometric terms involving hy, kz, etc., which are not included 

in Table 1. It is more convenient and just as efficient to use such 

relations at the time of the first-dimension summation to generate 

equivalent reflections from those of the asymmetric unit - the trigo-

nometric expressions being set up to expect a complete octant of data 

for Laue groups 4/mrnrn, 2/m3, and m3m and a complete quadrant 

for Laue group 4/m. 
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The expressions derived in this manner are given in Table 2, 

together with the data required. The voluzne factors which are 

required are 2/V for Laue Group I, 4/V for Laue groups 2/m and 

4/m, and 8/V for all others. Also in Table 2, for each space group, 

bounds are given which define one possible asymmetric unit; it is 

useful and quite easy to include this information in the computer, and 

to provide an option for changing these nuznbers if the user prefers a 

different asymmetric unit. Lower bounds are assumed zero unless 

otherwise indicated. 

For monoclinic space groups, only the b axis unique orien­

tations are considered, and "additional" space groups with different 

!. and ~ orientations are provided. Where a choice of origin existed 

in higher symmetries, the origin was taken at the center of symmetry. 

Data generation is discussed separately for each Laue group 

involved. 

a) Laue group 4/m. 

Only data for which h, k, and 1 are all positive are required 

for an asymmetric unit of data; however, the Fourier expressions 

require also reflections of the type hk1. For each reflection of indi­

ces hk1 a reflection with indices khl may be generated in a space­

group-dependent manner as shown in Table 3. 

b) Laue group 4/mmm. 

An asymmetric unit of data includes only 1/16 of the sphere of 

reflection, for example, all hk1 reflections for which h ~ k; the 

Fourier expressions require all reflections with h, k, and 1 all 
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Table 3. Generation of equivalent reflections, Laue group 4/m. 

(A and B denote the structure factor components of 
a reflection with indices h, k, 1. ) 

Space Group Parity ~h1 Bkh1 

75 A B 

76 1 = 4n A B 

1 = 4n + 1 -B A 

1 = 4n + 2 -A -B 

1 = 4n + 3 B -A 

77 1 = 2n A B 

1 = 2n + 1 -A -B 

78 1 = 4n A B 

1 = 4n + 1 B -A 

1 = 4n + 2 -A -B 

1 = 4n + 3 -B A 

79 A B 

80 2h + 1 = 4n A B 

2h + 1 = 4n + 1 -B A 

2h + 1 = 4n + 2 -A -B 

2h + 1 = 4n + 3 B -A 

81 A -B 

82 A -B 

83 A 

84 1 = 2n A 

1 = 2n + 1 -A 

85 k = 2n A 

k = 2n + 1 -A 

86 h+1 = 2n A 

h + 1 = 2n + 1 -A 

87 A 

88 h+k+1 = 4n A 

h+k+1 = 4n + 2 -A 
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positive. A reflection of the type khl may be generated in a space­

group-specific manner from a reflection of the type hk1 as shown in 

Table 4. 

c) Laue group 2/m3. 

From an asymmetric unit of 1/24 of the sphere of reflection -

for example, all reflections with all indices positive and with h ~ 1, 

and k ~ 1 - all reflections with all indices positive ~ust be generated. 

A study of cubic symmetry shows that all cubic space groups possess 

a 3-fold axis (not screw) through the origin. This results in the 

following relations which allow easy generation of the required ad­

ditional reflections 

~ = ~lh = Alhk ' 

and BhkJ. = Bklh = Blhk ' 

d) Laue group m3m. 

The asymmetric unit here includes 1/48 of the sphere of re­

flection, for example, all reflections with all indices positive and 

h ~ k ~ 1; again all reflections with all indices positive must be 

generated. Equivalent reflections fall into two groups 

~lk = Alkh = ~1 
and 

Bhlk = Blkh = Bkhl 

Group 1 Group 2 
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Table 4. Generation of equivalent reflections, Laue group 4/mmm, 

(A and B denote the structure factor components of 
a reflection with indices h, k, 1. ) 

Space Group Parity ~h1 Bkh1 

89 A -B 

90 A -B 

91 1 = 4n A -B 

1 = 4n + 1 B A 

1 = 4n + 2 -A B 
1 = 4n + 3 -B -A 

92 1 = Zn A -B 

1 = Zn + 1 -A B 

93 1 = Zn A -B 

1 = Zn + 1 -A B 

94 A -B 

95 1 = 4n A -B 

1 = 4n + 1 -B -A 

1 = 4n + 2 -A B 
1 = 4n + 3 B A 

96 1 = 2n :A -B 

1 = Zn + 1 -A B 

97 A -B 

98 A -B 

99 A B 

100 h+k = Zn A B 

h+k = Zn + 1 -A -B 

101 A B 

102 A B 

103 1 = 2n A B 
1 = 2n + 1 -A -B 

104 h+k+1 = Zn A B 

h+k+l = Zn + 1 -A -B 

105 1 = Zn A B 

1 = 2n + 1 -A -B 
106 h+k+l = Zn A B 

h+k+l = Zn + 1 -A -B 
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Table 4 (continued) 

Space Group Parity Akh1 Bkh1 

107 A B 

108 .1. = 2n A B 

1 = 2n + 1 -A -B 

109 2k + 1 = 4n A B 

2k + 1 = 4n + 1 B -A 

2k + 1 = 4n + 2 -A -B 

Zk + 1 = 4n + 3 -B A 

110 2k + 1 = 4n A B 
2k + 1 = 4n + 1 -B A 
2k + 1 = 4n + 2 -A -B 
2k + 1 = 4n + 3 B -A 

111 A B 

112 1 = 2n A B 
1 = 2n + 1 -A -B 

113 h+k = 2n A B 
h+k = 2n + 1 -A -B 

114 h+k+1 = 2n A B 
h+k+1 = 2n + 1 -A -B 

115 A -B 
116 1 = 2n A -B 

1 = 2n + 1 -A B 
117 h+k = 2n A -B 

h+k = 2n + 1 -A B 
118 h+k+1 = 2n A -B 

h+k+.l. = 2n + 1 -A B 

119 A -B 

120 1 = 2n A -B 
1 = 2n + 1 -A B 

121 A B 

122 2h + 1 = 4n A B 

2h + 1 = 4n + 1 -B A 

2h + 1 = 4n + 2 -A -B 

2h + 1 = 4n + 3 B -A 

123 A 

124 1 = 2n A 

1 = 2n + 1 -A 
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Table 4 (continued) 

Space Group Parity Akh1 Bkhl 

125 h+k = 2n A 
h+k = 2n + 1 -A 

126 h+k+1 = 2n A 

h+k+1 = 2n + 1 -A 

127 h+k = 2n A 
h+k = 2n + 1 -A 

128 h+k+l = 2n A 
h+k+1 = 2n + 1 -A 

129 A 

130 1 = 2n A 

1 = 2n + 1 -A 

131 1 = 2n A 

1 = 2n + 1 -A 

132 A 

133 h+k+l = 2n A 

h+k+1 = 2n + 1 -A 

134 h+k = 2n A 

h+k = 2n + 1 -A 

135 h+k+1 = 2n A 

h+k+1 = 2n + 1 -A 

136 A 

137 1 = 2n A 

1 = 2n + 1 -A 

138 A 

139 A 

140 1 = 2n A 

1 = 2n + 1 -A 

141 -h-k+1 = 4n A 

-h-k+1 = 4n + 2 -A 

142 h + k + 1 = 4n A 

h + k + 1 = 4n + 2 -A 
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A reflection in group 2 may be generated from a reflection of group 1 

in a space-group-specific manner as shown in Table 5. This allows 

5 additional reflections to be generated from each reflection of the 

asymmetric unit. 

vi) Calculation of Patterson maps. 

Patterson maps may be calculated by simply replacing 

structure factors by /F b /
2 

and doing an electron-density-type map 
0 s 

in the correct space group. The symbol for the Patterson group 

corresponding to a given space group may be obtained easily by 

placing either P, I, F, A, B, or C, depending upon the lattice of 

the space groups, in front of the symbol of the Laue group (for Laue 

group 2 /m3, replace the Laue group symbol by m3). Therefore 

Patterson maps may be provided for simply by changing the space 

group number before initializing the trigonometric expressions. 
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Table 5. Generation of equivalent reflections, Laue group m3m. 

(A and B denote the structure factor components of 
a reflection with indices h, k, 1. ) 

Space Group Parity A(Group 2) B(Group 2) 

207 A -B 

208 h+k+l = 2n A -B 

h+k+l = 2n + 1 -A B 

209 A -B 

210 " h+k+l = 4n A -B 

h+k+l = 4n + 1 B A 

h+k+l = 4n + 2 -A B 

h+k+l = 4n + 3 -B -A 

211 A -B 

212 h+k+l = 4n A -B 

h+k + l = 4n + 1 B A 

h+k+l = 4n + 2 -A B 

h+k+l = 4n + 3 -B -A 

213 h+k+l = 4n A -B 

h+k+l = 4n + 1 -B -A 

h+k+l = 4n + 2 -A B 

h+k+l = 4n + 3 B A 

214 h+k+l = 4n A -B 

h+k+l = 4n + 2 -A B 

215 A B 

216 A B 

217 A B 

218 h + k + 1 = 2n A B 

h+k+1 = 2n + 1 -A -B 

219 h+k+1 = 2n A B 

h+k+l = 2n + 1 -A -B 

220 h+k+l = 4n A B 

h+k+l = 4n + 2 -A -B 
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Table 5 (continued) 

Space Group Parity A(Group 2) B(Group 2) 

221 A 

222 h+k+l = 2n A 

h+k+l = 2n + 1 -A 

223 h+k+l = 2n A 

h+k+l = 2n + 1 -A 

224 A 

225 A 

226 h+k+l = 2n A 

h+k+l = 2n + 1 -A 

227 A 

228 h+k+l = 2n A 

h + k + 1 = 2n + 1 -A 

229 A 

230 h+k+l = 4n A 

h+k+l = 4n + 2 -A 
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CALCULATION OF SETTINGS FOR AN EULERIAN-

CRADLE-TYPE DIFFRACTOMETER 

A crystal is correctly positioned for counting a reflection with 

indices h, k, and J. when the corresponding reciprocal lattice vector, 

d* = ha* + k~* + 1.~*· bisects the angle between the incident and 

diffracted x-ray beams when these beams form an angle of 29 with 

one another. The angle a is calculated simply from the Bragg 

equation. On an Eulerian cradle diffractometer two other angles, X 

and tf>, are needed to effect this arrangement. We will assume a 

crystal oriented with the b axis perpendicular to the plane of the 

incident and diffracted beams when X and tf> are set at zero. The 

a*, ~* plane then coincides with the plane of these beams. X is then 

the angle between d* and its projection onto the a>'.c, 5:..* plane. tf> is 

the angle between the projection of d* onto the a*, ~* plane and the 

c* axis, from ~* toward a* being the positive angle. 

The situation is diagrammed in .Figure 4. 

k 

One easily sees that 

1.* = kb* cos p = b Then 

sin X = 

Next by the law of sines, 

sin tf> = G sin(l80° - /3*> 
d* COB X 

= 

= 

k 
Zb sin a -x.-

(ha* + kAG)(sin /3*> 
sin a 2(-x_-)cos X 

where AG is the displacement along a* when the k = 1 layer of 

( 1) 

(2) 
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1 

Figure 4. Definition of vectors and angles. 
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reciprocal space is projected on the k = 0 layer. It can be shown 

either by spherical trigonometry or by vector analysis that ~G 

-cos y 
= sin fJ* sin Y b 

Substitution in 2 gives 

sin cp 
rh * k( - cos -v )] = ~ a + sin /3* sin Y b 

2( si~ 9) cos X 

sin fJ* 

Since a* = a sin fJ* sin Y 
1 and cos X = J1 

the above reduces to 

sin cp = 
h( 1 ) - k( cos y ) 

a sin Y b sin Y 

Expression 3 determines cp only to within cp and 180°-cp, 

since sin cp = sin(180°-cp). We want the obtuse angle if 

c* · d* < 0 , 

and the acute if 

c* · d* > 0 . 

Since c* · d* = ha* c* cos {3* + kb* c* cos a* + c*Z 

and a*:b*:c* = 
sin a 

a 

the above condition reduces to 

~ 
b 

sin Y 
c 

(3) 
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h( 
cos a co sa 'I - cos {3) + k( cos {3 cosbY - cos a\ 

<I> is obtuse if ·} 

(4) 

Expressions 1, 3, and 4 allow the calculation of the required <1> and X 

angles for the general triclinic case. 

In an orthogonal system, the calculation of <I> may be consider-

ably simplified. For this case 

sin <I> = 
h 
a 

and <I> is obtuse if 1 is negative, acute if 1 is positive. 
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Appendix I. PRELIMINARY INVESTIGATIONS OF SOME 

CRYSTALLINE COMPOUNDS. 

Crystals of the above compound were obtained from Dr. Martin 

J. Griffin of the E. I. duPont de Nemours and Company through 

Professor J. D . Roberts. Crystals are pale yellow and sublime 

when exposed to the atmosphere. They are monoclinic with approxi­

mate cell parameters ~ = 26. 79 A, b = 7. 6 A, ~ = 27. 8 A, and 

f3 = 124. 4°. Reflections of the type hkl are present only for 

h + k = 2n and reflections of the type h01 only for 1 = 2n, indicating 

that the space group is either Cc or C2/c. The density, measured 

by flotation methods, is 2. 09 g. cm. - 3 ; the density calculated on the 

basis of 16 molecules per unit cell is 2. 11 g. em. - 3 • 

After a crystal had been mounted for taking intensity data, the 

discovery that Dr. Ronald Mason of Imperial College, London, had 

completed two-dimensional work and was collecting three-dimensional 

dat!l- on this compound led to the termination of this investigation (1). 

ii) (Fe3 (0COCH3 ) .PH· 3H20] N03 • 

The above compound was prepared according to the method 

given by Starke (2). Crystals were obtained by evaporation from 

glacial acetic acid with a small amount of acetic anhydride added. 

Analysis of the resulting crystals showed the following: o/o C = 23 . 86 , 

% H = 4. 09, o/o Fe = 23. 35, % N = 2. 60; percentages calculated on 

the basis of [Fe3 (0COCH3 ).PH · 3H20] N03 are: C, 23. 55; H, 3. 95; 
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Fe, 23. 47; N, 1. 96. 

The crystals were found to be monoclinic with approximate 

cell parameters ~ = 11. 78 A, b = 14. 68 A, £ = 15. 21 A, and 

f3 = 90° 50'. Reflections of the type hOl are present only for 1 = 2n 

and reflections of the type OkO only for k = 2n; therefore the space 

group is uniquely determined as P21 I c. 

Upon exposure to x-rays, the crystals were found to lose their 

diffracting power. Attempts to correct this by protecting the crystals 

from the oxygen of the air ?'ere successful. One poor set of hkO 

photographs was obtained with a decaying crystal; the data from this 

set of photographs were used for Proposition 1. All other photographs 

were of even poorer quality. Since work on trimesic acid was showing 

interesting results at this time, work on this compound was put aside. 

iii) Hg(DPM)z. 

An x-ray diffraction study of crystals of Hg(DPM)z, the 

mercury complex of dipivaloylmethane, (CH3 hCCOCHzCOC(CH3b, was 

undertaken in the hope of obtaining information about the coordination 

around the mercury atom. A sample of the compound was supplied 

by Dr. Chin-Hua S. Wu. Clear platy crystals were obtained by evapo­

ration from ethanol solutions. They are triclinic with approximate 

cell parameters ~ = 10.27 A, b = 13.29 A, £ = 9. 9 A, a = 97°40', 

f3 = 9.2°, and'(= 110°45'. Usingflotationmethods, thedensitywas 

found to be 1. 50 g. em. -3; the density calculated on the basis of two 

molecules per unit cell is 1. 51 g. em. - 3 • 
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The crystals were found to deteriorate when exposed to x-rays; 

some twinning problems were also encountered. The deterioration 

may be slow enough to allow at least one good exposure per crystal, 

provided the crystal is very well formed and is protected from the 

atmosphere. All photographs taken were unsuitable for the gathering 

of intensity data, since the spots were irregularly diffuse. 

Pale yellow crystals of a compound whose analysis was re­

ported to correspond to the above empirical formula were obtained 

from Dr. T. H. Wirth. In order to obtain information about its 

structure, which is as yet unknown, a preliminary x-ray investigation 

was undertaken. Crystals were found to be monoclinic with approxi­

mate cell parameters !. = 10. 66 A, b = 17. 22 A, £ = 13. 27 A, and 

f3 = 105.6°. Extinctions showed that the space group is P2 1 / c. An 

approximate density determination agrees with a density of 5. 45 g. 

em. - 3, calculated on the basis of 8 molecules per unit cell. The 

crystals seem to hold up well under x-rays, and good, sharp photo­

graphs are readily obtainable. 

References to Appendix I 

1. R. Mason, Private communication to R. E. Marsh. 

2. K . Starke, J. !nor g. Nucl. Chem., ..!1.• 254 (1960). 
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Appendix II. A MOLECULAR PLANE FOURIER PROGRAM FOR 

THE BURROUGHS 220 COMPUTER. 

i) Introduction. 

This program is designed to calculate a Fourier section 

through a designated plane. Required input includes three-dimension-

al structure factor data, unit cell parameters, direction cosines of 

the designated plane in terms of the real cell axes, and the location 

of a center point for this plane. A first-dimension summation 

program (dependent on the space group) must also be entered. 

The output is in the form of a rectangular grid, the points 

being spaced according to an interval (in Angstroms) specified by the 

user. The vertical and horizontal extent (in Angstroms) of the 

rectangle is also specified by the user. The program automatically 

takes the horizontal direction in the molecular plane to be that di-

rection in which the first-dimension summation coordinate is a 

constant. This makes it necessary to do a first-dimension summation 

only once for each horizontal row and thereby simplifies and shortens 

the calculations. The equations for doing this are given in Part II of 

this thesis . 

ii) Operational procedure. 

1) Set PZT switch on console UP. 

2) Read in main program. 

Computer halts with (rC) = 6666006666. 

3) Set PZT switch on console DOWN. 
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4) Load key tape and press start. 

Computer reads in and rearranges the key tape, 

does some preliminary calculations, and halts 

with (rC) = 7777007777. 

5) Set up output. 

Output is SPO, alphanumeric words. 

6) Load first-dimension program and press start. 

Computer reads in first dimension program and 

prints· out: 

a) Coordinates of the first point, 

b) Vertical translation parameters, 

c) Horizontal translation parameters. 

Computer then halts with (rC) = 8888008888. 

7) Load data tape and press start. 

Fourier summation is carried out. Data is read 

in once for each row of the resultant map. (Data 

tape should have reflection strips at the beginning 

and end.) At the conclusion of the calculation, 

computer halts with (rC) = 9999009999. 

iii) Performance of the Fourier summation. 

For the purposes of this program, the Fourier expression for 

a particular space group is broken up in the usual way into the sum­

mation of certain triple trigonometric products. The structure 

factors are processed one by one by the first-dimension program, 

which multiplies them by the proper trigonometric term, divides 

them according to parity into different groups, and accumulates 

them in the proper place for the second- and third-dimension 
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summation. In accumulating these reflections, the first-dimension 

summation is performed. 

The number of groups into which the input data for the second-

and third-dimension summations have to be divided is determined by 

the number of different trigonometric expressions in the Fourier 

expression mentioned above. Up to four blocks of data can be stored 

in (0000)-(1039), (1040)-(2079), (2080)-(3119), and (3120)-(4159). The 

indices are indicated by the address, i.e,, reflection F Okl must be 

stored in 26 1 + k + n(1040), where n can be 0, 1, 2, or 3 and the 1 

represents the third-summation index and the k represents the 

second-summation index. No indices are stored in the above blocks, 

only signed amplitudes. From the above, it follows that k and 
max 

lmax are 25 and 39 respectively. Thus the first-dimension program 

accumulates, in location 26 1 + k, the expression 

~ = 21T hx 

where the summation is performed over all reflections having the 

parity assigned to that block. A first-dimension program, which is 

dependent upon space group, is part of the input to this program. It 

is easily written and usually consists of a hundred or less words. 

After the first-dimension calculation is complete, the main 

program proceeds to calculate the values for the points along the 

particular row being calculated. Since the molecular plane is set up 

so that the first-dimension coordinate is constant along this row, the 
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first-dimension summation is only performed once for each row . The 

calculation of points along row is performed on a point by point basis. 

The terms accumulated by the first-dimension program are each 

multiplied by the appropriate trigonometric terms for the second and 

third summations (as designated by the trig code word) and accumu-

lated according to the sign of the particular data block (as designated 

by the summation code word). The value for each point is given by 

iv) 

a) 

1st block 

2nd block 

L 
k1 

A " kl 

cos 

(s~~) 

cos 

(a~:) 

The key tape . 

Format. 

(4950) 0 OOOOOOOxxx 

(4951) ::t: 000000. xxxx 

(4952) ::t: 000000. xxxx 

(4953) ::t: 000000 . xxxx 

(4954) 0 0000000000 

(4955) 0 xxxxxxxxOO 

(4956) 0 OOOOOOxx. xx 

(4957) 0 OOOOOOxx; xx 

(4958) 0 OOOOOOOOOx 

(4959) 0 0000000000 

cos 
2rr ky (s~:) 21T 1 z ::t: 

cos 

( s~:) 21T .1. z ::t:, etc. 

Summation sequence 

X coordinate of center point 

y coordinate of center point 

z coordinate of center point 

Not used 

Trig code word for 2nd and 3rd dim. 

dH (A) horiz. distance from center 

dy (A) vert. distance from center 

Number of groups of data 

Not used 



(4960) 

(4961) 

(4962) 

(4963) 

(4964) 

(4965) 

(4966) 

(4967) 

(4968) 

(4969) 

(4970) 

(4971) 

(4972) 

(4973) 

(4974) 

(4975) 

{4976) 

{4977) 

0 OOOOOOxxxx 

0 OOOOOOOOOx 

0 0000000000 

0 0000000000 

0 OOOOOOx. xxx 

0 . xxxxxxxxxx 

0 OOOOxxx. xxx 

0 OOOOxxx. xxx 

0 OOOOxxx. xxx 

± 00000. xxxxx 

± 00000. xxxxx 

± 00000. xxxxx 

± 00000. xxxxx 

± 00000. xxxxx 

± 00000. xxxxx 

0 OOOOOOOOxx 

0 OOOOOOOOxx 

0 OOOOOOOOxx 
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Summation code word 

If sine used in lst dim. enter 1, 
else 0 

Not used 

Not used 

Increment (A) 

Scale factor 

Length of ~ axis {A) 

Length of b axis {A) 

Length of .£ axis {A) 

~:: ::} Unit cell angles{:: : : ! : 
Cos a 3 a 3 = <} ~ b 

Cos a }Direction cosines for 

Cos f3 molecular plane in terms 

Cos Y of cell axes 

Maximum index in 1st dim. sum­
mation 

Maximum index in 2nd dim. sum­
mation 

Maximum index in 3rd dim. sum­
mation 

NOTE: No instructions of the form 6 xxxx xx xxxx are 

allowed before, during or after the key tape. This 

tape must consist of exactly 28 words. 

The key tape is processed immediately after 

being read in. I£ it is desired to make changes manu­

ally, read in the key tape with the "step" switch and 

make changes immediately after. 

b) Discussion. 

4950: The summation sequence word (4950) determines which 

axes are summed over in the first, second, and third 

summations respectively (1 = h, Z = k, 3 = 1 ). For 
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example, 213 signifies first dimension in k, second in 

h and third in 1. Pertinent parts of the key tape are 

rearranged in accordance with this word immediately 

after they are read in. 

4951,4952, 4953: These locations are for the x, y, and z 

coordinates of the point to be considered as the center 

of the map. They should be in fractional unit cell 

coordinates, positive or negative, and should be less 

than unity in absolute value. 

4955: The trig code word (4955) determines which trig 

functions are used in the different blocks in the second 

and third summations ( 1 = cosine, 0 = sine). The 

first digit (1, 1) determines the second summation of 

the first block. I£ there are N blocks, the Nth digit 

(N, 1) determines the second summation of the Nth 

block; the N + 1 digit (N + 1, 1) determines the third 

summation of the first data block. 

4956,4957,4964: The size of the plane section is determined 

by dH and dV. The distance out from the center of the 

plane in the horizontal (constant first-dimension sum­

mation parameter) direction is specified by dH. Simi­

larly dy is the distance from the center in the vertical 

direction. Thus the resulting map is 2dH wide by 2dy 

long. Both dH and dy are required to be in Angstrom 

units and must be multiples of the increment (4964), 
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i.e. dH, dy = 0 mod (increment). The increment 

(4964), also in Angstrom units, gives the spacing be­

tween points in the horizontal and vertical directions. 

4958: The number of data groups is entered here. 

4960: The summation code word determines how the blocks 

are added together for output ( 1 = subtraction, 

0 = addition). Only the last N digits are used, where 

N is the number of groups of data. 

4961: If a sine function is used in the first dimension, a 1 

should be entered here. Otherwise enter 0. This is 

to enable the program to avoid useless calculations. 

4965: A scale factor (4965) should be entered if output will 

exceed four digits. Otherwise enter 9999999999. 

Provision is made only for four digits and a sign in 

the output. A point greater than 9999 in absolute 

value will not be output correctly. 

4954,4959,4962,4963: These locations are available for first­

dimension code words if required. Otherwise they are 

not used. 

4966,4967,4968,4969,4970,4971: The lengths of the unit cell 

axes and the cosines of the interaxial angles should be 

entered here. 

4972, 4973, 4974: The direction cosines of the normal to the 

molecular plane should be entered here. The program 

requires that cos a be the cosine of the angle between 
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the direct a axis and the normal to the molecular 

plane, similarly for cos {3 and the b axis and cos Y 

and the c axis. Direction cosines with respect to 

orthogonalized axes in the triclinic and monoclinic 

systems should not be used. 

4975,4976, 4977: The maximum indices of the first, second, 

third summation parameters are entered here to allow 

the program to economize on calculations. 

v) First-dimension program. 

a) General description. The first-dimension program must 

provide for three things : 

1) Read in of data 

2) Multiplication of data by the proper trigonometric 

term 

3) Accumulation of the processed data in the appropri­

ate place for use in the second- and third-di­

mensions. 

It follows that the format for data input is dependent upon the 

first-dimension program. 

b) Programming details. Space available for the first-dimension 

program is 4300-4490 inclusive . Cells 4200 to 4300 are 

available for the read in of data also. 

The program stores sine and cosine of 21T hx as a 

function of h for use by the first-dimension program. (Here 

h is assumed to be the first-dimension-summation index.) 
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The ~ depends upon which row is currently being calculated 

and need not therefore concern the first-dimension 

programmer. The main program does the bookkeeping when 

changing row. 

cos 21T hx is stored in 4800 + h. 

sin 21T hx is stored in 4850 + h. 

Values are stored from h = 0 to h =· h in fixed point in max 

the form ±. xxxxxxxxxx. A suggested method for looking up 

the trigonometric function is: 

1) Enter the instruction which multiplies the reflection 

by the trig term as (0000 14 14xx). 

2) With OOOOOOOOhh in (rA), store field (02) in the 

address portion of this multiply instruction. 

3) Increment by 50 for a sign function. 

Locations 4954, 4959, 4962, and 4963 on the key tape 

are not used for input to the main program and may be used 

to input into the first-dimension program. The main program 

clears locations 0000 through 4159 before branching to the 

first-dimension program. Processed data may therefore be 

accumulated by an "add to location" command. 

If nothing is altered, the main program will enter the 

first-dimension program at location 4300. If program control 

switch 1 is on, the main program will enter at 4300 the first 

time and at 4306 all other times. Changing the point of entry 

is not simple, but can be done by .changing two instructions 
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in the main program. The first-dimension program should 

enter the main program at location 4500. 

No read in instruction is necessary for the first-di­

mension program tape if the first word is to be read into 

4300. The last word on the tape should be (6 0000 30 1344). 

Several first-dimension programs have been written and 

are available for use or as examples. 

vi) Interpretation of results . 

Output should be plotted on a square grid. The distance in 

Angstrom units between points is given by the increment word on the 

key tape. By choosing an appropriate grid, any desired scale may 

be easily obtained. 

The fractional coordinates of any point in the plane may be 

easily calculated. To obtain the coordinates of a point, subtract the 

proper number of horizontal and vertical increments from the coordi­

nates of the first point. For example, ·to find the x coordinate of the 

fourth point on row five , subtract three horizontal delta x's and four 

vertical delta x'e from the x coordinate of the first point. 

vii) Reproduction of the program tape. 

To copy the program tape: 

a) Set paper tape punch to SPO. (SPO switch on 

teletype down. ) 

b) Set PZ T up and Program Control Switch # 2 ON. 
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c) Read in program. 

A copy of the program will be immediately 

punched out on the tape punch. At the con­

clusion, the program will stop with 

(rC) = 7270000727. 

(PZT must remain up while the new program 

tape is being punched. ) 

d) If it is desired to do a Fourier calculation, proceed 

with step 3 in the operational procedure. 
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· PROPOSITIONS 
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PROPOSITION 1 

The locations of the three independent iron atoms in pro­

jection down the c axis of crystals of [Fe3 (0COCH3)70H · 3H20]N03 

are proposed. An investigation of the crystal structure of 

Trinuclear acetate complexes have been known to exist for 

some time. Werner (1) found a complex with basic unit 

[Cr3(0Hh(OCOCH3)6] +, and reported that the hydroxyl and acetate 

groups do not ionize. These compounds have been found to exist for 

iron and aluminum also (2, 3). A structure which has been suggested 

for these compounds is given below (4). 

+ 

These compounds have been studied recently by Starke (5). 

In hope of solving the structure of this complex, an x-ray in-

vestigation (see Appendix 1) of crystals of the compound 

[Fe3 (0COCH3hOH · H 20]N03 was undertaken, but encountered diffi-

culties. A set of hkO photographs of poor quality was obtained. To 

attempt to deduce some information about the structure, hkO intensity 
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data was estimated using these photographs. Lorentz and polarization 

corrections were made, and hkO Patterson and sharpened Patterson 

projections were calculated. From a study of these projections, ~ 

and y_ parameters are proposed for the three independent iron atoms. 

Structure factors were calculated using only iron atoms, and an 

electron density projection was calculated. This projection indicated 

slight shifts. The final proposed positions expressed in fractional 

unit cell coordinates are (0. 103, 0. 100}, (0. 060, 0. 323}, and (0. 255, 

0. 323). Again structure factors were calculated using only the iron 

atoms. Observed and calculated structure factors are shown in 

Table 1. 

An electron density difference projection was calculated, 

phasing according to the structure factors shown in Table 1 and sub­

tracting out the contributions of the iron atoms to the structure 

factors. The two electron density projections are shown superim­

posed in Figure 1. The solid contours, which are at intervals of 200 

arbitrary units beginning at 200, show the complete map; the dashed 

contours, at intervals of 100 arbitrary units beginning at 200, show 

the difference map. 

To check on the locations of the iron atoms, an electron densi­

ty projection was calculated phasing according to the iron atom at 

(0. 255, 0. 323}. In this projection the other two atoms appeared and 

no other large peaks were observed. 

Consideration of the above positions allows a linear configu­

ration for the irons in the complex to be ruled out. Since the 
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Table 1. Observed and calculated structure factors. 

h k F(obs) F(cal) h k f(obs) F(ca1) 

2 0 87 - 80 9 3 < 17 - 20 

3 0 61 138 10 3 < 18 3 

4 0 77 -102 11 3 23 - 17 

5 0 120 -175 12 3 35 - 23 

6 0 36 66 13 3 15 - 17 

7 0 56 - 25 14 3 < 12 - 10 

8 0 78 - 68 0 4 75 17 

9 0 77 103 1 4 162 - 93 

10 0 50 44 2 4 74 - 71 

11 0 26 - 33 3 4 110 96 

12 0 61 44 4 4 < 11 29 

13 0 24 7 5 4 <13 4 

14 0 60 - 51 6 4 58 94 

15 0 13 2 7 4 53 10 

1 1 175 -142 8 4 52 - 52 

2 1 10 45 ' 9 4 < 18 7 

3 1 155 - 26 10 4 < 18 - 24 

4 1 49 -128 11 4 51 - 47 

5 1 28 63 12 4 < 16 12 

6 1 < 13 55 13 4 < 15 12 

7 1 30 - 43 14 4 < 12 6 

8 1 46 61 1 5 61 -128 

9 1 30 46 2 5 91 -120 

10 1 48 - 48 3 5 26 32 

11 1 < 18 3 4 5 116 -118 

12 1 < 17 10 5 5 96 77 

13 1 46 - 40 6 5 24 37 

14 1 < 13 3 7 5 116 - 97 

15 1 19 17 8 5 52 37 

0 2 42 0 9 5 < 18 37 

1 2 38 30 10 5 71 - 60 
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Table 1 (continued) 

h k F(obs) F(cal) h k F(obs) F(cal) 

2 2 73 21 11 5 32 18 

3 2 34 - 28 12 5 27 33 

4 2 61 - 11 13 5 20 - 34 

5 2 44 5 14 5 < 10 5 

6 2 38 - 29 0 6 188 -168 

7 2 < 14 4 1 6 74 8 

8 2 42 15 2 6 46 52 

9 2 21 0 3 6 109 - 89 

10 2 < 18 8 4 6 23 62 

11 2 25 14 5 6 116 108 

12 2 < 17 3 6 6 32 - 45 

13 2 < 16 - 4 7 6 46 15 

14 2 < 13 1 8 6 46 46 

1 3 24 - 40 9 6 70 - 67 

2 3 146 - 79 10 6 < 18 - 28 

3 3 29 - 70 11 6 27 24 

4 3 24 - 33 12 6 17 - 30 

5 3 42 4 13 6 < 13 5 

6 3 17 30 14 6 17 35 

7 3 < 15 51 1 7 73 66 

8 3 80 39 2 7 83 34 

3 7 91 51 1 11 < 17 49 

4 7 100 59 2 11 83 - 88 

5 7 20 - 17 3 11 20 - 42 

6 7 41 - 36 4 11 24 48 

7 7 26 - 19 5 11 38 - 41 

8 7 < 18 - 44 6 11 < 18 8 

9 7 30 27 7 1 1 55 72 

10 7 38 14 8 11 < 18 5 

11 7 < 17 10 9 11 < 16 - 13 

12 7 < 15 12 10 11 32 36 
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Table 1 (continued) 

h k F(obs) F(cal) h k F(obs) F(ca1) 

13 7 19 25 11 11 13 - 18 

0 8 43 25 12 11 19 - 30 

1 8 81 22 0 12 39 31 

2 8 27 9 1 12 24 - 10 

3 8 < 14 9 2 12 < 18 - 16 

4 8 24 - 18 3 12 < 18 25 

5 8 15 - 20 4 12 30 9 

6 8 45 - 17 5 12 < 18 - 20 

7 8 32 5 6 12 18 18 

8 8 < 18 5 7 12 < 18 2 

9 8 < 18 10 8 12 28 - 14 

10 8 < 18 12 9 12 < 16 14 

11 8 < 16 9 10 12 < 13 3 

12 8 < 14 2 1 13 < 18 - 14 

13 8 <11 2 2 13 41 - 28 

1 9 31 - 20 3 13 44 - 25 

2 9 29 51 4 13 < 18 - 13 

3 9 19 28 5 13 23 1 

4 9 30 - 20 6 13 < 17 12 

5 9 21 20 7 13 35 20 

6 9 24 0 8 13 < 16 16 

7 9 49 - 40 9 13 18 9 

8 9 24 2 10 13 < 11 1 

9 9 < 18 4 0 14 < 18 - 38 

10 9 < 17 - 17 1 14 44 - 17 

11 9 21 10 2 14 43 2 

·12 9 < 13 17 3 14 41 2 

0 10 < 16 - 37 4 14 < 18 22 

1 10 100 75 5 14 < 17 29 

2 10 50 64 6 14 38 9 

3 10 60 - 90 7 14 < 15 6 
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Table 1 (continued) 

h k F(obs) F(cal) h k F(obs) F(cal) 

4 10 21 - 14 8 14 15 1 

5 10 19 13 9 14 <11 - 18 

6 10 70 - 86 10 14 24 - 15 

7 10 26 6 1 15 < 17 37 

8 10 44 52 2 15 < 17 - 22 

9 10 < 17 - 17 3 15 21 1 

10 10 33 17 4 15 < 16 36 

11 10 21 48 5 15 < 16 - 21 

12 10 <11 - 16 6 15 < 15 - 14 

7 15 < 13 22 

8 15 < 12 - 17 

9 15 < 12 - 15 

0 16 < 16 28 

1 16 16 - 29 

2 16 19 - 28 

3 16 21 41 

4 16 < 15 1 

5 16 < 13 - 15 

6 16 21 - 38 

7 16 < 10 1 

1 17 < 14 6 

2 17 19 33 

3 17 36 21 

4 17 < 12 6 

5 17 < 11 11 

0 18 31 11 

1 18 13 8 

2 18 < 10 3 

3 18 33 2 

4 18 10 8 
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structure shown previously would certainly be linear, it may be ruled 

out. 

Chemical evidence will now be considered. Under absolutely 

anhydrous conditions, the conventional iron triacetate and not the 

complex reported here has been reported to crystallize from acetic 

acid (5). This indicates that the presence of water, or possibly 

hydroxyl groups, is necessary for the formation of the trinuclear 

complex. The PtC16- salt of these complexes has been shown to 

have a composition corresponding to [Fe 3 (0COCH3)6(0H}z],1 [PtC16] 

+ 10 H 20 (6). Titration studies have shown that two acetate groups 

from a complex with eight acetate groups per complex are "free" 

acetic acid and can be titrated with Ba(OH}z (4). Also the hydroxyl 

groups in these complexes have been found to be inert in perchloric 

acid solution (7) and in other mineral acids (1). This evidence indi­

cates that the formula for the complex being investigated should 

probably be written ([Fe 3 (0H)z(CH3C00)6] · 2H20 · CH3COOH)N03 and 

that hydroxyl bridges may be important. 

This is essentially where this proposition stood in December, 

1962, when it was first presented by the author in connection with 

examination for candidacy. Recently the structure of 

[Cr3 (0H}z(CH3C00)6 ]Cl· 8H20 was determined by S. C. Chang and 

G. A. Jeffrey (8). The three chromium atoms are linked to the 

central oxygen atom in a planar type configuration as shown on the 

following page. 
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The positions found for the chromium atoms are in an arrangement 

analogous to that proposed previously by the author for the iron com-

plex. The two structures are probably not exactly the same. The 

space group for the above structure is P212 12 which is different from 

that found for the iron complex (see Appendix 1 of this thesis). An 

investigation of the trinuclear iron complex is needed before further 

discussion. 

The author proposes that an investigation of the 

[Fe3 (0COCH3)6(0H}z] z [PtC16] 10 · HzO compound be undertaken. There 

is a good chance that by the investigation of this salt, the deterioration 

problem encountered with the nitrate salt could be by-passed. The 

additional information obtained by such ·an investigation would be 

valuable in understanding iron complexes, and could be compared 

with the chromium results. The configuration of the central oxygen 

of these complexes is also of interest. 
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PROPOSITION 2 

A cyclic structure with penta-coordinated aluminum has been 

given as the structure of the 1:1 complex of trimethyl aluminum with 

tetramethyltetrazene, (CH3)zN-N=N-N(CH3 )z, (1}. This structure is 

discussed and an alternative structure is proposed. 

While studying reactions between tetramethyltetrazene and 

trialkyl aluminum complexes, Fetter and Bartocha ( l} found a complex 

with formula (CH3CHzhAl: (CH3 )zN-N=N-N(CH3)z among the products 

of a reaction between triethyl aluminum and tetramethyltetrazene. 

Later Fetter, Brinckman, and Moore (2} showed that the corre­

sponding trimethyl aluminum complex had also been produced in a 

similar reaction, but that it was not detected because of partial 

decomposition prior to elemental analysis. The methyl complex will 

be discussed here, but the discussion also applies almost exactly to 

the ethyl complex. 

Elemental analysis shows that the complex is 1:1 (2}. Molecu­

lar weights determined by cryoscopic methods are 199 g. mole-1 and 

193 g. mole-1, as compared to 188 g. mole-1 expected for a monomer­

ic complex (2}. The n. m. r. spectra of the complex show only two 

very sharp peaks of the ratio of approximately 4:3 with chemical 

shifts (in tau values) of 7. 25 and 10. 82 p. p.m. respectively. The 

large peaks represent the protons on methyl groups bound to nitrogen 

atoms; and the smaller, those on methyls bound to the aluminum 

atom. These spectra indicate that all hydrogen atoms of the aluminum 

methyl groups are equivalent, and similarly for hydrogen atoms on 
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nitrogen methyl groups. On this basis Fetter, Brinkman, and Moore 

gave the structu~e as a cyclic penta-coordinated aluminum complex 

as shown below. 

They proposed that asymmetric cleavage of the ring would be a 

reasonable precursor to the products which they observed on pyrolysis 

of the complex at about 90°. A complete mechanism for the pyrolysis 

was not proposed (2). 

This structure may be objected to on steric grounds. At-

tempting to build a model of such a structure shows immediately that 

the methyl groups do not allow the aluminum atom and the amino 

nitrogen atoms to come much closer together than about 3 A; whereas 

the sum of the tetrahedral radii (3) predicts a distance of around 

1. 96 A. 

Another interesting observation is that the chemical shift in 

uncomplexed tetramethyltetrazene is 7. 21 p. p.m. (2). This is not 

very different from the 7. 25 p. p.m. reported for the complex. 

Fetter, Brinkman, and Moore suggested that this was because the 

bonds were weak (2). Another alternative is that the nitrogen atoms 

to which the methyl groups are attached are not involved directly in 

the bonding to the aluminum atom. 
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An alternative structure is proposed in which the vacant 

orbital of a tetrahedrally coordinated trimethyl aluminum group inter-

acts with the nitrogen atoms of the azo link in the tetramethyltetrazene 

as shown below. The tetramethyltetrazene molecule probably assumes 

a trans-type configuration with the aluminum atom approaching normal 

to the plane of the nitrogen atoms. A cis-type configuration with the 

aluminum atom approaching in the plane is possible, but might be 

less favored. This structure agrees with the n. m. r. spectra and 

also doesn't have the steric problem which the cyclic form has . The 

aluminum atom may be regarded as tetrahedrally coordinated, as is 

usually found in aluminum compounds. Diazo groups are known to 

form strong bonds with certain metals; for example, in the cuprous 

chloride-azomethane complex, the Cu-N distances are reported to 

be somewhat shorter than the sum of the Pauling radii (4). 

A first step leading to the various products produced by 

pyrolysis of this complex might also be suggested. Complexing with 

aluminum might well catalyze the formation of dimethyl amino radi-

cals which would then react with the various species present to pro-

duce the variety of products observed, The dimethyl amino radical 

is fairly well known (5, 6, 7). It is usually produced by heating 
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tetramethyltetrazene to around 140-150° (8). The complexing might 

allow its formation in quantity at a lower temperature. 

The determination of which complex, if either, is the actual 

structure will probably be difficult, since the complex is a liquid and 

is not very stable at temperatures above oo C. (2). It is readily 

vacuum distilled so that perhaps vapor phase electron diffraction 

studies are possible. A lack of high symmetry in the complex would 

probably complicate such studies and also spectra studies. Study of 

the azo absorption frequencies might yield some informatton. Low 

temperature x-ray work may be the best method of attack for the 

problem of determining the structure of this interesting complex. 
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PROPOSITION 3 

The pyrophosphate ion in the Zr(P207) structure has been 

reported to have a P-0-P bond angle of exactly 180° (1). This 

structure is discussed and a possible alternative interpretation of 

the x-ray data is proposed in which a nonlinear P-0-P arrangement 

is allowed. The infrared spectra of this compound are discussed, and 

the presence of the POP symmetric vibration is proposed. 

The structure of Zr(P207) was determined by Levi and 

Peyronel (1), who also reported that the pyrophosphates of Si+•, Ti+4 

Sr+•, Sn+4, and H£H are isomorphic to Zr(P20 7). The U(P20 7) 

structure was later reported to be of the same structural type (2). 

The crystals are cubic with a.a = 8. 20 A and reported space group 

Th6 • As reported the structure consists of Zr atoms at the face­

centered positions of a cube and the central oxygen atom of the pyro­

phosphate group at ( 1 I 2, 1 I 2, 1 I 2) with the group lying along a three­

fold axis of the cube. The structure is ·shown in Figure 1, as de­

scribed in Strukturbericht (3). Each of the Zr atoms is surrounded 

octahedrally by six oxygen atoms each from a different pyrophosphate 

group. The pyrophosphate groups are crystallographically required 

to have D3 d symmetry. 

Several investigators have expressed doubt as to the cor­

rectness of the configuration of the pyrophosphate group in this 

structure in view of present day knowledge of such linkages (4, 5, 6). 

The crystal structure of Na4P 207 · 10H20 has been accurately de­

termined (7), and the pyrophosphate group was found to have Cz 
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Figure 1. The Zr(P207) structure (3), (all of the pyrophosphate 
groups are not shown). 
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symmetry with the parameters shown in Figure 2. In other 

Figure 2. Pyrophosphate group in Na"P207 · 10H20 (7). 

phosphorus compounds "bent" P-0-P linkages have been found (8). 

The spectra of the cubic pyrophosphates were studied by 

Steger and Leukroth (9). The infrared spectra which they reported 

for Zr(P20 7) are shown in Figure 3. They discussed this spectra in 

terms of the Levi and Peyronel structure with a pyrophosphate ion of 

D 3d symmetry, proposed the following assignments for absorption 

maxima- 1058-1125 cm.-1 , as P03 ; 958-983 cm.-1 , as POP; 500, 

548 cm. - 1 , metal-oxygen- but did not mention the peak at 750 cm. - 1 • 

The infrared spectra shown in Figure 3 are not v e ry different 

from spectra of other pyrophosphates. A band in the 700-750 em. - 1 

region is found in other pyrophosphates. In Na•P207 · 10H20 infrared 

spectra a band was observed at 734 cm.-1 (10) . Similar bands are 

also present in spectra of the anhydrous pyrophosphates of Na, K, 
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Figure 3. Infrared spectra of Zr(P207) (9). 

Mg, Ca, Sr, Ba, Pb, and Ag (11). A similar band was observed in 
o , /0 . 

organic compounds of the type A-P-0-P'C at 715-670 em. - 1 (12). 
B/ D 

This band in all cases mentioned has been shown to be due to the POP 

symmetric mode (10, 11, 12). 

It is proposed that the infrared band at 750 em. - 1 in the 

Zr(P207) spectra is also due to the POP symmetric mode. For a 

Levi and Peyronel type pyrophosphate group, the POP symmetric 

mode transforms according to the representation a 1g of the point 

group D 3d (9), and therefore should be inactive in the infrared. 

Coupling of the D 3d ion symmetry with the Th crystal symmetry 

could mix this representation with the a and f representations of g g 

T h (9), but these also indicate infrared inactive modes. However, if 

lower symmetry, e. g. Czv or C 2 , is allowed for the pyrophosphate 

ion, the POP symmetric mode is permitted in the infrared. If the 

above assignment is correct, the presence of the 750 em. - 1 band is 
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further evidence that the symmetry of the pyrophosphate group in 

Zr(P207) is less than D 3d. 

Even if the acentric space group T 4 , (P213), is assumed, the 

incorporation of a nonlinear POP linkage by modifying the cubic 

structure of Levi and Peyronel is not possible unless one asswnes 

that the three-fold symmetry is statistical; i.e. the pyrophosphate 

group lies in a disordered position. In such a structure the Zr atoms 

would remain at the face centers and at the origin, and the "bent" 

pyrophosphate group would randomly asswne three different orien­

tations (six if the centric space group is used) to give statistical 

three - fold symmetry. It is proposed that this may be the actual 

structure of cubic Zr(P20 7). 

To test this hypothesis, a pyrophosphate group - in the 

staggered configuration with the dimensions found for the hydrated 

sodium salt (7) - was rotated geometrically inside a cube until the 

distances between the pyrophosphate oxygen atoms and the metallic 

ions at the face centers of the cube were about equal to 2. 2 A. Po­

sitions derived in this manner are listed in Table 1. Using the space 

group T4, structure factors were calculated. Structure factors were 

also calculated for the Levi and Peyronel structure·. These were 

used to synthesize powder patterns by summing over the squares of 

the structure factors having the same Bragg angle. The patterns ob­

tained by this calculation is given in Table 2 along with the powder 

pattern observed by Levi and Peyronel (1). The observed pattern as 

reported is not complete ; some intensities missing in the listed 



148 

Table 1. Positions derived for the disordered structure. 

Atom X :t.. z T'' Multiplicity Pop. Factor -
Zr 0 0 0 4 1 

p1 0.389 o. 396 0.406 12 0.3333 

Pz 0.595 0.609 0.605 " " 
01 0.362 0.231 0.459 " " 
Oz 0. 469 0.422 0.256 " " 

03 0.270 0 . 520 0.462 " " 
01 I o. 764 o. 573 0.614 " " 

Oz ' 0.499 0.603 0. 751 " II 

03' 0.536 0.731 0.479 " " 
0" 0 . 530 0.446 0.523 " II 

pattern could be inferred from other parts of the paper and are listed 

in parentheses. 

The agreement appears to be equally as good for both 

structures. More data are needed to tell whether the disordered 

structure proposed here is close to being the true structure for this 

compound. A single crystal investigation would probably show the 

orientation of the pyrophosphate groups, unless, of course, the actual 

disorder is more serious than that assumed in the above proposal. 

The crystal structure of the Me(IV)Pz07 compounds was 

recently reinvestigated by Vt)llenkle, Wittman, and Nowotny (13) 

again by powder methods . . Their powder patterns indicated a larger 
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Table 2. Calculated and observed structure factors. 

Indices 8 "Bent" L&P Ob8. (1) -
200 4 39,600 33,500 m8 

210, 120 5 9,200 13,200 m 

211 6 1, 930 2,300 m 

220 8 11' 000 11,200 m 

221 9 1, 160 1,020 w 

310, 130 10 15 0 

311 11 13,700 11, 700 8 

222 12 6,400 11, 200 mw 

320,230 13 1, 430 1,600 mw 

321,231 14 2,400 2,050 (w) 

400 15 9,800 3, 800 (mw) 

140,410,322 17 2,300 3,200 (mw) 

411,330 18 490 2, 150 (mw) 

331 19 8,300 3,700 m 

240,420 20 24,000 23,500 8 

241,421 21 297 160 (w) 

322 22 120 230 w 

422 24 9,800 12,500 8 

340,430 25 4,350 1,650 (w) 

510,150,431, 
341 26 395 210 

511, 333 27 20,800 18,600 ss 

250, 520, 432, 
342 29 2, 140 1, 930 (w) 

521,251 30 1, 230 2,300 ww 

440 32 14,900 12, 100 m8 

522,441 33 144 44 

350,433,530 34 43 132 

351,531 35 7,050 4,600 m8 

600,442 36 9, 100 7,900 m8 

160,610 37 307 980 
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Table 2 (continued) 

Indices s "Bent" L&P -
532,352,611 38 1,630 

620,260 40 6,250 
261,621,540, 

450,443 41 950 

541,451 42 470 

533 43 5, 180 

622 44 3,720 

63 0, 360, 542, 
452 45 810 

361,631 46 435 

444 48 1, 680 

362,632 49 950 

543,453, 710, 
170,550 50 325 

711,551 51 5,300 
640,460 52 13,300 
270,461,641, 

720 53 2,200 

271,633,552, 
721 54 820 

462,642 56 8,070 
544,722 57 175 

370,730 58 4 

371,553,731 59 10,400 
463, 560, 643, 

650 61 545 
372, 561, 651, 

732 62 243 

800 64 5,270 
810, 180,470, 

562,652,740 65 655 
8117 741, 554, 

4 1 66 450 
733 67 2,860 

280,820,644 68 7,600 

s = strong, w = weak, m = medium 

s = hz + kz + 1z 

2, 150 

8,200 

1, 170 

535 

3,970 

5, 180 

700 

1, 840 

290 

400 

15 

1, 100 
9, 700 

2,650 

670 

6,300 
22 

0 

5,700 

1,540 

946 
4,580 

340 

290 
1, 290 
4,800 

Obs. (1) 

w 

w 

ms 

(ms) 

m 

ww 

mw 
ms 

ww 

ww 
s 

ss 

s 
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cell - perhaps a super cell - with an axial length of 24. 72 A for 

ZrPz07• This larger cell could be that of an ordered nonlinear POP 

structure, but the extra weak maxima which they observed in their 

powder patterns could also have been caused by a dis~rder similar 

to the one described above (14). Only an accurate single crystal 

investigation will tell the difference. 
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PROPOSITION 4 

A method is proposed whereby the optimal sequencing of 

sequential data collection devices may be determined. This propo-

sition was written mainly with single crystal x-ray diffractometers in 

mind; however, the principles apply equally well to any sequential 

data collection device on which the sequence in which data points may 

be collected is variable. A minor course in linear programming 

taken by the author supplied the inspiration and mathematical 

background for this proposition. 

In discussions of the best way to use automatic x-ray dif-

fractometers, the sequencing problem has been approached by the 

trial-and-error, common-sense methods (1). The determination of 

an optimal sequence, given certain criteria dependent on the instru-

ment, is however possible by mathematical methods. 

We assume a data collection device which has m adjustments 

which may be varied between data points. Also we assume that n 

data points with known (or precalculated) settings, 

(qll' • • 'J qlk' • • • I qlm)l • • • J (qjl' • • • J qjk' • • • J qjm)' '• • I 

are to be collected. Initial machine settings are q 01, · .. , qOk' · · · , qOm. 

We first define a matrix C such that the element cij is the cost in 

going from data point i - 1 to data point j. The method of calculating 

c .. will depend upon the data collection device involved. In general 
1J 
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an expression of the type 

m 

0 ij = L dk/qi-l,k - qjk/ 
k = l 

may be used if the cost of moving an adjustment is a function only of 

the amount moved. On semi-automatic devices, adjustments re-

quiring human intervention will have different effects on the cij than 

those automatically changed. A person who has experience on a 

given machine usually knows how he would like to weigh machine 

wear, human labor, etc ., to calculate the c ... 
lJ 

For simplification in calculation, we further require that the 

c .. be integral - after calculating an initial C matrix with non­
lJ 

integral cij elements, the elements may be multiplied by an ap-

propriate scale factor and rounded to produce the integral elements 

needed. 

Next we define a sequencing matrix S in which sij = 1 if data 

point j immediately follows data point i- 1, and s .. = 0 if not . 
lJ 

Since each data point is to be collected only once, there can be only 

one non-zero element in each row and only one non-zero element in 

each column of the S matrix. 

With this, the problem in mathematical terms is to find a set 

of non-negative integers sij which minimize 

(1) 
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subject to the conditions 

n 

L = 1 for j = 1, • • ·, n 

i = 1 

n 

and L = 1 for i = 1, · · ·, n • (2) 

j = 1 

The problem is now of the type encountered in integral linear 

programming (2); it is appropriately called a canonical integral linear 

program and is quite similar to the problem of finding the most ef-

ficient path through a network. 

The "dual" problem is to find integers d1, · · ·, di, · · · dn and 

£ .. • £ ·.. f such that 1' ' j' ' n 

L fj - L di = maximum (3) 

j i 

subject to the conditions 

(4) 

It can be shown (the duality theorem) that if the integers c ij satisfy 

1 and 2 and the integers di and fj satisfy 3 and 4, then 

ij j 

f. -
J L 

i 
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From this, one sees that the two problems may be solved jointly. 

The problem is now in a form in which it may be solved by 

one of the st~ndard methods of integral linear programming, or it 

may be expanded to larger matrices and solved by the simplex 

method. The solution methods are iterative, and for a problem of 

n data points, the work involved is getting a solution on a computer 

is of the order of magnitude of inverting an n X n matrix. The so-

lution which is obtained may not be unique, but there will be no other 

solution for which 2:; si. ci. is smaller. 
ij J J 

A simple method for obtaining a solution will be illustrated in 

the following example. Given a C matrix 

3 4 1 3 

2 5 6 1 
c = 4 3 7 2 

1 3 1 5 

we begin with a feasible solution in which sij = 1 for i = j and 

sij = 0 for i =I= j, 

1 0 0 0 

0 1 0 0 
s = 0 0 0 1 0 

0 0 0 1 

We will proceed by introducing a new s .. = 1; the elements of row i 
lJ 

and column j which are presently unity must, of course, become 

zero, and corresponding element - required to complete the basic 

solution - will become unity. In order to decide which sij to make 
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unity we compute another matrix G with elements g .. which tell how 
1J 

much ~ s .. c . . will change by making s .. = 1; in this we consider 
ij 1J 1J 1J 

only those gij for which sij = 0. 

Therefore 

-2 -5 -4 

-2 -3 -6 
G = @ 0 -5 -3 

-4 -6 @ 

By assigning sij = 1 for the pair of most negative gij (circled) 

we obtain another solution 

1 0 0 0 -2 -2 +2 

0 1 0 0 -2 +3 @ 
st = 0 0 0 1 and Gt = +2 @ +9 

0 0 1 0 -2 +3 +9 

Reiterating, we obtain 

1 0 0 0 +2 @ +1 

0 0 0 1 +1 +3 +9 
Sz = 0 1 0 0 and Gz = +2 +6 +3 

0 0 1 0 @ +6 +9 

Reiterating, we obtain 

0 0 l 0 +2 +7 +7 

0 0 0 l +5 +3 +7 
s3 = and G3 = 0 1 0 0 +3 +7 +3 

l 0 0 0 +3 +2 +5 

We now have an optimal s since no Sij < 0. 
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PROPOSITION 5 

A method is proposed by which standard deviations may be 

assigned to intensity estimates obtained by visual comparison of spots 

on a film to spots on a standard intensity scale. The proposed method 

is developed with multiple film x-ray photographs in mind, but most 

ideas are equally applicable to any visually-estimated intensity 

measurements. Such standard deviations are very useful in the case 

of visually-estimated x-ray reflection intensities, since they may be 

carried through the data reduction process by standard propagation-

of-error methods to yield a standard deviation in the final observed 

intensity; this standard deviation may then be used in least-squares 

weighting during refinement of the crystal structure. 

If we assume that all spots are the same size and shape, the 

standard deviation in a visual intensity measurement is dependent on 

the differential sensitivity of the eye. This phenomenon has been ex­

·tensively investigated by physiologists; · the present state of the 

physiological knowledge on this subject has been summarized by 

Barlow (1). For medium range intensities, Weber's Law, 
..O..I 
I 

= constant, seems to hold at least roughly, but this law has been 

shown to break down at the low and high ends of the intensity scale. 

From physiological experiments it has not been possible to get accu-

rate mathematical expressions which hold for the full range of intensi-

ty. However, taking Weber's Law as a starting point, we may build 

up an expression of a-(I) as a function of I which agrees with our 
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qualitative knowledge. 

Our first approximation is 

a-(I) = bi (1) 

Qualitative knowledge tells us that we must match a curve of the type 

shown below. 

t 
a-I 
I 

low medium high 

I~ 

The low end may be taken into account by adding a constant to ex-

pression 1. 

a-(I) = a + bi 

I 
This constant is of the order of ~in where Imin is the minimum 

observable intensity value on the standard scale. 

At the high intensity end of the scale (dark spots), testing of 

rz 
many different expressions has shown that adding the term c (I _ I)2 

max 
gives standard deviations agreeing with our qualitative knowlege; in 
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this, I is the value on the standard scale beyond which all max 

readings are worthless, and c is about 0. 1. The total expression is 

then 

a-(I) + bi + 
I2 

for I < I = a c (I - I) 2 max 
max 

(2) 

and a-(I) = a very large number for I ~ I max 

The constant b, which governs the size of the most important 

term in 2, is of order of magnitude 0. 1. A determination of b for 

the particular case at hand is desirable if we are to have our standard 

deviations on an approximate absolute scale. In the multiple-film 

x-ray case, an exposure is taken by placing several films each 

against the other, the intensity difference between the same spot on 

different films being due only to absorption by the films. Assuming 

that all spots are read independently, let us consider how the value 

of b affects the spread of the frequency distribution of film factors 

calculated from pairs of intensities, both of which are of the size for 

which Weber 1s Law is presumed to hold. 

substituting gives 

a-(ln I) = b 

Since a-(ln x) = .2J.& 
X 

Therefore for this range, ln(I) is normally distributed with standard 

deviation b. Expressing the film factors as I 2/I1 , we get 

ln ( i7-) = ln I 2 - ln I 1 
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and 

if we assume no correlation between Iz and 11 • Substituting gives 

= ,.[2 b (3) 

Therefore it is possible to determine a value for b from a simple 

calculation of the spread of the distribution of the logarithm of the 

film factor. 

Attempting to use the above to compute a value for b which 

will apply to the intensities from many films - as, for example, all 

layers about one axis, leads to trouble because the expectation value 

of ln( -j;-) varies with angle of incidenc.e of the x-rays to the film. 

This problem is avoided if for each set of films which is expected to 

have the same expectation value of ln(*) , the quantity 

is calculated for each 1. These quantities may then be combined to 

give 
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From the above, a value of b may be calculated. A suitable range for 

use in picking I values which lie in the medium range is 31 S I min 

s. 8Imax· 

The previous discussion has ignored spot shape, which on 

Weissenberg x-ray films is important. Testing has shown that we 

may raise the relative standard deviation of readings coming from 

regions on the film where a 1 , a 2 splitting is causing smeared spots 

relative to spots which do not have this problem - by multiplying ex-

pression Z by the function 

2 

1 + de -g(O. 5 - sin2 9) , 

where e is the Bragg angle. Reasonable values for d and g are 

0. ZS and 50 respectively. Another important point when dealing with 

a 1, a 2 splitting is that the a-(I) for readings obtained from spots in 

which both the a 1 and a 2 contributions are resolved should be based 

on Z/3(1) since the total reading is a sum of two readings. 
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