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Abstract 

We develop a method for performing one-loop calculations in finite systems that 

is based on using the WKB approximation for the high energy states. This approxima

tion allows us to absorb all the counterterms analytically and thereby avoids the need 

for extreme numerical precision that was required by previous methods. In addition, 

the local approximation makes this method well suited for self-consistent calculations. 

We then discuss the application of relativistic mean field methods to the atomic nu

cleus. Self-consistent, one loop calculations in the Walecka model are performed and 

the role of the vacuum in this model is analyzed. This model predicts that vacuum 

polarization effects are responsible for up to five percent of the local nucleon density. 

Within this framework the possible role of strangeness degrees of freedom is studied. 

We find that strangeness polarization can increase the kaon-nucleus scattering cross 

section by ten percent. By introducing a cutoff into the model, the dependence of 

the model on short-distance physics, where its validity is doubtful, is calculated. The 

model is very sensitive to cutoffs around one GeV. 
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Chapter 1 

Introduction 
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This thesis studies many-particle systems in which relativistic effects are im-

portant. The focus is on mean-field theory. In this introduction, we first compare 

relativistic and non-relativistic many-particle systems. We then discuss various phys-

ical systems of interest where relativistic effects are important. Finally, we give an 

overview of the organization of this thesis. 

1.1 Relativistic vs. Non-Relativistic Systems 

In order to appreciate the issues involved with relativistic systems, we first review 

non-relativistic systems. A non-relativistic system of N fermions is typically described 

by a Hamiltonian, 

(1.1) 

where V(ri-rj) represents the instantaneous energy of interaction between two parti-

cles. The quantum mechanical state of the fermions is described by the wavefunction 

(1.2) 

that is antisymmetric under the interchange of particles and obeys 

(1.3) 
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where E is the energy of the system. Fortunately, many of the systems of interest in 

nature are sufficiently semiclassical in nature that the wavefunction is much simpler 

than (1.3) [1] . In the semiclassical limit we can effectively describe each particle by its 

own single particle wavefunction, '!f;(xi)· The resulting antisymmetrized many-body 

wavefunction in the Hartree-Fock approximation is 

1 
\ll H p(x) = fiTidet['!f;i(Xj )]. 

vN! 
(1.4) 

The ground state, in this approximation, is determined by minimizing H in the space 

of all Hartree-Fock wavefunctions yielding Schrodinger like equations for the single 

particle wavefunctions, 

(1.5) 

The potential U consists of both a local mean field generated by all the wavefunctions 

and a non-local piece that is due to the Pauli-exclusion principle. Specifying which 

single particle wavefunctions are occupied generates a self-consistent potential U. The 

ground state has the lowest N energy single-particle states occupied, as shown in Fig. 

1.1. 

Corrections beyond the Hartree-Fock approximation correspond to the introduc-

tion of correlations into the many particle wavefunction. When expressed in terms of 

a single-particle basis, the correlations appear as the mixture of particle-hole excita-

tions into the wavefunction. 

There are basically two reasons for which a many-body system will require a 

relativistic treatment. The first is kinematics. If the particles in the system are 

moving at relativistic speeds, then they must be described by relativistic equations. 
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Figure 1.1 - Comparison of the non-relativistic and relativis
tic Hartree approximations for a system of fermions. Solid lines 
represent filled single particle levels and dashed lines empty sin
gle particle levels. The left side shows the non-relativistic levels 
and the right side the relativistic levels. In addition to the oc
cupied valence orbitals, the relativistic system also consists of 
an infinite number of occupied negative energy orbitals greatly 
increasing the complexity of the system. 

In additon, the retardation effects of their mutual interaction will be important. This 

leads to the replacement of the interaction potential by a field that mediates the 

interaction between the particles. Hence, relativistic systems need to be described by 

a Lagrangian such as 

(1.6) 

This particular Lagrangian describes fermions of mass m interacting via a scalar field 

<f>. When treating this system quantum mechanically, we need to quantize both the 
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fermion and meson degrees of freedom [2] . In such systems the vacuum takes on 

a complicated structure. The quantization of the fermions requires the existence of 

antifermions, and the resulting fermion vacuum is made of virtual fluctuations of 

fermion-antifermion pairs. In addition, the meson vacuum consists of the zero point 

fluctuations of the meson field. 

This leads us to the second reason for which a many-body system requires a 

relativistic treatment. The presence of a bound system perturbs the vacuum, inducing 

a non-zero energy density in the vacuum. Since the system minimizes the total energy, 

this vacuum energy can play a large role in determining the structure of the system. 

This implies that all relativistic many-body problems are effectively infinite body 

problems and it is the primary reason that solving for relativistic bound states is 

much more difficult than for non-relativistic bound states. Finally note that these 

vacuum perturbations can be significant even if the velocities of the valence particles 

are non-relativisitic. 

Like the non-relativistic many-body problem, the relativistic many-body problem 

simplifies in the semiclassical limit [3] . In this limit, the meson fields are replaced 

by their expectation values and the fermions are described in terms of single-particle 

wavefunctions that obey the Dirac equation 

(1. 7) 

where </J is a scalar mean field and V 0 is a time component of a vector mean field. In 

general, much more complicated mean-field Lorentz structure is possible. 

For a given mean-field, the energy eigenvalues take on both positive and negative 

values and are unbound from both above and below as opposed to the non-relativistic 
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single-particle energies that are bounded from below. In a non-interacting system the 

eigenvalues are 

(1.8) 

In order to maintain a stable system, one assumes that all the negative energy states 

are occupied. Holes in these states are interpreted as antiparticles. When the inter-

action is turned on, one follows the same prescription of filling up all the negative 

energy orbitals of the interacting system. Hence, a relativistic system with fermi 

energy Ef has all its positive energy orbitals filled up to Ef and its negative energy 

orbitals totally filled up as shown in Figure 1.1. 

The energy of the fermions relative to the vacuum is 

Efermi = L Ei + L Ei - E? · (1.9) 
O<e;<ef e;<O 

The second term in (1.8) is the contribution that is due to the perturbation of the 

vacuum that is absent non-relativistically. This bare sum is generally infinite and is 

made finite by the renormalization procedure. As the ground state of the interacting 

system minimizes the total energy, this term can play a crucial role in determining 

the structure of the system. The perturbation of the Dirac sea contributes mass 

to the system and non-zero particle densities that act as an additional source term 

for the meson field. This approximation goes by the names of relativistic Hartree 

approximation (RHA) and one-fermion-loop approximation. 

The first-order corrections to this approximation are obtained by introducing 

fluctuations into the mean meson fields. The meson vacuum consists of the zero-

point fluctuations of the meson fields. The presence of the mean meson field disrupts 
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these fluctuations generating an energy, 

(1.10) 

which is known as the one-boson-loop approximation. The most famous example of 

this type of effect is the Casimir effect [4]. The presence of two conducting plates 

disturbs the vacuum modes of the electromagnetic field, lowering the energy of the 

vacuum. The closer the plates are placed, the lower the vacuum energy resulting in 

an attractive force between the two plates. 

1.2 P hysical Systems of I nterest 

Currently relativistic mean-field methods are used to study large-Z atoms, con-

struct models of nucleons, and to construct models of the nucleus. The vacuum is 

known to be very important in the first two and its role in the third system is currently 

a subject of speculation. 

Historically, the first system that these methods have been used to study is the 

atomic structure around highly charged ions. As the charge of the nucleus increases, 

the negative energy electron states become highly deformed, resulting in an increas-

ing vacuum polarization charge density being induced around the nucleus. Since 

the charge is conserved, this polarization density has net charge zero and consists of 

negative charge near the nucleus and positive charge far away. This effect can be 

understood qualitatively by thinking of the vacuum as fluctuating electron-positron 

pairs in which case the electrons are attracted and the positrons repelled, setting up 

the vacuum polarization charge density. The effects of this on the postive enegy or-

bitals are well established for both electron and muon orbitals and are well understood 

using the Relativistic Hartree Approximation [5]. 
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When the charge becomes large enough, the binding energy of the most bound 

electron becomes larger than 2mec2 , in which case it is energetically favorable to create 

an e+ e- pair with the e- occupying the bound orbital and the positron escaping to 

infinity. Such large charges can be created by colliding two heavy ions at low energies 

(""' the Coulomb barrier). Although single positron emission has not been identified, 

narrow e+ e- peaks have been observed. The origin of these peaks is currently a 

mystery. One line of thought is that these peaks might have an origin in the dynamics 

of the vacuum polarization structure in the highly charged environment, although to 

date no one has been able to perform a reliable calculation of the dynamics [6). 

The next system where the vacuum plays a very important role is the structure 

of the nucleon [7) . The vacuum of QCD breaks the chiral invariance of the QCD 

Lagrangian. When interacting in this vacuum, quarks are confined. At short dis

tances, however, perturbative QCD provides a good description. These two extremes 

of behavior are usually incorporated in terms of bag models. The nucleon is mod

eled as a bag, the outside of which is the real vacuum and the inside of which is 

the perturbative vacuum. Since the perturbative vacuum is higher energy than the 

real vacuum, it costs energy to increase the size of the bag. The valence quarks are 

confined inside the bag, and the competition between the uncertainty principle and 

the vacuum energy gives the nucleon a finite radius . 

Confining the quarks in the bag results in a non-vanishing axial current at the 

bag boundary. This current can be absorbed by putting pions in the vacuum outside 

the bag and allowing them to form the r > R portion of the skyrmion. The problem 

now is that the skyrmion generates non-zero baryon number outside the bag. This 

problem is surmounted by considering the negative energy quarks inside of the bag. 

The bag boundary conditions are not CP invariant, resulting in a negative baryon 
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number being generated in the vacuum inside of the bag. This baryon number exactly 

cancels the baryon number carried in the skyrmion outside the bag. Hence, by treating 

the inside of the bag in the relativistic Hartree approximation and the outside via a 

classical meson solution, a self-consistent nucleon model can be constructed that is 

the best currently available [7]. 

Given that the vacuum is so strongly perturbed in a nucleon, one might also 

expect that a nucleon would also strongly perturb the strange sector of the vacuum, 

resulting, for instance, in a strong scalar strangeness density being induced in the 

vacuum. This idea is currently a subject of much interest. Another idea is that the 

structure of the vacuum will be altered slightly in nuclear matter. Since the vacuum 

plays a large role in determining the structure of the nucleon, we would expect that 

this would cause the properties of nucleons in nuclear matter to change. Several 

models of the nucleon, in fact, predict that nucleons will swell by '"" 10% in nuclear 

matter [8] . 

Within relativistic nuclear models [9] , it is also found that vacuum effects in the 

nucleus occur. This happens because the nuclear mean field in these models consists 

of a scalar and a vector piece that are individually large but essentially cancel each 

other in nuclear matter. The negative energy states , however, see the sum of these 

two fields. Using the same qualitative arguments as were applied to vacuum polar

ization around highly charged ions, we would expect to see non-negligible vacuum 

polarization effects in nuclei if these models are correct. 

1.3 Organization of this Thesis 

This thesis is organized as follows. Chapter 2 introduces the relativistic Hartree 

approximation along with the one-boson-loop approximation and studies their behav

ior in uniform systems. The calculation of these approximations for finite systems 
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is then discussed and local approximation methods are reviewed. Chapter 3 devel

ops our method for performing these calculations in 1 + 1 dimensional systems and 

Chapter 4 extends these methods to 3 + 1 dimensions. This method is based on 

on the realization that the perturbation of the high energy states can be success

fully treated using the WKB approximation. In Chapter 5 we apply the relativistic 

Hartree approximation to relativistic models of the nucleus. Here we discuss both the 

predictions and the validity of these models. 
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Chapter 2 

The Relativistic Hartree Approximation 

This chapter develops the relativistic Hartree approximation and its perturbative 

corrections via a saddle-point evaluation of the path integral. The first section reviews 

the effective action formalism that allows us to calculate the energy functional of the 

system in terms of a path integral, which when extremized gives the ground state of 

the system. The second section discusses the one-loop approximation to the effective 

action and sets up our general notation for one-loop calculations. The third section 

discusses one-loop corrections for uniform systems. The fourth section discusses finite 

systems and reviews various local approximations. 

2.1 Effective Action Formalism 

A thorough review of the effective action formalism is g1ven m [10]. In this 

section, we review the aspects of the formalism that we will need in this thesis . 

We begin by reviewing the simplest case of a self-interacting scalar field in n + 1 

dimensions as described by a Lagrangian L = f d(n+l)x .C (our notation is d(n+l) x = 

(2.1) 

Classically, this Lagrangian determines the dynamics of the classical field <P via the 

stationarity requirement 

(2.2) 
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In general, these equations will admit static solutions and time-varying solutions. 

All of these solutions correspond to a conserved energy that is calculated via the 

Hamiltonian H = J dnx 1i, where 

(2.3) 

and II is conjugate momentum density, 

f)£ 0 
II = fJfJo 1Y = f) fjy. (2.4) 

Static solutions have II = 0 and £ = -1-l and hence satisfy 

oH 
8¢: =0, (2.5) 

where the variation is with respect to static field configurations. 

Quantum mechanically, ¢Y and II change from classical fields to operators that 

obey the commutation relation 

[¢Y(x, t), II(x', t')] = i'fdin(x- x')o(t- t'). (2.6) 

The system is characterized by state vectors l'll(t)) that obey the Schrodinger equation 

Hlw(t)) =in :tlw(t)), (2.7) 

resulting in static solutions of energy E that evolve in time as 

I'I!(t)) = exp( -iEt)i'I!(O)) (2.8) 
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and have an expectation value of the scalar field, ~' given by 

~(x) = (wlq)(x)lw). (2.9) 

The quantum-mechanical problem is much more complicated than the corre-

sponding classical problem. Nonetheless, it is possible to reformulate the quantum 

problem in the same language as the classical problem. This is done by constructing 

an effective action that is a functional of the expectation values of the scalar field. 

The physical states extremize the effective action, yielding the energy and scalar field 

expectation value of the quantum state. 

First consider the calculation of the energy E and the expectation value of the 

scalar field, ~(x) = (Oiq)(x)IO), for the ground state IO). The energy E is related to 

the ground-state to ground-state amplitude Z as 

lim e-iEt = lim (Oie-iHtiO) = Z, 
t-+oo t-+oo 

(2.10) 

and hence the energy can be calculated from Z as 

E J dt = ilnZ. (2.11) 

The ground-state to ground-state transition amplitude is given by the path integral, 

Z = j 'Dfj>exp[i j d(n+l)x£(4>)]. (2.12) 

The expectation value of the scalar field can also be calculated directly in terms of a 

path integral as 

~(x) = j'Dq)q)(x)exp[if d(n+l)x£(q))] 
j'Dq)exp[i J d(n+I)x L:(q))] 

(2.13) 
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In order to generate the effective action, which for static systems is just minus the 

energy density, the energy associated with an arbitrary expectation value of the scalar 

field must be calculated. This is done within the path integral formalism by intro-

clueing a time-independent external source, J(x), such that the expectation value of 

the scalar field is now some function <Pel ( x) that can be adjusted to any desired value 

by varying J(x). The source is introduced by adding an additional term to the La-

grangian (2.1), £(<P)-+ £(<P) + J(x)<P(x). The ground state of the system IO)J now 

has energy 

E[J] J dt = ilnZ[J]- -D[J] (2.14) 

and scalar field expectation value 

<Pc~(x) = (OI<P(x)IO) = -i ztJ]oJ~x)Z[J] = oJ~x)n[J] (2.15) 

where 

Z[J] = j 'D</Jexp[i j d(n+I)x£(<P) + J<jl]. (2.16) 

This energy is the sum of the energy of interaction of the scalar field with the exter-

nal source and of the scalar field with itself. The energy that is due to the mutual 

interaction of the scalar field is extracted from (2.14) by subtracting off the contribu-

tion that is due to the external source (mathematically, a Legendre transformation), 

generating the effective action 

Seff = D[J]- J d(n+I)x <Pc~(x)J(x). (2.1 7) 

If <Pel and J(x) are regarded as independent functions, then from (2.15) it follows that 

Seff is independent of J and hence Seff = Setr( <Pel)· Differentiating (2.17) implies 

8Seff ( ) 
8<Pel(x) = J x · (2.18) 
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Since <Pc~(x) = ~(x) when J = 0, the effective action is extremized at the expectation 

value of <P corresponding to the exact ground state, and from (2.14) the energy of this 

state is 

E j dt = -Setr(~) . (2.19) 

The effective action can be calculated by performing the path integral (2.16) . Exact 

evaluation of such path integrals, particularly for the non-asymptotically free theories 

that are dealt within this thesis, is not feasible. Hence, various approximation schemes 

need to be used. One method, to be discussed in the next section, is based on 

performing a saddle-point evaluation of this integral. It is also worth noting that the 

effective action is simply related to the Green's functions of the theory, for which a 

variety of approximation techniques are available. In particular the coefficients,rn, 

of the functional Taylor series expansion of Setr(<Pcl) relative to the effective action 

evaluated at ~' 

(2.20) 

where ry(x) = <Pc~(x) -~(x ), correspond to -i times the one particle irreducible n-point 

functions of the field theory [2]. Hence, any set of one particle irreducible Feynman 

diagrams can be used to generate an approximation to Seff. 

The preceding formalism generalizes straightforwardly to other meson fields and 

fermions. For instance, if fermions are added so that the Lagrangian becomes 

(2.21) 
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then Z(J] is calculated by a functional integral over both the meson and fermion fields 

as 

Z[J] = j TJ¢/D7j;TJ1pexp[i j d(n+l)x.C(~,7j;,1p) + J(x)~(x)]. (2.22) 

Z[J] represents the ground-state to ground-state amplitude for states with zero baryon 

number. Usually, it is interesting to study systems with valence fermions, in which 

case there is a net baryon number. The above formalism still applies, with the vacuum 

state jO} referring to the ground state at finite baryon number. Finite baryon number 

is implemented into the formalism by adding a lagrange multiplier to the Lagrangian, 

.C -+ .C + fl 11/J t 7/;, which constrains the system to be at finite density. The generating 

functional is now 

(2.23) 

and the effective action (2.17) gives the free energy of the system 

(2.24) 

2.2 One-Loop Approximation 

It is straightforward to calculate the effective action in the semiclassical limit. 

The general methods are reviewed in [11] . The specific application to finite systems 

is due to Dashen, Hasslacher, and Neveu and is thoroughly described in [3]. We now 

review this method. 

The basic idea is that in the semiclassical limit, each static field configuration 

~ that is a solution of the classical equation of motion with classical energy E will 

correspond to some static quantum state j~) that has the same energy E; i.e., 1~, t) = 
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exp[-it J d3 xH(~)]i~, 0). This connection, and its quantum corrections, can be made 

quantitative by evaluating the path integral of the generating functional in the saddle-

point approximation. 

First consider the scalar boson theory given by the Lagrangian (2.1). Let ~be 

a solution of the classical equation of motion in the presence of an external source J, 

(2.25) 

It is convenient to add a total derivative to the action to bring it into the form 

1 
£ = --<fy81-L8p,</Y- V(<fy) + J<fy. 

2 

Taylor expanding £(¢Y) + J(x)<fy(x) about the classical solution results in 

(2.26) 

Assuming that only field configurations close to the classical solution contribute, the 

path integral results can be approximated as 

Z[J] = exp [i j dnx £(~) + J(x)~] j 'Dry exp [~ j d4x ry{ -811-811-- V"(~) + iE}T/] , 

(2.28) 

where an integration by parts has been performed in the integrand of the action 

and a term iEry2 has been added in to make the path integral convergent, with limit 

E -+ 0 being taken at the end of the calculation. The resulting Gaussian path integral 

is [det( -811-811-- V"(~) + iE)] -l/
2 

that when combined with the identity det(A) 

exp(Tr log A) gives 
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implying 

O[J] = J d(n+l)x£(~) + J~ + ~(xllog[-81L8JL- V"(~) + ic]lx), (2.30) 

where we have evaluated the trace as TrA = J d(n+l)x(xiAix). Functionally differen-

tiating n with respect to J determines <Pel to be 

(2.31) 

The effective action is now determined via (2.17) to be 

(2.32) 

where 

(2.33) 

It is the sum of the classical action, £, and its first-order quantum correction, £(1). 

The semiclassical approximation to the effective action, as written, is infinite 

and needs to be renormalized. This turns out to be easy since the semiclassical 

approximation is simply the sum of all one-particle irreducible one-loop diagrams 

(recall that the effective action is the sum of all one particle irreducible diagrams). 

To see this, we expand £(l) about the vacuum. Assume that the vacuum corresponds 

to the translationally invariant field <Pel = <Pv and we want to evaluate ..c(l) for <Pel = 

<Pv + 7] ( x), then 

..C(l) = !:_( ll [- 81L8 - V"("' )] + 1 g [1 + -V"(<Pv + ry(x)) + V"(<Pv)]lx) (2 34) 
2 X og J1. 'f'v 0 -8JJ.8JL - V" ( <Pv) + i<: . . 
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The first term is the one-loop effective action evaluated in the vacuum, £~1 ), and the 

second term corresponds to a sum of one-loop diagrams where vertices are given by 

>.( 17) = - V" ( <Pv + 77( X)) + V" 

= f ~~ y(j+2)(<Pv)17(x)j 
. J. 
J=1 

(2.35) 

that equals the sum of the vertex strength of the nth order vertices (n > 2), where 

n- 2 of the external vertices are attached to the external field 77(x), and ~01 = 

-8J.L8J.L - V"(<Pv) corresponds to the propagator. Taylor expanding the logarithm 

implies 

• 
00 

( l)(n-1) 
£(1)- £~1) = ~(xJ L - n [~o>.(77)tJ x), 

n=1 

(2 .36) 

that is -i times the sum of one-loop diagrams, the nth terms being one-boson-loop 

diagrams with n different ). vertices as shown in figure 2.1. For instance, the first 

term in the expansion is 

i 1 J d(n+1)p 
2(xJ~o>.(77)Jx) = -i2 (

2
1r)Cn+1) [i~o(p)][i>.(x)] 

that is equal to -i times the sum of the diagrams in the first row of figure 2.1. 

One-loop diagrams with n or less external legs are divergent. These divergences 

correspond to divergences in the coupling constants of the theory. These divergences 

are cured by adding to the Lagrangian terms L et ( 17) whose tree level contributions 

cancel the infinite parts of the corresponding one-loop graph and fix the finite part 

to give the physically desired coupling constants. These one-loop counterterms are 

discussed in detail in Appendix A. Since these counter terms make the one-loop graphs 
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-o + + 

+ + 

+ • • • 

Figure 2.1 - Diagrams contributing to the one-boson-loop ap
proximation to the effective action of a scalar boson theory with 
cubic and quartic interactions. Each vertex corresponds to a lo
cation in space and each external leg receives a value of 'r/ at that 
point in space. The effective action is determined by integrating 
these diagrams over all space-time points. 

finite, they also suffice to make the effective action finite. Adding the counter terms 

into the effective action 

(2.37). 

makes the difference Seff(<Pcl)- Seff(¢) finite. The individual effective actions are 

still divergent because of the zero-point energy of the infinite number of modes of 

oscillation of the scalar field in the vacuum. This infinite energy cancels any time the 

difference between any two effective actions is taken. 
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A simple physical description of the first quantum correction can be obtained 

by explicitly evaluating its contribution to the energy of the system [3] . From Eq. 

(2.19), the energy is -Tr £j J dt, where Tr denotes an integral over space-time. The 

space-time integral of the Lagrangian is conveniently evaluated by first performing 

the integral over time, 

Tr J:_(l) = ~Tr' j dt (tllog [- 81L8p.- V"(</>ci) +it:] It), (2.38) 

where Tr' denotes trace over spatial degrees of freedom. For time-independent </>c1, 

the operator is diagonal in the frequency basis lw) where (tlw) = exp(iwt), implying 

Tr £(
1

) = ~Tr' j dt j ~; log [w2 + V'2 - V"(</>cz) +it:] . (2 .39) 

Integrating by parts yields 

(1) _ !:._ J , J dw -2w
2 

Tr£ - 2 dt Tr 27r -w2- yr2 + V"( </>ci)- it:' (2 .40) 

where a constant from the boundary terms has been thrown away (since we are 

interested only in the difference in the action between different solutions). The spatial 

trace is conveniently performed in terms of the eigenfunctions of the operator in the 

denominator of Eq. 2.40, 

(2.41) 

resulting in 

Tr £_(1) = !:._ J dt J dw "'"' -2w2 .. 
2 27r L......J -w2 + w~ - u 

n 

(2.42) 
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->- - ->- -

Figure 2.2 - Integration contour in the energy plane for boson
loop energy. The poles are symmetric about zero and can in 
general lie on the imaginary axis. The integration contour can 
be closed at infinity, in which case the poles on the imaginary 
axis give an imaginary contribution to the boson-loop energy. 

The operator (2.41) is hermitian, so the eigenvalues w; are real, implying that the 

Wn are either real or imaginary. The frequency integral in (2.42) thus can, in general, 

have poles along the real and imaginary axis, as shown in Fig. 2.2. 

The integration contour runs under the negative real axis and over the positive 

real axis. At infinity, the integrand is a constant independent of <Pc1 so closing the 

contour at infinity contributes an infinite constant that vanishes when the difference 

between two solutions is computed. Letting Wn denote the root of the eigenvalue 

that occurs on the positive real axis or negative imaginary axis, the integral in (2.42) 
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becomes 

(2.43) 

This energy corresponds to a sum over the zero-point modes of oscillation of the 

scalar quantum field in the presence of the background scalar field <Pel· Hence, the 

semiclassical approximation is equivalent to assuming that the modes of the scalar 

field are non-interacting except through the mean field <Pel· Higher-order quantum 

corrections would build in the interactions betweens these modes of oscillation. 

The energy of the system is calculated from the renormalized effective action 

given in Eq. (2.37) via eq. (2.19), implying 

E = Eclassical + ~ L Wn + Ebf, 
n 

where Eclassical is the energy of the classical field configuration, 

(2.44) 

and Ebf is the contribution of the one-loop boson counterterms, 

(2.45) 

If some of the Wn are imaginary, then E will be complex, indicating that the one-loop 

approximation has broken down. This occurs when some modes of the meson field are 

found to be damped instead of oscillatory, so that the separation of the problem into 

an average field with small quantum :fluctuations about it is no longer sensible. More 

about the breakdown of the one-loop approximation will be discussed in Chapter 3. 
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The above energy is still infinite because of the infinite energy stored in the 

vacuum. The relevant physical energy is the difference between the energy of this 

state and the vacuum. The scalar field in the vacuum has frequencies w~ given by 

(2.46) 

implying that the boson-loop energy is 

1 """' ( 0) ct Ebl = 2 ~ Wn - Wn + Ebl. (2.4 7) 
n 

This term gives the first-order quantum correction to the classical solution. Observe 

that this formalism works for both spatially dependent and independent classical solu-

tions, and therefore can be used to describe excitations in the theory which correspond 

to extended objects. 

Now consider the Lagrangian with fermions added in (2.21) that yields the gen-

erating functional 

The path integral over fermions is Gaussian and can be evaluated exactly smce 

J D~D'f exp[i~A'f] = det(A) = exp[tr log A], resulting in 

Z[J] = j V<P exp [i j d(n+I)x (£(<?) + J(x)<P(x))- iTrlog(i1J.L8J.L- g<P+ i c)J (2.49) 

where Tr is a trace over space-time and spinor indices. This effective boson Lagrangian 

can now be treated in the same manner as the pure boson theory with Lagrangian 

(2 .50) 
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where tr is the remaining trace over spinor indices. Because of the presence of the 

fermion logarithm in the effective Lagrangian, the classical solution of this Lagrangian 

incorporates quantum effects that are due to the fermions. As in the boson case, ~ 

corresponds to the classical extremum of the Lagrangian plus the source term, 

DLetr(¢>) + J(x)¢>(x) I = 0 
8¢>( X) ¢>=~ . 

(2.51) 

Ignoring all fluctuations about this classical solution gives the approximation 

(2.52) 

that implies ¢>cl = ~ and generates the effective action 

(2.53) 

By expanding the fermion logarithm in the same manner as the boson logarithm, 

it is seen to be equivalent to the sum of fermion one-loop diagrams with external legs 

corresponding to ¢>cl· Hence, this approximation is known as the fermion one-loop 

approximation. The effective action is renormalized by adding the appropriate one

loop fermion counterterms, £11, to the Lagrangian, as shown in Appendix A. The 

energy contribution that is due to the fermion logarithm is 

(2.54) 

that becomes, after evaluating the logarithm matrix element in frequency space and 

integrating by parts, 

(2.55) 
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Evaluating the trace in terms of the eigenstates of 

(2.56) 

giVes 

z j 2::: w 2::: E = -- dw = Wn 
21!" W- Wn + iE ' 

n wn<O 

(2.57) 

where the integration contour is given m Fig. 2.3. The fermion vacuum can be 

thought of as being an infinite system of fermions in which all of the negative energy 

states of the Dirac operator (2.56) are occupied. The one-loop energy is the sum over 

the energy of these occupied states. 

/- ->-- ->-

->- - ->- - / 

Figure 2.3 - Integration contour in the energy plane for the 
fermion-loop energy at zero chemical potential. All poles occur 
along the real axis. 
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/ ->-

- ->- --- > - ->-

i 

Figure 2.4 - Integration contour in the energy plane for the 
fermion-loop energy at finite chemical potential. The arrow de
notes the value of the chemical potential 

The energy relative to the vacuum, which with the inclusion of the one-loop 

counterterms is finite, is 

Eft = L Wi- w~ + Ej~( </>ci), (2.58) 
w;<O 

where 

(2.59) 

Frequently, we will be interested in systems with finite baryon density. At the 

one-loop level this corresponds to occupying some of the positive energy eigenstates 

of (2.56), which is equivalent to deforming the integration contour also to circle these 

positive energy states, as shown in Fig. 2.4. 
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This result follows from using the generating functional Z ( J, JL f) as g1ven m 

Equation 2.23. The one-loop effective action is 

(2.60) 

This action generates the one-loop free energy F = E- JLJN, where Ffl = -Seff J dt. 

Our previous results imply that 

(2.61) 

Using the basis states of Eq. 2.56, the trace becomes 

Ffl = __ z jdw ~ w = ~ (wn- f.LJ)· 
27r ~w+J.Lt-wn+ic ~ 

n wn-J.tj<O 

(2.62) 

The effect of the chemical potential is to shift the poles in the propagator by f.L f but to 

leave the integration contour unchanged from that of Fig. 2.2. From the free energy, 

the one-loop energy is calculated to be 

Etz =Ftz + J.Lt(OJNJO) 

L ( Wn - f.L f) + L f.L f 
Wn-J.tj<O Wn-J.tj<O (2.63) 

= L Wn. 

This result is equivalent to performing the energy integral in Equation 2.57, using the 

contour shown in Figure 2.4. 

The one-fermion-loop approximation is equivalent to the independent particle 

approximation. The fermion wavefunction is assumed to be decomposable into a 

product of single-particle wavefunctions all of which see the same potential in which all 
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the negative energy states and the positive energy states with energy below the fermi 

energy are occupied. All correlations, including exchange correlations, are ignored. 

Hence, this approximation is known as the relativistic Hartree approximation (RHA). 

The fermion-loop energy is conveniently separated into two parts 

where 

E fl = Evalence + Evacuum, 

EvaJence = L Wn 

O<wn<Jl.j 

is the energy of the valence fermions and 

Evacuum = L (wn- w~) + E~t(if>) 
wn<O 

(2.64) 

(2.65) 

(2.66) 

is the energy that is due to the perturbation of the vacuum by ¢>. The total energy 

in the RHA approximation is 

ERHA = Evalence + Evacuum + Emeson, (2.67) 

where Emeson is the classical energy of the scalar field 

J 3 1 2 
Emeson= dx2("V¢>) +V(¢>). (2.68) 

The scalar field corresponding to the ground state of the system is determined by 

minimizing this energy (8ERHA / 8¢> = 0), yielding the equation of motion 

(2.69) 
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Since the Dirac Equation (2.56) implies 

it follows that 

This is equal to the sum of the scalar density of the valence particles, 

p ;alence = L 1/;n 1/Jn, 
O<wn<I-Lt 

and the scalar density induced in the Dirac sea by ¢, 

vacuum= ~ .7 . • J, + 1 8Ect(¢) 
Ps ~ 'f/n'f/n 8"'(x) . 

wn<O gs 'f/ 

The scalar densities act as a source of the scalar meson field, 

(2.70) 

(2.71) 

(2 .72) 

(2.73) 

(2.74) 

This is the equation that must be solved in order to perform a relativistic Hartree 

calculation. 
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2.3 Uniform Systems 

One-loop corrections are straightforward to evaluate in uniform systems where 

they correspond to the effective potentials. Such calculations were first performed 

by Coleman and Weinberg [12]. In this section, we evaluate these corrections in a 

manner that is consistent with our approach to finite systems and discuss the nature 

of the one-loop corrections to uniform systems. These calculations also demonstrate 

the renormalization procedure in our computational approach. 

First consider self-interacting scalar bosons in 1+1 dimensions as described by 

the Lagrangian 

(2.75) 

Static, uniform systems correspond to a value of <Pel that is independent of space and 

time with a corresponding energy density 

(2.76) 

Classically, the energy density of this system is V ( <P) for time and spatially inde

pendent fields </J. The vacuum of the system corresponds to the value of the field 

<P = <Pv that minimizes the energy, implying that V' ( <Pv) = 0 and V" ( <Pv) > 0. Ac

cording to Eq. (2.4 7), the one-loop correction to the energy density is Ebl( <Pc) = 

! :Z:::i ( Wi - wf) - Cct ( <P), where the Wi are the eigenvalues of -\72 + V" ( <Pc) and hence 

take on the values Wi = J k[ + V" (<Pel). Therefore, the one-boson-loop correction is 

(2.77) 
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Evaluating the integral gives 

lim __!__ [AV A2 + V"( cf>c)- AV A2 + V"( cf>v) 
A-+oo 47r 

V"(A- )lo (A+)A2+V"(if>c))-V"(A- )lo (A+)A2+V"(¢>v))] 
'Pc g )V"(cf>cl) 'Pv g )V"(if>v) 

=-
8

1 
[ lim V"(cf>c)- V"(cf>v) 

7r A-+oo 

II 4A
2 

" 4A
2 

] 
V (cf>c)log(V"(cf>c))- V (cf>v)log(V"(cf>v)) 

(2.78) 

=__!__ lim [v"(cf>c)- V"(if>v) 
81r A-+oo 

"( ) (V"(cf>c)) ( "( ) "( )) ( 4A
2 

)] - V cf>c log V"(cf>v) + V cf>c - V cf>v log V"(cf>v) · 

It follows that the counterterm must be 

(2.79) 

The finite terms are picked so that certain values of the parameters in the classi-

cal Lagrangian have the same meaning in the full quantum energy. For instance, 

demanding that 

aEI 
Oc/> ¢i=¢Jv = O (2.80) 

is satisfied requires no additional finite piece to be added to the counterterm. Note 

that this expression can also be obtained by explicitly renormalizing the divergent 

one-loop Feynman graphs at zero external momentum and calculating the contribu-

tion of these counterterms to the energy, as shown in Appendix A. Additional finite 

counterterms can be added if one also wants to obtain a specific relation between 

higher derivatives of the energy and the parameters of the Lagrangian. 
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Thus, our final expression for the one-boson-loop energy is 

(2.81) 

implying that our expression for the total energy is Yetr( <Pel) = V( <Pel) + Ebz( <Pel)· 

In order to understand the effect of the boson-loop energy on the energy func-

tional, we consider a specific example of a boson field with a quartic self-interaction 

described by 

(2.82) 

that has <Pv = 0 and V" ( <Pv) = m 2 . The corresponding one-loop effective potential is 

(2.83) 

These potentials are plotted in Fig. 2.5. 

The boson-loop contribution is negative and decreases monotonically with in-

creasing field strength. The rate at which it decreases ( rv ¢>2 log </>) is slower than 

the classical energy increase ( rv ¢>4 ), so that the total energy of the system always 

increases with increasing field strenth. Hence, the general structure of the effective 

potential is unchanged by including the first quantum correction. Also note that since 

the classical energy depends on a higher power of </> than the quantum correction, the 

quantum correction becomes negligible for large values of </>, as shown in Figure 2.6. 

The above statements apply to any potential for which V" ( </>el) is positive and 

grows more slowly than V(</>el)· The one-loop approximation breaks down if V"(</>el) 

is less than zero . This occurs because the low momentum, single-particle modes cor-

respond to an imaginary energy as disussed in the previous section. Such a situation 

errective potential must be convex and the loop expansion is not strong enough to 

change the convexity of the classical potential. 

Now consider a system of fermions with mass M interacting through a scalar 

meson as described by the Lagrangian 

(2.84) 
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Figure 2.5 - Effective potential for a massive scalar field with a 
quartic self-interaction in 1+1 dimensions as given by eq. (2.82) 
with rn = ..\ = 1 The solid line is the effective potential, the 
dotted line is the classical potential, and the dashed line is the 
one-boson-loop energy. 

arises in potentials that have more than one minimum, which are the type of poten-

tials that give rise to solitons. This is a reflection of the fact that the full quantum 

effective potential must be convex and the loop expansion is not strong enough to 

change the convexity of the classical potential. 

Now consider a system of fermions with mass M interacting through a scalar 

meson as described by the Lagrangian 

1 1 2 2 -£ = -fJIL<jJfJ11 <jJ- -m <P + '1/J(i!JL()JL- M + g<!J)¢. 
2 2 

(2.84) 
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Figure 2.6 - Ratio of the boson-loop energy to the classical en
ergy. At large field strengths the quantum correction becomes 
negligible compared to the classical energy. 

It is convenient to define the effective mass M* to be 

M* = M- g</J. (2.85) 

The vacuum expectation value of the scalar field is zero. In a uniform background 

field of strength </J, the energy spectra of the Dirac equation is Wi = V k[ + (M*)2; 

hence, the one-fermion-loop energy density is 

(2.86) 

This integral is of the same form as Eq. (2.77), so by picking 

1 * 2 2 (4A 2) -Let= 
4

7l'[(M) - M ]log M 2 , (2.87) 
0 
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the one-loop effective potential is found to be 

This potential is shown in Figure 2.7. 
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Figure 2. 7 - One-fermion-loop effective potential in 1 + 1 di
mensions. The solid line is the total effective potential, the 
dashed line is the fermion-loop contribution, and the dotted 
line is the classical contribution for the Lagrangian (2.84) with 
rn=M=g=l. 

(2.88) 

The contribution of the Dirac sea is positive and symmetric about <P = M, 

so that the one-loop effective potential no longer has the symmetry of the classical 

potential, although the minimum of the potential remains at <P = 0. Observe that 

the energy of the Dirac sea grows faster than the classical potential with increasing 
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field strength, so that the effective potential at large field strengths is dominated by 

the Dirac sea. 

Now consider the effective potential at finite density, which IS generated by 

adding in the energy of the occupied valence orbitals, Evalence' 

(2.89) 

The shape of the effective potential is shown in Fig 2.8. The minimum of Evalence occurs 

at g<fy = M(M* = 0), moving the minimum of the effective potential towards positive 

<fy. Observe that for large values of the field (or equivalently, the effective mass M*) 

at fixed fermi momentum, the classical energy scales like M* 2 , the valence energy like 

M*, and the vacuum energy like M* 2 log M*, meaning that in large external fields 

the vacuum will be the dominant contribution to the energy. 

If there is no external field, then the system sits at the minimum of the effective 

potential. The value of the scalar field at the minimum is generated by the scalar 

density of the valence particles (p~alence) and the induced scalar density in the vacuum 

(p~acuum). Specifically, the value of the mimumum is determined by av'Eti¢>) = 0, 

implying 

(2.90) 
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Figure 2.8 - One-fermion-loop effective potential in 1+1 dimen
sions at finite density for the Lagrangian (2.84) with rn = M = 
g = 1 and k1 = 1. The solid line is the total effective potential, 
the dashed line is the fermion-loop contribution, and the dotted 
line is the classical contribution. The minimum of the effective 
potential is now greater than zero. 

valence OEvalence 
Ps = oM* 

p vacuum = _I_ M* log ( M*) 
2 

s 21r M 

(2.91) 

(2 .92) 
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The effective mass is determined implicitly by solving (2.90). At large fermi 

momentum this equation simplifies to 

m 2 M* 2k 
-

5 (M*- M) + -log(___L) = 0, 
g'ff 7r M 

(2.93) 

which implies that 

M * 1 
ex k 

log (if) 
(2.94) 

This logarithmic decrease with fermi momentum at large fermi momentum is shown 

in Fig. 2.9, where theM* is plotted vs. kt for 9s = m 5 = M = 1. 
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Figure 2.9 - Effective mass as a function of fermi momentum for 
fermions coupled to a scalar field. The effective mass decreases 
logarithmically with the fermi momentum. 
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Because the effective mass decreases so slowly with fermi momentum, the clas-

sical energy and the vacuum energy increase logarithmically only with the fermi mo-

mentum, while the valence energy increases with the square of the fermi momentum. 

Hence, at large fermi momentum the valence energy dominates. Even when the va-

lence sector dominates the energy, the vacuum can still play an important role in other 

quantities. For instance, the ratio of the scalar density that is due to the valence par-

tides to that which is due to the vacuum scales only like log(kt )/ log(log kt ), resulting 

in a very slow variation in this ratio. Thus, even when the vacuum is contributing 

negligibly to the total energy, it can still be contributing quite strongly to the scalar 

density. This effect is shown explicitly in Fig. 2.10 for the case m 8 = g = M = 1. 

The fermion effective potential changes significantly when one goes from one to 

three spatial dimensions. In three spatial dimensions, the vacuum energy is 

which is evaluated to equal 

. 1 [ 1 ( * 2 2) 2 1 ( 4 * 4) ( 2A) Evacuum = hm -2 - M - M A + -
8 

M - M log M 
A-+oo 7r 4 
M* 4 M* 1 
-8-log ( M)- 32 (M*4- M4)] -Let(¢, A), 

(2.96) 

implying that 

Since in 3+1 dimensions scalar self-interactions of order 4 and less are renormalizable, 

we pick the finite parts of the counterterms to cancel the terms of order 4 and less in 

Evacuum; I.e., 

8tvacuum I = ... = 8
4 

Evacuum I = 0 
8M* M*=M 8M* 4 M*=M ' 

(2.98) 
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Figure 2.10- Relative contributions of sea and valence fermions 
as a function of fermi momentum. The solid line shows the ratio 
of the vacuum energy to the valence energy. This decreases 
rapidly with the fermi momentum since the valence energy is 
proportional to kJ, while the vacuum energy is proportional to 
log kt. The dashed line shows the ratio of the vacuum-scalar 
density to the valence-scalar density. This quantity decreases 
very slowly with increasing kt. 

resulting in the final expression 

Evacuum =- 8~2 [M* 4 log (~*) + M 3(M- M*) 

- IM2(M- M*) 2 + 13 
M(M- M*) 3 -

25 
(M- M*)4]. 

2 3 12 

(2.99) 

For large values of M* this expression scales like M* 4 log(M* /M), which is negative, 

while the classical meson potential scales only like M* 2 , implying that the effective 

potential diverges to minus infinity as IM* I -t oo. ForM* "" M the vacuum energy is 

positive and concave up so that the minimum at M* = M is preserved. The effective 
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Figure 2.11 - One-fermion-loop effective potential for fermions 
coupled to a scalar field in 3+ 1 dimensions. The solid line shows 
the effective potential for k1 = 0 and the dashed line for k1 = 4, 
where g.= 1 and rns = M = 1. The minimum in the classical 
potential is now only a local minimum in the one-loop effective 
potential that becomes better defined as the fermi momentum 

is increased. 
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potential for m 8 = M = g8 = 1 is shown in Fig. 2.11. This instability at large field 

strengths indicates that the one-loop approximation is failing in this regime. 

Since the physical minimum in the effective potential remains well-defined, the 

fact that it is only a local minimum has no effect on the isolated system. At finite 



-42-

density, the energy of the valence fermions in three spatial dimensions is 

(2.100) 

Adding this to the effective potential makes the physical minimum more pronounced, 

as shown in Fig. 2.11. Hence, physical solutions exist at all densities. As in the 

one-dimensional case, the effective mass at the minimum decreases very slowly with 

fermi momentum so that at large densities Evalence dominates the energy distribution. 

Finally, consider self-interacting scalar bosons in 3+1 dimensions. The effective 

potential is simply obtained from Eq. (2.99) by multiplying by -1/2 and by replacing 

M* 2 with V" ( <P). In this case the effective potential becomes dominated at large fields 

by the vacuum energy. Since the boson-loop correction represents the first term in 

a perturbative expansion of the energy density, when the boson-loop correction is 

large compared to the classical energy, it will not provide a good representation of 

the full quantum energy. Hence, unlike the 1 + 1 dimensional case, the semi-classical 

approximation breaks down in strong background fields. 

In summary, we have examined the one-loop quantum corrections in finite sys-

terns. For a self-interacting scalar field in 3+1 dimensions and a fermion field in 

any number of dimensions, the one-loop vacuum energy pieces become the dominant 

contribution in large external fields implying that the loop expansion is not conver-

gent in this regime. A result of this is that the one-loop fermion vacuum is unstable 

with respect to large fields. At finite fermion density, the energy of the isolated sys-

tern becomes dominated by the valence particles at large fermi momentum and the 

instability associated with the vacuum energy becomes less important. 
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2.4 F inite Systems 

We now discuss one-loop corrections in finite systems, which is the primary topic 

of this thesis. As discussed in Section 2.2, in order to evaluate one-loop corrections in 

finite systems, we need to find the eigenvalues of some spatially varying differential 

operator 

(2.101) 

and then sum up the eigenvalues while subtracting counterterms and vacuum eigen-

values, 

Eloop = L Wi- w? + Ect[</>(x ), A], 
w?<A 

where Ei = Ai < 0 for fermions and Ei = A for bosons . 

(2.102) 

In some special situations, where we can solve for the Wi analytically, the evalu-

ation of Eq. 2.102 proceeds in the same way as the previous section (see Appendix 

C). Unfortunately, for a general background field, the energy eigenvalues must be 

determined numerically, the sum 'L:w~ <A ( Wi - w?) evaluated explicitly , and then the 
' 

counterterm subtracted. This has to be done at a large cutoff in order to get the 

energy correct. At these large cutoffs both the sum and counterterm (both of which 

diverge as a function of the cutoff) are very large. Hence, to calculate their differ-

ence accurately, these terms must be calculated individually to very large precision, 

resulting in a large computational burden. Nonetheless, such energy calculations can 

be carried out, either by directly evaluating the sum [13] or by indirectly evaluating it 

using Green's function techniques [14]. It should be noted, however, that these calcu-

lations have the desirable attribute of being readily adaptable to parallel processing 

computers by having each processor calculate a specific energy interval in the sum of 
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Equation (2.102). The application of such computers to this problem could make the 

brute force technique more tractable. 

Simply being able to calculate the energy is only the first step; we must then find 

the value of the scalar field that minimizes it. This requires the ability to calculate 

the induced densities in the vacuum (Pvacuum) and then to solve an equation of the 

form 

O[<P(x)] = Pvacuum [<P(x)]. (2.103) 

Since Pvacuum depends on <P(x) both non-linearly and non-locally, the solution to 

(2.103) also requires a large numerical effort . Typically, it is solved in some iterative 

fashion such as 

(2 .104) 

where we guess an initial solution, calculate the induced density, invert the operator 

0 to obtain a new solution, and keep on going until convergence is obtained. For 

this approach to be computationally feasible, we clearly need a fairly quick way to 

calculate the density. 

This motivates us to consider various local approximations to the effective action. 

Recall that for uniform systems the effective action is simply given by the effective 

potential that can be calculated analytically. The induced densities are then simply 

calculated by taking the derivative of the effective potential. If the background field 

is slowly varying in a way to be quantified shortly, then it will look locally like a 

uniform system. This generates the local density approximation (LDA) [15], 

(2.105) 
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and 

tiELDA 8Veff( </J) 
PLDA(x) = 8</J(x) = 8</J (x), (2.106) 

which allows Eq. (2.103) to be solved efficiently. 

The LDA is the first term in a systematic expansion of the effective action in 

terms of derivatives of the background field [11]. The Lorentz invariant effective 

action can be expanded as 

(2.107) 

where each of the coefficients can be calculated analytically in terms of Feynman 

diagrams in the vacuum. For instance, as mentioned previously, the effective potential 

is determined by all Feynman diagrams with external legs at zero-external momentum. 

Correspondingly, Z is determined by diagrams with two external legs corresponding 

to momenta k and -k and the rest of the legs at zero external momenta, etc. Hence, 

it is straightforward to derive the coefficients of an expansion of the effective action 

in powers of derivatives. A technique for doing this, along with the expansions that 

will be needed in this thesis, is given in Appendix B. 

The convergence of these derivative expansions has been studied extensively 

by Li,Perry, and Wilets [14]. By dimensional analysis, as we add more and more 

derivatives, we must divide by terms of dimension mass in order to keep the effective 

action dimensionless. For example, consider the expansion of the fermion one-loop 

effective action in 1 + 1 dimensions where the fermions are coupled to a scalar field. 

Since the scalar field is dimensionless, the expansion must involve terms that look like 

[M*(x )]-28JL<jJ(x )8JL<P(x ), meaning that derivative expansion is related to an expansion 
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in inverse powers of the effective mass of the field. The criteria for convergence are 

then 

1 8¢(x) 1 82¢(x) 
M*(x) 8x << 1 ' M*(x)Z azx << 1' .... (2.108) 

When the derivative expansion (DE) is convergent, it can be used to generate a 

reliable local approximation to effective action that leads to the approximation 

(2.109) 

and 

(2.110) 

This method is used in Chapter five to study bound systems of massive fermions 

interacting with scalar and vector mesons, where such expansions are found to be 

convergent. 

The advantage of the derivative expansion is that it provides a local approxi-

mation to the non-local effective action that allows self-consistent calculations to be 

pursued efficiently. When the derivative expansion diverges, we will show in the next 

chapter that the primary problem is due to the existence of strongly bound discrete 

states. The contribution of the remaining states can still be dealt with effectively via 

a local approximation, as will be shown in Chapter 3. 

As a last issue, we examine the stability of the vacuum with respect to small, 

spatially varying perturbations as has been studied by several people [16] . We sketch 

their argument here. Consider fermions of mass m coupled to a scalar field of mass M, 
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in which case the one-loop energy (we assume that we are studying a static system) 

in 3 + 1 dimensions is 

where we have included the vacuum subtraction and the counterterms and defined 

the inverse free fermion Greens function 

G-l_·JL!:J 
O - Z/ UJL- m. (2.112) 

We evaluate (2.112) for small fields by expanding the fermion logarithm up to second 

order in the field, 

3 2 2 2 zg J 1 . 2 

E = d x 2(1\7</JI + M <P ) - 2 J dt TrGo<PGo<P- C.T. (2.113) 

Note that the term linear in <P is exactly cancelled by the counterterm, leaving the 

term quadratic in the field and the counterterms that are quadratic in the field. Since 

</>(p) = 8(p0 )</J(p) for a static field, we can easily evaluate the trace as 

(2 .114) 

Inserting this result into the energy and recalling that 8(0) = J dt, we obtain 

(2.115) 

where p is the four vector ( 0, P) and 

(2.116) 
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is the inverse scalar boson Green's function at the one-fermion-loop level. The above 

Green's function is equal to a standard Feynman integral for a one-loop diagram with 

two external vertices carrying a space-like four momentum that with our standard 

zero-momentum renormalization conventions gives 

(2.117) 

For small p, 

(2.118) 

implying that the energy is greater than zero and hence that the vacuum is stable 

with respect to long wavelength fluctuations. On the other hand, for large p 

(2.119) 

implying that the energy is negative and hence that the vacuum is unstable with 

respect to short wavelength fluctuations in the one-loop approximation. The larger g, 

the larger the wavelength at which this instability sets in. Because of this instability, 

the one-loop approximation cannot be used for systems that have fields that vary too 

quickly in space. 
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Chapter 3 

The WKB Method m 1+1 Dimensions 

In this chapter, we develop a method for the exact calculation of one-loop cor

rections to finite systems and apply it to 1 + 1 dimensional theories. The first section 

introduces the method for the calculation of boson-loop corrections and discusses 

its relation to the local approximations of the previous chapter. In the second sec

tion, the method is applied to concrete calculations and compared to "brute force" 

methods. Problems associated with self-consistency are discussed. The third sec

tion extends the method to the calculation of fermion-loop corrections and the fourth 

section discusses self-consistent fermion-loop corrections for couplings to scalar fields. 

3.1 WKB Method for Boson-Loop Energy 

We first consider calculating the boson-loop energy correction to a spatially 

varying scalar field, cf>cr(x), in a system governed by the Lagrangian 

(3.1) 

Assume that the vacuum is described by the uniform field cf>v and denote 

(3.2) 

and 

M 2 = V"(cf>v)· (3.3) 
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In order for a spatially varying object to have finite energy, it must have zero-energy 

density infinitely far away from its center implying that 

M(±oo) = M. (3.4) 

As discussed in previous sections, the boson-loop correction is 

Ebz(c/>cl) = 1~~ [~ L (wi- w?) + Ect(c/>cl, Ap)], 
w?<A 

(3.5) 

where Ap = vA2 - M 2 is the three momentum cutoff corresponding to the energy 

cutoff A. The counterterm is given explicity by (see Appendix A and Section 2.3) 

(3 .6) 

The energy eigenvalues w? are determined by 

(3.7) 

The solutions of this equation are plane waves with energy wn 2 = k; + M 2 , so that 

the energy spectrum of the solutions is a continuum stretching from energy M to 

infinity. The energy eigenvalues Wn are detemined by 

(3.8) 

which is equivalent to the usual Schrodinger equation with a potential M 2 (x). The 

spectra of (3.8) will in general consist of a discrete spectrum of localized states with 
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N 

Figure 3.1 - Energy spectrum of scalar boson vacuum modes. 
The vertical axis is w 2 • The first column is the spectra in the 
vacuum that consists of a continuum stretching from M 2 to = 
described by a density of states n°(w). The second column is 
the spectra in the presence of a background field that consists 
of N bound states and a continuum stretching from M 2 to = 
described by a density of states n(w). 

w~ < M 2 and a continuum of asymptotic plane-wave states with w~ > M 2 . The 

energy spectra of both of these equations is shown in Figure 3.1. 

The sum over states in the continuum can be replaced by an integral over a 

density of states, 

I:w? = ;: wn°(w)dw 

LWi = L Wi + ;: wn(w)dw. 
w'f<M 2 

(3.9) 
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As pointed out by Dashen, Hasslacher, and Neveu [3] , these sums can be conveniently 

expressed in terms of the phase shifts of the continuum solutions. In order to derive 

this dependence, we place the system in a box of length 2L and impose periodic 

boundary conditions 

17( -L) = 17(L). (3.10) 

For simplicity, assume that M 2 (x) is symmetric so that the solutions can be classified 

by their parities. The vacuum solutions corresponding to even (e) and odd (o) parity 

are 

e1J~(x) =cos(k~x) 

o o ( ) . (ko ) ko 21rn 11n X = Sill n X ' n = L' 

implying that for large L the density of states per momentum interval is 

0 0 1 
ne(kn) = n0 (kn) = k k 

n+l- n 

21r 

L 

This can be converted to a density of states per energy level as 

0 1 dk 0 
ne,o(wn) = =-d ne 0 (kn) 

Wn+l -Wn W ' 

w 21r 
Jwz _ M2 L. 

(3.11) 

(3.12) 

(3.13) 

Since M 2 (x) = M at large distances, asymptotically the continuum solutions of Eq. 

(3.8) that have energy Wn will look like 

e1Jn(x -t <XI) =cos (knx + 4oe(kn)) 

0 1J~(x -t <XI) =sin (knx+ 48°(kn)), 
(3.14) 



-53-

where kn Jw~- M 2 • Note that, in general, 8e(k) =/=- 8°(k). Equality occurs only 

if the potential is reflectionless. The wave numbers are determined by the periodic 

boundary conditions to be 

(3.15) 

implying that the difference between adjoining momenta, !).k = kn+I - kn, is given 

as 

which implies 

1 L 1 d8e,o 
-=-+---
!).k 7r 27r dk 

1 d8e,o 
=no(k) + 27r ----;n;-· 

(3.16) 

Hence, the density of states per energy interval for the even and odd solutions can be 

written as 

1 d8e• 0 (w) 
ne,o(w) = n~ 0 (w) + -

2 
d , 

' 7r w 

implying that the total density of states, n = ne + n 0 , is 

where 

0 1 d8(w) 
n(w) = n (w) + ---, 

1r dw 

(3.17) 

(3.18) 

(3.19) 
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Suppose that Equation (3.8) has N bound states. The total number of states of 

the two Schrodinger equations must be equal, 

(3.20) 

which implies that 

100 100 
1 d8 N =- (n(w)- n°(w)) =- --dw 

M M 1rdw 

=~ (o(M)- 8(oo)). 

(3.21) 

If the potential is finite, then 8( oo) = 0, implying 

N1r = 8(M). (3.22) 

This means that the phase shift at threshold is directly related to the number of 

bound states. 

Now consider the calculation of the energy sums (3.9). Since we need to sum 

over the same number of states in the two systems before subtracting, we need two 

different cutoffs in each continuum. The cutoffs are related implicitly by 

N + 1: n(w)dw = 1: n°(w)dw. (3.23) 

Using Equations (3.18) and (3.22) this relation becomes 

lA lA 1 d8 1 
n(w)dw = N + --dw = -8(A) . 

A M 7r dw 7r 
(3.24) 
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It will be shown a little later that at large energies, o(w) ex: w-1 . This fact combined 

with Eq. (3.13) that says that the density of states becomes constant at large energies 

implies 

- 1 
(A- A) ex: A as A---+ oo. (3.25) 

In terms of these cutoffs, the boson-loop energy is 

1 11A 11A Ebl =- L Wi + lim [- wn(w)dw-- wn°(w)dw + Ect(A)] 
2 A-+oo 2 M 2 M 

wl<M2 

1 1 {A 1 {A 
=2 L Wi + 1~~ b }M w[n(w)- n°(w)]dw + 2 }A wn(w)dw + Ect(A)]. 

w?<M2 
' (3 .26) 

This expression can be simplified by noting that 

lA lA 1~ w[n(w)- n°(w)]dw = w--d dw 
M M 7r w 

1 A {A 
=; [woiM- JM odw] (3.27) 

1 {A 
=; [Ao(A)- N1rM- }M odw] 

and 

lim {A wn(w)dw = lim A {A n(w)dw 
A-+oo }A A-+oo }A 

= lim -~Ao(A). 
A-+oo 7r 

(3.28) 

The first equality in Eq. (3.28) follows from (3.25) and the last equality from (3.24). 

Combining (3.27) and (3.28) with (3.26) gives our final expression for the boson-loop 

energy, 

1 1 lA Ebl =- L (wi- M) + lim [- -2 o(w)dw + Ect(A)]' 
2 A-+oo 7r M 

w2<M2 
' 

(3.29) 
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which agrees with that of Reference [3] . 

Equation (3.29) is an exact expression for the boson-loop energy in terms of the 

energies of the bound states and the phase shifts of the continuum states. Observe 

that since 8(M) ex N, the energies of the bound states end up being calculated 

relative to M as is sensible since the presence of the potential pulls the bound states 

down from the continuum threshold, implying an energy shift of Wi - M. Also, the 

continuum contribution is given simply as an integral over the phase shift. Since 

the phase shift generally varies smoothly, this integral can be evaluated accurately 

with only knowledge of 8 at a sparse number of points. For a general background 

field, the phase shift is very straightforward to calculate numerically. If ry( x) is an 

exact solution of Eq. (3.8) that has the asymptotic form given by Eq. (3.14), then 

kxn + ~8(k)-+ mr as Xn-+ oo where Xn is the nth zero of ry(x) greater than zero and 

k is the asymptotic momentum of ry(x). Hence, 

o(k) = lim mr- kxn. 
n-+oo 

(3.30) 

This limit is easy to perform computationally by integrating (3.8) from x=O towards 

infinity, counting each zero as it occurs, and computing mr - kxn until this value 

converges. This convergence occurs rapidly once the integration has extended past 

the range of the potential. This procedure leads to a very efficient method for "brute 

force" evaluating the boson-loop energy. 

The calculation of the phase shift integral can be significantly improved by using 

the WKB approximation to get an analytical expression for the phase shift valid at 

large energies. The WKB approximation [17] states that solutions of 

(3.31) 
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can be approximated by 

1 1x <f;(x)"'"' ~ exp[i k(z) dz] 
k(x) o 

(3.32) 

when the wavelength is much shorter than the distance scale over which k varies, 

1 dk 
k2 dz << 1. (3.33) 

Hence, the WKB solution becomes increasingly accurate at higher energies. For such 

solutions, the phase shift is simply computed as 

(3.34) 

Since this gives the phase shift exactly at high energies, we can use this result to derive 

the scaling of the phase shift at high energies. Recall that k2 ( x) = w2 - M 2 ( x), so 

(3.35) 

This verifies the scaling law ( 8 ex 1/ w at large w) that was used earlier. 

We now apply the WKB approximation towards evaluating the boson-loop en-

ergy. Inserting the WKB approximation for the energy states above some energy A 

in J 8dw implies 

(3.36) 
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Performing the energy integral gives 

{A 8WKB dw = 100 

dx ~ [Av' A2 - M 2(x)- AJ A2 - M 2 
}A -oo 2 

- M 2(x) log( A+ v' A2- M2(x)) + M 2log(A + J A2- M2) 

- (lower limit of integration) J . 
(3.37) 

This integral is logarithmically divergent. Upon isolating this divergence the integral 

becomes 

{A 8WKB dw = 100 

dx ~ [Av' A2 - M 2(x)- AJ A2 - M 2 
lA. -00 2 

- M2 (x) lo (A + J A 2 - M2 ( x))) 
g A+ JA2 - M 2 

- (lower limit of integration) 
(3.38) 

1oo - 1 (A + J A 2 - M 2 

= -oo dxa(<fy,A,A) + "2(M
2

- M
2
(x))log M ), 

where a( </Y, A, A) denotes the finite part of the integral. As A --+ oo, this becomes 

an analytic expression denoted a( <P, A). When this expression is inserted into the 

formula for the boson-loop energy (3.29), the infinite part is completely cancelled by 

the counterterm. If we evaluate the phase shift exactly below A and use the WKB 

approximation for higher energies, then the boson-loop energy is 

1 1 1A 1 l oo -Ebl =- L (wi- M)-- 8(w)dw- -
2 

lim dx a(<P(x), A). 
2 271" M 7l" A-+oo _ 00 w[<M 2 

(3.39) 

This expression can be made arbitrarily exact by increasing A. All of the high-energy 

behavior has been incorporated into an analytical expression a, which was our primary 
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goal. Because of this, there is no need to calculate things to very high precision in 

order to get a convergent result. By using Eq. (3.39), we need only to calculate the 

individual terms to the same precision at which the final answer is desired. 

It is interesting to ask how this WKB approximation relates to the local density 

approximation discussed in Chapter 2. Consider a potential M 2 ( x) that has value 

( M*? < M 2 in a region of length 2L and then rises up to M 2 in a region of space 

small compared to L, as shown in Fig. 3.2. We now evaluate the boson-loop en

ergy corresponding to this choice of M 2 ( x), using the WKB method for the entire 
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L 

Figure 3.2 - WKB method for slowly varying potentials. The 
solid line shows M 2 (x) as a function of x for a case in which 
it equals (M*)2 over a length 2L that is large compared to the 
distance over which it changes values. In this case, the wave
functions in the regime -L < x < L can be approximated as 
plane waves with mass M*, in which case the WKB approxima
tion and the local density approximation give identical results. 

For large L, 

lim {A dw 8wKB(w) = lim {L dx {A dw Jw2 - (M*) 2 - Vw2 - M 2 
A--= }M A--= 1-L jM 

=~ [~(M2 - (M*)2)- M J M 2 - (M*)2 

(M*) 2 lo ( M ) 
- g M+JM2-(M*)2 

+ (M 2
- (M*) 2

) log(~)], 

(3.40) 
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1 lA lim [-- dw + Ect(A)] = 
A-+oo 271" M 

- J:_ [~(M2 - (M*)2)- M V M 2 - (M*)2 
471" 2 

- ( M*) 2 lo ( M ) ] 
g M + y'M2 - (M*)2 . 

(3.41) 

Also, if L is large the bound states will be similar to plane waves over the interior of 

the potential that die off rapidly at distances greater than L; hence, 

(3.42) 

Combining (3.42) and (3.41) gives 

Ebt = 1L dx __!__ [(M*)2 - M 2 - (M*)2log ( (M*? )] 
-L 81r M2 

(3.43) 

that is identical with the expression for the LDA (see Chapter 2, Eq. (2.81)). Hence, 

for slowly varying potentials, the WKB approximation agrees with the local density 

approximation. 

3.2 Boson-Loop Calculations 

We now apply the WKB method to explicit boson-loop calculations. We begin by 

calculating the boson-loop corrections to the kink soliton. As these corrections have 

been calculated previously, this provides a good testing ground for the WKB method. 

We then go on to discuss the problem of including these corrections self-consistently. 
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The kink soliton is determined from the scalar boson Lagrangian (3.1) with 

(3.44) 

This potential, which IS graphed m Fig. 3.3 for m 1, has two degenerate 

minima at 

-2 -1 

1¢1 
m 
y)." 

0 
field strength 

1 

Figure 3.3 - Classical potential, Eq. (3.44) with rn = ..\ = 1, that 
gives rise to the Kink soliton. The potential has two degenerate 
vacuums at ¢ = ±1 and an unstable maximum at ¢ = 0. The 
kink soliton is a classically stable solution that occupies the left 
vacuum at x = -oo and the right vacuum at x = +oo. The 
region of the potential between ¢ = -1 and ¢ = 1 is concave 
down so that local expressions for the boson-loop energy are 
inapplicable. 

(3.45) 

2 
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In addition to these translationally invariant static solutions, the classical equa-

tion of motion, 

(3.46) 

also admits a localized static solution, 

m (mx) 4>k(x) = y1tanh y2 , (3.4 7) 

called the kink soliton [18]. This solution occupies both of the local minima of the 

classical potential, connecting one minimum at x = -oo with the other minimum at 

x = +oo, resulting in a non-zero energy density centered at zero. The classical energy 

of the kink soliton is 

1oo 1 2 2V'2m3 
Eclassical = -oo dx 2('V</>k) + V(</>k) = - 3-T. (3.48) 

Upon quantizing the theory one expects to see particle states corresponding to 

both scalar mesons and solitons. The modes of oscillation of the scalar field about 

the solution 4> obey the Klein-Gordon equation with the potential 

(3.49) 

that equals 2m2 in the vacuum states. Hence, quantum excitations in the vacuum 

consist of scalar mesons with mass V'2m. We can also quantize about the kink soliton, 

generating a set of of quantum states representing one kink soliton plus any number 

of mesons. 
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We now calculate the one boson-loop energy corresponding to the classical kink 

solution. The modes of oscillation of the scalar field with respect to the kink are given 

by 

(3.50) 

and consist of a continuum starting at w; = 2m2 and some discrete states. The 

continuum modes can be interpreted as scattering states of scalar mesons off the kink 

soliton, while the discrete states correspond to vibrational modes of the soliton. 

Solving Eq. (3.50) yields two bound states with energies 

Wbound = 0 and /[m. (3.51) 

The w = 0 state corresponds to the translational mode of the kink. Since the under-

lying theory is translationally invariant, the classical kink solution can exist centered 

at any point in space. One "mode of oscillation" consists of giving the kink a uniform 

boost, in which case it will keep on moving and never come back, corresponding to a 

period of infinity and therefore a frequency of zero. Hence, any finite solution found 

in a translationally invariant theory will have such a mode. 

The phase shift can also be calculated analytically (see Appendix C) to be 

../2k k 
8( k) = 21r - 2 arctan(--) - 2 arctan( rc; ) 

m v2m 
(3.52) 

where w 2 = k2 +2m2 . Inserting this into the equation for the boson-loop energy we 

find [3] that 

1 3 
Ebl = [- - --]m = -0.4 7111 m. 

2v'6 'lr../2 
(3.53) 
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We now apply our WKB method to the same problem. The WKB phase shift 

1s calculated using Eq. (3.34). The results are plotted in Fig. 3.4, along with the 

exact phase shift. Observe that at k = 0 the actual phase shift is 21r, reflecting 

the existence of the two bound states, while the WKB phase shift is about 20% 

larger. As the energy is increased, the two rapidly approach each other, becoming 

indistinguishable when k ,....., m. This implies that to get an accurate result, we will 

have to use the exact phase shifts up to this point. 

...., 
'H 

:.a 
rn 
Q) 
rn 
«l 

.Q 
p., 

6 

" 4 ~ 

2 

o~~-L~--~~-L~--~~-L~~~~-L~--~~-L~~ 

0 1 2 
k (m) 

3 

Figure 3.4 - Phase shifts for the kink soliton vs. momentum. 
The dashed line is the exact phase shift and the solid line is the 
WKB phase shift. 

4 

This is confirmed by actually calculating the loop energy, shown in Table 3.1. 

Exact phase shifts are used for energies below A. Although the exact phase shifts 

are known analytically, in these calculations the exact phase shift was calculated 
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numerically using the algorithm given by Equation (3.30) in order to test out the full 

machinery of our numerical method. More details about the numerical method are 

given in Appendix D. When the WKB approximation is used for the entire phase 

shift, the energy is calculated to an accuracy of 2%. This accuracy rapidly improves 

by inserting the exact phase shift at low energies, with an accuracy of 0.05% being 

obtained when A is twice the scalar boson mass. This accuracy can be obtained by 

calculating seven exact phase shifts and using Simpson's rule. The exact phase shift 

integrals are evaluated most efficiently if they are discretized in momentum space, 

using 

J8(w)dw=jo(k)yl k dk. 
k2 +2m2 

A/ .Jim -Ebi/m accuracy 

1.0 0.4787 r-v2% 

1.1 0.4 738 

2.0 0.4713 "' 0.5% 

4.0 0.47112 

8.0 0.47111 

Table 3.1 - Calculation of boson-loop correction to kink soliton 
using the WKB method. Exact phase shifts are used for energies 
below A and WKB phase shifts above. The exact answer is 
Ebt = -0.47111 -m. 

(3.54) 

One remaining question is how much of the finite part of the answer the 'VKB 

approximation gets right. This is answered by comparing how accurate a brute force 

calculation up to maximum energy A is compared to a WKB calculation that uses 

exact phase shifts up to this same energy. The brute-force calculations are performed 
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by using Eq. (3.29) directly. This involves evaluating the phase shift integral and the 

couterterm separately and then adding them together. Results of such a calculation 

are shown in Table 3.2. 

A/v'2m 

1.1 

2.0 

4.0 

8.0 

16.0 

32.0 

-Eb!/m 

0.6068 

0.4952 

0.4 766 

0.4 724 

0.4714 

0.4712 

accuracy 

"' 50% 

rv5% 

"' 0.5 % 

Table 3.2 - Brute-force calculation of boson-loop correction to 
kink soliton. Exact phase shifts are integrated up to energy A 

The convergence of the brute-force calculation is much slower than the WKB, 

indicating that the WKB gets the finite contribution of the high energies very accu

rately. For instance, to get the accuracy of the WKB approximation with A= 2v'2m 

with the brute-force method requires a cutoff of A= 16v'2m, meaning that the brute-

force calculation requires at least 8 times as much computation. In fact, the actual 

computation required is greater since the phase shift integral must be computed much 

more accurately in the brute force calculation than the WKB calculation, since the 

integral is dominated by the diverging counterterm contribution that is subtracted 

after the calculation. 

Since the actual scalar field should minimize the effective action, we are moti-

vated now to try to minimize the one-loop approximation to the effective action. This 

runs into immediate problems. Since the boson-loop energy is negative, the soliton 
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wants to expand in order to minimize its total energy. When it expands, all of the 

bound states of (3.8) become more bound. In particular, the translation mode eigen

value becomes negative (w5 < 0), implying that the boson-loop approximation has 

broken down (see Section 2.2). 

In order to see this explicitly, Fig. 3.5 plots the energy of the dilated kink as a 

function of a scale factor a where the dilated kink soli ton <Pa ( x) is defined by 

<Pa(x) = <Pk(xja). (3.55) 

For a < 1 the soliton is smaller and the translational mode contributes a real portion 

to the energy, while for a > 1 the soliton is larger and the translation mode contributes 

an imaginary part of the energy. The disappearance of the translation mode from the 

real part of the spectrum is reflected by a kink in the curve of Fig. 3.5. 

This breakdown indicates that it is inconsistent to minimize the one-loop approx-

imation. The problem is that the boson-loop correction is the first-order quantum 

correction to the exact classical solution. When we attempt to minimize this energy, 

we are adding in higher loop effects but not in any systematic manner. This allows 

the energy to become complex. In this case, the problem is due to applying the 

saddle-point approximation to a problem with a broken translational symmetry be-

cause the approximation is not valid for fluctuations that translate the finite system, 

as the translated states all have the same energy. Alternative quantization schemes 

have to be used in which the translational degree of freedom is explicitly taken into 

account [18). A discussion of these methods is outside the scope of this thesis. 

In order to understand the WKB approximation better, consider the boson-loop 

corrections to a background field of the form 

(3.56) 
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Figure 3.5 - One-loop energy of the kink soliton as a function 
of scale a. For a > 1, the energy is complex and only the real 
part is shown. 

where </lb, R, and T are parameters that allow us to adjust the depth and surface 

thickness of the background field. The potential in the Lagrangian is assumed to be 

the kink potential with m = A = 1, implying 

(3.57) 

Observe that if at any point <P < vf3/3, then the local density approximation will 

fail. Table 3.3 shows the results of calculations for various sets of parameters, both 

exact, using the LDA, and using the WKB approximation for the entire continuum. 

The exact calculations are performed using the WKB method with A = 2V2. Also 
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0.2 1 0.5 

0.3 1 0.5 

0.4 1 0.5 

0.5 1 0.5 

0.6 1 0.5 
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-Ebl 

0.021 

0.047 

0.083 

0.129 

0.188 

0.240 

1.52 

1.20 

0.90 

0.63 

1.97 

0.39 

1.87 

1.70 

1.52 

1.35 

1.20 

1.07 

0.98 

-ELDA -EwKB 

0.024 0.030 

0.056 0.058 

0.106 0.092 

0.133 

0.186 

0.242 0.242 

Table 3.3 - Comparison of boson-loop energy with local den
sity approximation for the background field of Eq. (3.56). The 
first three columns are the parameters that describe the back
ground field, Ebl is the exact boson-loop energy, w~s is the energy 
squared of the bound states , ELDA is the boson-loop energy cal
culated via the local density approximation, and EwKB is the 
energy calculated using the WKB approximation in the entire 
continuum. 

displayed in the table are the energies of the bound states. For some of these param-

eters, the one-loop energy has also been calculated by Li, Perry, and Wilets [14]. Our 

results agree with theirs. 

The first five parameter sets increase the strength of the field up to and past the 

point where the local density approximation fails. These fields are all characterized 

by one bound state, except at the largest field strenth. We first examine the results 
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for the LDA. The LDA is accurate to about 20% up to the point where it abruptly 

fails. Notice, however, that the actual energy is perfectly continuous through this 

point. The primary reason for the inaccuracy of the local density approximation in 

this regime is that the boson-loop energy is significantly influenced by the energy of 

the isolated bound state, an effect that is largely missed by the LDA. It is interesting 

to note that the EwKB calculations, which know about the isolated bound state but 

treats the continuum locally, even do worse at the low field values. This is because, as 

the bound state moves away from the continuum, there is still significant distortion 

in the continuum from its leaving, and local approximations miss this. The LDA, by 

missing both the distortion in the continuum and the isolated bound state, is able 

to do better than the WKB. As the field strength is increased and the bound state 

moves farther away from the continuum, the WKB does better than the LDA and 

becomes an increasingly good approximation to the full calculation. Finally, if the 

field strength is increased much beyond the maximum value shown in the table, the 

value of w 2 of the most bound state becomes negative and the boson-loop correction 

turns complex. 

The sixth parameter set increases the size of the field, keeping the strength the 

same as in the first set. Here there are 7 bound states instead of one. In this case the 

accuracy of the LDA is improved by an order of magnitude and the full WKB gives 

a nearly identical result, as is expected from the results in Section 3.1. 

3.3 WKB Method for Fermion Vacuum Energy 

We now develop the WKB method for the calculation of the one-fermion-loop 

energy in the presence of a background scalar field. As with the bosons, we implement 

the phase-shift method of [3] and apply the WKB approximation. The Lagrangian 
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IS 

(3.58) 

where the gamma matrices are taken to be 

") (. -z 1 z 
0 and I = 0 o.). 

-z 
(3.59) 

Note that in 1 + 1 dimensions the fermions are spinless. Also, since £ has dimension 

(mass )2 and <Pis dimensionless, the dimension of '1/J is (mass )112 and the dimension of 

g is (mass) 1 . We write the wavefunction as 

'lj;(x) = ( i%) exp( -iwt) (3.60) 

that implies the relations 

(3.61) 
7j;'lj; =- 2FG 

In terms of F and G, the Dirac equation is 

(3.62) 

Since <P is real, the above equation implies that we can take F and G to be real. 

Observe that if 'ljJ = (it;) is a solution with energy w, then 'lj;t = ( -g") is a 
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Figure 3.6 - Energy spectrum of the eigenstates of the Dirac 
equation coupled to a scalar field. The vertical axis plots the 
energy. The spectra are symmetric about w = 0. The first col
umn is the vacuum spectra that consist of two continua stretch
ing from ±M to ±oo described by a density of states n°(w). 
The second column is the spectra in the presence of a back
ground field that consists of N bound negative-energy states 
and a negative-energy continuum that is described by a density 
of states n(w). If the scalar field is antisymmetric, then there 
also exists a state with w = 0. 

solution with energy -w. Thus, the energy spectrum is symmetric about w = 0, as 

shown in Fig. 3.6. 

The coupled single-order differential equation can be transformed into the two 

second-order equations, 

(3.63) 
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If the scalar field is uniform, then the energy spectra is 

(3.64) 

meaning that the fermions behave as if they have mass lg¢1. In the examples that 

follow, we will be interested in spatially varying solutions that reach some value l9¢v I 

where <Pv is a vacuum value of the scalar field. 

We first consider the fermion-loop corrections for an antisymmetric scalar field 

¢(x). This situation arises when fermions are coupled to the solitons discussed in the 

previous sections. We denote lg¢( oo) I = M, where M is the asymptotic mass of the 

fermion. 

If¢ is antisymmetric then g2¢2 and 8¢/ox are both symmetric, which means 

that the solutions of Eq. (3.63) can be classified by their parities. The density of states 

corresponding to these two equations can be calculated by the method of Section 3.1 

to be 

0 1 d8pc(w) 
npc(w) = npc(w) +- d , 

, , 7r w (3.65) 

where 8F,G are the phase shifts associated with the Schrodinger equations (3.63) that 

are decomposed into odd parity and even parity phase shifts as 

8F,G = ~(8F,G + Op,c)· (3.66) 

These density of states for the boson equations now need to be transformed into 

the density of states of the Dirac equation in which each solution corresponds to a 

(F,G) pair. Equation (3.62) implies that an even parity F corresponds to an odd 

parity G and vice-versa. By switching the relative sign between F and G, we generate 
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both a positive and negative energy solution. The only exception to this rule is a 

state with w = 0. It turns out that such a solution always exists for an antisymmetric 

¢> since the equation 

8G - = -g¢>(x)G ox 
is always solved by the normalizable function 

Go(x) =Go exp[-lx g¢>( z )dz], 

implying that 

7/Yo(x) = ( G~x)) 

(3.67) 

(3.68) 

(3.69) 

1s a solution of the Dirac equation with energy 0. The implications of this zero-

energy state are discussed in [18]. This is an even parity G solution that has no 

antisymmetric F counterpart. As a result, if there are N bound non-zero negative 

energy states, then the Schrodinger equation for G has N + 1 bound solutions and 

the Schrodinger equation for F has N bound solutions, so 

8p(m) =7rN 

8a(m) =1r(N + 1). 
(3.70) 

We determine the density of states of the Dirac equation by solving it in a box 

of length 2L and impose periodic boundary conditions on the the spinor. As the even 

components of the spinor always satifsfy the periodicity requirement, the boundary 

condition is effectively a boundary condition on the odd component. The phase shifts 

of the odd components of the spinors are given by the phase shifts of the odd solutions 

to Eq. (3.63), which implies that the density of states of the Dirac equation is 

1 d8 
n(w) = n°(w) + --d , 

7r w 
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where 

(3.71) 

Since the odd solutions are related to the even solutions by Eq. (3.62), we find by 

substituting in the asymptotic forms of the odd solutions that 

implying 

e8p(w) = 0 8a(w) +arctan [ ~] 

e8a(w) = 0 8p(w)- arctan [ ~], 

Hence, the total phase shift can be written 

that implies, in particular, 

1 
8(0) = (N + '2)M. 

(3.72) 

(3.73) 

(3.74) 

This can be interpreted as saying that the w = 0 state is created half from the 

positive-energy continuum and half from the negative-energy continuum. 

Using this density of states, we can calculate the fermion-loop using the same 

procedure as in Section (3.1). The fermion-loop energy is 

Efl = lim L (wi- w?) + Ect(A), 
A-+oo 

-A<w;<O 
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where the counterterm is calculated in Appendix A to be 

1 (4A2) 2 2 2 Ect(A) = 
4

7r log M 2 (g <P - M ). 

From the arguments in Section (3.1) it follows that 

1 11-A 
Eft= L Wi + -8(0) + lim [- 8(w)dw + Ect(A)] 

7r A-+oo 7r -M 
-M<w;<O 

1 11A L (wi + M) +-
2
M+ lim [- 8(w)dw + Ect(A)]. 

A-+oo 7r M 
-M<w;<O 

(3.75) 

(3.76) 

Observe that the zero-energy state is responsible for a contribution of 0 + 0.5m to the 

energy as opposed to the negative-energy bound states that contribute Wi + M to the 

energy. This is a reflection of the fact that the w = 0 state is formed half from the 

positive-energy sector and half from the negative-energy sector. 

These results can be understood by realizing that the "vacuum" of this system 

consists of two degenerate fermion states. These states correspond to having the 

w = 0 state occupied (I+)) and to having thew = 0 state unoccupied (I-)). Since 

these two states differ by a single particle state that has zero energy, these states are 

degenerate in energy. Let B+ and B- denote the fermion numbers of each of these 

states. The occupied state has one more fermion than the unoccupied state, so 

(3.77) 

On the other hand, the two states can be transformed into each other by changing 

all the holes into particles and particles into holes, implying 

(3. 78) 
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Hence, B+ = 1/2 and B- = -1/2 so that this state contributes only 1/2 to the 

baryon number that is consistent with the fact that it contributes only 0.5m to the 

energy. 

We introduce the WKB approximation by using it to approximate the phase 

shifts of the Schrodinger-type Equations (3.63). The result is 

(3.79) 

This equation assumes implicitly that 

(3.80) 

at all points x. If not, then the above approximation can be used only for energies w 

that satisfy 

(3.81) 

and other methods must be used for lower energies. The energy integral of the WKB 

phase shift can be performed analogously to the boson case. Using the convenient 

notation 

(3 .82) 
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and the result of Equation (3.38), the energy integral is 

{A 5WKB dw = 100 

dx ~ [AJ A2 - Mi(x) + AJ A2 - M'3_(x)- 2AV A2 - M 2 
fA -oo 4 

A+JA2 -Mi(x)) 
- M 2 (x) log ( ) 

+ A+ vA2 - M 2 

2 A + J A 2 - M'3_ (X)) 
- M_(x)log ( y' 2 2 ) 

A+ A-M 
- (lower limit of integration) 

+(2M2 - M.!(x)- M~(x)) log(A + V A2- M2)] 

where a J( <jl, A, A) = a J( <jl, A) as A -t oo is the finite part of the integral. By inserting 

this expression into Eq. (3. 76), we see that the logarithmic divergence is exactly 

cancelled by the counterterm leaving 

Etz = 0.5M+ L (wi+M)+I_ {A 8(w)dw+I_ lim 100 

dxat(<P(x),A). (3.84) 
7r } M 7r A-+oo -oo 

-M<wi<O 

We emphasize that this formula is applicable only for antisymmetric scalar fields. 

We now apply this formalism to the calculation of the fermion-loop corrections to 

the kink soliton. The Lagrangian is as given in Equation (3.58) with £boson being the 

Lagrangian for the kink soliton given by Equation (3.44). In terms of the parameters 

of this Lagrangian, the Dirac equation is 

(3 .85) 
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that implies 

(3.86) 

There are three parameters with dimension mass that combine to make up the fermion 

mass. It is most convenient to define the dimensionless parameter G, 

g 
G=-

.J)..' 
(3.87) 

and to measure everything in terms of the meson mass m. In particular, the substi-

tution x -t mx factors m out of the Dirac equation implying that the fermion-loop 

correction at fixed G is proportional to m. 

Gj../2 A/m EwKB/m EBF/m ENn/m 

1.0 1.0 0.2335 0.3531 0.2618 

1.0 1.5 0.2260 0.2464 0.2351 

1.0 2.0 0.2253 0.2357 0.2302 

1.0 4.0 0.2251 0.2275 0.2263 

1.0 8.0 0.2251 0.2257 0.2254 

3.0 1.0 0.8716 1.7222 0.8960 

3.0 2.0 0.8587 0.9128 0.8636 

3.0 4.0 0.8586 0.8707 0.8598 

Table 3.4 - Convergence of WKB approximations for fermion
loop corrections to the kink soliton. EwKB is the fermion-loop 
energy calculated using the WKB correction with the given value 
of A, END is the same calculation ignoring the derivative terms 
in the WKB formula, and EsF is the result of a brute-force 
calculation up to maximum energy A. 



G/V2 
1.0 

1.5 

2.0 

2.5 

3.0 

Eexact/m 

0.2251 

0.3474 

0.4921 

0.6621 

0.8586 
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EwKB/m 

0.2335 

0.3590 

0.5046 

0.6749 

0.8716 

ELDA/m 

0.060 

0.118 

0.210 

0.375 

0.473 

(M- Wbs)/m 

0.0607 

0.1895 

0.0357 

0.3536 

0.1214 

0.5402 

Table 3.5- Fermion-loop corrections to the kink soliton for var
ious coupling constants. Here Eexact is the exact fermion-loop 
energy, EwKB is the WKB energy computed with A= O,EwA is 
the energy computed with the local density approximation, and 
rn- Wbi is the binding energy of the various bound states in units 
ofrn. 

The results of performing WKB calculations for various values of A are shown 

in Table 3.4. The behavior is similar to the boson-loop corrections, with the WKB 

approximation converging very rapidly compared to the "brute-force" calculation, 

where the brute-force method is as described in the previous section and involves the 

explicit evaluation of Eq. (3.76). We also show the results of a WKB calculation in 

which the derivative terms in the expression for the WKB phase shift are ignored. 

This can be done since at large energies the WKB phase shift is 

100 1 2 2 2 1 1 
8wi<B(w) = dx-

2
[M - g </>(x) ]- + 0(3), 

-00 w w 
(3.88) 

which has no explicit dependence on 8¢>/ ox. The results of this type of calculation 

are also shown in Table 3.4, where this calculation is also seen to give an improvement 

over the brute-force technique, although it does not perform as well as the full WKB 

calculation. 
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Table 3.5 compares the exact fermion-loop energy, calculated using the WKB 

method with large A( a value of 4m is necessary to get the displayed precision) , 

with the values obtained using the WKB method with A= 0 and the local density 

approximation. Some of these energies have also been calculated by [14] and our 

results agree. Note that the local density approximation to the fermion-loop energy 

for the kink soliton exists as opposed to the the situation for the boson-loop energy. 

The derivative corrections, however, cannot be used since they involve powers of the 

inverse effective mass and give a divergent contribution to the energy near x = 0. The 

local density approximation is seen to be a bad approximation for the fermion-loop 

energy, although it gets slightly better as the coupling constant increases. The WKB 

calculation that treats the bound states exactly and the continuum locally gives a 

much better approximation to the true energy, typically accurate to a few percent. 

We now consider symmetric scalar fields. The formulas used for antisymmetric 

scalar fields do not work for symmetric scalar fields because F and G no longer have 

good parities. Fortunately, the linear combinations 

1 
U = y'2(F +G) 

1 
V = y'2(F- G) 

obey the equations 

au ax =gr/JV -wV 

av ax =gr/JU +wU 

(3.89) 

(3.90) 

that show that an even U corresponds to an odd V and vice-versa. Hence, we can 

use the results of the previous section by applying periodic boundary conditions to 

U and V, leading to the result that 

8 8 ( w) = ~ ( 8'1J ( w) + 8~ ( w)) 

~(8u(w) + 8v(w)) 
(3.91) 
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is the phase shift that determines the density of states of the continuum. Here 8u 

and 8v are defined in the usual way to be 

8u =~(8[r + 8[r) 

ov =~(ov + ov ). 
(3.92) 

Note that Equation (3.90) will not in general have a w = 0 state. Assuming that 

it does not implies 

8(M) = N1r (3.93) 

that implies the fermion-loop energy for a symmetric scalar field is 

11A Efl = L (wi + M) + + lim [- D8 (w)dw + Ect(A)]. 
A-+= 7r 

-m<~<O m 
(3.94) 

In order to apply the WKB approximation, we need to find second-order equa-

tions that U and V obey. Equation (3.90) implies 

a 1 au 
-a "' a =g</JU + wU 

X -W + 9'-P X 

a 1 av -a <P a =g</JV- wv. xw+g x 

(3.95) 

These equations can be put into the Schrodinger form by making the substitutions 

that imply 

u =.Jw- g</JU 

v =Jw + g</JV 

[-V'2 + k;(x)]u(x) =0 

[-V'2 + k;(x )]v(x) =0 

(3.96) 

(3.97) 
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where 

(3.98) 

The resulting WKB phase shift is 

1100 2 2 8wKB ( w) = - dx ku ( w, x) + kv ( w, x) . 
2 -00 (3.99) 

Observe that Equation (3.98) has a non-trivial energy dependence. In particular, the 

potential for u is large for w near M so that frequently this WKB approximation 

cannot be used at low energies. At high energies it can be applied; in particular, it 

has the correct high-energy behavior 

1 100 2 2 1 8w1m ( w) = - g <P + 0 ( 3) 
w -00 w 

(3.100) 

to cancel the counterterm. 

Table 3.6 displays some results for the fermion-loop energy to the symmetric 

potential 

(3.101) 

for which M = 1. The lowest values of A given m the table correspond to the 

smallest values for which the WKB approximation, as we have formulated it, can 

be used. Once it is valid to use it, we obtain results comparable to all our previous 

results. In particular, when there is one isolated bound state, the LDA becomes worse 

and the WKB becomes better. 
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R A EwKB/m 

1 

T 

0.5 1.48 0.0078 0.0483 0.0099 

2.00 0.0105 

3.00 0.0110 

6.00 0.0110 

0.4 1 0.5 1.61 0.0350 0.1408 0.0367 

2.00 0.0402 

3.00 0.0418 

6.00 0.0418 

Table 3.6- Fermion-loop corrections for symmetric background 
fields. The first three columns are the parameters that describe 
the background field given by Eq. (3.101), EwKB is the fermion
loop energy calculated using the WKB method for states with 
energy above X, Wbs is the energy of the bound state , and ELDA 

is the fermion-loop energy calculated via the local density ap
proximation. 

Now consider fermions with mass M coupled to a vector field. If only the time 

component of the vector field is non-zero, then the Dirac equation can be written as 

[if" ott- M- V(x)'·lJ~(x, t) = 0. (3.102) 

Defining the upper and lower components via ~(x, t) = ( ib) exp( -iEt) allows us 

to write the Dirac equation as 

( 
.A.._M 
dx 

-E + V(x) 
-Ed+ V(x)) (F)= O. 
---M G dx 

(3.103) 

Observe that the energy spectrum is not symmetric about zero energy as in the case 

of the scalar field since particles and antiparticles feel an opposite field strength for 

vector fields. 
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First consider the vacuum energy in the presence of a uniform field V. The 

energy spectra is 

(3.104) 

where p is the momentum of the state. Both positive and negative energy states 

have been shifted up by the same amount of energy. A uniform vector field is simply 

equivalent to redefining the zero of energy. The bare vacuum shift is 

(3.105) 

Since a uniform shift in the energy scale has no physical effect, it is clear we need 

a counterterm contribution - V ( '!jJ t '!jJ). A simpler way to get rid of the effect of the 

uniform energy shift is to realize that the fermion-vacuum-energy shift can be formally 

written in three equivalent ways, 

Evacuum = L Wi - w? 
wf<O 

=- L Wi -w? 
wf>O 

(3.106) 

The second equality follows by deforming the integration contour in the energy plane 

(see Figure 2.3) to circle the positive-energy poles instead of the negative-energy poles. 

The sign change is due to the difference in the orientation of the two contours. The 

third equality is the average of the first two. The third equality has the advantage that 

the effect of the uniform energy shift is automatically cancelled and is the appropriate 

formulation to use for a vector field [5] . 
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The conclusion is that Evacuum = 0 for a uniform vector field. This means that 

the local density approximation for a spatially varying vector field is that there is no 

vacuum energy generated. We now show that the local expressions generated by the 

WKB approximation are capable of generating useful physics, where we assume that 

the spatially varying vector field vanishes at infinity. In terms of phase shifts, the 

vacuum energy can be written 

1 1 r= 
Evacuum = 2 ( L (sgn(w2)wi + M) +; }M dw [8(w) + 8( -w)J). 

lw;J<m 

(3.107) 

For simplicity, we now work out the WKB approximation for the case m = 0, although 

all that we say is equally applicable for the massive case. In addition, any needed 

counterterms need to be added in. In 1 + 1 dimensions no counterterms are needed 

for the vector field. Equation (3.103) implies that both F and G obey the same 

second-order equation; that is, 

d ( 1 d ) 
dx -w + V ( x) dx G + ( -w + V ( x)) G = 0 · (3.108) 

Making our standard substitution 

G = Jw- V(x)g, (3.109) 

we obtain the equation 

g11 (x) + k2 (w,x)g = 0, (3.110) 

where 

kz(w,x) = (w- V(x)?- I. V"(x) - ~ ( V'(x) )2 
2w-V(x) 4 w-V(x) 

(3.111) 
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The WKB approximation for the phase shift follows as 

o(w)+o(-w)= 1: dx[k(w,x)+k(-w,x)]. (3.112) 

Observe that k2 involves derivatives of V as did the symmetric scalar field. This is 

vital for the WKB approximation to do a good job describing the perturbation of the 

vacuum by the vector field. 

The primary difference between the vector and the scalar field is that the vector 

field couples to the vector density that is a conserved quantity, while the scalar field 

couples to the scalar density that is not a conserved quantity. Hence, in a uniform 

system it is possible for the vacuum to acquire a net scalar density. Hence, the LDA 

gives a non-vanishing result and good approximations that depend only on the magni-

tude of the scalar field can be found. Since the vector density is conserved, a uniform 

system must have zero fermion number density in the vacuum. In finte systems, how-

ever, local fermion number densities can be set up as long as they integrate to zero. 

This is the essential physics involved with vector fields, and the LDA and any other 

approximation that involves only the magnitude of the vector field cannot capture 

this physics. To see explicitly that the WKB does allow fluctuating fermion-density 

effects, consider the high energy behavior of the phase shifts, 

1 ( ) 1 100 

1 1 2 4 - o(w) + 8( -w) = -- dx 3 (V (x)) + O(w- ). 
2 87r - 00 w 

(3.113) 

This gives a contribution to the vacuum energy proportional to [V'(x)]2. When the 

total energy is minimized, this will generate a contribution to the fermion density 

that is 

d aE , 
Pvacuum "' dx oV' (X) "' V (X)· (3.114) 

This induced density integrates to zero since it is a total derivative. Thus, the WKB 

method is capable of working well for vector fields. 



-89-

3.4 Self-Consistent Fermion-Loop Calculations 

Having calculated the fermion-loop energy, we now need to adjust the meson 

fields to minimize this energy. Physically, the changes in the meson fields are due to 

the polarization of the vacuum by the fields, which induces non-vanishing densities 

in the vacuum, which in turn act as sources for the meson fields. 

At the one-loop level the energy of fermions coupled to a scalar field via the 

Lagrangian (3.58) is 

The scalar field is determined by 

8E 
8</> = 0. 

In Section (2.2) it was shown that this implies the equation 

where 

and 

valence 
Ps I: 1/Ji1/Ji 

O<w;<J.Lj 

vacuum _ 1. ~ .7, .• /,. + ~ 8Ect(A, </>) 
Ps - Im L_; 'f/z'f/z '"'( ) . A-+oo g U<p X 

-A<wf<O 

(3.115) 

(3.116) 

(3.117) 

(3.118) 

(3.119) 

In 1 + 1 dimensions the value of the counterterm is given by Eq. (3.75), implying 

~ 8Ect(A, </>) = ~ (M </>)log (4A
2
). 

g 8</>(x) 271' </>v M 2 (3.120) 
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This can be readily interpreted by realizing that (see section 2.3) 

(3.121) 

which implies that the vacuum scalar density can be written as 

Pvacuum = lim ~ .7 ..• /,. _ l....7.9.t.O 
s A ~ 'f/z 'f/z A. 'f'z 'f'z · 

---+00 'f/V 
-A<w?<O 

(3 .122) 

As a check, we see that the scalar density vanishes in a vacuum as it should. 

We now consider using the WKB method in a variational calculation, where we 

use exact solutions for energies below A and the WKB method for higher energies. A 

direct application of the phase-shift energy formula is inconvenient since this would 

require a calculation of the variation of the exact phase shift with respect to local 

variations in the scalar field. Instead, we reformulate the WKB method in terms of 

exact wavefunctions at low energies and WKB phase shifts at high energies. Using 
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the results of Section (3.1), we can write 

Efl(¢>(x)) = L Wi 

-A<w;<O 

+ lim [- ~A wn(w)dw- {A wn°(w)dw + Ect(A)] 
A-+oo }A }M 

L Wi + [A wn°(w)dw 
- }M 

-A<w;<O 

+ lim [- ~A wn(w)dw- ~A wn°(w)dw + Ect(A)] 
A-+oo h. }A. 

(3.123) 

L Wi + [A wn°(w)dw 
- }M 

-A<w;<O 

1- - 11A + lim [-A8(A) +- _ 8(w)dw + Ect(A)] 
A-+oo 7r 7r A 

_.L w;+ J: wn°(w)dw 
-A<w;<O 

[ 
1 - - 1 100 

- ] + lim -A8(A) +- dxo:J(¢>(x),8x¢>,A) , 
A-+oo 7r 7r -oo 

where O:f is defined in Eq. (3.83). If A = M, then we can evaluate A8(A) exactly 

in terms of the number of bound states. Otherwise, we approximate this, using the 

WKB approximation, 

1 - - A 100 [V- 8¢> -A8wKB(A) =- dx A- g2¢>2 + g-
1r 21r _

00 
OX 

+ J A _ 92 ¢>2 _ 9 ~: _ 2 .j A. 2 _ M2 J (3.124) 

-1: dx (3(A, ¢>(x )). 
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The scalar density induced in the vacuum is calculated by varying Eq. (3.123) 

with respect to </>( x), resulting in 

8Et1. 
9Ps(x) = S<f>(x) 

=g -L 7fi7/Ji + :</> [!3t(A) + at(A)] - d: c~(~</>) [!3t(A) + at(A)J)' 
-A<w;<O 

(3.125) 

where we have used the fact that our WKB expressions depend explicitly on </>( x) and 

d<f>(x)ldx. 

We now demonstrate this method by performing calculations for the kink soli-

ton coupled to a single fermion field, as described in Section 3.3. Recall that the 

Hamiltonian for the kink-fermion system is 

(3.126) 

Note that </> is dimensionless,7/; has dimension [massjl/2 , m and g have dimension 

[mass], and), had dimension [massj2. By performing the rescalings x --+ mx, </>--+ 

V">.¢>1m, and 7/J--+ 7/Jivfiii, the Hamiltonian can be written 

H loo m2 [1 2 1 2 1 4] t . o I d g o - = dx- -('\1¢>) - -</> + -</> + 7/J· (q 1 - + -~ </>)7/Ji· 
m _ 00 >. 2 2 4 z dx V). (3.127) 

The system is characterized by two dimensionless variables . The first ,m2 I>., controls 

the relative magnitude of the scalar-field energy and the fermion-loop energy, while 

the second, G = g IV">., determines how strongly the fermions couple to the scalar 

field. 

The variation of the fermion-loop energy with G was studied in the previous 

section. It was found that using the WKB approximation in the continuum provides 
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a good approximation of the fermion-loop energy. In this approximation, the fermion-

loop energy is given specifically by Eq. (3.123) with A = M and 

where 

at(<P(x)) =~ L [~(M2 - (Mi)2)- MVM2- (Mi)2 
i=(+,-) 

+ (Mi)21og ( M + J~- (Mi)2)]' 

(3.128) 

(3.129) 

A typical example of a scalar density calcuated via Eq. (3.125) is shown in Fig. 

3.7. In this case there is one bound state and at small distances it is the dominant 

contribution to the scalar density. At large distances the continuum is the dominant 

contribution. Observe that the induced scalar density in the vacuum persists well 

beyond the "radius" of the soliton. 

We achieve self-consistency by solving Eq. (3.117), which for the kink soliton is 

2 3 G>.. 
-\7 <P- <P + <P = --2 ps(G, <P), 

m 
(3.130) 

subject to the boundary conditions <P(O) = 0 and <P( oo) = 1. In order to solve this 

non-linear equation, we define 'TJ(x) by 

<P(x) = <Pk(x) + 'TJ(x), (3.131) 

where <Pk(x) is the classical kink soliton solution. In terms of 'T] Eq. (3.130) becomes 

(3.132) 
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Figure 3. 7 - Fermion scalar density induced in the vacuum by 
the kink soliton ( G = .J2). The dashed line is the scalar density 
due to the continuum states and the dotted line is the scalar 
density due to the bound state. For reference, the solid line 
shows -0.51/>k(x). 

8 

This equation is of a form that can be conveniently solved by iteration. Numerical 

details are described in Appendix D. 

Table 3. 7 presents results for 

and various values of G corresponding to a range in which the fermion-loop contributes 

up to "' 20% of the mass of the soliton. 

Since the fermion-loop energy is positive, the soliton minimizes its energy by de-

creasing the fermion-loop energy. The point of equilibrium is where the decrease in the 



Gj-/2 

1.0 

1.5 

2.0 

2.5 

a 

b 

a 

b 

a 

b 

a 

b 

3.771 

3.772 

3.771 

3.772 

3.771 

3.783 

3.771 

3.791 
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EH/m 

0.233 

0.232 

0.359 

0.355 

0.505 

0.479 

0.675 

0.628 

0.061 

0.056 

0.189 

0.185 

0.354 

0.328 

Etotal 

4.005 

4.004 

4.130 

4.127 

4.276 

4.262 

4.446 

4.418 

Table 3. 7 - Effect of fermion vacuum on the kink soliton. Esol is 
the classical energy of the soliton, Eft is the fermion-loop energy, 
Eb is the binding energy of the most bound fermion level, and 
Etotal is the total energy at the one-loop level. Row a gives the 
values of these quantities for the classical kink soliton and row b 
gives their values after the one-loop energy is minimized. 

fermion-loop energy is balanced by the increase in the classical boson energy. The clas-

sical boson energy must increase since the unperturbed solution minimizes the clas-

sical energy. Table 3. 7 displays the classical boson energy, the fermion -loop energy, 

and the total energy before and after mimimization. The effect of self-consistency 

increases with G. In order to decrease the fermion-loop energy, the soliton needs to 

contract. An effect of this is shown in Table 3. 7, where the binding energies of the 

bound states are observed to increase. This is shown explicitly in Figure 3.8 where 

the slope of the soliton at the origin is plotted as a function of G. The slope increases 
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Figure 3.8 - Slope of the kink soliton at :r = 0 as a function of 
the fermion coupling strength, G / .;2. The soliton contracts as 
the coupling is increased. 
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with G. Physically, we can think of this as the vacuum exerting a negative "bag" 

pressure on the soliton. 

We now study solitons with fermion number 1. These are generated by occupying 

the lowest-energy, positive energy state so that the fermion scalar density becomes 

(3.133) 

where ¢+ is the lowest-energy, positive-energy wavefunction. Table 3.8 displays re-

sults for fermion number 1 both including and excluding the vacuum. 

First consider the situation in which the vacuum is ignored. The valence fermions 

need to become more bound in order to minimize the soliton's energy, an effect that 



Gj.j2 

1.5 

2.0 

2.5 

a 

b 

c 

a 

b 

c 

a 

b 

c 

3.771 

3.781 

3.778 

3.771 

3.795 

3.805 

3.771 

3.812 

3.811 
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EH/m 

0.359 

0.364 

0.359 

0.505 

0.512 

0.482 

0.675 

0.718 

0.643 

0.080 

0.076 

0.189 

0.236 

0.232 

0.354 

0.434 

0.399 

(1) 
Etotal/m 

4.771 

4.762 

4.996 

4.973 

5.185 

5.146 

5.130 

5.122 

5.500 

5.469 

5.860 

5.823 

Table 3.8 - Effect of valence fermions on the kink soliton. Esol is 
the classical energy of the soliton, Efl is the fermion-loop energy, 
Eb is the binding energy of the most bound fermion level, E~!ial 
is the sum of the valence and classical energies, and E~~ial is the 
full one-loop energy. Row a gives the values of these quantities 
for the classical kink soliton, row b gives their values after mini
mizing the energy, including only the valence fermions, and row 
c gives their values after the full one-loop energy is minimized. 

is seen clearly in Table 3.8. Hence, valence ferrnions act to expand the soliton. This 

can be thought of as a positive outward pressure due to the Heisenberg uncertainty 

principle. This expansion is correlated with an increase in the fermion vacuum energy. 

When the vacuum is turned on, there is a conflict between the desire to lower 

the valence energy and the desire to lower the vacuum energy. The presence of the 

vacuum causes the binding energy and fermion vacuum energy to be significantly 

reduced. As the coupling constant becomes larger, the vacuum begins to dominate 

over the valence particles. 
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In the conclusion of this section, we have presented some sample calculations that 

show how the local WKB method can be effectively used to study the self-consistent 

effect of the vacuum on a soliton. 
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Chapter 4 

The WKB Method 1n 3+1 Dimensions 

In this chapter, we extend the WKB method to spherically symmetric systems 

in three spatial dimensions. This is done by using the WKB approximation in each 

partial wave channel. 

4.1 Boson-Loops in Three Spatial Dimensions 

The formalism for the boson-loop energy is the same in three dimensions as 

in one. The eigenfrequencies for the boson modes in three spatial dimensions are 

determined by 

(4.1) 

where M 2 ( r) = V" ( ¢>), and we assume that ¢> is spherically symmetric. In this case, 

we can factor out the angular dependence of TJ by writing 

1 
"'n = -unz(r)Yim(O, </>), 

r 
( 4.2) 

where the radial wavefunction u obeys 

[ 
d2 l(l + 1) 2 2 ] 

- dr 2 + r2 + M (r)- wnz unz(r) = 0, (4.3) 

and the Yim are the spherical harmonics corresponding to a state of total angular 

momentum land z component m. Observe that the radial wavefunction satisfies the 
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boundary condition un(O) = 0. If M 2(r) = M 2 , then the solutions of the above 

equation are simply spherical bessel functions [19], 

( 4.4) 

that have the asymptotic behavior 

u~(r) -t v'2 sin(knr- ~l1r), r -too, (4.5) 

where k; = w; - M 2 . These are normalized so that 

(4.6) 

For reference, the spherical Bessel functions are given analytically by 

. ( ) _ ( )l 1(1 d )
1
sin(z) ]l z - -1 z -- ---. 

z dz z 
(4.7) 

If M 2 (r) is spatially varying with M 2(r) -t M 2 as r -too, then the asymptotic 

behavior will be 

un(r) -t sin(kr- ~l1r + 81(k)),r -too. ( 4.8) 

This defines the phase shift in each angular momentum channel. Putting the system 

in a box of radius L and imposing the boundary condition 

Unl(L) = 0 ( 4.9) 

implies that 

( 4.10) 
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Following the arguments of Chapter 3, this implies 

nz(w)- nr(w) = ~ dc5z(w)' 
1r dw 

where (21 + 1)nz(w) is the density of states with angular momentum 1. 

(4.11) 

Using this relation and following the methods of Chapter 3 we find that the 

boson-loop energy can be written as 

1 1A + lim [-- 2:)21 + 1) c5z(w)dw + Ect(A)]. 
A-HX) 27r l M 

( 4.12) 

It is convenient to define the boson-loop energy in each angular momentum channel 

as 

Ebl = 2:)21 + 1)Et1 ( 4.13) 
l 

and to divide the counterterm energy between each angular momentum channel as 

Ect(A) = 2.)21 + 1)E~t(A), ( 4.14) 
l 

which allows us to write 

1
A 

l 1 . 1 l 
Ebl =- L (wnl- M) + hm [-- c5z(w)dw + Ect(A)]. 

2 A-+oo 27r M 
w~<M2 

(4.15) 

A straightforward application of the WKB approximation to Equation ( 4.3) 

yields the expression [20] 
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where a and ao are the classical turning points given by 

( 4.17) 

and 

( 4.18) 

The one-loop energy is calculated from the energy integral of the phase shift that 

can be written as 

( 4.19) 

where 

( 4.20) 

and 

o ( ) - JMz l (l + 1) wb r - + 2 • 
r 

( 4.21) 

Observe that the high-energy behavior of the phase shift is independent of an-

gular momentum, 

( 4.22) 

implying that the energy in each angular momentum channel diverges logarithmically, 

( 4.23) 
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Although the energy in each partial wave channel diverges only logarithmically, the 

total energy diverges at a larger rate because of the angular momentum summation. 

Because of this, finite contributions to the energy in each partial wave channel can lead 

to divergent contributions to the total energy. In order to cancel these divergences, 

we perform a partial wave decomposition of the counterterms. 

In 3 + 1 dimensions, the divergent one-loop graphs are the graphs with one and 

two external vertices (see Appendix A) leading to quadratic and logarithmic diver-

gences, respectively. The general form of the contribution of one of these diagrams 

to the total energy is 

( 4.24) 

where f is some power of the propagator, his some polynomial in <P and its derivatives, 

and Tr' denotes a trace over spatial variables. The partial wave decomposition is 

achieved by performing the trace with respect to the eigenstates of Eq. (3.1) with 

M 2 (r) = M 2 that we denote lnlm), 

Tr'(hf) = L L (nlmlf(w2 + \72
- M 2 )ln'l'm')(n1l1m 1 lh(r)lnlm) 

nlm n'l'm' 

= Lf(w2
- w~z)(nlmlh(r)lnlm) 

nlm 
( 4.25) 

From Appendix A, the counterterms are 

i 1= dw 1 ( 2 2 1 2 2 2 2) Ect = -- -Tr ~o[M (x)- M] + -2 ~0 [M (x)- M] , 
2 -<X> 271" 

( 4.26) 

where 

~0 = 1 . 
w2 + \72 - M 2 + it. ( 4.27) 
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Applying our trace formula, we find 

i 100 

dw 1 ( 2 2 ) i ""' 100 

dw lAp dk -- -Tr ~o[M (x)-M] =-- ~(21+1) - -
2 _00 27r 2 l _ 00 27r 0 7r 

[ 1 100 

2 2 2 ] 
2 2 . drlukr(r)l (M (r)- M ) 

w - wk + u: o 

( 4.28) 

and 

·;oo d . 100 

d 1A dk z W I 2 2 22 z W p 
-- -Tr (~o[M (x)-M]) =-- L(21+1) - -

4 -00 27r 2 l -00 27r 0 7r 

[ ( 2 \ . )2 foo drlu~r(r)I2(M2(r)- M2)2] 
w - wk + u: Jo 

( 4.29) 

Observe that the first expression that diverges quadratically with A diverges only 

logarithmically in each partial wave channel and the second expression that diverges 

logarithmically is finite in each partial wave channel. Combining these, we obtain our 

:final result 

( 4.30) 

By using the identity ~1 (21 + 1)lir(x)l2 = 1, it is straightforward to verify that 

~1 (21 + 1 )E~t gives the correct value for the full counterterm, verifying the correctness 

of Eq. 4.30. 
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Using the asymptotic formula, Eq. (4.8), we can express the divergent part of 

the counterterm as 

1 1Ap 1 1oo . 2 l7r 2 2 -- dk - dr2 sm ( kr - -) ( M ( r) - M ) . 
4 0 k 0 2 

(4.31) 

For large k the sine oscillates rapidly compared to variations in M 2 ( x), and hence the 

square of the sine can be replaced by 1/2, yielding 

( 4.32) 

This exactly cancels the infinite contribution calculated using the WKB method as 

it must. 

At this point it is interesting to discuss an alternative method of approximating 

the phase shifts. Since the phase shifts are related to the scattering cross sections, 

various scattering approximations can be used to generate approximations for the 

phase shift. For instance, in the Born approximation [21] the phase shift is 

( 4.33) 

Inserting this into Equation ( 4.15), we find that this contributes an amount 

( 4.34) 

to the boson-loop energy. Observe that this is exactly the divergent part of the 

counterterm in the zth partial wave. Hence, the Born approximation is useless for 

calculating the finite part of the loop energy that we are interested in. It does, 
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however, give us a nice understanding of the leading divergence in the boson-loop 

energy as being given by the Born approximation. 

We now return to the explicit calculation of the boson-loop energy. In order to 

evaluate the boson-loop energy explicitly we need to perform the energy integrals . 

The energy integral of the phase shifts can be easily performed analytically, whereas 

the energy integrals in the counterterms can not. Nonetheless, since we have isolated 

the infinite part of the counterterm integral, this part can be transferred over to the 

phase-shift integral and absorbed analytically. The remaining counterterm integrals 

are finite and easily integrated numerically. Specifically, we add Eq. ( 4.32) to the 

phase-shift integral and simultaneously subtract Eq. ( 4.32) from the counterterm 

integral, implying 

Here, a(r) is the contribution generated by the phase shift, 

a(r) = lim [ [A dw Jw2 - M{(r) 
A-+oo }Ab(r) 

-[A dwJw2 -M{ 
JA~(r) 

+ ~ {A dw (M2(r)- M2)]' 
2 }M vw2- M2 

where we have introduced the simplified notation 

M() 2 M2() l(l+l) 
l r = r + 2 

r 

M o( )2-M2 l(l + 1) 
l r - + 2 

r 

( 4.35) 

( 4.36) 

( 4.37) 
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and defined 

0 (- 0 ) Ab(r) =max A,wdr) . 

Performing the energy integral and taking the limit gives 

2az(r) =MP(r?- Mz(r) 2 - Ab(rh/ Ab(r)2- Mz(r)2 

+ A~(rh/ A~(r)2- Mp(r)2 

+ Mz ( r) 2 log ( Ab ( r) + -j,-A-~:--r ),...,.2-_-M-z (,......r,...,.) 2) 

(
Ab(r) + J Ab(r)2 - Mp(r) 2) 

- MP(r) 2 log M . 

( 4.38) 

Finally, the contributions of the two counterterms 11(r) and ,\z(r) are given by 

( 4.39) 

and 

(4.40) 
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Figure 4.1- S-wave phase shift vs. momentum for 4Jb = 0.2, R = 
1, and T = 0.5. The solid line is the WKB approximation and 
the dashed line is the exact result. The WKB approximation is 
bad at low momentum. 
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We calculate 1(r) and .\(r) numerically and store them in a table. Observe that they 

are independent of the background field, so they need to be calculated only once. 

We now study the boson-loop energy corrections to the potential 

( 4.41) 

where 

<Pb 
<P(r) = 1- 2 R2 . 

1 + exp(r T2 ) 
( 4.42) 

First consider the behavior of the phase shifts in the various partial wave channels. 

Fig. 4.1 shows the WKB and actual phase shifts as a function of momentum for 
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<Pb = 0.2, R = 1, and T = 0.5. The method of calculation of the actual phase shifts 

is discussed in Appendix D. 

For these values of the parameters, the potential supports no bound states. 

Hence, the exact phase shift is zero at zero. In contrast, the WKB phase shift is ,..._, 1.2. 

As a result of this, the WKB approximation fails badly at low momentum and becomes 

a good approximation only for momenta ,..._, 4. This behavior is worse than was seen 

in one dimension. This can be understood by realizing that the central potential 

selects out only the odd solutions of Equation ( 4.3), while the one-dimensional systems 

involve both the even and odd solutions of (4.3). In general, the even and odd phase 

shifts are different. The WKB solution, on the other hand, does not distinguish 

between even and odd solutions. Therefore, it provides a better approximation in 

the one dimensional case when the even and odd solutions are averaged. This can 

be seen explicitly in Fig. 4.1 where the potential supports one bound odd state and 

the WKB phase shift is roughly halfway between the phase shift of the odd and even 

states. 

The s-wave phase shifts become progressively better as the potential supports 

more and more bound states, mainly because the number of bound even and odd 

parity states differs by one at most. Figure 4.2 shows the same strength potential as 

Figure 4.1 but with an order of magnitude greater spatial extent. This potential now 

supports 4 bound s-wave states. In this case the WKB approximation is an excellent 

approximation to the total phase shift at all momenta. 

The WKB approximation also does better as the angular momentum increases. 

Figure 4.3 shows the phase shifts for the l = 2, 4, and 6 partial waves for the parameter 

values <Pb = 0.2, R = 1, and T = 0.5. Observe that the WKB approximation works 
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Figure 4.2 - S-wave phase shift vs. momentum for </>b = 0.2, R = 
10, and T = 5. The solid line is the WKB approximation and the 
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2 

much better here than for the l = 0 wave. Also note that as the angular momentum 

increases, the magnitude of the phase shift decreases as expected. 

As the angular momentum increases, the perturbation of the vacuum occurs at 

larger energies since it takes an energy of order WR, 

z - Mz l(l + 1) 
WR- + R2 ' ( 4.43) 

for a particle to have enough energy to be able to overcome the centrifugal barrier 

classically and see the effects of the potential. For energies near the classical thresh-

old, the local wavelengths are long in the vicinity of the potential, and the WKB 

approximation is likely to be inaccurate. This is illustrated by the increase of the 
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Figure 4.3 - Phase shifts at varwus angular momenta (1) vs. 
momentum for cPb = 0.2, R = 1, and T = 0.5. The solid line 
is the WKB approximation and the dashed line is the exact 
result. The peak of the phase shift increases and the magnitude 
decreases with increasing angular momentum. 

peak of the phase shift with energy as shown in Fig. 4.3. The WKB approximation 

is not so good for energies near the peak but works very well above the peak. 

In Table 4.1, we show the calculations using the WKB approximation for energies 

above A and exact calculations below A for l = 0 states. The convergence is as one 

would expect from observing the phase shifts. Note that even in the worse case, l = 0 

with no bound states, the WKB method still does fairly well. 

Table 4.2 shows the convergence of the WKB approximation to the phase-shift 

integral for various non-zero partial waves. In order to get an accurate answer, we 

need a cutoff that increases with increasing angular momentum. Most of the phase 
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T 

0.5 

5.0 

A E 

1.1 0.0417 

1.5 0.0446 

2.0 0.0407 

3.0 0.0412 

4.0 0.0411 

6.0 0.0411 

1.1 0.3070 

1.5 0.3073 

2.0 0.3073 

Table 4.1 - Convergence of the WKB approximation for l = 0 
partial waves using the potential of Equation ( 4.32). The boson
loop energy is calculated exactly for energies below A and with 
the WKB approximation for higher energies. The displayed en
ergy, E, does not contain the contributions from bound states 
or the finite parts of the counterterms. 

shift below the cutoff is so small, however, that one needs only to perform exact 

calculations in a finite region below the cutoff. This is shown nicely by the l = 4 

results, where a cutoff of 2.0 gives the same result as a cutoff of 1.0. Only exact 

solutions above 2.0 play a role. As a result of this, the computational burden does 

not increase significantly as we go to higher partial waves. Also observe that using 

the WKB approximation for the full continuum (cutoff of 1) becomes an increasingly 

good approximation at higher angular momentum as shown in Figure 4.4 . 

Having calculated the energy in each partial wave, we calculate the total energy 

by summing up the vacuum energy in each partial wave. It might be hoped that 

the WKB approximation becomes sufficiently accurate at large angular momentum 

that an accurate expression could be developed to explicitly sum up the large angular 



-113-

A E 

1 1.01 0.0919 

2.0 0.0925 

3.0 0.0975 

4.0 0.0977 

6.0 0.0977 

2 1.0 0.1322 

2.0 0.1320 

4.0 0.1343 

6.0 0.1343 

4 1.0 0.1803 

2.0 0.1803 

4.0 0.1812 

6.0 0.1810 

8.0 0.1810 

6 1.0 0.2110 

4.0 0.2107 

6.0 0.2114 

8.0 0.2113 

10.0 0.2114 

Table 4.2 - Convergence of the WKB approximation for partial 
waves of angular momentum I using the potential of Equation 
(4.32). The results are all for the parameters cPb = 0.2,R = 1, and 
T = 0.5. The boson-loop energy is calculated exactly for energies 
below A and with the WKB approximation for higher energies. 
The displayed energy, E, does not contain the contributions from 
bound states or the finite parts of the counterterms. 

momentum. Unfortunately, various asymptotic approximations for the WKB phase 
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Figure 4.4 - Ratio of the boson-loop energy calculated by using 
the WKB approximation at all energies to the exact result for 
various angular momentum channels. The potential parameters 
are those of Table 4.2. 

shift only cancel parts of the counterterm and do not help in calculating the finite 

part. The best we can do is to calculate explicitly the energy in each partial wave 

channel and keep summing until we get convergence. This aspect of the calculation 

is equivalent to what is done in brute-force calculations [13]. 

In summary, we have used the WKB approximation, which becomes increasingly 

accurate at large angular momentum, for the high energy states in each partial wave 

channel to calculate efficiently the vacuum deformation in that partial wave channel. 
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4.2 Fermion-Loops in Three Spatial Dimensions 

Consider spin ! Dirac fer:rnions coupled to a spherically symmetric scalar field 

in 3 spatial dimensions. The Dirac equation is 

( 4.44) 

Eigenstates of this Hamiltonian have good total angular momentum j that is a com-

bination of the orbital and spin angular momentum of the fermions [ 9]. The angular 

part of the wavefunction is factored out by writing 

where K is a non-zero integer that is related to the angular momentum by 

and the angular functions <P are 

<P,.m = L (lml~msll~jm)Yim(B, <P)Xm. 
m1m• 

with 

K>O 
K<O 

( 4.45) 

( 4.46) 

( 4.4 7) 

( 4.48) 

Observe that the orbital angular momentum of the upper and lower components differ 

by one and that each state has a degeneracy of 2j + 1 = 21"'1· Note that both F and 
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G must vanish at the origin. In terms of F and G the vector and scalar densities are 

given by 

( 4.49) 

and the Dirac equation is 

( 4.50) 

The spectrum is symmetric about zero. In particular, if '1/JnK.m ( x) describes a state 

with energy Wn and angular momentum K, then 

. !, ( ) _ ~ ( iFnK.(r )<P-K.m) 'f/-n-K.m X - -G ( ),/.. r nK. r 'f/K.m 
(4 .51) 

describes a state with energy -w and angular momentum K. 

The specific solutions for g<fy(r) = M, which we will denote WwK.(r), are given by 

K>O 

F(w, <, r) = J ( k' ) u~-l (kr) 2ww-M 

K<O 

G(w,K,r)=-

fw+Mo 
F(w,K,r) = y~u-K.(kr), 

( 4.52) 
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where u~ ( kr) is defined in Equation ( 4.4). A useful relation is 

L IG(w,~~:,r)l2 + IF(w,~~:,r)l 2 
= luf~l(kr)l 2 + luf~l-l(kr)l 2 , ( 4.53) 

w=±< 

where k = v'c.2 - M 2 • Asymptotically, 

l7r 
G(r) ex: sin(kr- 2), r -----too ( 4.54) 

and 

l7r 
F(r) ex: cos(kr- 2) , r -----too. ( 4.55) 

For systems with varying M(r) = g</J(r), the asymptotic behavior will be 

G(r) ex: sin(kr- z; + 8~(k)) , r -----too (4.56) 

and 

l7r 
F(r) ex: cos(kr- 2 + 8~(k)) , r -----too. ( 4.57) 

This defines the phase shifts for the Dirac equation in three spatial dimensions. A 

straightforward application of the phase-shift formalism for the fermion loop implies 

Efl = """"'21~~:1 lim """"' Wn- W~ + Ect(A) L A---+oo L 
~ -A<wx;n<O 

= L21~~:1 ( L (w~n + M) ( 4.58) 
~ -M<w10n<O 

+ lim {A 8(w)dw + E~t(A)). 
A---+oo} M 
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The WKB approximations for the phase shift are generated from the second-

order equations that F and G obey separately, 

[ d ""] [ 1 dG "" ] --- (-+-G) + (w + M(r))G =0 
dr r w- M(r) dr r 

[ 
d ""] [ -1 dF "" ] - +- (---F) - (w- M(r))F =0. 
dr r w + M ( r) dr r 

By making the substitutions 

G =Jw- M(r)g 

F =Jw + M(r)J, 

the second-order equations become 

where 

k 2 ( ) - 2 - /'\, ( /'\, + 1) - 2 A-.2 
9 w, ""' r -w 2 g 'fJ r 

3 (M'(r)) 2 
"" M'(r) 1 M"(r) -- +- -

4 (w- M(r)) 2 r w- M(r) 2 w- M(r) 

k2( )_2_""(""-1)_2-~..2 
f w, "" , r -w 2 g ¥J 

r 

3 (M'(r)) 2 "" M'(r) 1 M"(r) 
- 4 (w + M(r)) 2 +; w + M(r) + 2-w-+-M---'---'-(r-)" 

( 4.59) 

( 4.60) 

(4.61) 

( 4.62) 

The WKB phase shifts are then determined by simply integrating these wave numbers . 

In particular, 
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Here 

A9 =max(A9 , A) 
( 4.64) 

AJ =max(Aj, A), 

where 

k9(A9,K,r) =0 
( 4.65) 

kJ(Aj, K, r) =0. 

This expression exhibits the usual logarithmic divergence, which implies 

" 1 {
00 

2 2 2 ( A ) o EwKB(A) = 
2

7r Jo dr (g ¢ - M ) log M + O(A ). ( 4.66) 

The counterterms needed for a scalar field in 3 + 1 dimensions are given in 

Appendix A. The partial wave decomposition is performed as in the previous section, 

where we now use the eigenstates of the Dirac equation (4.44) to perform the trace. 

For a scalar field, we can take advantage of the symmetry of the energy spectra and 

use the results from the previous section directly [13]. Letting h = i1°1· \7 +1°g¢(r), 

we have 

( 4.67) 

where 

( 4.68) 

with 

( 4.69) 

Observe that h2 is of the form of the boson operators studied in the previous section. 

Each eigenvalue of this equation is doubly degenerate because of the symmetry of the 
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Dirac equation spectrum. This implies that the boson-loop energy calculated from 

h2 will be minus the fermion-loop energy calculated from h, 

Efl. = L W,_n - w~n 
Wttn,O 

(4.70) 

Thus, 

Ect = L 2IKIE~t) 
" 

(4.71) 

the positive and negative energy solutions at a given momentum and the fact that 

the trace of a single gamma matrix is zero. 

We can isolate the high-energy behavior of the counterterm as in the previous 

section, yielding 

( 4.72) 

which cancels the divergent part of the WKB approximation. Finally, note that in 

any actual calculation we would need to add finite pieces to the counterterms in order 

to specify the desired renormalization prescription. 

This completes our discussion of the formalism necessary to use the WKB ap-

proximation for three-dimensional, fermion-loop calculations . The behavior of the 

approximation with respect to various partial waves is as in the previous section, so 

additional results are not presented here. 
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Chapter 5 

Relativistic Hartree Calculations of Finite Nuclei 

In this chapter, we examine the polarization of the strong interaction vacuum by 

the nuclear mean field. In the first section we review relativistic models of the nuclei 

that suggest that the nuclear mean field is made up of two large components that 

approximately cancel for hadrons but are very large for antihadrons. If this concept 

of the mean field is correct, then strong vacuum polarization effects will occur. We 

calculate these effects in the next two sections, using a hadronic field theory. In the 

fourth section experimental probes of such strong vacuum perturbations are discussed. 

The fifth section examines to see whether we expect these hadronic theories to give 

a reasonable description of the strong interaction vacuum, and in the last section we 

examine alternative "vacuum effects" in the nucleus, which have been proposed. 

5.1 Relativistic Nuclear Models 

A nucleus with atomic number A is a bound state of 3A quarks. Within the 

nucleus, these quarks are clustered into nucleons that interact weakly compared to 

their mass scale. Traditionally, the nucleus is modeled as non-relativistic nucleons 

interating via potentials, a picture that is sufficient for understanding many aspects 

of nuclear structure. Within these models, one finds that the nucleons move in a 

potential well approximately 50 MeV deep. 

Modern nuclear physics is increasingly concerned with studying the response of 

nuclei to a variety of external probes with energies exceeding 1 GeV, a regime in 

which the traditional nuclear models begin to lose their usefulness. One approach 
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is to try to extend the successful non-relativistic hadronic models into this regime. 

Such an extension requires, at minimum, the introduction of relativistic kinematics 

for the nucleons and retardation in the nucleon-nucleon interaction. In addition, one 

would like to include the effects of non-nucleonic degrees of freedom such as mesons 

and nucleon resonances that play a large role at these energies. 

The first clue that such an approach might be possible came in analyzing the 

elastic scattering of protons and other hadrons off nuclei at energies in the regime 

of 500 MeV. Typically, one analyzes elastic scattering data by assuming that the 

incident particle obeys a single particle Schrodinger equation moving in a (non-local) 

potential known as the optical potential. It is found that the elastic scattering data 

can be reproduced quite easily if one replaces the Schrodinger equation by a Dirac 

equation [22], 

[-ia · V- ,B[M- U8 (x )]- U2(x )]1/J(x) = c1/J(x). (5.1) 

For scattering of an isospin-symmetric, spin-zero target, one expects the relativistic 

optical potential to be dominated by a scalar and time component of a vector piece. In 

order to reproduce the data, one needs to have an attractive scalar field with strength 

of order 400 MeV and a repulsive vector field with strength of order 350 MeV. To 

see the significance of these strong fields, consider the non-relativistic limit of (5.1) 

generated by the Foldy-Wouthuysen transformation [23], 

The scalar and vector potentials cancel to give the standard 50 MeV nuclear mean 

field but add to generate the strong spin-orbit force observed in nuclei . This natural 
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ability of the Dirac formalism to generate a small mean field but strong spin-orbit field 

is its primary success. Using these mean fields, one can also successfully construct 

bound state wavefunctions that agree with experimental separation energies and nu

clear densities. Thus, phenomenologically, the motion of nucleons in the nuclear mean 

field can be treated with the Dirac equation [ 9]. 

Furthermore, the nucleon-nucleon interaction can be effectively parameterized 

in terms of the exchange of mesons, taking into account the finite size of the particles 

involved with vertex form factors [24]. In the isosinglet channel the short range 

repulsion is attributed to the exchange of the isosinglect vector w meson, while the 

intermediate range attraction is due to correlated exchange of two pions that can be 

effectively modeled by a single scalar meson, the o-. Physically, the o- appears as a 

broad two pions-wave resonance centered at around 550 MeV. 

The Walecka model [ 9] is an attempt to combine the phenomenological successes 

of Dirac phenomenology and meson exchange into a relativistic nuclear model that 

supports a well-defined computational scheme. The hope is to be able to reproduce 

the successful phenomenology and compute corrections to it. The only well-defined 

relativistic models with predictive power that exist are renormalizable quantum field 

theories, an example being QCD, which is the underlying theory of the strong in

teraction. Unfortunately, QCD is currently computationally intractable for low and 

medium energy nuclear physics applications. Instead, the Walecka model is formu

lated in terms of the correct long-distance degrees of freedom of the strong interaction. 

For such a theory to be correct, it can not be sensitive to short-distance physics where 

it is known to be incorrect. The renormalizability of the theory implies that it will not 

be sensitive to short-range behavior, but it is a computational question as to whether 

this scale is big enough to make the theory believable. In particular, we hope that 
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the solutions are dominated by valence particle effects so that we can generate a rel-

ativistic theory of nuclear structure. One major problem with trying to construct a 

renormalizable hadronic theory is that relevant degrees of freedom such as the delta 

resonance (a spin 3/2 fermion) and the pion (a pseudoscalar meson) are difficult to 

include in a physically acceptable way. 

In its simplest formulation, one includes only the isosinglet w and a mesons , 

giving the Lagrangian density, 

£ =¢[i--y1L(8JL + ig>.vWJL)- M + 9s<P]'I/J 

+ ~(8 -+..att-+..- m 2 A-2)- ~G Gttv + ~m2 w wtt. 2 JL 'f' 'f' S 'f' 4 JLV 2 W JL 

(5.3) 

Here QJLV = 8JLwv - av wtL is the kinetic energy of the w meson, M is the mass of 

the nucleon (ignoring the small neutron-proton mass difference), '1/J is an isodoublet 

of 4 component Dirac spinors that represents the nucleon, 9s is the <P meson-nucleon 

coupling and 9w is the w meson-nucleon coupling. This model describes nucleons 

interacting through the exchange of a single scalar and vector meson. The scalar 

meson generates the intermediate range attraction in the nucleon-nucleon force and 

the vector meson generates the short range repulsion. These mesons have no self-

interaction or mutual interactions. Consistent with renormalizability, one could also 

add cubic and quartic scalar self-interation terms to the lagrangian; however, these 

produce three and four body forces which are not believed to be large in nuclei. Also 

note that the neutral vector meson has no problems with renormalizability since it 

couples to a conserved baryon current. 

It is also important to add in the isospin breaking effect of the photon (AIL) as 

it contributes several MeV per nucleon of energy to a typical nucleus. This comes 

into the Lagrangian in the same way as thew meson, except that it couples only to 

the proton with coupling constant e and is massless. Since the scalar field couples 
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to the nucleons in the same way as the nucleon mass, it is conventional to define the 

effective nucleon mass (that is spatially varying for finite systems) to be 

M*(x) = M- 9s<P(x). (5.4) 

The first calculations with this model [23] were performed in the mean-field 

approximation (MFT) in which the meson fields are assumed to be classical and the 

valence fermions are treated in the Hartree approximation, as discussed in Chapter 

2. For spin 0 nuclei, the spatial components of the vector fields do not contribute. In 

this approximation, the energy of the resulting nuclear system is 

E = Evalence + Emeson · (5.5) 

Evalence is the energy of the valence nucleons and is given by the sum of the single-

particle energies of the occupied nucleon states, 

Evalence = L Ei, 

0<f;<fj 

where the Ei are determined as eigenvalues of the Dirac equation 

(5.6) 

The nucleon isospin quantum number is denoted T3 and equals 1 for protons and -1 

for neutrons. Emeson is the energy stored in the meson fields, 
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Requiring that the nuclear ground state minimize E implies that the meson fields 

obey 

(5.9) 

where p5 , Pb, and Pp are the scalar, baryon, and proton densities induced by the 

valence nucleons, 

p ;alence = 2: '1/J !-·-/ '1/Ji 
O<q<EJ 

Pbalence = 2: 'lj;j'I/Ji 
O<E;<Ej 

(5.10) 

l ~ 1 i t 
p;aence D 2(1 + T3)'1/Ji'I/Ji· 

O<E;<Ej 

For given values of the parameters, it is straightforward to solve the preceding 

equations for nuclear matter and closed shell finite nuclei [23]. As the omega me-

son mass is known to be 783 MeV, this model has three unknown parameters: the 

two meson-nucleon coupling constants and the scalar meson mass. Two of these 

(gw/mw andg5 jm5 ) are determined by demanding that symmetric nuclear matter 

saturates at the right density and binding energy (kt = 1.3 fm-I, E j A - M = 

15.75 MeV). The third (the individual magnitudes of the scalar meson parameters) is 

chosen to give the correct RMS charge radius of 4°Ca. When this is done, it is found 

that one gets good values for nuclear densities and separation energies throughout 

the periodic table. When these nuclear densities are combined with hadron-nucleon 

scattering amplitudes, the success of the Dirac phenomenology is reproduced. A 

problem is that these nuclei are underbound by an order of 25 percent, an effect that 

is attributed to a poor representation of the surface energy. This problem with the 

mean-field theory can be remedied by adding in cubic and quartic scalar terms to the 
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Lagrangian. Here, parameter sets can be found that get the total energy correct and 

also reproduce the structure of deformed nuclei to a level of accuracy equivalent to 

that of non-relativistic mean field calculations [25] . 

5.2 One-Loop Calculations in the Walecka Model 

The mean field that the valence nucleons move in also disturbs the vacuum. This 

perturbation contributes additional energy to the nucleus, as well as non-vanishing 

vector and scalar densities. In non-relativistic models the strength of the mean field 

is 50 MeV, which is much smaller than M, so one would expect such vacuum effects 

to be small. On the other hand, in relativistic models the nuclear potential felt by 

nucleons is composed of large scalar and vector pieces that approximately cancel. 

Under charge conjugation, the vector field changes sign, while the scalar field doesn't. 

Hence, holes in the negative energy sea feel a potential equal to the sum of the scalar 

and vector fields that is 1000 MeV deep (see Fig. 5.1), of order of the nucleon mass. As 

a consequence of this, strong vacuum polarization effects are likely in these relativistic 

models. 

The mean-field calculations described in the previous section ignore the negative

energy solutions of the Dirac equation (5.7). By treating the Lagrangian (5.3) at the 

one-loop level as discussed in Chapter two, the phenomenologically successful mean

field theory is recovered along with an additional contribution that is due to the 

perturbation of the vacuum by the mean field. At the one-loop level, the energy of 

the system is given by 

E = Evalence + Emeson + Esea, (5.11) 
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Figure 5.1 - In the Walecka model, nucleons and antinucleons 
feel vastly different mean fields. The solid line represents the 
mean field felt by antineutrons, while the dotted line represents 
the mean field felt by neutrons. The dashed and dashed-dotted 
lines represent the individual contributions of the omega and 
sigma meson fields. For the proton, the vector contribution is 
increased slightly because of the Coulomb interaction. 

where Evalence is given by Eq. (5.6) and Emeson lS given by Eq. (5.8). Esea lS the 

perturbation of the Dirac sea (see Section 2.2), 

Esea = L(t:i- t:?) + Ect, (5 .12) 
c;<O 

where t:? are the single particle energies of nucleons in the unperturbed Dirac sea, 

t:i are eigenvalues of the Dirac equation ( 5. 7) and Ect are the counterterms to be 

discussed later. Because of the large potential that the negative-energy states feel, 

the number of states contributing to the sum in Eq. (5.12) is enormous. A simple 
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estimate of the number of bound negative-energy states can be obtained using the 

fermi gas model. For a scalar field Vs = 450 MeV and a vector field Vv = 375 MeV, 

the fermi momentum of the bound negative-energy states is kf = 6.2fm-1 , implying 

that the number of bound negative energy states in a nucleus of radius Ro is 

which equals 3500 for 4°Ca. 

The effect of the Dirac sea in nuclear matter (the effective potential) was cal

culated by Chin and Walecka [26]. Horowitz and Serot then applied this result to 

finite nuclei using the local density approximation (LDA) [15]. This was motivated by 

the thought that the large number of negative energy bound states would make such 

an approximation accurate. Subsequently, Perry found that the large field gradients 

near the surface (in which the mean field goes from the order of the nucleon mass 

to zero) play a role comparable to the effect of the magnitude of the field, implying 

that there are important corrections to the LDA. In particular, the field gradients 

induce local nucleon density in the vacuum, an effect that does not occur in the LDA. 

Perry showed that these effects can be calculated using the derivative expansion of 

the effective action (see Sec. 2.4 and Appendix C)), which is apparently convergent 

for finite nuclei [27] . In this section, we perform self-consistent calculations of finite 

nuclei using the derivative expansion. 

The one-loop effective action is 

The counterterms are discussed thoroughly in Appendix A. In this section, the renor-

malization is performed at zero external momentum, meaning that the parameters 
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that appear in the Lagrangian correspond to the physical masses and couplings at 

zero external momentum. This is a particularly advantageous thing to do for the 

Walecka model since its proposed regime of validity is for large-distance phenomena. 

By renormalizing at zero momentum we define our parameters in terms of the longest 

distance scales possible. The derivative expansion of this effective action is (see [27] 

and Appendix B) 

Seff =- "Veff( </>)- 4~2 9; log ( ~) 8p,¢>fJM¢> 

+1217r2g~log ( ~) Gp,vGp,v + 0(~*2) 
+£meson, 

where "Veff is the effective potential, 

which corresponds to the exact result in nuclear matter. 

(5.14) 

For finite nuclei, this derivative expansion converges rapidly. The relevant dimen-

sionless expansion parameters (see Section 2.4) are derivatives of the field strength 

divided by powers of the effective mass. For example, in a typical nuclei (Fig 5.1), 

g8 \l<f>"" 150MeV/fm and M* ""500MeV, implying 

9s\l<f>(x) 1 
M*(x)2 rv 6· (5.16) 

Higher-order terms involve at least two powers of this small parameter, and explicit 

calculations of their contribution to the vacuum energy reveal them to be less than a 

percent [27]. Hence, to a very good approximation, the energy shift of the Dirac sea 

is given by 

(5.17) 
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The meson fields (and hence the nucleon wavefunctions) are determined by min-

imizing the total energy, yielding the equations 

(5.18) 

where Ps and Pb are the scalar and baryon densities induced by the valence and sea 

nucleons. The valence densities are defined in Section (5.1) and 

1 M* 2 2 
lea= __ V' (<P) _ ~ '\1 ·ln(-)'\1 <P _ 9s ('\1 </J)2 + 9w ('\lw0)2 

s 9s eff 271"2 M 471"2 M* 611"2 M* 

sea 9w ~ 1 ( M* )~ 0 
Pb =-

3
71" 2 v · n M vw . (5.19) 

Note that /lea is a total derivative and thus contributes no net baryon density to the 

nucleus as it must, since baryon number is a conserved quantity and therefore cannot 

be spontaneously generated in the vacuum. Scalar density, on the other hand, is not 

a conserved quantity, and net scalar density can be generated in the vacuum. 

In nuclear matter, the induced densities in the vacuum are simply 

(5.20) 

The meson Equations (5.18- 19) are easily solved and the energy minimized at each 

baryon density as discussed in Chapter 2.3. The resulting equation of state depends 

on the parameters g8 jm8 and 9w/mw. These parameters are fixed by demanding that 

nuclear matter saturates at the correct density and binding energy. The properties 



-132-

of nuclear matter in the RHA approximation will be discussed in much more detail 

in Sections 5.3 and 5.5. 

For finite systems, the coupled differential Equations (5.7,5.18-19) for the mesons 

and nucleons are solved in the standard iterative fashion [23]. Our numerical methods 

are discussed in Appendix D. The nth iteration of the meson fields is determined by 

solving the appropriate Klein-Gordon equation where the source terms are generated 

from the preceding iterations meson fields and nucleon wavefunctions. To maintain 

a stable algorithm (the presence of derivatives in the source term tends to make this 

algorithm unstable), we find that we then need to average these meson fields with 

those of the previous iteration. The nth iteration of the nucleon fields is determined 

by solving the Dirac equation using the nth iteration of the meson fields. We start 

the iteration procedure by using Woods-Saxon potentials for the meson fields. This 

allows us to obtain convergence to five significant figures in the total energy in 20- 30 

iterations. 

We now present results of calculations of 16 0 and 4°Ca. Our primary interest in 

these calculations is to determine the self-consistent effect of the derivative terms in 

Eq. (10) on the structure of these nuclei. 

We first need to determine the values of the two meson coupling constants and 

masses. As mentioned earlier, fitting to the binding energy and saturation density 

of nuclear matter (in which the vacuum derivative terms do not contribute) fixes the 

ratios of 9w/mw and 9s/ms to the values in [15]. The omega meson mass parameter 

is taken to be the physical mass of the omega meson, 783 MeV. The results we will 

discuss do not, however, depend significantly on the value chosen for this parameter. 

This leaves one free parameter. This parameter is conventionally adusted to fit the 
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LDA 

DE 

109.6 

54.3 

78.3 
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g~ 

190.4 

102.8 

102.8 

ms (MeV) 

520 

458 

550 

mw (MeV) 

783 

783 

783 

Table 5.1 - Parameters used for various mean-field calculations. 
In the MFT calculations the vacuum is ignored, in the LDA 
calculations the vacuum is treated in the local density approxi
mation, and in the DE calculations the vacuum is treated using 
the derivative expansion. 

rms charge radius of 4°Ca. The charge density is computed by folding in the total 

proton density with the charge density of an individual proton (~hg) 

Jl3 
p~hg(x) = 

8
11' exp( -JLixl), (5.21) 

where Jl = (0.71) 112GeV( corresponding to an rms charge radius of 0.74fm), yielding 

(5.22) 

This results in m 8 = 550 MeV. If we ignore the derivative terms in (5.14) but use 

only the effective potential (LDA) then we find m 8 = 458 MeV [15], and if we ig-

nore the vacuum all together we find m 8 = 520 MeV [23]. The parameters of the 

various models are listed in Table 5.1. Notice the large magnitude of the coupling 

constants that is characteristic of nuclear models based on meson exchange. This 

implies that such models can be studied only using methods , such as the RHA, that 

are non-perturbative in the coupling constants. In particular, calculations that add 

in corrections perturbatively to the RHA are likely not to be valid. Specific examples 

of this are shown in [28] where the two loop approximation in nuclear matter is 

shown to fail miserably. Whether the RHA itself is a decent approximation to the 

underlying :field theory is anyone's guess at the present moment. 
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The changes in the values of the parameters in Table 5.1 with respect to the 

various approximations can be understood as follows. The Dirac sea perturbation 

generates a positive energy contribution to the nucleus. When trying to minimize the 

total energy, the nucleus will shrink relative to a nucleus that ignores the vacuum. 

Since we wish to keep the RMS radius fixed, we must adjust the parameters to 

expand the radius of the valence nucleons. This is accomplished by decreasing the 

scalar meson mass (a decrease in the scalar meson mass of 5 MeV increases the radius 

by about 0.01 fm) and is why the scalar meson mass is small in the LDA calculation. 

When the full Dirac sea contribution is included, we get not only a positive vacuum 

energy that tends to decrease the size of the valence nucleons, but also an induced 

baryon density in the sea that increases the total charge radius of the nucleus. In 

order to compensate for the latter effect, we need to shrink the valence nucleons by 

increasing the scalar meson mass. The net result is that the scalar meson mass is not 

that much different from the MFT result. 

In Figure 5.2 we show the charge densities of 4°Ca and 160 both with and 

without the presence of the derivative terms. The difference between the two curves 

is at most a few percent. We see that the shell model fluctuations in the interior of the 

nucleus have been slightly reduced and that the total interior density has been lowered 

by about a percent. This is compensated by a slight broadening of the surface. This 

is somewhat remarkable since the derivative terms contribute only where the density 

is changing and thus one might expect the density to change more drastically. Raising 

the scalar mass, which decreases the range but increases the strength of the scalar 

force, is able to diminish the effect of the derivative terms on the density. 

The presence of the derivative terms changes the role the valence nucleons play 

in determining the total nucleon density. When no derivative terms are present, the 
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Figure 5.2- Charge density for 16 0 and 4 °Ca. The dashed lines 
correspond to only including the effective potential and the solid 
lines to including the full derivative expansion in the calculation 
of the vacuum energy. 

6 

baryon density is determined solely by the valence nucleons. When the derivative 

terms are added, vacuum polarization also contributes to the baryon density. In Fig-

ure 5.3 we graph the fraction of the baryon density that is due to vacuum polarization. 

This ranges up to five percent of the nucleon density. These large fluctuations occur 

in both the interior and surface of these light nuclei. The interior fluctuations are 

due to the interior shell model fluctuations and will diminish in heavier nuclei, while 

the surface fluctuations will persist in all nuclei. Note that the surface fluctuations 

are positive for distances larger than the half-density radius and negative for smaller 

distances. 
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Figure 5.3 -Fraction of nucleon density that is due to vacuum 
polarization. 

6 

The sign of the fluctuations agrees with what we expect physically. If we think 

of the vacuum as consisting of fluctuating nucleon- antinucleon pairs, then since 

antinucleons feel a much stronger attraction than nucleons, we expect that the vacuum 

will polarize with antinucleons nearer the nucleus. Hence, the induced baryon density 

will be negative near the center of the nucleus and positive outside, agreeing with what 

we have calculated. 

To accommodate the baryon density fluctuations induced in the vacuum and still 

keep the total size and density of the nucleus roughly the same, the valence nucleons 

must rearrange themselves . In particular, since the Dirac sea contributes a positive 

nucleon density at large distances, the valence nucleons must contract. The change 

in meson fields necessary to accommodate this rearrangement turns out to be very 
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small. For example, in figure 5.4, we plot the effective mass for 4°Ca; the inclusion of 

the derivative terms has a very small effect on the effective mass relative to the LDA 

results. Observe that the LDA results are significantly different from the MFT results 

because of the large scalar density that is induced in the vacuum and the resulting 

change in parameters that is necessary to accommodate this. 
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Figure 5.4 - Effective mass (in units of the nucleon mass) vs. 
distance for 4°Ca. The dotted line corresponds to the MFT 
results, the dashed line to the LDA results, and the solid line 
to the DE results. 

6 

The rearrangement of the valence nucleons does have a noticeable effect on the 

binding energies of the nuclei. In Table 5.2 we list results for 16 0 and 4°Ca (DE) 

and compare them with results when only the effective potential is used (LDA). The 

comparison between the effective potential results and the no-vacuum results has been 
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carried out in [23] . Although the vacuum terms directly contribute positive energy 

to the nucleus, the total effect of their inclusion is to increase the binding. The 

effect is greatest in oxygen (0.8 MeV) and less in calcium (0.5 MeV). The shifts in 

binding energy are too small to resolve the descrepancy with the experimental values. 

Note that if one includes only the effective potential, which leads to large changes 

in the strengths of the potentials relative to the MFT, then the binding energies are 

unchanged compared with the MFT [15]. In both of these calculations, the nucleon 

density is determined only by the valence nuclei . This leads us to conclude that the 

shift in binding energy is due to the baryon density fluctuations in the vacuum induced 

by the derivative terms, which forces the valence nucleons to rearrange themselves. 

This will be further demonstrated in Section 5.6 when we examine the effect of medium 

modifications of the nucleon form factor. 

Most of this shift in binding energy is reflected in a shift in the single particle 

energies of the nucleons, shown in Table 5.3. Observe that the shifts are greatest for 

the higher angular momentum states that are more sensitive to the surface region of 

the nucleus. The increase in binding energy can be understood as an effect of the 

shrinking of the rms radius of the valence nucleons (see Table 5 .2) that is due to 

the presence of positive baryon number fluctuations on the surface, which allows the 

valence nucleons to feel a slightly stronger potential. 

In summary, we have used the derivative expansion of the effective action to 

analyze the effect of the Dirac sea on nuclear structure at the mean-field level. We 

find significant baryon-number fluctuations induced in the vacuum. In response, 

the valence nucleons rearrange themselves so that the total size of the nucleus is 

unchanged, increasing the binding energy of the nucleus. This implies that properly 

including additonal effects beyond the Hartree level that also generate nucleon-density 
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160 

LDA DE 

charge rad. (fm) 2.77 2.75 

nucleon rad. (fm) 2.63 2.59 

bind. en. (MeV I A) 4.76 5.47 

eff. pot. (MeV I A) 1.70 1.64 

deriv. (MeV I A) (1.25) 1.26 

40Ca 

LDA DE 

charge rad. (fm) 3.48 3.48 

nucleon rad. (fm) 3.36 3.34 

bind. en. (MeV I A) 6.25 6.73 

eff. pot. (MeV I A) 2.42 2.35 

deriv. (MeV I A) (0.98) 0.98 

Table 5.2- Various results for 16 0 and 4°Ca treating the vacuum 
with the derivative expansion (DE) and the local density approx
imation (LDA). Specifically tabulated are the rms charge radius, 
the rms nucleon radius, the total binding energy per nucleon, the 
contribution of the effective potential to the total energy per nu
cleon (eff. pot.), and the contribution of the derivative terms in 
Eq. (5) to the total energy per nucleon (deriv.). 

fluctuations with respect to the Hartree density could also provide additional binding 

energy and presumably increase the agreement of the model with experiment. An 

example of this is correlations among the valence nucleons. These effectively generate 

a fractional occupancy of the single-particle Hartree states. Since the less bound states 

have a greater spatial extent than the tightly bound states, the effect of correlations 

is to generate an induced nucleon density that is negative inside and positive outside 
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160 DE LDA 40Ca DE LDA 

1sl/2 30.4 29.8 1sl/2 36.5 36.3 

1P3/2 14.2 13.5 1P3/2 24.8 24.4 

1pl/2 11.2 10.5 1pl/2 22.9 22.4 

1d5/2 12.1 11.7 

1d3/2 8.9 8.4 

2sl/2 7.0 6.9 

Table 5.3 - Effect of derivative terms on single-particle energies. 

the nucleus, just as the Dirac sea does. Also note that the energy of the correlations 

relative to the Hartree state will be positive. Hence, we would expect that the self

consistent effect of correlations would be to further increase the binding energy in the 

Walecka model. 

5.3 Effect of Strange Baryons 

The standard Walecka model consists of protons and neutrons interacting via 

mesons, and so it is only the deformation of the proton and neutron vacuum that 

is taken into account in these calculations. The real world consists of many other 

baryonic degrees of freedom besides protons and neutrons. Any baryons that couple 

to the ¢> and w fields will contribute to the vacuum polarization even if they are not 

present as valence particles in the nucleus. In this section we estimate the role that 

such additional vacuum polarization effects will play. One interesting effect is that 

these baryons carry quantum numbers (such as strangeness) that are not found in 

the valence part of the nucleus, and hence shifts in their vacuum could be easier to 

see experimentally (see Section 5.4). 
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The Walecka model is meant to describe strongly interacting baryons. As such, 

one possibility is to assume that all strong interaction baryon resonances should come 

out from the interaction and not be put in by hand. In particular, they should not 

be present in the Dirac sea. However, particles that are related to each other only by 

the weak interaction should be considered as fundamental degrees of freedom in the 

model. This implies that the baryon octect (listed in Table 5.4) as well as the n-

should be considered as fundamental degrees of freedom. 

). M>. e>. S). 9>. 

p 939 1 0 1 

n 939 0 0 1 

A 1116 0 -1 2/3 

I;+ 1189 1 -1 2/3 

L:o 1193 0 -1 2/3 

I;- 1197 -1 -1 2/3 

=0 1315 0 -2 1/3 
~- 1321 -1 -2 1/3 

Table 5.4 - Values of parameters used for the baryon octet. M is 
the mass of the particles in MeV, e is the charge in units of the 
proton charge, s is the strangeness, and g is the strength with 
which the particles couple to the scalar and vector mesons in 
units of the nucleon coupling and A denotes the various baryons. 

In a normal nucleus, the dominant strong interaction mesons fields are the 

isoscalar-scalar field ¢Y and the isoscalar-vector field w 0 . The Lagrangian density 
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for the Walecka model extended to include the baryon octet is 

(5.23) 

Here .A refers to the type of baryon with M>-. being its mass, 9>-.s its coupling to the <P 

meson and 9>-.v its coupling to thew meson. The baryons included in these calculations 

and some of their properties are shown in Table 5.4. 

It is known from studying the energy levels of hypernuclei that strange baryons 

couple more weakly to the nuclear mean field than nucleons. A rough estimate of 

these couplings can be provided by a simple quark model argument [29]. The <P and 

w mesons are made up of only u and d quarks. In the quark model, one assumes that 

these mesons interact directly with the quarks in the baryon and that the <P and w 

mesons interact only with the u and d quarks. This implies, for instance, that the 

A that has ones quark interacts with 2/3 the strength of a proton and that the n-

with three s quarks is non-interacting and hence not considered in the rest of this 

paper. We can therefore write 

9>-.s =9>-.9s 
(5.24) 

9>-.v =9>-.9v· 

The values of 9>-. for the various baryons are listed in Table 5.4. 

One can test these couplings for the case of A hypernuclei by comparing the 

resulting single-particle energy levels with experimental ones. If one insists that 

9As/ 9Av = 9ns/ 9nv, then one finds that 9A = 1/3 [30], a factor of two smaller than 

predicted from quark models. However, slightly relaxing the constraint that these 

two ratios be exactly equal allows the single-particle energies to be fit for a wide 

range of coupling constants, implying that the observed single-particle energies of 
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hypernuclei do not really constrain these couplings. In particular, one can assume 

that both the scalar and vector couplings are within 10% of 2/3 and get a decent 

description of the energy levels [31]. The reason for this strong sensitivity on slight 

changes in the coupling constants is that the valence baryon levels depend on the 

small difference of the individually large vector and scalar fields. The antibaryons, on 

the other hand, depend on the sum of the vector and scalar fields and so will be fairly 

insensitive to slight relative variations in the coupling constants. Therefore, it is safe 

to ignore this small variation in the scaling of the vector and scalar couplings when 

calculating the Dirac sea shift. Hence, we use the coupling constants generated from 

quark model considerations as a reasonable first approximation for the A and the rest 

of the baryons. However, it is important to bear in mind that there is no significant 

experimental constraint on the magnitude of these couplings. We will comment later 

on how possible variations in the magnitude of the couplings would affect our results. 

We now describe relativistic Hartree calculations of nuclear matter and finite 

nuclei, using (5.24). The calculations are similar to those of the preceding section. 

A baryon of type .>. and energy cr is described by a wavefunction '1/Ji(x) determined 

from 

(5.25) 

where the system has been assumed to be spherically symmetric and M~ = M>.- g>.s<P 

is the spatially varying effective mass of the baryon. The energy of a system occupied 

by valence baryons with fermi energies cJ is conveniently divided into three parts, 

E = Evalence + Emeson + Esea · (5.26) 
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Evalence is the energy of the valence nuclei, 

Evalence = L L Er · 
A f7>f;>o 

(5.27) 

In normal nuclei, EJ = 0 except for protons and neutrons. Emeson is the energy of the 

meson fields given by Eq. (5.8), and Esea is the energy that is due to the perturbation 

of the Dirac sea, 

(5 .28) 

where Ef0 = -Jpr + Mf is the energy of the unperturbed vacuum and Ect is the 

energy that is due to the counterterms needed to make this sum finite. These coun-

terterms are chosen so that there are no cubic and quartic scalar meson terms in the 

energy density. 

As in the previous section, we evaluate the sea energy using the derivative ex-

panswn, 

where ~~ is the effective potential, 

A 1 *4 ( M~ ) 3 2 2 2 26 3 3 25 4 4] 
~tr(9As</>) = - 87r 2 [2M A ln M>. + 2g>.sM>. </>- 7 9>.sM>. </> + 39>.sM>.¢> - f:9>.s¢> , 

(5.30) 

which corresponds to the exact result in nuclear matter. 

Minimizing the total energy gives the familiar equations, 

("2 2),;... ~ ( val sea) ( val+ sea) 
v - ms YJ =- D9>.s P>.s + P>.s = -gs Ps Ps (5.31) 

>. 



-145-

('V2
- m~)w0 =- L9As(PXt + P~eba) = -gw(Pbal + Pbea), 

A 

(5.32) 

where PAs and PAb are the scalar and baryon densities induced by the valence and sea 

baryons. The valence densities are given via Equation (5.10) and the sea densities 

are determined from the meson fields as 

sea 9Av on 1 (M~ )on 0 PAb = -- v · n - vw . 
37r2 MA 

(5.33) 

It is often convenient to refer the induced densities to the equivalent nucleon density 

that would give rise to the same source term. These nucleon equivalent densities, 

defined in Eqs. ( 5.33-5.34) are denoted as p ;al ,p~ea, and p~ea. 

We begin by calculating the properties of isospin-symmetric nuclear matter. 

Since there is no dependence on position, the gradient terms in the energy func-

tional do not contribute. In particular, the baryon density is due only to the valence 

nucleons. Thus, the energy density t of nuclear matter with fermi momentum kt is 

(5.34) 

where Pb = ~kJ is the nucleon density and M* = Mp- 9ps</J is the nucleon effective 

mass. Note that since 9As<P = gA(M- M*), Eq. (5.30) implies that VeJr is simply 

a function of M*. Because of this, the energy depends only on two parameters 

(Cs = Mg5 /ms and Cv = Mgvfmv) as when no strange particles are included. These 

parameters are chosen to give nuclear matter saturation at k f = 1.3 frn -I with a 

binding energy of 15.75 MeV/ A. Their values, denoted as RHAS, are displayed in 
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MFT [23] RHA [15] RHAS 

C2 
s 357.5 228.2 222.0 

C2 
v 273.9 147.8 141.7 

K-1 
v 545 452 446 

M*/M 0.54 0.73 0.74 

Evac/A 0 5.14 5.28 

Esvac/A 0 0 0.91 

(pp + nn)val .138 .142 .142 

(pp + nn)vac ( -.136) -.015 -.013 

ss 0 0 -.00417 

Table 5.5 - Properties of Nuclear Matter. c.2 and C'; are ad
justed to give a saturation binding energy of 15.75 MeV/ A at 
k1 = 1.3fm- 1

• K; 1 is the resulting compressibility, M* /M is the 
nucleon effective mass at saturation, Evac/ A is the energy shift 
of the total vacuum per valence nucleon, Esvac/A is the energy 
shift of the vacuum per nucleon that is due to strange parti
cles, (pp + fin )val is the scalar density of the valence nucleons, 
(pp +fin )vac is the scalar density of the vacuum nucleons, and ss 

is the sum of the scalar densities of all the strange baryons. 

Table 5.5, along with their values when the vacuum is ignored (MFT) and when only 

the nucleon vacuum is included (RHA). 

The inclusion of the strange vacuum has a small effect compared to the effect of 

the nucleon vacuum. The strange particles increase the energy and scalar density of 

the vacuum only by about 20%, even though there are three times as many strange 

particles as nucleons. The effect is small because the effective potential, Eq. (5.31), 

is of lowest order (9>..s<P) 5 , and the strange particles are all coupled more weakly than 

the nucleons. The resulting changes in the adjustable parameters, the compressibility, 
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effective mass at saturation density, and and vacuum energy per nucleon, which are 

only a few percent, are even smaller. The reason for this is that a small change 

in the parameters is enough to adjust the nucleon vacuum so that it can largely 

cancel out the effects of the strange vacuum. For instance, the nucleon vacuum 

energy per nucleon decreases by .8 MeV in response to the 0.9 MeV contribution of 

the strange vacuum. In finite nuclei, however, the derivative terms in the energy 

density contribute. These terms are of order g3 , suggesting that the strange vacuum 

will play a greater role. 

We calculate finite nuclei by solving the equations of motion for spherically 

symmetric meson fields, as discussed in the previous section. In addition to the 

strong interaction w and 0' fields, we also include the Coulomb field coupled to all the 

charged particles. As is conventional, the mass of the vector meson is taken to be the 

mass of the omega in free space, mv = 783 MeV, while the mass of the scalar meson 

is picked to give the correct charge radius of 4°Ca. Some results are shown in Table 

5.6 for 16 0 and 4°Ca. 

One needs to increase m 8 by 25 MeV from its value with only the nucleon vacuum 

included. This change occurs because the vector and scalar densities induced in the 

strange vacuum act as a source of strong interaction mesons and thus modify the 

valence nuclei. The charge radius of the nucleus itself is determined exclusively by 

the valence and sea nucleons as the strange vacuum is found to generate a small 

contribution. After refitting the parameters, the binding energy, charge distribution, 

and radius of the valence nucleons are all essentially unchanged. 

Figure 5 .5 shows the effective nucleon density generated by the strange vacuum 

as well as the nucleon density in the nucleon vacuum for 4°Ca. The total effect of the 

strange vacuum on the vector meson field is roughly half that of the nucleon vacuum. 
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520 

3.48 

3.36 

6.31 

0 

0 

2.75 

2.61 

4.89 

0 

0 

RHA RHAS 

550 575 

40Ca 

3.48 3.48 

3.34 3.34 

6.71 6.65 

3.33 3.80 

0 0.83 

2.75 2.76 

2.59 2.595 

5.47 5.46 

2.90 3.23 

0 0.81 

Table 5.6 - Properties of 4 °Ca and 160. RMS denotes the root 
mean square charge radius of the nucleus in fm. and rns is ad
justed to give the correct value of 4 °Ca. VNR is the rms radius 
of the valence nucleons in fm. , E/ A is the binding energy per 
nucleon of the nucleus in MeV, and the remaining quantities are 
defined in Table 5.5. 

However, because the density fluctuations in the strange vacuum do not contribute 
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Figure 5.5 - Induced densities in the vacuum for 4°Ca . The 
dashed line is the nucleon density induced in the vacuum and the 
solid line is the equivalent nucleon density of strange particles 
induced in the vacuum. 

significantly to the charge density, it does not cause the increase in binding energy and 

shrinkage of the valence nucleon rms radius as is the case with the nucleon vacuum. 

Figure 5.6 shows the ratio of the strangeness density induced in the vacuum to the 

total nucleon density for both 4°Ca and 16 0. It is a significant fraction of the total 

nucleon density, reaching 4% at its peak densities. These fluctuations will occur in 

any region of a nucleus where there is varying nucleon density, so this magnitude of 

strangeness density is predicted to be seen on the surfaces of all nuclei and the interior 

of light nuclei. 

Note that the inclusion of strange particles had no effect on the global nuclear 

properties, once the scalar mass was retuned. In particular, the fluctuations in the 
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Figure 5.6 - Ratio of strangeness density to nucleon density in 
4 °Ca (solid line) and 16 0 (dashed line). 

6 

nucleon Dirac sea were unaffected. Hence, we might expect that if more particles were 

inserted into the Dirac sea (such as ~' s), the strangeness fluctuations would also stay 

about the same. Hence, even if the initial guess about which particles should be 

included in the Walecka model as "fundamental" is wrong, one would still expect to 

see these :fluctuations. One thing that would affect these :fluctuations is the coupling 

constant of the strange particles to the vector and scalar mesons. According to Eq. 

(5.33), the densities are roughly proportional to g~, so they would be reduced by a 

factor of 4 if the correct value of 9>.. turned out to be half as large as we have assumed. 

In summary, we have discussed the possibility that the strong fields predicted in 

relativistic nuclear models could lead to significant polarization of a strange-baryon 
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component of the vacuum. It is found that although such polarization leads to in

duced strangeness densities of several percent, it has no significant effect on nuclear 

structure. 

5.4 Experimental Consequences 

The vacuum polarization effects discussed in the previous two sections owe their 

existence to the premise that antihadrons feel a significantly stronger mean field 

than do hadrons. In this section, I discuss possible experimental tests to check this 

conjecture and also possible direct experimental signatures of polarization. 

The most direct way to try to measure these potentials would be to study the 

interaction of an antihadron with a nucleus. The easist thing to do would be to scatter 

antihadrons off the nuclei. Unfortunately, antihadrons annihilate rapidly in a nuclear 

environment, obscuring any effects that are due to the mean field. A more promising 

attempt is to observe hadronic pair production in the nuclear environment where the 

existence of the strong potential lowers the production threshold. The strong potential 

felt by antinucleons results in a large number of highly bound negative-energy states 

(binding energies as great as 500 MeV), so that by creating an anti-hadron in one of 

these states requires only 2M - Eb of energy. Again, this argument is clouded by the 

fact that the antihadrons annihilate very rapidly, meaning that the hole wavefunction 

is a very poor representation of the actual antihadron wavefunction. Nonetheless, it 

is interesting to see whether we can detect these states if infact they exist. 

Electroproduction of such pairs is shown in figure 5.8. This process , which 

IS impossible in free space, can occur because the antihadron of fixed energy ,E, 

is created as a hole in one of the bound negative energy orbitals that has a large 

momentum spread u(p), while the hadron is created with a fixed momentum Ph (we 

ignore the small distortion of the final state nucleon wavefunction since it sees a much 
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Figure 5. 7 - Nucleon pair creation in the presence of a nucleus. 
A bound anti-nucleon is created with wavefunction u(k) and 
a free nucleon is created with a three momentum q+k. This 
process is possible because of the high momentum components 
of the antinucleon wavefunction. 

smaller potential than the anti-nucleon). This process reqmres the presence of the 

high momenta components of the wavefunction, with lower momentum required for 

larger values of Ph. These momenta are constrained by 

(5.35) 

where Q2 is the square of the four-momentum transfer of the spacelike virtual photon. 

The constraint that the photon be spacelike implies that at threshold (Ph = 0) , 

p?: (E + M) '"'"' 1500 MeV 
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and that for high energy hadron production (Ph >> M), 

p ~ E,...., 500MeV. 

Unfortunately, the negative energy wavefunctions are suppressed at these high mo-

menta. For example, Figure 5.8 shows the momentum density of the most tightly 

bound antiproton s state. At threshold, the density is suppressed by ,.._, 10-6 relative 

to its value at zero momentum, decreasing to 10-3 as one goes far above threshold. 

These cross sections are also suppressed by the nucleon vertex form factor F( Q2 ) , 

implying that the most efficient way to observe this is via photoproduction ( Q2 = 0). 
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Figure 5.8 - Momentum distribution of the ls negative-energy 
state in 4°Ca. The curve is normalized to the value at zero 
momentum. 

2000 
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The cross section for photoproduction of proton-antiproton pairs, assuming that 

the antiproton wavefunction is described by a Walecka model hole, has been calculated 

by Jin and Only [32]. They find that because of the large number of bound negative

energy states, the cross-section rises rapidly above the threshold, attaining a value of 

5 J.Lb at 300 MeV above threshold for 16 0. This is to be compared with the total photon 

cross section that is around 100 J.Lb, suggesting that such pair-production events could 

be detectable. Unfortunately, the signature for such events is a slow-moving nucleon 

and several pions generated by the decay of the created antinucleon. These events can 

also be generated without using an antihadron just by photoproduction of pions off 

nucleons. Since the lifetime of the antinucleon is so short, pair production becomes 

just another channel for producing this final state, making the identification of such 

a process very unlikely. 

Alternatively, we can look for the pair production of strange particles. Here, 

although the cross section is reduced because the negative-energy states are not as 

tightly bound, the signature of observing a slowly emitted strange particle would 

not be as contaminated by background. In conclusion, photoproduction experiments 

could provide useful constraints on whether or not antibaryons feel such a strong 

mean field, but only if the "standard" nuclear physics mechanisms that contribute 

to the background can be well understood. We also note that pickup reactions have 

also been suggested as a means of probing the Dirac sea [33]. Unfortunately, such 

processes involve complex reaction dynamics that have yet to be studied. 

I now discuss possible ways of detecting the induced scalar and vector polar

ization charge densities. Since nucleons are already present in the nucleus, to try to 

isolate certain components of the nucleon density as being due to the Dirac sea would 

be impossible. However, polarization of the strange vacuum induces scalar and vector 
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densities that carry a quantum number that is not normally considered to be in the 

nucleus. This suggests that it might be possible to isolate effects that are due to these 

densities. 

Recall that these densities are defined as being source terms in meson equations; 

thus they are the relevant quantities that an external meson probe would couple to. 

One possible probe of this is the J(+ meson. The J{+ meson interacts fairly weakly 

with nucleons at low energies (a = 10mb), heuristically because there are no quarks 

in the nucleons (uud and udd) for one of the J{+ quarks (us) to annihilate with. 

When interacting with strange particles or antinucleons, however, such annihilation 

is possible and the J(+ can interact much more strongly. These cross sections should 

be roughly equal to the J{- - n cross section of 40mb. By making the assumption 

that the J{+ interacts with the baryon density fluctuations in the strange vacuum and 

the negative baryon density fluctuations in the nucleon vacuum with this cross-section 

then we can make an estimate of the effect of the vacuum on the the J{+ -nucleus 

cross section. 

Figure 5.9 shows the ratio between the local interaction strengths ap vs. distance 

for 4°Ca and 160 for the two cases with the cross section calculated as described in the 

previous paragraph and as calculated just using the J{+ -nucleon cross section. The 

interaction with the nucleus is increased by up to 20%, giving an average increase of 

around 10% in regions where the nucleon density is varying. The total cross-section at 

small energies is given by integrating the local interaction strength. The enhancement 

of the total cross section is found to be 13% for 160 and 10% for 4°Ca. An increase 

of this order in the J{+ - 12 C cross section compared to six times the J{+ - d cross 

section has been observed [34]. Since this nucleus is small, our vacuum fluctuation 

enhancements would occur throughout the nucleus, giving a total enhancement in 
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Figure 5.9 - Effect of vacuum polarization on the K+ -nucleus 
interaction. The plot shows the ratio of interaction strength of 
K+ with various nuclei with the vacuum included to that with 
the vacuum excluded as a function of distance. The solid line is 
16 0 and the dashed line is 4°Ca. 

agreement with the measurements. In large nuclei, the only variations in nucleon 

density occur near the surface, so the cross-section enhancement would occur only on 

the surface, giving a smaller total enhancement to the cross section. For instance, the 

enhancement for 208Pb is estimated to be 6.5%. Other possible explanations are that 

this enhancement is due to a swelling of nucleons in the nucleus [35] or a decrease in 

the mass of the vector mesons [36]. Both of these effects will be discussed in Section 

5.6. It should be pointed out, however, that such a 10% enhancement is within the 

uncertainties of how well we can understand such reactions within the conventional 

nuclear picture [37]. Observe that our effect is a surface effect and hence diminishes 

as one goes to larger nuclei. 
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In conclusion, we have examined various possible experimental probes of the 

vacuum phenomena that are motivated by the Walecka model and found no "smok-

ing gun." All known signatures are embedded in a background that is also poorly 

understood. The best prospects are associated with strange particles, where vacuum 

polarization can generate about a 10% effect on Kaon scattering. 

5.5 Effect of Cutoffs 

We have examined the idea that there are strong mean fields in the nucleus, 

and that these strong mean fields generate significant vacuum polarization. In order 

to calulate these effects, we have used the Walecka model that asserts that we can 

model these effects in terms of a renormalizable theory of hadrons. In this section, the 

validity of a hadronic description of the vacuum is studied. This is done by examining 

the sensitivity of the vacuum-energy shift to a momentum cutoff in the loop integrals, 

which is equivalent to a cutoff in the depth of the Dirac sea. A related calculation 

has been performed by Cohen [38]. 

For simplicity, we perform the calculations in nuclear matter at a fixed density 

that is related to the fermi momentum as 

(5.36) 

and include only nucleons in the Dirac sea. As usual, the energy density per unit 

volume can be decomposed into three pieces: 

€ = €meson + €valence + €vacuum, (5 .37) 

where 

1 9w 2 1 ms * 2 
( ) ( )

2 

€meson = 2 mw Pb + 2 gs (M- M ) ' (5.38) 
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4 fk' d3k (kz M*2)1/2 
cvalence = (27r )3 lo + (5.39) 

and 

1 2 1 3 1 4 -o:<jy- -/3</Y - -~<P - -A<jy . 
2 6 24 

(5.40) 

The latter is the energy density of the vacuum with the sum cutoff at A and the 

four counterterms subtracted. In a uniform system, there are four divergent one-

loop diagrams corresponding to one to four external scalar meson lines. The four 

counterterms are generated to cancel these diagrams at zero external momentum. 

Specifically, 

(5.41) 

and the others can be calculated by differentiating this, 

(5.42) 

As discussed in Chapter two, implementing the cutoff A is equivalent to per-

forming the Feynman integrals exactly over energy and then up to A in momentum, 

resulting in 

(5.43) 



"' s -......... > 
Ql 

::a 
>. 

::::! 
"' .:: 
Ql 
'0 

>. 
tlll 
J... 
Ql 
.:: 
Ql 

s 
:::1 
:::1 
C) 
<tS 
> 

-159 -

0.8 

0.6 

0.4 

0.2 

0.0 

-0.2 

0 5 10 
cutoff (GeV) 

Figure 5.10 - Vacuum energy density in nuclear matter as a 
function of cutoff for M* /M = 0. 73 for the RHA parameter 
values given in Table 5.5. For cutoffs around 1 GeV, the energy 
is negative. 
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By calculating the counterterms in this way we enforce the same renormalization 

conditions at finite A that we enforced in the calculation without a cutoff, namely, 

that the vacuum does not contribute any terms of order ¢4 or less to the effective 

potential. 

Figure 5.11 shows the energy density as a function of cutoff at saturation density 

with an effective mass of M* = 0.73 M and the RHA meson parameters. Observe 

that the energy does not increase monotonically towards its infinite cutoff value, but 

initially decreases, reaching a minimum at a cutoff of "' 1 GeV before rising up to 

its limiting value at "' 10 GeV. This strong dependence on cutoffs around the 1 GeV 

range is not a good sign. In order to examine the effect of this cutoff dependence 
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properly, we calculate the nuclear matter equation of state and examine the way in 

which it varies with cutoff. 

For a given cutoff and baryon density, the effective mass is determined by mini-

mizing the energy density, 

8c I 
8M* Pb = o, (5.44) 

yielding the equation 

_ (ms) 2 
(M _ M*) + _4_ {kf d3k M* + 8cvacuum = O. 

9s (27r )3 Jo vk 2 + M* 2 8M* 
(5.45) 

Solving this equation gives the effective mass as a function of fermi momentum, cutoff, 

and the scalar-meson parameters, 

M* = M*(k A ms) f, ' ' 9s 
(5.46) 

which eliminates the explicit M* dependence from the energy density, 

0 0( ms mw c = c kf,A,-,-). 
9s 9w 

(5.4 7) 

The values of the meson-mass parameters are fixed by demanding that the equation 

of state saturate at the correct density with the correct binding energy, 

col 
-

1 
= (M- 15.75) MeV 

Pb kJ=l.3fm-

(5.48) 
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Figure 5.11 - Equation of state of nuclear matter for various 
cutoffs. The solid line corresponds to a cutoff of O, the dashed 
line to a cutoff of 0.8 GeV, and the dotted line to a cutoff of 
2.0GeV. 

Figure 5.11 shows the equation of state for several different cutoffs and Table 5. 7 

tabulates the meson parameters, effective mass at saturation, and incompressibility, 

(5.49) 

for various different cutoffs. 

For each cutoff it is possible to adjust the parameters so that nuclear matter 

saturation is reproduced. For cutoffs rv 1 GeV the equation of state is very sensitive 

to the cutoff and far too stiff. In this regime the meson fields are very strong, resulting 

in a negative effective inass for the nucleons. Also observe that two sets of solutions 

are determined. One set is continuously connected to the MFT result (A = 0) and 
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A M*/M J(-1 
v 

0 .54 545 274 357 

0.11 .54 544 274 357 

0.21 .54 542 277 360 

0.31 .50 535 300 383 

0.35 .43 501 346 433 

0.32 -.07 4170 507 609 

0.35 -.22 3042 457 538 

0.40 -.36 3273 381 393 

0.50 -.40 3850 360 274 

0.60 -.37 4407 379 222 

1.0 -.15 6259 489 230 

1.2 -.02 6761 515 309 

1.5 .25 4394 446 455 

1.7 .49 969 305 382 

2.0 .62 564 222 303 

4.0 .71 469 161 241 

8.0 .73 456 151 231 

50.0 .73 451 147 228 

Table 5. 7 - Properties of nuclear matter as a function of cut-
off. The first column gives the cutoff, the second column the 
effective mass at saturation density, the third column the in-
compressibility, and the fourth and fifth columns the parameter 
values required to obtain the fit to nuclear matter saturation. 

exists out to A = .35 MeV, while the second set is continuously connected to the 

RHA result (A = ex:>) and exists down to A = . 32 MeV. Hence, not only does the 
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Figure 5.12 - Vacuum contribution to effective potential in the 
Walecka model for various cutoffs. The dotted line corresponds 
to A= 0.3 MeV, the dashed line to A= 0.7MeV, the dot-dashed 
line to A = 1.3 MeV, and the solid line to the exact result. The 
potential is evaluated using the RHA parameter set. 

energy density not vary monotonically with the cutoff, the MFT and RHA saturation 

solutions do not even continuously evolve into each other. 

This behavior can be understood from the effect of the cutoff on the behavior 

of c(M*) and cvacuum(M*). Fig. 5.12 shows cvacuum(M*) for the RHA meson pa-

rameters. For A = 0, €vacuum = 0. As the cutoff is increased, a local minimum at 

negative effective mass is generated that moves towards M as the cutoff is increased. 

In addition, there is an inflection point at M* = M the existence of which is forced 

by the renormalization conditions. 
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Figure 5.13 - The effective potential at saturation density for 
various cutoffs. The dotted line corresponds to A = 0.3 MeV, 
the dashed line to A = 0. 7 MeV, the dot-dashed line to A = 
1.3 MeV, and the solid line to the exact result. The potential is 
evaluated using the RHA parameter set. 

Figure 5.13 shows the total energy, c, for a fermi momentum equal to the satu-

ration value. The system wants to minimize this energy. The local minimum induced 

in the vacuum energy by the cutoff is strong enough that it also generates a local min-

imum in the total energy. When the total energy is calculated for small cutoffs, this 

local minimum is far enough removed from M that it plays no role in in determining 

the minimum of the total energy; the minimum is simply influenced by the behavior 

around the inflection point. As the cutoff is increased, the local minimum becomes 

dominant and determines the minimum in the total energy. This is the origin of the 

two separate solutions tabulated in Table 5. 7. 
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For cutoffs around .35 MeV local minimums in the total energy that IS due to 

both the local minimum in the vacuum energy and the inflection point can be found, 

yielding two sets of parameters that fit the nuclear matter saturation conditions. 

These curves are displayed in Figure 5.14. 
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Figure 5.14 - Effective potentials for a cutoff of .35 MeV at sat
uration density. Two sets of parameters are found such that 
nuclear-matter saturation is obtained. The dotted line curve 
is the solution with negative effective mass and evolves contin
uously to the solution with infinite cutoff, while the solid line 
curve is the solution with positive effective mass and evolves 
continuously to the solution with no vacuum energy (A= 0). 

The original motivation behind the use of a renormalizable field theory of hadrons 

was that it would hopefully be insensitive to short-distance physics where it is known 

to be wrong. This calculation is shows that this insensitivity occurs at the 10 GeV 

level. Hadronic substructure presumably becomes important at 1 GeV, so this is bad. 
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However, note that the one-loop calculation involves zero-momentum transfer at the 

vertex where it is known that a GeV cutoff is appropriate. One cannot say for sure 

what kind of cutoff, if any, is appropriate for the loop momentum, although various 

arguments suggest that for composite objects, such a cutoff will exist [39]. In any 

case, the fact that the Walecka model is displaying sensitivity up to this high energy 

is not a good sign. 

5.6 Vacuum Effects Beyond the Hartree Approximation 

Suppose the Dirac sea corrections to the Walecka model are in fact a poor rep-

resentation of the role played by the vacuum. In this section several different possi-

ble vacuum effects that have been suggested are incorporated into the basic Walecka 

mean-field model in order to ascertain their self-consistent effect on the nuclear model. 

The first idea we look at is the possible swelling of nucleons inside the nucleus. 

This is motivated by the idea that the vacuum that generates the bag pressure is 

modified in nuclear matter, resulting in a change of the size of the nucleon. Such an 

effect has been seen in model soliton type calculations [8] . 

This effect is built into the Walecka model by assuming that the charge radius 

of the nucleon is increased by some fraction ..\ so that 

(5 .50) 

where J.L = -i(0.71) 112 GeV. Such a change in the form factor plays no role in nuclear 

matter; however, it alters the calculated charge RMS radius of finite nuclei, so the 

scalar meson mass needs to be readjusted in order to compensate for this. Note that 

this calculation ignores density dependence of the swelling. Figure 5.15 shows the 
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Figure 5.15 - Binding energy per nucleon in 4°Ca as a function 
of percent increase in the proton RMS charge radius. 

25 

resulting binding energy per nucleon for 4°Ca as a function of the percent increase in 

the nucleon radius. 

The increased RMS radius of the proton forces the valence nucleons to contract 

m order to get the correct radius for 4°Ca, an effect that is analogous to the one 

seen in vacuum polarization. For the same reason, we get an increased binding en-

ergy, although once again with not nearly enough magnitude to give agreement with 

experiment. A twenty percent increase in the radius gives the same increase in the 

binding energy as was seen in the one-loop calculations. We can further pursue the 

analogy by defining an effective nucleon density induced by the swelling as 

Peff (X) = Pswollen (X) - Pnormal (X), (5.51) 
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where Pswollen 1s the nucleon density in the nucleus calculated assuming swelling 

and Pnormal 1s the corresponding density in the same nucleus calculated assuming 

no swelling. This effective density is plotted in Figure 5.16. 
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Figure 5.16 - Effective nucleon density induced by increasing 
the nucleon-charge form factor in medium by 10% (dashed line) 
and 20% (solid line) for 4°Ca. The density is expressed as the 
fraction of the total nucleon density that it represents. 
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This graph shows similar fluctuations as seen in the nucleon density induced by 

vacuum polarization. As was the case with the binding energy, it takes an increase of 

the nucleon radius of 20% to get the same sized fluctuations as were obtained from the 

one-loop calculations. This supports the earlier assertion that it was the inducement 

of baryon density fluctuations that generated the increased binding energy. The large 

persistent fractional fluctuation seen at large distances is due to our assumption that 
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the nucleons are swollen everywhere, even when they are far away from the nucleus. 

That vacuum polarization and nucleon swelling have similar effects also carries over 

into the dynamics. It is also interesting to note that both effects play similar roles 

in the response of a nucleus to electron scattering where they tend to suppress the 

longitudinal response [40]. 

An alternative vacuum effect is based on the belief that at about ten times nu

clear matter density, the strong interaction undergoes a deconfining phase transition 

that restores chiral symmetry. The spontaneous breaking of chiral symmetry at low 

densities generates the large constituent quark mass that is responsible for the large 

masses of the hadrons. As chiral symmetry restoration is approached, the constituent 

quark mass should decrease, resulting in lighter hadrons. Various simplified models of 

chiral symmetry-breaking show that masses tend to decrease monotonically towards 

zero as one increases the fermion density, resulting in the prediction that masses 

should be 10-20 percent lighter in nuclear matter than in the vacuum [36]. Subse

quently, Griegel and Cohen [41]analyzed several schematic models of nuclear matter 

that incorporated chiral symmetry-breaking and found that the variation of the me

son masses was not necessarily monotonic, although the variation of the nucleon mass 

was monotonic; in fact, the meson masses frequently increased to larger than their 

vacuum values at nuclear matter density before eventually decreasing to zero at the 

chiral restoration density. 

In any case, the Walecka model knows nothing about chiral symmetry; nonethe

less, it does have the desired decrease of the nucleon mass with density that is due 

to the nucleon coupling to the scalar field, but the corresponding change in meson 

masses is non-existent. We now incorporate such variations of the meson mass into 

the Walecka mean-field theory in order to see what effect this has. 
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For simplicity, we assume that all meson masses scale identically and that this 

scaling is linear with the nucleon density, 

(5.52) 

For finite systems, the spatial variation of Pb results in a spatially varying mass. This 

mass modifies the kinetic energy of the mesons to 

(5.53) 

If we assume that the valence nucleons are determined by the meson mean fields as 

usual and then minimize the total energy with respect to the meson fields , we obtain 

the meson equations of motion, 

(5.54) 

For a g1ven ). the parameters are determined in the usual way. Demanding 

that nuclear matter saturate properly fixes the ratios m 5 (po)/ g5 and mw(Po)/ gw to 

the values given in Table 5.5. The mass of the omega meson is constrained to be 

783 M eV in free spa ce, so 

mw(Po) = (1 - .A)mw(O), (5.55) 
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-A ms(O) ms(Po) mw(Po) ECA t:CA 

-0.3 492 640 1018 9.30 50.2 

-0.2 494 593 940 8.21 48.8 

-0.1 505 555 861 7.19 47.6 
• 

0.0 520 520 783 6.17 46.3 

0.1 544 490 705 5.28 45.3 

0.2 576 461 626 4.52 44.7 

Table 5.8 - Effect of density-dependent meson masses on nuclear 
structure. The first column displays the value of ..\. The next 
three columns show the scalar meson mass in vacuum, the scalar 
meson mass at nuclear matter density, and the vector meson 
mass at nuclear matter density. The fifth column (ECA) displays 
the binding energy per nucleon in 4 °Ca and the sixth column 
(t:CA) is the single particle energy of its ls proton. Finally, the 
seventh column (EO) shows the binding energy per nucleon in 
16 0 where it was calculated. All quantities in MeV. 

EO 

7.15 

5.97 

4.77 

thereby determining 9w· The scalar meson mass is adjusted to give the correct charge 

radius of 4°Ca. Results are shown in Table 5.8. 

Observe that increasing the meson masses at nuclear matter density increases 

the binding, and a twenty percent increase gives binding energies in good agreement 

with the experimental ones. On the other hand, decreasing the meson masses with 

density, as would be required by the models of Brown, makes the binding energies 

worse. 

The increase in binding energy is a direct consequence of the density dependence 

of the mass. If we simply increase all the meson masses (equivalent to simply increas-

ing the omega and rho masses since the scalar mass is a free parameter) by twenty 

percent, only a small change in the nuclear binding energy is obtained. The density 

dependence allows the shape of the nuclear surface to change, and with the right 
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choice of parameter, the surface energy can be reduced to give good binding energies. 

Figure 5.17 plots the charge densities of the nuclei studied and compares them with 

those obtained, ignoring medium modifications of mesons. The charge densities have 

slightly more shell-model :fluctuations, but still are reasonable. Hence, density depen-

dence of the meson masses can play a significant role in mean-field phenomenology, 

and if we assume that they are twenty percent heavier in nuclear matter, then we get 

good binding energies at the expense of slightly worse densities. 

>. 
~ 
rn 
!=: 
Q) 

'0 
Q) 
tlD 

"" ell 
..c:: 
C) 

0 .15 

0 . 10 

0.05 

0 .00 
0 1 2 3 

distance (fm) 
4 5 

Figure 5.17 - Effect of increased meson mass in medium on 

charge d e nsity. The solid curves are the calculated charge densi
ties assuming that mesons are twenty percent h eavier in nuclear 
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5. 7 Discussion 

In this section we summarize the results of this chapter and discuss the subject of 

"relativistic nuclear models", emphasizing the outstanding problems. We first discuss 

the status of the Walecka model as a field theory and then of its role as a model of 

the nucleus. Finally, we discuss issues in phenomenological models. 

As a pure field theory, the interesting question is how to compute corrections 

to the relativistic Hartree approximation when the coupling constants are large. In 

particular, we need to determine when (if ever) the RHA or MFT is a good approxima

tion to the underlying field theory. It is believed that at large densities the mean-field 

theory becomes increasingly valid. This suggests that we should be able to generate 

an expansion in M / k f that will converge at large k f. Such an expansion has yet to be 

developed. The one expansion that has been studied is the loop expansion that adds 

in perturbative corrections to the non-perturbative mean-field theory result. Such an 

expansion however is useless for studying theories with strong coupling constants. It 

is, however, vital that methods for calculating beyond mean field exist for hadronic 

field theories to have any usefulness. 

We have studied the relativistic Hartree approximation to the Walecka model, 

which attempts to model the nucleus as pointlike nucleons interacting via the ex

change of pointlike mesons, as a prospective nuclear model. Even if the model can be 

shown to support a well defined computational scheme, it also needs to be consistent 

with the composite nature of the particles involved in order to be a useful descrip

tion of real nuclei. One consequence of the use of relativistic field theories is that 

antifermion degrees of freedom are necessarily included. For instance, the one-loop 

approximation to this model generates the phenomenologically successful mean-field 

theory along with an additional contribution that is due to vacuum polarization that 
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we have studied in this chapter. The vacuum polarization effects are large, but is 

primarily reflected in a redefinition of the bare parameters in the lagrangian. The 

net effect of the vacuum is to increase slightly the total binding energy of the nu

cleus at the expense of worse single-particle energies and hence a less successful Dirac 

phenomenology. 

A phenomenological success of the vacuum occurs when the electromagnetic 

response functions are calculated using the RPA approximation that is basically a 

linear response theory of the RHA. Here, one gets good agreement for the longitu

dinal reponse that cannot be obtained without including the vacuum [42]. Hence, 

the status of one-loop calculations is that the vacuum makes the nuclear structure 

phenomenology worse, but the electromagnetic response better. 

Because of the strong mean field that the negative-energy states feel, the pertur

bation of the Dirac sea by the mean field extends significantly to a depth of 10 GeV 

and is critically sensitive at a depth of 1 GeV. This result is worrisome since it sug

gests that such field theories are incompatible with the finite size of the physical 

objects that they are attempting to model, in which case the vacuum effects of the 

Walecka model should not be taken too seriously. If this turns out to be the case, then 

we could try to build in the finite size effects by inserting form factors into the model. 

In addition to vertex form factors that are reasonably well understood, there can also 

be other form factors such as form factors that suppress off-shell nucleon propagation 

and form factors that suppress negative energy states. The study of these kinds of 

form factors is just beginning. It should also be noted that the introduction of these 

form factors into the lagrangian makes the theory non-renormalizable, and how to de

velop a well-defined computational scheme is not clear, in particular, what diagrams 
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are double counting effects in the form factor and what, if anything, corresponds to 

actual physics. 

Finally, another problem facing hadronic field theories is what degrees of freedom 

to include. If we go beyond the mean-field theory, then all particles contribute. For 

instance, the pion and delta resonance will play large roles . The Walecka model must 

be able to incorporate these particles in order to describe corrections to the mean-field 

theory correctly (assuming a scheme to calculate these corrections is developed) and 

also have a criterion for deciding what particles actually should be included. 

The alternate approach to using the Walecka model is simply to build effective 

lagrangians that are designed to be used at the mean-field level (since this is the one 

calculation we know how to do) with all other physical effects built into the terms 

in the Lagrangian. The hope is that with a fairly small number of terms one can 

develop a robust Lagrangian. This program has been very sucessful in describing 

ground-state nuclear structure, where a Lagrangian of the form 

(5.56) 

has been shown to yield a description of spherical and deformed nuclei comparable 

to that obtained by using the non-relativisitic effective Skyrme-type interactions [25]. 

The only problem with this Lagrangian is that ..\ < 0, which means that the energy is 

unbounded from below. For such Lagrangians to be most useful, they need to describe 

a wide range of phenomena. It would be interesting to study the electromagnetic 

response in this model to see if the non-linear meson terms can generate realistic 

response functions. 

One defect of the above effective Lagrangian is that it attributes all of the baryon 

density to the occupied valence Hartree orbitals . Many body effects beyond the 
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Hartree level will induce additional local baryon density. As we saw for the case of 

vacuum fluctuations, this effect can be modeled by adding vector gradient terms to 

the effective Lagrangian and these terms can have a significant effect on the binding 

energy of the nuclei. 

This completes our summary of the current status of the attempt to construct 

hadronic models applicable to intermediate-energy, nuclear physics. Clearly, there is 

much work left to do. 



Appendix A 

Renormalization Details 

- 177-

This appendix discusses the one-loop renormalization of the various Lagrangians 

used in this thesis. The basic method of renormalization is reviewed in [2]. 

A.l Self-interacting Scalar Bosons in 1 + 1 Dimensions 

Consider a scalar field in 1 + 1 dimensions described by a Lagrangian, 

(A.1) 

where V(</>) is an arbitrary potential that is bounded below. In 1 + 1 dimensions 

the scalar field is dimensionless, so a polynomial of any order in </> is renormalizable, 

hence the form of V ( </>) is unconstrained. Suppose the classical vacuum corresponds 

to </> = </>v, where 

V'(</>v) = 0 and V"(</>v) > 0. (A.2) 

Expanding about this value gives 

( ( ) 1 "( ) 2 1 II/( ) 3 V </;) = V </Jv + 2 V </Jv TJ + 3! V </Jv TJ + · · · (A.3) 

Hence, quantization about <Pv results in Feynman rules involving the propagator 

0 1 
~ (k) = k2 - V"(</>v) + ic (A.4) 
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and an nth order (n > 2) vertex with coupling constant an, where 

(A.5) 

By power counting, the only divergent one-loop graphs are those with one exter-

nal vertex. The one-loop diagram with n external legs emerging from a single vertex 

is equal to 

where 

(A.6) 

Hence, Let can be written as 

(A.7) 

where we have chosen the counterterms to cancel the one-loop contribution at zero 

four momentum on the external legs (i.e., so that the coupling constants written 

in the bare Lagrangian correspond to the physical coupling constants at zero exter-

nal momentum) as shown in Figure A.l. An alternative is to cancel the one-loop 

contribution at external momentum on the scalar meson mass scale, in which case 

the coupling constants in the bare Lagrangian are equal to the ones measured in 

meson-meson scattering. 

Finally, we evaluate~ by performing the energy integral exactly and by cutting 

off the momentum integral at A, giving 

1 j A dk 1= dk
0 

i 
~ = 2 -A 27r _

00 
27r k02 - k2- V"(<f>v) + iE. 

(A.8) 
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+ ---X = 0 

+ ---X--- = 0 

+ 
_j_ 

= 0 

Figure A.1 - Divergent one-loop diagrams in 1+1 dimensional 
boson theories. The solid lines denote boson propagators and 
all diagrams with one external leg are divergent. All one-loop 
diagrams with one attached vertex are divergent. Shown are 
divergent diagrams with a vertex corresponding to three, four, 
and five external legs. In general, the 1+1 dimensional boson 
Lagrangian can have vertices corresponding to any number of 
external legs that generate an infinite one-loop diagram with 
two less external legs. The counterterms are chosen to cancel 
the diagrams at zero external four momenta. 

The energy integral is easily evaluated by deforming the energy integration contour 

to go along the imaginary axis, resulting in 

1 fA dk 1 [A+ y'A2 + V"(</>v)] 
~ = 47r Jo y'k2 + V" ( </>v) = 47r log y'V" ( </>v) 

(A.9) 

Since the only parts of the counterterm that matter are the parts that diverge or stay 

finite as A ----+ oo and 

lo [A+ y'A
2 + V"(</>v)] = lo [ 2A l + _! V"(</>v) + O(A-4) 

g JV"( rPv) g JV"( </>v) 4 A2 ' 
(A.IO) 
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we can equivalently write the counterterm as 

1 [ 4A 2 ] e = 871" log V" ( 4>v) . (A.ll) 

A.2 Self-interacting Bosons in 3 + 1 Dimensions 

Now consider the one-boson-loop diagrams for the Lagrangian (A.1) in 3 + 1 

dimensions. The propagators and vertices are as given in the previous section. Note 

that now V ( 4>) can contain only terms up to order 4>4 in order to be renormalizable. 

The divergent diagrams are the boson-loops with one (quadratically divergent) and 

two (logarithmically divergent) vertices. We write the counterterm Lagrangian as 

where £~!) renormalizes the diagrams with one vertex and £~~) renormalizes the 

diagrams with two vertices. 

The diagrams with one vertex are calculated as in the previous section and are 

renormalized by 

(A.12) 

where 

(A.l3) 

The diagram with m external legs at one vertex and n external legs at the other 

is equal to 

(A.14) 
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where 

(A.15) 

Hence, £~;) can be written as 

.c~;) =~~(2) 2::: 2::: v(n+2)(<Pv)v(m+2)(<Pv) (nn~m~)' ~,~ 
l>O m+n=l 

=~~(2) 2::: 2::: v(n+2)(<Pv):~ v(m+2)(<Pv)~ 
l>O m+n=l 

(A.16) 

=~~(2) [V"(</>)- V"(</>v)]
2

• 

Explicitly evaluating ~(l) and ~(2 ) in terms of a three-momentum cutoff A gives 

(A.17) 

and 

(A.18) 

A.3 Fermions in 1 + 1 Dimensions 

Consider a fermion with mass M coupled to a scalar field in 1 + 1 dimensions 

via the Lagrangian, 

(A.19) 

where £ ¢ is the boson Lagrangian treated in the previous section and L et refers to 

the necessary one-fermion-loop counterterms. In this theory, the fermion propagator 

lS 

(A.20) 
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+ 0 ---@ 0 

...Q+O --®--0 0 

Figure A.2 - Divergent one-loop diagrams in 1+1 dimensional 
fermion theories. Solid lines represent the fermions and dashed 
lines the scalar meson. The diagrams are renormalized at zero 
external momentum. 

and there is a fermion coupling to a single scalar field line with strength g8 • By power 

counting, the one-fermion-loop diagrams with one and two external meson lines are 

divergent, as shown in Fig. A.2 

The diagram with one external meson line is -ia1 , where 

J d
2k 1 kJ.L + M 

a 1 = g s ( 2 ) 2 i tr -=-k~2 .!C.J.L_--:2:;------:-. . 
7r -m +u: 

(A.21) 

Evaluating the trace gives 

(A.22) 
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and performing the resulting integral exactly over energy and up to a cutoff A over 

momentum gives (see the previous section for details) 

1 Mgs {A dk 
a = --;- Jo Jp + M 2 • 

(A.23) 

The divergence in the diagram with two external legs is independent of the 

momentum flow through it in 1 + 1 dimensions, so we simply need to evaluate it at 

zero external momentum. It equals -ia2 , where 

(A.24) 

Performing the trace gives 

(A.25) 

and evaluating the integral in the usual way, 

(A.26) 

We pick the counterterms to cancel the one-loop diagrams at zero external momentum, 

resulting in 

0 bserve that 

da1 
2 

a = -gsdM' 

(A.27) 

(A.28) 
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a fact that follows simply from the identity 

(A.29) 

The counterterm (A.18) can be written in a more convenient form by explic-

itly evaluating the integrals for the counterterm coefficients. Following the previous 

section, we find that the coefficients can be written as 

(A.30) 

implying 

(A.31) 

where M* = M- 9s<P· 

A.4 Ferrnions in 3 + 1 Dimensions 

In this section we consider fermions coupled to a scalar and vector field in 3 + 1 

dimensions. The Lagrangian is 

(A.32) 

where FMv = fJMFv - OvFM, and £ct is the counterterm Lagrangian. The specific 

renormalization of this Lagrangian is described in [26]. The Feynman diagrams in 

this theory consist of the usual fermion propagator plus fermions coupled to a single 
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scalar line with strength 9s and to a single vector line with strength -gv/f.L. The 

scalar meson propagator is as given previously, while the vector meson propagator is 

(A.33) 

Because the fermion-vector meson vertex conserves fermion number, only the 9f.Lv 

term in the propagator contributes. 

There are five divergent one-loop diagrams in this theory: one fermion loop with 

1-4 external scalar meson legs and one fermion loop with two external vector meson 

legs, as shown in Figure A.3. In this section, we evaluate the counterterms assuming 

only one species of fermions; if there are in fact N (as in the Walecka model where N = 

2), then all the counterterms in this section should be multiplied by N. In practice, 

sometimes we will be dealing with parameters defined at zero external momentum 

and at other times with parameters defined on mass shell. We explicitly evaluate all 

these counterterms in terms of parameters defined at zero external momentum and 

then show how to compute these parameters in terms of on-shell quantities when 

needed. 

The infinities in the 1,3, and 4 scalar-meson legs are all independent of the 

external momentum going through the legs, while the diagram with two scalar-meson 

legs has a divergence that depends quadratically on the external momentum. The 

diagrams with vector external legs are identically zero when the external legs have 

no momentum, but the diagram with two legs has a divergence that is quadratic in 

the momentum. Hence, it follows that the counterterm will be of the form 

(A.34) 
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---0 ---0---
I 

---0--- ---0---

Figure A.3 - Divergent one-loop diagrams in the Walecka model. 
Solid lines represent the fermion propagator, dashed lines the 
scalar meson propagator, and wavy lines the vector meson prop
agator. 

We now evaluate these coefficients. Consider first the diagrams with 1-4 scalar 

meson legs at zero external momentum. By our definitions in the expression for the 

counterterm, if we renormalize at zero momentum, the value of the diagram with n 

external lines is -ian, where 

(A.35) 

Equation (A.20) implies 

(A.36) 
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giving the general result 

(A.37) 

The evaluation of a 1 proceeds as in Section A.2. The Feynman rules give 

(A.38) 

and is explicitly evaluated in terms of a three-momentum cutoff as 

Observe that this expression is only quadratically and logarithmically divergent. The 

remaining three zero-momentum counterterms are determined by differentiating a 1 

and are listed here for reference: 

g; A3 +2M2 A M 4 

a2 = - 271"2 [ -J A 2 + M2 - A 2 + M2 + A -J A 2 + M2 

+ M2 - 3M2 log (A + -J ~ + M2 ) ] 

a = _ g! [6M2 A+ 3,\3 _ 3(2M3A + 3MA3 )M 11 4 21r2 (A2 + M2)3/2 (A2 + M2)5/2 + 
A+ VA2 + M 2 27M2 

- 6 log ( M ) - ~A-:::-2 -+-M::-:::-2_+_A-:-v--;=A::;;:2 =+=M::::::::::::;<=2 

1 12AM4 AM6 

-:-:::-------::-----;=;:==:::::;:: ( 24M4 + ) 
(A2 + M2 + A-JA2 + M2 -JA2 + M2 (A2 + M2)3/2 

2M
4 

( M AM )2] 
- (A2+M2+A-JA2+M2)3 2 + -JA2+M2 . 

(AAO) 
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We now evaluate the counterterms that are quadratic in the external momentum. 

First consider the one-fermion-loop diagram with two external scalar lines each carry-

ing a four momentum kJL (the vacuum polarization correction to the meson propagator 

of momentum kJL) that is equal to -if, where 

(A.41) 

Evaluating the traces and using the standard Feynman parameterization gives 

(A.42) 

Taylor expanding this about k2 = 0 gives 

(A.43) 

where the order k4 and higher terms are all finite and 

(A.44) 

Similarly the fermion-loop diagram with two external vector lines each carrying a 

four-momentum kJL is equal to -ifJLv, where 

(A.45) 

Evaluating the traces, introducing the standard x parameter, and shifting variables 

result in 

Jl.V- . 2 J d4q rl d -2x(l- x) [kJl.kV Jl.Vk2] 
I - -zgv (27r)4 Jo x (q2- M2 + k2x(l- x))2 - g . (A.46) 
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+ + 

Figure A.4 - Dyson equation for the one-loop vector meson 
propagator. The loops denote fermion-loops, the dark wavy 
lines the one-loop vector meson propagator, and the light wavy 
lines the bare vector meson propagator. The x represents the 
one-loop counterterm given in Equation A.23. 

Observe that there is no contribution at k 0 and that the value of the required 

counterterm is 

(A.4 7) 

This completes the calculation of the five counterterms that are needed at the 

one-fermion-loop level. The counterterms have been chosen to cancel all the one-loop 

diagrams at zero external momentum so that all the coupling constants and masses 

correspond to the coefficients that are obtained in the lowest-order terms of a Taylor 

series expansion of the effective action. Sometimes, however, it is necessary to pick 
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these parameters to get some desired on-shell quantity. In this thesis the only such 

quantity we will be interested in is the physical mass of the vector meson. The mass 

of the physical vector meson corresponds to the pole of the vector meson propagator. 

At the one-fermion-loop level, the vector meson propagator is evaluated by summing 

up all the ring diagrams, as shown in Fig. A.4, which is equivalent to the equation 

(A.48) 

Here D~v(k) is the one-loop vector boson propagator and -iiTt-tv is the sum of the 

one-loop fermion diagram and its counterterm, 

rrt.tv =It-tV- f3Hk1-tkV- g1-tVk2) = II(k2)[k:~t.t- g!-tV], (A.49) 

where 

(A.50) 

Note that the explicit dependence on the number of fermion species, N, has been 

inserted. 

into Eq. A.37 gives 

1 2 -1 -1 2 1 2 
D ( k ) = k2 2 . + k2 2 . II( k )D ( k ) 

- mv + Zf. n - mv + Zf. 

that implies 

1 -1 
D (k) = k2 2 II(k2) .. - mv- + Zf. 

The pole of the propagator is at mphys that is given implicitly by 

m;hys = m~ + II(m;hys)· 

(A.51) 

(A.52) 

(A.53) 

(A.54) 

If the physical mass is known, then Eq. A.54 allows the appropriate value of the 

mass parameter defined at zero external momentum ( mv) to be determined. 



Appendix B 

Derivative Expansions 

-191-

This appendix outlines the method for calculating derivative expansions of the 

effective action. The general methods are discussed in [43] and we present here a 

brief summary. In particular, we outline the method for calculating the boson-loop 

corrections to the Lagrangian 

£ = ~a /1- ¢Y8P- r/Y - v ( r/Y) 
2 

(B.l) 

in n space-time dimensions. Recall from Chapter 2 that the one-loop effective action 

is given by 

1 
Seff = 2[Trlog(8P-8p, + M 2(x)) 

(B.2) 
- Tr log(8p,8P-- M 2

)] +Let, 

where M 2 ( x) = V" ( rjy). If M 2 ( x) is independent of x, then 8P-8p, + M 2 ( x)) is diagonal 

in momentum space and the trace in Equation B.2 is easily performed using mo-

mentum eigenstates. This yields minus the effective potential, -"Veff(M2 (x)). When 

M 2 (x) depends on x, then 8P-8p, +M2 (x)) is not diagonal in either momentum or real 

space and evaluating the trace is more difficult. Nonetheless, since the momentum 

dependence is known, it is possible to develop an efficient method for calculating this 

trace perturbatively in derivatives of M 2 (x). The method proceeds as follows. 
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The trace relative to a constant field (for convenience chosen to be M 2 (0)) can 

be written as 

(B.3) 

where 

(B.4) 

The result of this calculation will be the total effective action minus the effective 

potential evaluated at M 2(0). Inserting position and momentum eigenstates, the 

trace can be evaluated as 

(B.5) 

The third equality follows from using the translation property of the momentum 

eigenstates to commute (pi x) to the left where it multiplies (xlp) to give 1. 

The preceding tricks are the necessary tricks for formally evaluating the trace. 

The derivative expansion follows from a straightforward Taylor expansion. Let us 

define the effective Lagrangian by 

(B .6 ) 
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and the z dependent propagator 

1 
G(z) = p2- M2(0)- z8M2(x)" (B.7) 

This allows us to write the Taylor series expansion as 

Observe that the computational burden simply involves calculating derivatives of G 

and then performing the p and z integrals that are integrals of inverse polynomials 

that are straightforward to evaluate. 

Since the effective action is translationally invariant, it suffices to evaluate the 

above expression at x = 0. In this case, most of the terms in Equation B.8 play no 

role. Only terms that involve as many powers of 8M2(x) as differential operators 

contribute. For instance, consider calculating the second-order contribution to the 

derivative expansion in 1 + 1 dimensions for a background field that varies in space. 

The only second order contributions are from the n = 1, m = 2 and n = 2, m = 1 

terms. The m = 1, n = 2 contribution has the form 

(B.9) 

and hence does not contribute at x 0. On the other hand, the n 1,m 2 

contribution has the form 

(B.lO) 
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that after integrating by parts becomes 

(
dM2(x))

2 
( 1 ) 

- dx [M2(0)]2 + O(o) · (B.ll) 

This contributes at x = 0. Explicitly evaluating this contribution yields 

2 1 1 ( dM
2 
(X) I ) 2 

4 
Leff(O) + Veii(M (0)) =- 967r [M2(0)]2 dx x=O + 0(8 ) (B.12) 

that implies 

2 1 1 ( dM
2 
(X) ) 

2 
4 

Leff(x) + Veff(M (x)) =- 967r [M2 (x)J2 dx + 0(8 ). (B.13) 

The derivative expansion that we need in this thesis IS for the fermion-loop 

contribution in the Walecka model that can be written as 

(B.14) 

where M* = M- 9s<P and the trace is over two species of fermions. Using the above 

technique the effective Lagrangian is evaluated to be [27] 

(B.15) 

where Gf.tV = 8f.t Vv - 8v Vw Here the renormalization has been performed at zero 

external momentum, meaning that a Taylor series expansion of (B .15) about zero does 

not contain any terms that would be renormalizable in the Lagrangian. This effective 

Lagrangian can also be used for different renormalization schemes as discussed in the 

last section of Appendix A. 
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Appendix C 

Ana lytic Evaluation of Loop Corrections 

In certain special cases it is possible to deduce the loop energies analytically. We 

present an especially straightforward method that is due to [44] to calculate boson-

loops. Using the formalism developed in Chapter 3, it is possible to evaluate the loop 

energy if we know the bound states and continuum phase shifts of an equation of the 

form 

(C.l) 

where V(x) = (M*(x)) 2 - M 2 . 

Suppose we know that the energies of the bound states are {wi}· Then if the 

potential is refiectionless, the continuum phase shift is uniquely determined by the 

bound states to be 

"'(k) _ 2 ~ [Msin(Bi)J 
u - Darctan k , (C.2) 

where 

ei =arccos(:) (C.3) 

and k 2 = w 2 - m 2 . In addition, recall that the counterterm energy is proportional to 

J(M*? - ·M 2
• This integral can be explicitly evaluated in terms of the Bi as 

1: dxM*(x) 2
- M 2 = -4MLsinBi. 

~ 

(C.4) 
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Putting all this together the boson-loop energy, 

1 1 1A Ebl =- _L)wi- M) + lim [-- 8(w)dw + Ect(A)], 
2 . A-+oo 27r M 

z 

(C.5) 

is explicitly 

(C.6) 

Hence, any time that we have reflectionless potentials, we can calculate the 

boson-loop corrections analytically. In particular, the classical kink soliton yields a 

reflectionless potential. The kink soliton has two bound states with energies Wi = 

0 and .J3m/2 corresponding to theta parameters Oi = 1r /2 and 1r /6 from which the 

phase shifts and energy follow. These results can also be used for fermion-loop prob-

lems when the potential that appears in the second-order equations for the upper and 

lower components involves a reflectionless potential. Such a situation occurs when 

fermions are coupled to the classical kink soliton solution, for example. 



Appendix D 

Numerical Met hods 

-197 -

This appendix lists the vanous numerical methods used in this thesis. The 

first section describes the solution of various meson equations, both with and without 

source terms . The following section describes the techniques used for solving the Dirac 

equation in 1 and 3 spatial dimensions. In general, our methods involve discretizing 

the problem on a lattice and using various finite difference schemes . 

D .1 Solv in g Meson Equations 

First consider solving for the meson fluctuation modes. In 1 + 1 dimensions these 

modes obey an equation of the form 

(D .l) 

where M 2(x)--)- M 2 as x--)- oo and M 2 (x) = M 2(-x) . The solutions are classified 

by their parities , implying the boundary conditions 

71odd(O) =0 
(D.2) 

77~dd(O) =c 

and 

7]even(O) =C 

77:ven(O) =0, 
(D.3) 

where c is an arbitrary constant . Using these boundary conditions, Equation (D .1) 

can be integrated out from the origin by discretizing 17 on a lattice and using an 
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appropriate algorithm. We use the fifth-order Numerov algorithm [45] that relates 

the value of a function at one lattice point to its values at the two previous lattice 

points 

(D.4) 

For a lattice with the i = 0 lattice point corresponding to zero, the boundary condi-

tions at zero are implemented by 

1 
77odd =c 

(D .5) 

and 

1 f ( 0 -1 ) 
77even = N 77even' 77even 

Observe that 77~ven is determined implicitly from the Runge-Kutta algorithm. 

The continuum solutions (w2 > M 2 ) are produced by integrating out from the 

origin. We are interested in the phase shifts. These are determined by comparing the 

zeros of the exact solution with the zeros of the free solutions, which are simply sines 

and cosines. Explicitly, 

8odd = lim mr - kxn 
n---+oo 

(D.6) 1 ' 
beven = lim (n-- )1r- kxn 

n---+oo 2 

where Xn is the nth zero of the continuum solution with x > 0 and k = .Jw2 - M 2 . 

Numerically, the phase shifts are determined by evaluating Eq. (D.6) at successive n 

until convergence is obtained. For the exponentially falling potentials that we study, 

such convergence occurs rapidly beyond the boundary of the potential. 
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The bound-state solutions occur at discrete energies corresponding to those so-

lutions that obey the boundary condition 

ry(x) = exp(-,;x), x--+ oo . (D.7) 

These energies are found by simultaneously integrating a solution out from the origin 

as discussed above and by integrating a solution inwards from infinity that obeys the 

boundary condition, Eq. (D .7). The two solutions are then normalized to be equal 

at some point Xmatch and their derivatives are compared. The bound-state solutions 

are found when the derivatives are equal. It is easily verified that all solutions are 

found by checking the number of nodes in each solution and making sure that they 

increase by one from solution to solution. 

The above techniques can also be used in 3 + 1 dimensions where we need to 

solve equations of the form 

Here, 

[ 
d2 

2 1 ( 1 + 1 ) 2 ] 
dr2 +w - r 2 -M (r) ryz(r) = 0. 

771(0) =0 

ry;(o) =c 

(D.8) 

(D.9) 

so that the methods used for the odd solutions in one spatial dimension generate all 

the solutions needed in three dimensions. Since the phase shift in the 1th partial wave 

is defined by ryz( x)--+ sin(kx -1~/2 + 8z) as x--+ oo, the phase shifts are calculated 

by 

. 1~ 
81 = hm n~- kxn + - . 

n-+oo 2 
(D.lO) 
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More efficient calcuations can be performed by using the zeros ( Un) of the exact 

free-continuum solutions (jz( un) = 0) in terms of which 

81 = lim Un - kxn. (D .ll) 
n-+oo 

We now turn to the solution of meson field equations with source terms. These 

equations need to be solved when determining self-consistent solutions. For 1 + 1 

dimensional solitons, the equation to be solved is 

(D.12) 

where Sf is the scalar density of the fermions that depends implicitly on <Pel through 

the dependence of the fermion sector on <Pel· The boundary conditions obeyed by the 

soliton are 

</Jel(O) =0 

</Jel( oo) =M. 
(D.13) 

First, consider the case Sf = 0 that corresponds to the classical soliton. Equation 

(D.12) can be written as 

h(<Pel)<Pel = 0, (D.14) 

where 

h(A-) = _.!:..._ V'( <jJ) 
'f/ dx2 + <P · (D .15) 

Note that V' ( <P) / <P exists at <P = 0 for all physical potentials. This non-linear equation 

is solved iteratively using the imaginary time-step technique [46], 

(D.16) 
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where the subscript denotes the iteration number, which for .A not too large projects 

out the lowest eigenvalue of h, subject to the desired boundary conditions. This 

generates the classical solution on the given sized lattice we are using. Denote this 

solution 4>~1 and define TJ ( x) by </>c1 = 4>~1 + TJ. The boundary conditions on ry ( x) are 

that it vanishes at x = 0 and x = (X). In the presence of a source term, Sf, ry obeys 

(D.17) 

that can be rewritten 

(D.18) 

where 

(D.19) 

We discretize the second derivative in Equation (D.l8) using the standard three-point 

formula. The discretized operator -d2 / dx2 + V" ( 4>~1 ) is a tridiagonal matrix that can 

be efficiently inverted [45]. This generates the iteration scheme 

(n+l) _ 1 [s (<f>(n)) + S (.-~,(n))] 
Tl - _ d2 V"(.-~,0 ) f c1 b 'f'c1 

;[;'I + 'f'cl 

(D.20) 

that works effectively for the problems that we consider. 

In our three-dimensional work we need to solve equations of the form 

(D.21) 

for spherically symmetric meson fields, in which case this equation can be written 

(D.22) 
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The operator on the left hand side can be inverted by using the Green's function 

appropriate to the boundary conditions of an expoentially decaying solution at infinity 

and a finite solution at the origin [23], implying 

where 

G(r, r1
) = M

1 
,sinh(Mr<) exp( -Mr>)· 

rr 

(D.23) 

(D.24) 

Here r < is the smaller of r and r' and r> is the greater of the two. The integral in 

Equation (D.23) is performed numerically on a lattice using Simpsons rule. 

D.2 Solving the Dirac Equation 

In 1 + 1 dimensions the Dirac equation for fermions coupled to a scalar field can 

be written as the set of coupled linear differential equations 

dF 
- =g</JF+wG 
dx 
dG 
dx = - wF- g</JG. 

(D.25) 

We integrate this equation by discretizing it on a lattice and using a fourth-order 

Runge Kutta algorithm [19] that can be schematically written as 

(D.26) 

Here the subscripts denote lattice points. Observe that the meson field needs to be 

computed on a lattice twice as fine as the fermion lattice. In practice the meson 

field is calculated on the same sized lattice as the fermions, and the values at the 

intermediate points are calculated by interpolation. 
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Since the equation is first order, the only boundary conditions we need are the 

values of F and G at the origin. For an antisymmetric scalar field, F and G have 

definite and opposite parities. Hence, the solutions obey one of the two boundary 

conditions 

F(O) =0 
(D.27) 

G(O) =c 

or 

F(O) =c 
(D.28) 

G(O) =0. 

For a symmetric scalar field, the linear combinations F + G and F- G have definite 

and opposite parities, implying that the boundary conditions are 

F(O) = G(O) (D.29) 

and 

F(O) = -G(O). (D.30) 

The continuum solutions are generated by integrating these boundary conditions 

out from the origin. The phase shifts of the even and odd components are determined 

as in the previous section. The bound states are determined by matching solutions 

generated by integrating out from the origin and in from infinity. If g<fy( x) --t M as 

x --t oo, then the boundary condition is 

F 
G w 

(D.31) 
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Now consider the Dirac equation in 3 + 1 dimensions coupled to spherically 

symmetric scalar and vector fields, 

(D.32) 

The angular and spin dependence can be factored out (see Section 4.2) leaving a set of 

coupled first-order equations for the radial part of the upper and lower components, 

where 

d /'\, 
-d G(r) + -G(r)- a(w, r)F(r) = 0 

r r 
d /'\, 

-d F(r)- -F(r) + f3(w, r)G(r) = 0, 
r r 

a(w, r) =w + M- V 0(r)- S(r) 

f3(w, r) =w- M- V 0 (r) + S(r), 

(D.33) 

(D.34) 

and "' is a non-zero integer that specifies the total angular momentum of the state 

and the orbital angular momentum of the individual components. Both F and G 

must vanish at the origin, and for r near zero their behavior is determined by the "' 

terms as long as the scalar and vector potentials stay finite. In this case the solutions 

near zero satisfy for "' > 0, 

and for "' < 0, 

G a(w, 0) 
- = r 
F 2"' + 1 

F f3(w, 0) 
-- r 
G- 2"' -1 . 

(D.35) 

(D.36) 

In our numerical calculations, these boundary conditions are imposed on the first 

lattice point corresponding to r > 0. The differential equation (D.33) is integrated 

using the Runge-Kutta algorithm. In order to determine the bound states, we also 

need to integrate in from infinity where the boundary condition is 

~=-JZ~: (D.37) 

and match the solution with one integrated out from the origin. 
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