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Abstract

In this thesis we build a novel analysis framework to perform the direct extraction of

all possible effective Higgs boson couplings to the neutral electroweak gauge bosons

in the H → ZZ(∗) → 4` channel also referred to as the golden channel. We use an-

alytic expressions of the full decay differential cross sections for the H → V V ′ → 4`

process, and the dominant irreducible standard model qq̄ → 4` background where

4` = 2e2µ, 4e, 4µ. Detector effects are included through an explicit convolution of

these analytic expressions with transfer functions that model the detector responses

as well as acceptance and efficiency effects. Using the full set of decay observables, we

construct an unbinned 8-dimensional detector level likelihood function which is con-

tinuous in the effective couplings, and includes systematics. All potential anomalous

couplings of HV V ′ where V = Z, γ are considered, allowing for general CP even/odd

admixtures and any possible phases. We measure the CP -odd mixing between the

tree-level HZZ coupling and higher order CP -odd couplings to be compatible with

zero, and in the range [−0.40, 0.43], and the mixing between HZZ tree-level coupling

and higher order CP -even coupling to be in the ranges [−0.66,−0.57]∪ [−0.15, 1.00];

namely compatible with a standard model Higgs. We discuss the expected precision

in determining the various HV V ′ couplings in future LHC runs. A powerful and at

first glance surprising prediction of the analysis is that with 100-400 fb−1, the golden

channel will be able to start probing the couplings of the Higgs boson to diphotons in

the 4` channel. We discuss the implications and further optimization of the methods

for the next LHC runs.
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12.4 Decomposition of the different initial state contributions in qq̄ → pro-

cesses, as a function of the 4` system rapidity. In the left plot, an

immediate q is coming from the negative side, and a q̄ is coming from

the right. It is symmetrized in the right plot, which shows a more re-

alistic view of the contribution, as we do not know which proton gives

rise to which parton in the experiment. . . . . . . . . . . . . . . . . . . 84
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12.5 Estimation of the precision of the calculation of the convolution inte-

gral normalization (see Equation 12.6). Since a Monte Carlo integration

method is employed, we can estimate the precision by grouping individ-

ual samples into sub-samples of different sample size, and use the RMS

as a measure of the precision at any given sample size. This is repeated

many times and a 1/
√
N curve is fitted to the result. It allows us to

estimate the precision for a large sample size, where there are insuffi-

cient statistics to evaluate the RMS spread with confidence. The lack

of statistics is more pronounced at larger sample sizes, where we see a

larger spread in the RMS values. . . . . . . . . . . . . . . . . . . . . . 88

12.6 Fake rate for jets faking leptons as a function of pT and η. The top row

shows the fake rates for 7 TeV, and the bottom row shows the rates for

8 TeV data. The left-hand plots are the rates of jets faking an electron,

and the right-hand plots are the corresponding rates for muons. The

binning in the plots reflects the actual binning used in the analysis. . . 91

12.7 Geometrical visualization of linear interpolation in multiple dimensions.

Suppose there is a value attached to each of the 8 vertices, and we

would like to linearly interpret the values for a point P in the center.

The interpolated value is a weighted sum of all the vertices. The weight

of each vertex can be calculated as the ratio between the volume of the

smaller cube away from vertex, and the total volume. . . . . . . . . . . 92

12.8 Example projection of different check points . . . . . . . . . . . . . . . 94

13.1 The Jacobian factor can be thought as the ratio of an infinitesimal vol-

ume around a given point of interest between two different bases. Lines

on the left correspond to lines on the right in a different basis. The

volume V is translated into V ′ on the right. The Jacobian factor at that

point is therefore J = V ′/V . . . . . . . . . . . . . . . . . . . . . . . . . 102



xx

13.2 Validation of the 12D Jacobian calculation. Events are generated uni-

formly in both bases, and compared to each other by weighting those

from the lepton basis by their respective 12x12 Jacobian factors. The

small differences are due to fluctuations. We see excellent agreement for

all the variables of interest. . . . . . . . . . . . . . . . . . . . . . . . . 103

13.3 Contour of m+ (left) and m− (right) for one example event as a function

of m1 and m2. The contour for m+ changes from event to event, but is

always roughly diagonal. Rm in this case is 3.38 (see Equation 13.13). . 107

13.4 Demonstration of the mass grid attractor. Different sets of grid points

are plotted in each line with varying mass grid attractor strength. With

the attractor strength set to zero, we recover uniform spacing, while

large values of the attractor strength cause points to be concentrated in

the center of the line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

13.5 Demonstration of the mass grid attractor and the scan direction in the

integration. Each bin is one grid point, and the color indicates the value

of the inner integral. In the top two plots the attractor strength is set to

zero. In the middle, a moderate attractor strength is turned on, and in

the bottom plots the center grid point optimization is turned on. The

left column is without diagonal scanning direction, and the right column

is with the modified m+ and m−. By using all optimizations, there

are more grid points concentrated in the core, increasing the quality of

integration, as shown in the bottom right plot. . . . . . . . . . . . . . 111

13.6 Illustration of the recursive integration. In each plot, the line shows the

true function, and the dots are points evaluated from the integration. In

the left panel we perform the integration on a second-order polynomial

f(x) = 1
75
x2, where the method is exact; therefore the grid spacings

are always the same. In the right panel the integrand is modified to

be f(x) = 1
75
x2 + e−

1
2
x2 . We see that in places where the functions are

rapidly varying, more points are used. . . . . . . . . . . . . . . . . . . 115
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13.7 Demonstrationg of effect on the contribution as a function of dilepton

mass due to the narrow-width approximation. In both plots the inner

integral as a function of m1 and m2 is plotted for the exact same event.

On the left we do not enforce the narrow-width approximation, while on

the right we require that m4` = 125. The shape is strongly elongated

for the case with the narrow-width approximation. . . . . . . . . . . . 118

13.8 Examples of 6 c1 − c3 ellipses for a few mass grid points on an example

event are shown in the left panel, where each contour represents one mass

grid point. Dots represent possible solutions to all mass constraints.

For each grid point, all possible solutions form an ellipsoidal shape, as

expected. In the right we show the slicing of the ellipse while doing the

integral. The four extreme points (left, right, up, down) are calculated,

and the curve is divided into four regions by the red lines going vertically

between the extreme points. In order to avoid artificial infinities during

the integration, we integrate along the horizontal direction for the two

segments in the middle, and vertically up along the c3 direction for the

two segments on the side, as shown by the blue arrows. . . . . . . . . . 118

13.9 Comparison of the projections on the 12 observables for the standard

model signal case, between toys generated from the reconstructed level

pdf and the smeared sample using the same input transfer function.

This serves as a cross check of the integration method. . . . . . . . . . 121

13.10 Comparison of the projections on the 12 observables for the standard

model qq̄ → 4` background, between the reconstructed pdf and the

smeared sample. The goal of this comparison is to cross check the back-

ground integration method. . . . . . . . . . . . . . . . . . . . . . . . . 122

13.11 Cross check on the projections on 12 observables, between toys generated

from reconstructed level pdf and smeared sample on a “tofu” scenario.

The sharp edges present in the generator level pdf in this case allows us

to investigate and validate the effect of smearing due to detector effects

in the integration process. . . . . . . . . . . . . . . . . . . . . . . . . . 123
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13.12 Comparison of the projections on the 8 decay observables, between toys

generated from reconstructed level pdf and a CMS full simulation sample

for the SM Higgs (AZZ1 = 2). In addition to validating the integration

process, this also validates the input transfer function. . . . . . . . . . 124

13.13 Comparison of the projections on the 8 decay observables, between toys

generated from reconstructed level pdf , and a CMS full simulation sam-

ple for an exotic signal model (AZZ1 = 2, AZZ2 = 6.552), with mixing

between the tree-level AZZ1 term and the higher-order CP -even coupling

AZZ2 term. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

13.14 Comparison of projections on the 8 decay observables, between toys gen-

erated from reconstructed level pdf , and a CMS full simulation sample

for an exotic signal model (AZZ1 = 2, AZZ3 = 10.084), with mixing be-

tween the tree-level AZZ1 term and the higher-order CP -odd coupling

AZZ3 term. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

13.15 Fit results for toys generated from the reconstructed level pdf with the

standard model. In each plot the distributions of the fit result for differ-

ent dataset sizes are shown. With larger dataset sizes, the distribution

of the fit result converges to the true value, indicated by the black line.

On the top row the results for CP -even operators for ZZ, Zγ and γγ,

respectively are shown. In the second row the results for CP -odd oper-

ators are shown. Finally we show the fitted background fraction in the

bottom plot. The color in each bin represents the number of pseudoex-

periments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
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13.16 Fit results for toys generated from the reconstructed level pdf , for an

exotic model with AZZ1 = 2, AZZ2 = 7.7 and AZZ3 = 10.2. In each plot

the distributions of the fit result for different dataset sizes are shown.

With larger dataset sizes, the distribution of the fit result converges to

the true value, indicated by the black line. On the top row the results

for CP -even operators for ZZ, Zγ and γγ, respectively are shown. In

the second row the results for CP -odd operators are shown. We show

the fitted background fraction in the bottom plot. . . . . . . . . . . . . 128

13.17 Comparison of the fit results between different frameworks using a set of

pseudodatasets formed from CMS fully simulated samples, with statis-

tics similar to that of the CMS Run I data. On the left 1D distribution

for the fitted fa3 for this ensemble of datasets is shown. The red his-

togram is the result of the template fitting method, and the blue is from

the method described in this thesis. On the right a scatter plot for the

fitted result is shown. Each point represents one pesudoexperiments,

with the result from method in this thesis in plotted as the x-axis and

fit result from the template fitting method as the y-axis. We observe

a statistically reasonable spread of the fitted result, as these are two

different approaches with different event selections. The population in

the anti-diagonal line is from the pseudodatasets with near-degeneracy

between the positive and negative values of the coupling parameter fa3,

or AZZ3 . The only term to break the degeneracy is the interference term

between AZZ1 and AZZ3 , and with the CMS Run I statistics we are not

yet sensitive to the interference terms in some cases. . . . . . . . . . . 129
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14.1 The projections of the 8 decay observables of the data on top of the

predictions from a Monte Carlo sample for the irreducible qq̄ → 4`

background, and the prediction from the data for the reducible fake

background. The standard model Higgs prediction at 125 GeV is also

shown as the white histogram. The observed data is in agreement with

the prediction for the total of the signal and the background. . . . . . 133

14.2 The expected (dashed) and observed (solid) likelihood scan on AZZ2 and

AZZ3 for two different parametrizations. On the top the ratios of AZZ2

and AZZ3 to AZZ1 are plotted, and on the bottom the fa2 and fa3 are

shown. They contain the exact same information, only the axes are

different. There are some interesting features explained in text. . . . . 134

14.3 The comparison of the projection on the m2 and φ observables, between

the standard model Higgs signal and exotic signals with non-zero AZZ2 .

The shape of standard model signal (black) is more similar in shape to

that of an exotic model with large AZZ2 (green), while an intermediate

model (red, purple) looks very different from the other two models due

to interference effects. This is the main reason why there is a region with

a large likelihood differences in the likelihood scan along the AZZ2 /AZZ1

axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

14.4 The overlay of the likelihood scans for 1000 toy pseudoexperiments are

shown in the top plots for fa2 and fa3 respectively. The color scale

indicates the density of likelihood scans from the toy pseudoexperiments.

The observed data is shown as a solid curve, and it is in a region where

the pseudoexperiment likelihood scans are relatively dense, indicating

that the height of the observed likelihood scan is common. In the bottom

plots we also show the percentage of the toys that lie below the observed

likelihood curve for each model point. For all the exotic signal model

points (where fa2 and fa3 are not zero) we do not see any extreme p-values.136
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14.5 Evaluation of how probable it is for the observed data from pseudoex-

periments. A set of 1000 pseudoexperiments with statistics similar to

data is generated and fitted, and we compare the result from the data to

the distribution of fit results in the top row for AZZ2 /AZZ1 and AZZ3 /AZZ1 .

The one-sided p-values for the two cases are 45% and 50% for AZZ2 and

AZZ3 respectively. Since the fit result is very close to zero, we also in-

vestigate the probability of closeness to zero by looking at the absolute

value of the log of these parameters. A semi-log scale is plotted in order

to better show the details close to zero. The p-values in this case are

11% and 2% for log|AZZ2 /AZZ1 | and log|AZZ3 /AZZ1 | respectively. . . . . . 137

15.1 The summary of the partial widths from different terms. The partial

width is defined as in Equation 15.2. The value in each bin is the size

of the cross term between the two coupling parameters labeled on the

x and the y axes. All coupling parameters are set to the same value,

and are normalized to the standard model tree-level term. The terms

involving photons are much larger primarily due to the larger phase space.141

15.2 The summary of the absolute partial widths from different terms, as

defined in Equation 15.2. The value in each bin is the size of the cross

term between the two coupling parameters labeled on the x and the y

axes. All coupling parameters are set to the same value and are normal-

ized to the standard model tree-level term. Similar to the case of partial

width in Figure 15.1, terms involving photon couplings are much larger

because of phase space effect. The diagonal terms are the square terms

for each coupling parameter, and since it is always positive, the values

are identical to those in the case of partial width in Figure 15.1. . . . . 142
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15.3 The summary of the partial widths, assuming standard model-like cou-

plings. The value for AZZ1 is set to 2, and AZZ2 , AZγ2 and Aγγ2 are set

to 0.005, 0.014 and −0.008 respectively. The overall normalization is

again chosen such that the AZZ1 × AZZ1 term is one. In terms of the

total H → 4` cross section, the most important terms other than the

tree-level AZZ1 ×AZZ1 are AZγ2 ×AZZ1 , AZγ2 ×A
Zγ
2 and AZZ2 ×AZZ1 . Again,

when the sensitivity to different couplings is concerned, this only gives

partial information, since the shape information is lost in these partial

width numbers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

15.4 Projection of the precision for the coupling parameters, as a function of

the dataset size. On the top axis the equivalent luminosity at 14 TeV

is shown. All couplings are assumed real in this projection, and all are

floated at the same time. A hierarchy of sensitivity γγ > Zγ > ZZ is

observed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

15.5 The distribution of the extracted Aγγ2 parameter with all parameters

floating, as a function of the dataset size. The true model used to

generate datasets is AZZ1 = 2, Aγγ2 = −0.008 and all other couplings set

to zero. The distribution of the fitted Aγγ2 parameter converges to the

true value as the dataset size increases. . . . . . . . . . . . . . . . . . . 148

15.6 Constraints on the γγ couplings from different measurements, with 3000 fb−1

of LHC data at 14 TeV. In blue, the 68% and 95% C.L. levels from

the 4` measurement is shown, while in magenta the projection of the

sensitivity from the direct H → γγ measurement is plotted. The con-

straints from the electron dipole moment is shown in green. Note that

the constraint from the electron dipole moment measurement is strongly

dependent on the assumptions on first-generation Yukawa couplings and

other potential new physics, on which we won’t have measurements in

the foreseeable future. The standard-model value is indicated by the

star marker. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
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15.7 Constraints on the γγ couplings from different measurements, with 300 fb−1

of LHC data at 14 TeV. In blue, the 68% and 95% C.L. levels from

the 4` measurement is shown, while in magenta the projection of the

sensitivity from the direct H → γγ measurement is plotted. The con-

straints from the electron dipole moment is shown in green. Note that

the constraint from the electron dipole moment measurement is strongly

dependent on the assumptions on first-generation Yukawa couplings and

other potential new physics, on which we won’t have measurements in

the foreseeable future. The standard-model value is indicated by the
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A.1 Relevant diagrams in the measurement of SM parameter from qq̄ → 4`
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A.2 Extraction of the standard model parameters using only decay infor-

mation from qq̄ → 4` events. On the left we show the distribution of

extracted Z coupling strength modifier as a function of dataset size. The

color in the figures indicate number of pseudoexperiments. When the

dataset size is small, there is near-degeneracy between positive values

and negative values of the coupling strength modifier. The only way to

break the degeneracy is through the interferences between s-channel and

t/u-channel diagrams, and with small dataset sizes we are not sensitive

to the interference terms. On the right where we show the extracted up

quark change, there is a similar feature at small dataset sizes. . . . . . 157

B.1 Example of flat noise: (left) the pulse shape in time; (right) an event

display as a function of η and φ showing that several channels are af-

fected. Each bin corresponds to a single HCAL channel. The height of

the histogram indicates deposited energy in the channel. . . . . . . . . 160
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B.2 Example of triangle noise: (left) pulse shape in time; (right) event dis-

play of the same event showing the collective behavior of this type of

noise. Each bin represents the reconstructed energy in a single channel

in GeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

B.3 Example of spike-like noise: (left) pulse shape; (right) the event display
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B.4 Two examples of events containing noise. The left plots are the energy

deposits as a function of η and φ of the HCAL tower. Each bin rep-

resents one single HCAL tower. On the right is the energy measured

in each of the pixels in the corresponding problematic HPD. As seen in

these examples, noise-like energy deposits which are randomized in the

physical η − φ space tend to be neighbors in the HPD pixels. . . . . . . 163

B.5 Ideal HCAL pulse shape as measured and parametrized during the test
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and a dataset with less noise on the left. . . . . . . . . . . . . . . . . . 166

B.7 The performance of the fit-based filter, comparing the missing transverse

energy (MET) after the filter to before the filter, for several types of events.167

B.8 Distributions of R45 variable used in the filter are shown on the top for

a dataset containing noise (right), and a dataset with less noise (left). In

the bottom plots the HPD count distribution between a noise-enriched

dataset (red) and a clean dataset (black) is shown. . . . . . . . . . . . 168
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B.10 Corrected energy distribution after the correction (black), compared to

that before the correction (red). The mean of the energy from pileup

after correction shifts back to zero. . . . . . . . . . . . . . . . . . . . . 170



xxix

B.11 Demonstration of the negative energy filter by looking at reconstructed

energy in different time samples. In the SingleMu dataset, which is clean

of noise, there is no significant negative energy tail. On the other hand,

in the MET dataset enriched in noise, due to the presence of spike-like

noises, a large negative energy tail is seen. A large negatively recon-

structed energy indicate that the pulse shape differs greatly compared

to the expectation, which is a sign of noise. . . . . . . . . . . . . . . . 171

C.1 Test beam layout and detector setup. The beam comes from the left,

and passes through the wire chambers and triggering scintillators before

hitting the HCAL tower. There is a lead absorber and a muon chamber

behind the HCAL tower. . . . . . . . . . . . . . . . . . . . . . . . . . . 173

C.2 Wire chamber alignment. Left: before alignment, and right: after align-

ment. The coordinates from the wire chambers are measured in units

of mm. By this alignment procedure, we are able to align the wire

chambers to an accuracy of O(1) mm. . . . . . . . . . . . . . . . . . . 176

C.3 The concentration of energy deposits in the middle tower, for a run with

a muon beam. The y-axis shows the energy concentration in the middle

tower, defined as the energy measured in the middel towel divided by

the total measured energy in all three towers with 16-layer readout.

It is plotted with respect to the x-coordinate of the extrapolated hit

position. For muons with hit position above 8 mm, the majority of

energy is deposited in the neighbor tower due to an misalignment of the

HCAL modules with beam direction. . . . . . . . . . . . . . . . . . . . 177
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C.4 The linear correlation coefficients of pedestal values in different chan-

nels in the three towers with 16-layer readout. The x and y axes are

the channel index for each individual channel (48 in total). Before the

pedestal subtraction procedure, a correlation is seen in the pedestal val-

ues for the different channels (left). The correlation is reduced a lot after

the pedestal subtraction, showing a maximum of correlation coefficient

of 0.1 (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

C.5 The fit to muon calibration runs to extract the minimum ionizing po-

tential (MIP). We use a Laudau function convoluted with a Gaussian as

a model to fit the spectrum. The median value of the function is then

used as the measurement of the MIP for the channel. . . . . . . . . . . 178

C.6 The unwinding procedure. In the top row, the ADC value distributions

of two pion runs with the same beam energy are shown. On the left is the

distribution with pre-amplifier on, and on the right is the correspond-

ing spectrum with the pre-amplifier off. We observe a clear saturation

effect in the spectrum with pre-amplifier on. By comparing the two dis-

tributions and matching the corresponding ADC values with the same

cdf value, we were able to obtain a mapping between pre-amplifier on

ADC value and the corresponding pre-amplifier off ADC value. This

mapping is then used to “unwind” the spectrum with pre-amplifier on

for the energy measurement. One such mapping function is shown in

the bottom row. There is a long linear regime when the ADC value is

small, and the saturation effect is seen with larger ADC values. . . . . 179
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C.7 Lepton contamination studies. On the left the energy concentration

in the middle tower is shown for a run with pion beam. Since the

hadron shower is not contained in a single HCAL tower, the energy

concentration is in general not 100%. There is, however, a population

with 100% energy concentration in the pion data. It is compatible with

expectations from electrons. The longitudinal profile of the events with

100% energy concentration in the middle tower is shown on the right.

We see a shallower profile compared to an average hadron shower. . . . 180

C.8 The HCAL longitudinal profile. On the left the longitudinal profiles for

pions with different energies are shown. There is a dead channel (layer

12) in the readout. With the increasing energy, position of maximum

shower is deeper. The average depth of the shower is shown on the right

as a function of energy. With pion beams of energy above 100 GeV,

the average depth deviates from the expected logarithmic dependence,

which could be due to the worse shower containment at large beam

energies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

C.9 Measurement of the HCAL interaction length. The position of the first

energy deposit is plotted, showing an exponential dependence above the

initial rise. We can fit the exponential constant and obtain a mea-

surement of the interaction length in HCAL. It is compatible with the

expectation of brass material interleaved with plastic scintillators. . . . 181

C.10 The comparison of HCAL precision with full layer readout with an ear-

lier test beam (2006) studies with CMS Run I setup. We observe an

improvement in resolution with full layer readout. . . . . . . . . . . . . 182

D.1 Some of the lower order Feynman diagrams for Z+jets. With each

additional jet, there is an extra QCD vertex, and we expect the rate to
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D.2 The distribution of jet multiplicities in Z+jet events; comparing the
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D.3 The results on the Z (→ µ−µ+)+jet differential cross section measure-

ment. On the left the differential cross section is shown, comparing to

Monte Carlo simulations. The ratio RZ
N is also shown in the bottom.

On the right we report the measurement on the α and β parameters

(Equation D.2). The 1-σ ellipse of data (green) is in agreement with the

MadGraph simulation (red). . . . . . . . . . . . . . . . . . . . . . . . 188
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E.2 Scaling behavior of the razor variables. The exponential tail in MR drops

faster with tighter cut on R2 variable (top-left), and the extracted slope
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On the top we fit V+jet Monte Carlo samples to extract the MR shape
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the shape of the tt̄ contribution. The extracted shapes for the tt̄ and
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row. On the left the fits on MR shape as a function of R2 cut is shown,
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E.4 Validation of the background prediction process using ELE sample. The

extracted MR shape from the muon samples are used to predict the MR

shape in a signal-like region in the ELE sample. Since we do not expect

contribution from LQ signal in the ELE sample, it can be served as a

good cross check of the background prediction process. We see good

agreement for both the shape as a function of MR and the overall yield. 197

E.5 Comparison of the predictions and the data in the signal region, as a

function of the razor variables MR and R2. The total prediction is in

good agreement with data in both variables, and we did not see any
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E.6 LQ exclusion results from CMS, compared to the previous results from

the D0 experiment at the Tevatron. The limit on production cross sec-

tion (left) is shown as a function of the LQ mass assuming 100% branch-

ing fractions to bντ . The limit on mass is reinterpreted as a function of

different branching fractions (right). The result greatly extends the pre-

vious limit from the Tevatron, shown as the grey shaded area. . . . . . 198
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Chapter 1

Preface

In the early 1960’s a number of breakthrough developments and intellectual leaps

occurred which allowed the application of condensed matter ideas about spontaneous

symmetry breaking [1–3] to particle physics.

At first it was thought that the most suitable application of spontaneous symmetry

breaking to particle physics was in the area of strong interactions [4, 5].

Only in 1967 did Weinberg [6] and, independently, Salam [7] realize that the

Higgs mechanism [8–11] offered an elegant explanation of the unified structure of the

electromagnetic and weak interactions. In their model, which is now the electroweak

portion of the standard model, four Higgs fields are related by a gauge symmetry of

the type introduced by Yang and Mills [12]. Three Goldstone bosons are “eaten” to

give large masses to the W+, W−, and Z bosons that mediate the weak interactions.

An added bonus, not foreseen, is that the Higgs field also gives mass to quarks and

leptons, the elementary fermions that make up matter. The mass of the Higgs boson

is not predicted, but the interactions of the Higgs with other elementary particles can

be precisely computed as a function of its mass and the masses of the other particles.

A very extended experimental program targeting the search for the Higgs particle

was carried out in particle colliders over the past 30 years. The large electron-positron

collider (LEP) hosted in the tunnel where the LHC is currently operating, ran at

center of mass energies between 189 and 209 GeV, and produced a lower bound on

the Higgs boson mass of 114.4 GeV/c2 [13].

The Tevatron collected close to 10 fb−1 of pp̄ collisions at 1.98 TeV, and the exper-
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iments CDF and D0 were able to exclude a mass range between 147 and 179 GeV/c2

by early 2012 [14].

The LHC experiments, ATLAS and CMS with pp collision data collected at 7 and

8 TeV, began to observe an excess of events at around 120-130 GeV/c2 in two of the

main Higgs decay channels to bosons. On July 4, 2012, the CMS and the ALTAS

experiments announced jointly the discovery of a Higgs-like boson at 125 GeV/c2 [15,

16]. The discovery marks an important milestone in the 40-year long search for this

scalar particle.

While concluding my publication of the search analysis looking for 3rd generation

leptoquarks [17] around the time of the Higgs discovery, I decided that I wanted to

focus the rest of my thesis research on the characterization of the newly discovered

particle. At the time of discovery, the methods used to characterize the properties of

the discovered particle were based mainly on pair-wise testing between models. Fol-

lowing work from De Rujula et al. [18], I started by implementing a multi-dimensional

template method, whereby we attempt to capture the potential correlations among

all observables by making a large binned template from simulated samples, and we

study if this approach enhances the analyzing power relative to the existing kinematic

discriminant method where many observables are combined into one discriminant.

A kinematic discriminant is usually specialized to a model one wants to probe.

At an early stage of a discovery this approach is useful to exclude a number of the-

oretical models without being able to accurately determine the model to which the

data is pointing. Extracting simultaneously multiple parameters with this method is

suboptimal, and can sometimes produce misleading results. This motivates the multi-

dimensional template approach, which is built based on all kinematic observablesm

and which thereby presents the optimal precision measurement framework.

In the four lepton analysis there are 12 available observables with non-trivial cor-

relations, and a high-dimensional template is therefore constructed as the basis of an

optimized analysis. By using a high dimensional template based on all observables,

constructed with simulated events, all information including correlations between the

observables is retained in the analysis. However, in the course of my analysis, it soon
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became obvious that the coarse binning used in previous studies could not satisfacto-

rily carry all the information available in the 4` channel, and that simply increasing

the number of bins to deal with this issuebecomes computationally intractable.

Upon examining the multi-dimensional method carefully I realized that in order

to perform fits to the observed data, we do not need to keep the all the information in

the full multi-dimensional template. The likelihood used in the fit is evaluated from

the multi-dimensional template but only for the observed data. Therefore if there

is a way to calculate the likelihood directly, without storing the full template as an

intermediate step, we can overcome the computational obstacle.

I then showed that it is indeed possible if we do not use the simulated sample

as a means to fill the template and then extract likelihood from the template. We

can instead perform a convolution integral from the differential cross section itself,

combined with a functional modeling of the detector response (a so-called transfer

function).

There are two key ingredients in the calculation. One is the analytic expression of

the differential cross section, and the other is the 12 dimensional convolution integral

to incorporate detector effects. The calculation of the fully analytic differential cross

section was the subject of the thesis of theory graduate student and collaborator Dr.

Vega-Morales [19]. Independently I addressed the convolution integral. During the

summer of 2013 we worked out the last details of the numerical integration, and we

obtained the continuous likelihood.

This new approach has since changed the overall picture of Higgs properties mea-

surements. Instead of measuring a few parameters at a time, we are for the first

time able to measure all potential coupling parameters simultaneously, without loss

of information due to either binning effects or the choice of kinematic discriminants.

The main focus of this thesis is to develop and document this new approach

to Higgs property measurements. We first give a short summary of the standard

model and the Higgs mechanism in Chapter 2, and in Chapter 3 we focus on the

coupling parameters that we can probe in the H → ZZ(∗) → 4` channel. Chapter 4

gives a brief overview of the helicity amplitude formulation in the case where both
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intermediate vector bosons are on-shell. The CP violating observables in this channel

are summarized in Chapter 5. The background processes relevant to the properties

measurements are discussed in Chapter 6.

A description of the Large Hadron Collider (LHC) and the Compact Muon Solenoid

(CMS) experiment is provided in Chapter 7, leading up to the description of the

H → ZZ(∗) → 4` analysis in Chapter 8. All current measurements of the Higgs

properties are summarized in Chapter 9.

In Chapter 10 we outline the challenges and opportunities in fully utilizing all the

information available in the 4` channel. A custom fast detector parametrization is

described in Chapter 11. The convolution integral is described in Chapter 12, and the

details in the implementation are described in Chapter 13. The result of my analysis

using the data collected by CMS is shown in Chapter 14. Finally in Chapter 15 we

discuss the future potential in the H → ZZ(∗) → 4` channel, with this approach and

more data.
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Part I

Higgs and the Golden Channel
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Chapter 2

The Standard Model And The
Higgs Mechanism

2.1 Particle And Force Content

The standard model (SM) includes three families of quarks and leptons, and four

gauge bosons as the force carriers. The quarks in each family are categorized into

up-type and down-type. From lightest to heaviest the up-type quarks are the up

quark (u), the charm quark (c) and the top quark (t), each of which carries +2/3e

charge. The down-type quarks consist of the down quark (d), strange quark (s) and

bottom quark (b), each carrying charge −1/3e. The leptons include the charged

leptons: electrons (e), muons (µ), and taus (τ), and their neutral counterparts called

the neutrinos (ν): electron neutrinos (νe), muon neutrinos (νµ), and tau neutrinos

(ντ ). Stable normal matter is made up of the up and down quarks, and electrons.

In addition to matter, there are 4 fundamental forces. The strong force which

holds quarks together inside nuclei is the strongest of these, and is mediated by

gluons (g). The strong force charges are carried by quarks and gluons, while leptons

are neutral to the strong force. The electromagnetic force, mediated by photons (γ),

is responsible for all phenomena involving electric charges and electromagnetic waves.

Yet weaker is the weak force, mediated by the W+,W− and Z0 bosons. The weak

force can explain for example the radioactive decays of unstable atoms. The weakest

of all forces is gravity, hypothesized to be mediated by gravitons (G). Gravity is weak
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Type Name Mass Spin
Electric
charge

Weak
isospin

Weak
hypercharge

Quark

up (u) 2.3 MeV/c2 1/2 2/3e +1/2 (0) +1/3 (+4/3)
down (d) 4.8 MeV/c2 1/2 −1/3e −1/2 (0) +1/3 (−2/3)
charm (c) 1.275 GeV/c2 1/2 2/3e +1/2 (0) +1/3 (+4/3)
strange (s) 95 MeV/c2 1/2 −1/3e −1/2 (0) +1/3 (−2/3)

top (t) 173.07 GeV/c2 1/2 2/3e +1/2 (0) +1/3 (+4/3)
bottom (b) 4.18 GeV/c2 1/2 −1/3e −1/2 (0) +1/3 (−2/3)

Lepton

electron (e) 511 keV/c2 1/2 −1e −1/2 (0) −1 (−2)
electron neutrino (νe) < 2.2 eV/c2 1/2 0 +1/2 (−) −1 (−)

muon (µ) 105.7 MeV/c2 1/2 −1e −1/2 (0) −1 (−2)
muon neutrino (νµ) < 0.17 MeV/c2 1/2 0 +1/2 (−) −1 (−)

tau (τ) 1.777 GeV/c2 1/2 −1e −1/2 (0) −1 (−2)
tau neutrino (ντ ) < 15.5 MeV/c2 1/2 0 +1/2 (−) −1 (−)

Boson

gluon (g) 0 1 0
photon (γ) 0 1 0

Z (Z) 91.19 GeV/c2 1 0
W (W ) 80.4 GeV/c2 1 ±1e

Higgs (H) ∼125 GeV/c2 0 0

Table 2.1: Fundamental particles in the Standard Model. The fermions which make
up normal matter span over 10 orders of magnitude in mass, from the current limit
on neutrino mass of less than an electron volt, up to the heaviest known (top) quark
of 173 GeV. The force carrier bosons with spin 1 include gluons for the strong forcem
photon for the electromagnetic force, and the Z and W bosons for the weak force.
The final spin-0 Higgs particle, discovered in 2012 at the LHC, is responsible for the
so-called Higgs mechanism that generates mass.

enough that we haven’t been able to detect the existence of its force mediator, and so

far only a classical theory exists for gravity. A summary of the currently discovered

particle content of the standard model is shown in Table 2.1.

2.2 Electroweak Symmetry Breaking and Gauge

Boson Masses

The standard model is formulated in the language of gauge field theories. In order

to preserve gauge symmetry, the fields are required to be massless; i.e., mass terms

such as mΨΨ for fermions are not gauge invariant, and we cannot simply include this

term by itself. This poses a problem as particles are observed to have mass.
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The electroweak theory, now part of the standard model, proposed by Glashow [20],

Weinberg [6] and Salam [7] introduces an additional complex scalar field φ which

solves this problem through the Higgs mechanism [8–11, 21, 22]. The scalar field is in

a spinor representation of the SU(2) symmetry, with an additional U(1) gauge sym-

metry. Since we know that photons are massless, without the additional U(1) gauge

symmetry there would be no gauge transformation that leaves the field invariant, and

as a consequence all gauge bosons would be massive. The gauge transformation can

be written as

φ→ eiα
aσa/2eiβ/2φ, (2.1)

where σa denotes the usual 2 × 2 σ matrices of SU(2). The most general gauge-

invariant explicit renormalizable Lagrangian of this new scalar field sector can be

written as

L = Dµφ
†Dµφ+ µ2φ†φ− λ(φ†φ)2. (2.2)

with µ2 > 0, λ > 0, the potential term has an interesting “Mexican hat” shape, as

illustrated in Figure 2.1. Due to this shape, the vacuum expectation value (the so-

called vev) of the field, which corresponds to the minimum of the potential, is nonzero

and since the ring of lowest potential energy is degenerate, the location of the vacuum

on the ring is arbitrary:

〈φ〉 =
1√
2
U(x)

 0

v

 . (2.3)

The vacuum expectation value v occurs at

√
µ2

λ
, and the rotation matrix U(x) is

arbitrary and does not affect physics observables. The symmetry of this field is

spontaneously broken. The covariant derivative in Equation 2.2 can be written as

Dµφ =

(
∂µ −

1

2
igAaµσ

a − 1

2
ig′Bµ

)
φ. (2.4)

The gauge bosons of the SU(2) and U(1) fields are denoted by Aaµ and Bµ respectively.
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The mass terms for the Gauge bosons can be obtained from the kinematic term of

the covariant derivative:

L ⊃ 1

8

(
0 v

) (
gAaµσ

a + g′Bµ

) (
gAbµσb + g′Bµ

) 0

v


=
v2

8

[
g2A1

µA
1µ + g2A2

µA
2µ + (−gA3

µ + g′Bµ)(−gA3µ + g′Bµ)
]
. (2.5)

We can see that three out of four combinations of the gauge boson fields obtain mass.

The different combinations are listed as follows:

1. Two combinations of A1
µ and A2

µ have mass
1

2
gv. We can identify

1

2
(A1

µ ∓ iA2
µ)

as the W± bosons.

2. The Z boson can be identified as
1√

g2 + g′2
(−gA3

µ + g′Bµ). It has a mass of

1

2

√
g2 + g′2v.

3. The last combination,
1√

g2 + g′2
(g′A3

µ+gBµ) remains massless, and is identified

with the photon.

Finally, we can expand the scalar field around its potential minimum:

φ(x) =
1√
2
U(x)

 0

v +H(x)

 , (2.6)

and characterize perturbations of the φ(x) field induced by H(x). We call H(x) the

Higgs field. The rotation matrix U(x) can be eliminated through gauge transforma-

tions. Expanding the potential energy part of Lagrangian (Equation 2.2), we obtain

L ⊃ −λv2H2 − λvH3 − 1

4
λH4. (2.7)

We can then identify the Higgs boson mass and self-interaction terms, with a mass

given from the H2 term as

mH =
√

2λv. (2.8)
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Figure 2.1: Shape of the “Mexican hat” Higgs potential as a function of the φ field
represented in the Re(φ) and Im(φ) axes. The height denotes the potential energy.
The equilibrium at zero is not stable, as the energy is higher than its neighborhood.
This triggers spontaneous symmetry breaking: the vacuum takes on a specific value
along the minimum and loses its rotational symmetry.

All boson masses are specified by the four parameters g, g′, v and λ. The determina-

tion of the exact numerical values of these parameters still awaits further experimental

measurements of the self-coupling of the Higgs field, as we only have three constraints

from the gauge boson masses, and this does not yet fully specify all four parameters.

2.3 Fermion Masses

As originally proposed by Weinberg [6], Fermions obtain mass through coupling with

the φ field which has a vacuum expectation value. The up and down type of left-

handed fermions are grouped and assigned to a doublet representation of SU(2).

Right-handed fermions on the other hand are assigned as singlets in SU(2). The

SU(2) charge is conventionally named as the weak isospin: for left-handed fermions

it is ±1/2, while it is zero for right-handed fermions. The charge under U(1) (the
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weak hypercharge) is also different between left- and right-handed fermions. These

assignments for fermions are summarized in Table 2.1.

The Yukawa coupling terms in the Lagrangian for leptons can be written as

L ⊃ −λf F̄LφfR + h.c., (2.9)

where λf is the coupling strength, which is different for each particle. The values are

taken as input to the theory; we do not know yet if there is a deeper relation between

these values (which would imply that there is a yet-to-be discovered underlying sym-

metry). The fields FL and fR denote a left-handed doublet field and a right-handed

singlet field respectively. Substituting the field φ by its vacuum expectation value

plus a perturbing field H, two terms arise:

L ⊃ −1

2
λfvf̄LfR −

1

2
λfHf̄LfR + h.c., (2.10)

where we can identify
1

2
λfv ≡ mf as the fermion mass, and rewrite the Yukawa

coupling strength between the fermion and H field as mf/v.

For quarks, one extra non-negligible term arises since down-type quarks also have

mass:

L ⊃ −λdQ̄LφdR − λuεabQ̄Laφ
†
buR + h.c. (2.11)

Similar to the lepton case, this leads to masses md =
1

2
λdv and mu =

1

2
λuv. Note that

since neutrinos are found to have non-zero mass, their masses would be described by

terms similar to the latter term in the above Lagrangian, if the group representation

properties of the lepton sector are the same as the quark sector.

With the inclusion of three generations in the quark sector however, the mass

eigenstates are not diagonal in the electroweak couplings. There is mixing between

different families, related by unitary transformations between two bases. If we col-

lectively write the left-handed up-type quarks as a triplet uL and the left-handed
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down-type quarks as a triplet dL, the transformation between the two bases can be

characterized by unitary matrices Uu and Ud: u′L = UuuL, d′L = UddL, where the

primed fields are the ones that diagonalize the Higgs couplings, and the non-primed

ones are the mass eigenstates. These mixings lead to flavor changing charged currents,

parametrized by the Cabibbo-Kobayashi-Maskawa (CKM) matrix V ≡ U †uUd.

2.4 Parity And Charge Conjugation

In addition to the continuous gauge groups, there are a few discrete symmetries of

interest: parity (P ), charge conjugation (C) and time reversal (T ). The parity op-

eration transforms a system into its mirror image; a particle with momentum ~p is

transformed into −~p under parity. The helicity state however is not altered. This

symmetry, which is preserved under the electromagnetic interaction, the strong inter-

action and gravity, was hypothesized in the early 20th century to be conserved every-

where. However in 1957 Wu, Ambler, Hayward, Hoppes and Hudson [23] discovered

that parity is violated in 60Co beta decays, and thus invalidated the hypothesis that

parity is a fundamental symmetry of nature.

Charge conjugation symmetry is the symmetry that relates a particle with its

anti-particle. It was proposed, after the observation of parity symmetry violation,

that the combination of charge conjugation and parity, CP , might be a fundamental

symmetry of nature. In 1964, Christenson, Cronin, Fitch and Turlay [24] discovered

evidence that CP might be broken in the Kaon system. CP violation is further

confirmed by many collider experiments [25, 26].

CP violation is connected to some of the biggest physics puzzles today. For

example, it is one of the necessary conditions for the observed matter-antimatter

asymmetry in the universe, as pointed out by Sakharov [27]. However, the amount

of CP violation discovered in the standard model cannot explain the large baryon

asymmetry in the observable universe. Additional sources of CP violation are needed,

which makes the measurement of CP properties especially interesting.

The last discrete symmetry is time reversal symmetry. It relates processes by
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flipping the arrow of time. It is postulated that the CPT symmetry combination

which is a basic characteristic of the formulation of quantum field theories, might be

a fundamental symmetry of nature, and to this date there is no experimental evidence

of CPT violation. It is interesting to note that the existence of CP violation implies

T -symmetry violation if CPT is a symmetry of nature, and T -symmetry violation

has been recently observed experimentally [28].

2.5 Higgs Production and Decays at the LHC

Since the Higgs field plays a fundamental role in the standard model, it has been very

important to experimentally verify the existence of the Higgs boson with particle

colliders.

There are three primary production mechanisms of the Higgs boson in the stan-

dard model: gluon fusion through a heavy quark loop, vector boson fusion, and

associated production with a vector boson. In linear lepton colliders, as there is no

gluon in the initial state, the Higgs bosons are mainly produced from the associated

production. At the large collision energy of the LHC, the gluon contribution to the

proton parton distribution functions (PDF) is much more important than quarks (and

antiquarks) in producing a resonance at 125 GeV. The production of Higgs bosons

is thus almost exclusively from gluon fusion at the LHC.

There are many ways a standard model H can decay. Since the coupling involves

masses, a rich landscape is seen as the boson mass mH varies. A summary of the decay

branching fractions as a functino of mH is shown in Figure 2.2. The relative size of

the couplings to fermions can be easily understood: since the coupling is proportional

to the fermion mass, the cross section is expected to be proportional to the square of

the mass, in regions where on-shell decays are kinematically favorable.

The decays to leptons and quarks through vector bosons are fixed through the

Higgs mechanism, and the branching fraction to these modes keeps growing as mH

increases through the kinematic thresholds.

A Higgs mass at around 125 GeV is experimentally especially interesting, since it
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Figure 2.2: Branching fractions of the Higgs boson to different final states. For a Higgs
boson at a mass of 125 GeV the situation is especially interesting experimentally,
because both fermionic and bosonic decays of the Higgs boson are accessible.

is right in the transition region where decays through vector bosons are comparable

to decays to fermions. This allows us to probe the properties of the Higgs boson using

many different channels.

2.6 The “Golden Channel”

Among the numerous decay channels, the decay to four leptons, predominantly from

H → ZZ(∗) → `+`−`+`−(` = e, µ), is of special interest. At mH ∼ 125 GeV and

8 TeV collision energy, the branching ratio for H → ZZ → 4` (` = e, µ) is only

1.26× 10−4 and the cross section is 2.43 fb. While the decay branching fraction and

cross section is low, the signature is striking and the signal to background ratio is

good. With 20 fb−1 we expect a few dozen signal events, and similar number from

background processes.

The Feynman diagrams for the processes relevant to this channel are summarized

in Figure 2.3. The main irreducible background comes from the t/u−channel qq̄

initial state, with a smaller contribution from s-channel process, and an even smaller

contribution from the gg initial state. The composition of the background processes
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Figure 2.3: The relevant Feynman diagrams for the signal and background in the
H → ZZ(∗) → 4` analysis. The upper left diagram shows the dominant production
mode at the LHC for the Higgs boson from gluon fusion. The Higgs then decays into
four leptons through intermediate vector bosons. The upper right diagram shows the
dominant standard model background 4` process through a t/u-channel diagram from
a qq̄ initial state. The lower left diagram is the s-channel Z → 4` resonant process,
which contributes roughly 10% of the background at m4` = 125 GeV. The lower
right diagram is the sub-dominant background coming from gluon fusion, which at
m4` ∼ 125 GeV comprises about 3% of all the background.

is discussed in more detail in Section 6.1.

Another advantage of this channel is the richness of the decay information. With

four leptons in the final state, it is a closed (fully reconstructible) final state that

contains 12 degrees of freedom. This allows us to study the Higgs resonance in great

detail, and gives us the ability to unambiguously establish the discovery and measure

the Higgs boson’s properties.
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Chapter 3

Effective Theory Approach and the
Properties Measurements of the
Higgs in the Four Lepton Channel

3.1 parametrization Of The HV V ′ Vertex

A framework useful for the measurement of the Higgs boson properties starts by

parametrizing the effective HV V ′ vertex [29]. There are in principle three possible

Lorentz structures in each of the V V ′ sectors, where V and V ′ are neutral gauge

bosons (Z, γ):

iΓµνV V ′ = v−1
(
AV V

′

1 m2
Zg

µν + AV V
′

2 (k1 · k2g
µν − kµ1kν2) + AV V

′

3 εµνρσk1ρk2σ

)
, (3.1)

where k1 and k2 are the two 4-momenta of V and V ′. The couplings AV V
′

1 , AV V
′

2 and

AV V
′

3 are dimensionless complex form factors. The first coupling, AV V
′

1 , is related to

the mass term. In the standard model only the AZZ1 coupling is present, while AZγ1

and Aγγ1 are protected by gauge symmetry and vanish to all orders.

Among the three couplings, AV V
′

3 is odd under a CP operation, while the other

two are even under CP . Since these are the only three allowed Lorentz structures,

we can view these as one basis for the effective theory. Any physics of a heavier scale

(typically some new particles running in loops between H and V V ′) will generate

some combination of these couplings. Any deviations in these couplings would thus
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serve as a smoking gun for new physics.

Each of these terms generates a distinctive kinematic distribution. The mass

distributions of the two intermediate vector bosons are shown in Figure 3.1.

The couplings AV V
′

1,2,3 are in general contain q2-dependent form factors. In most

high mass scenarios, since further terms are suppressed by scale factors of the form
1

Λ2
where Λ is an effective mass scale or higher powers of this scale factor, we can

consider the form factors to be constant.

The form factors can also be complex, and could be generated for example if a

new unseen light particle is running in a loop. This generates non-trivial momentum

dependence, and one would need to consider both the complex phase and momentum

dependence at the same time for a better picture.

To the lowest order in the momentum expansion, the effective vertex parametriza-

tion can be mapped one-to-one from the effective Lagrangian:

L ∼ H

4v

(
AZZ1 ZµZ

µ + AZZ2 ZµνZ
µν + AZZ3 ZµνZ̃µν

+ AZγ2 ZµνF
µν + AZγ3 ZµνF̃µν

+ Aγγ2 FµνF
µν + Aγγ3 F µνF̃µν

)
. (3.2)

In the expression above, the vector boson fields with two indices are the anti-symmetric

field strength tensor

Vµν = ∂µVν − ∂νVµ, (3.3)

and the tilde indicates the dual of the field strength tensor:

Ṽµν = εµνρσV
ρσ. (3.4)

While the vertex parametrization is unique and complete, this choice of operators in

the Lagrangian is not. There are many equivalent operators which map back to the

same vertex factors. Momentum dependent terms can be mapped from additional

operators as well.

A similar formulation [30, 31] used in CMS results parametrizes the decay ampli-
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Figure 3.1: Shape of the different terms in the effective Lagrangian, as a function
of the dilepton masses. The upper left figure is the standard model HZZ tree-level
coupling, and other three panels are higher order HV V ′ couplings. The upper right
figure is AZZ , and the lower row is AZγ and Aγγ respectively. The pink line indicates
the lepton mass-pair ranges covered by typical analyses in CMS.



19

tude as follows:

A ∼ v−1
(
a1m

2
Zε
∗
1ε
∗
2 + a2f

∗
(Z)µνf

∗µν
(Z) + a3f

∗
(Z)µν f̃

∗µν
(Z)

+ aZγ2 f ∗(Z)µνf
∗µν
(γ) + aZγ3 f ∗(Z)µν f̃

∗µν
(γ)

+ aγγ2 f ∗(γ)µνf
∗µν
(γ) + aγγ3 f ∗(γ)µν f̃

∗µν
(γ)

)
. (3.5)

Here the field strength tensor of the Lagrangian formulation is replaced by fµν(V ),

defined as fµν(V ) = εµkν − ενkµ, where k is the vector boson momentum.

3.2 Effective Theory: Range Of Validity

The range of validity of this effective theory approach depends on how we would like

to interpret the result. We can measure the parameter set that best fits the data

within a designated model space, where all model points in the space can be valid

alternatives. The measurement is then simply the range of parameters within the

model space that best describes the data.

The interpretation of the result, however, is much harder. There are many possible

considerations that can affect the results of the measurements. For example, one

can consider the contribution of the momentum-dependent terms to the couplings.

Although it is expected that these terms are suppressed by some heavy scale of

new physics, there is no formal study to assess how small momentum-dependent

contributions might affect our measurement, where we only take the constant term in

the momentum expansion. In order to interpret the result in terms of the Lagrangian

parameters, one needs to carefully consider all possibilities, including the b-quark loop

which generates some small complex phase, and momentum-dependent form factors.

It is therefore important not to mix the interpretation with the measurement.

Since for the standard model we don’t have a full analytic calculation of these

momentum-dependent form factors (past leading order), it is prudent to report the

best fit values we see obtain from the data in the defined model space, as is.
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Chapter 4

Helicity Amplitude Formulation
for the ZZ On-Shell Case

4.1 CP Eigenstates and Lorentz Structures

In H → ZZ when H is > 2mZ , the two Z bosons are both on-shell, and the helicity

states are well-defined. One can then identify the three CP eigenstates, and therefore

the three terms in the effective theory formulation, from the configuration of the

helicity states. Since H is a scalar and Z is a vector, there are three ways to line

up the helicity of the Zs so that the total projection of the spin is zero. In the rest

frame of the H, we can have the projection of the spin of each Z both parallel to the

direction of each Z, or both anti-parallel to the motion, as shown in Figure 4.1. The

third possibility is to have zero in the spin projection along the momentum direction.

A CP -even eigenstate and a CP -odd eigenstate can then be formed by combining

the first two configurations. The third is even under CP operation.

The transverse and longitudinal polarization vectors of the two Zs in their respec-

tive rest frames can be written as

ε(1) = (0, 0, 0,±1)

ε(2) =
1√
2

(0, 1, i, 0)

ε(3) =
1√
2

(0, 1,−i, 0). (4.1)
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Figure 4.1: Three configurations of the spin lineup for the vector bosons decaying
from the Higgs. Since the Higgs boson is spinless, the total projection of the spin
along the decay axis must add up to zero. The projection of spins can be both parallel
to the motion, both anti-parallel to the motion, or zero for both vector bosons. The
polarization vectors for the vector bosons are indicated in Equation 4.2.

We choose the boost direction of one of the Zs to be z axis, with the boost into the

rest frame of the heavy resonance (H):

ε
(1)
V = ε

(1)
V ′ = (γβ, 0, 0,±γ)

ε
(2)
V = ε

(3)
V ′ =

1√
2

(0, 1, i, 0)

ε
(3)
V = ε

(2)
V ′ =

1√
2

(0, 1,−i, 0), (4.2)

where the ε(1)’s for the two Z’s have opposite signs in the z-projection. Since the

resonance that gives rise to the Z’s is a scalar, the transverse polarization vectors

follow the following relation:

εV = κε∗V ′ , (4.3)

where κ ∈ R. The Lorentz structure (Equation 3.1) is real when all the couplings are
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real. For a symmetric V V ′ tensor structure the helicity amplitude is real:

εV µεV ′νM
µν = κεV µε

∗
V νM

µν

=
1

2
κ(εµε

∗
ν + ενε

∗
µ)Mµν

= κRe(εµε
∗
ν)M

µν . (4.4)

Note that from here on, the subscript V is dropped for brevity.

Similarly we can show that if the tensor structure is antisymmetric, the helicity

amplitude is purely imaginary. Hence we can write the helicity amplitude as follows:

AT = fR(AZZ1 , AZZ2 ) + ifI(A
ZZ
3 ) = |AT |eiδT , (4.5)

where the functions fR and fI are real functions of the coupling parameters, and

vanish when all arguments are zero. The total helicity amplitude contains a non-zero

phase only when the CP -odd coupling is non-zero. The longitudinal polarization

vector is real, and because of the similar sign in the energy component and the

opposite sign in the z component, both the symmetric and antisymmetric parts of

the tensor structure contribute. The helicity amplitude AL = fL(AZZ1 , AZZ2 , AZZ3 ) for

such a state is a real number, which depends on all the coupling parameters.

The phase in the helicity amplitude enters as a phase shift in the φ distribution,

which is the opening angle between the two Z → `¯̀ planes. Distributions of the

different terms are illustrated in Figure 4.2, for a 200 GeV resonance decaying into

two on-shell Z’s.

This formulation is less well-defined when one of the Z’s is off-shell. The phe-

nomenological behavior however remains similar for lower mass resonances. A helicity

amplitude formulation in such cases remains as a future project.
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Figure 4.2: The distribution of the opening angle between the two Z → `¯̀ planes
for the CP even and CP odd terms for a 200 GeV heavy resonance. The size of
the coupling is chosen such that the black and the purple curves have the same
normalization. The definition of the opening angle φ is shown on the right.
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Chapter 5

CP Violation in the HV V ′ Sector

One topic of special interest for the measurement in this channel is the CP property of

the HV V ′ vertex. There are two types of potential CP violation [32]: one occurs when

there is interference between the CP -even and CP -odd operators. The interference

term is CP -odd in nature. It could happen both in the same V V ′ sector as well as

across different V V ′ sectors. Another type of potential CP violation occurs when both

strong and weak phases are present. Other than the possibility of having complex

couplings, one natural source of a strong phase is the phase from the Z Breit-Wigner

line shape. These two types of potential CP violation are discussed in more detail in

this chapter.

5.1 CP Violation Within The Same V V ′ Sector

As described in Chapter 4, the helicity amplitudes for the CP -even operators are real,

and imaginary for the CP -odd operators. This imaginary phase enters as a phase

shift in the distribution of the opening angle between the two Z → `¯̀ decay planes.

This angle φ can be written as a triple product of the momentum vectors of the four

leptons:

cosφ =
(~p1 × ~p2) · (~p3 × ~p4)

|(~p3 × ~p4)||(~p3 × ~p4)|
. (5.1)

When both CP -even and CP -odd terms are present, interference effects cause the

phase of the cos 2φ component to shift (as shown in the figure below): the square

terms from the CP even parts have a phase of 0, while the square terms from the
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Figure 5.1: Demonstration of the phase shift in the φ distribution. Here we compare
AZZ1 and AZZ3 , as well as interference between the two terms. When both terms are
present, the interference term contributes and causes an overall phase shift in the φ
distribution.

CP odd part have a phase of π, and the terms coming from the interference between

parts of different CP natures have a phase π/2. One example of breaking down the

different terms in the φ distribution is shown in Figure 5.1.

The size of the interference term in general is correlated with the overlap between

the two square terms. If the total amplitude is (A1 +A2) for the two terms, the size of

interference term is 2|A∗1A2| ∼ O(
√
|A1|2|A2|2). Therefore this type of CP violation is

most significant within the same V V ′ sector, where the mass distributions are similar

between the CP -even and CP -odd terms.

Additionally, since the observable is the opening angle between the two vector

boson decay planes, both planes are required for the observation of this type of CP

violation. By contrast, in the case of on-shell final state photons, one could in principle

measure the polarization of the photon or the plane of conversion. However, this is

difficult to perform experimentally, and there is no experimental analysis yet that

attempts to do this measurement by using the final state photons.
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5.2 CP Violation Across Different V V ′ Sectors -

Strong Vs. Weak Phase

Another type of CP violation can arise when both a strong phase and a weak phase

are present. CP violation is provided in this case by interference between the strong

phase δS, which does not change sign under CP operation, with the weak phase δW ,

which changes sign. One example of the weak phase is the CP -odd term which has

an imaginary amplitude. It changes sign under a CP operation.

To see that the presence of both strong and weak phases leads to CP violation,

suppose there is an amplitude where we have both types of phases:

A =
(
ASe

iδS + AW e
iδW
)
eiδ0 , (5.2)

where AS and AW real and non-zero, and where δ0 is an overall phase which could

contain both weak and strong phases. The phases δS and δW in this equation are to

be understood as the difference in the strong and weak phases respectively between

the two terms in the amplitude. Any overall common phase can be factored out and

is not physical. The interference term in the square of the amplitude can then be

written as

|A|2int. = ASAW
(
ei(−δW +δS) + ei(δW−δS)

)
= 2ASAW cos(δW − δS). (5.3)

Under a CP operation, the weak phase changes sign:

CP
[
|A|2int.

]
= 2ASAW cos(δW + δS), (5.4)

and we can write the CP violating term as

1

2
(2ASAW cos(δW − δS)− 2ASAW cos(δW + δS)) ∝ ASAW sin(δW ) sin(δS). (5.5)

We see that when both the strong and weak phases are present, there is a non-zero
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CP violating term.

The strong phase can come from different sources. One possibility is to have

complex couplings, where the coupling phase does not change under a CP operation.

However due to the reasons described in Chapter 3, a complex coupling is less well-

motivated theoretically.

A strong phase can be present even with all couplings real. Since the Z boson

is massive and shortlived, the propagator is imaginary and carries a nontrivial phase

dependence:

−i
k2 −m2

Z + imZΓZ
(5.6)

This imaginary phase of the propagator doesn’t change under a CP operation. It can

be the source of the strong phase in CP violating terms.

As seen in the existence condition for a CP violating term in this case (Equa-

tion 5.5), we require that sin δS is nonzero, indicating that the strong phase of the

two terms (in Equation 5.2) in the amplitude are different. If both terms in the am-

plitude come from the same V V ′ sector, the phase of the propagator is factored out

into the δ0 part, and there is no CP violation of this type.

As an example, we can look at the interference between the Zγ sector and the

γγ sector. When all the couplings are real, we can rewrite the effective Lagrangian

(Equation 3.2) in these two sectors as

L ∼ h

4v

(
AZγ cosφZγZ

µνFµν + AZγ sinφZγZ
µνF̃µν

+ Aγγ cosφγγF
µνFµν + Aγγ sinφγγF

µνF̃µν
)
, (5.7)

where φV V ′ is the CP phase in the V V ′ sector. Here the weak phase can be provided

by the difference between the CP phase of the two sectors: φZγ − φγγ.

Note that this type of CP violation does not require one to construct two planes

and look at the opening angle. One can look at H → `¯̀γ events, for example, and

observe this type of CP violation. In the differential cross section of H → `¯̀γ, there
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Figure 5.2: Shape of the CP violating term in the case of H → `¯̀γ as a function of
the di-lepton mass and the decay angle of the leptons. In the left plot, the projection
of the absolute value of the CP violating term is shown. As the contribution from
forward decay and the backward decay of the lepton with respect to the Z boson
direction cancel, the CP violating term does not contribute to the total cross section.
This is better illustrated in the 2D distribution, where red is positive and blue is
negative; green represents zero. The contribution is largest at the Z mass, and where
the direction of the leptons is close to the direction of the Z boson.

is a CP violating term as follows:

dΓCPV

dm2
`¯̀
d cos θ`¯̀

= cos θ`¯̀A
ZγAγγ sin(φZγ − φγγ)

e(gZ,R − gZ,L)mZΓZ
(
m2
H −m2

`¯̀

)3

512π3m3
Hv

2((m2
`¯̀
−m2

Z)2 +m2
ZΓ2

Z)
.

(5.8)

This term is proportional to the width of Z resonance, and has a characteristic Breit-

Wigner piece in the expression. The contribution is largest when m`¯̀ is close to mZ . It

is also a function of the relative weak phase of the two sectors φZγ−φγγ. Finally, it is

proportional to cos θ`¯̀, the decay angle in the di-lepton rest frame with respect to the

direction of the photon, indicating that this decay angle is a CP -violation observable.

The shape of this term as a function of cos θ`¯̀ and m`¯̀ is shown in Figure 5.2.
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Chapter 6

The Four Lepton Standard Model
Backgrounds

6.1 Background Processes And Components

The background processes [29, 33] to the Higgs boson signal are discussed in this

section. There are a number of standard model processes that can generate a four

lepton final state. Those relevant to the measurement of the properties for a resonance

around 125 GeV are shown in Figure 2.3. The largest contribution to the standard

model background is from the qq̄ initial state. A small contribution comes from the

gg initial state, where the two vector bosons attach to an internal fermion loop. For

the qq̄ initial state there exist both t− and u−channel processes, where the fermion

line couples directly to two vector bosons; and the s-channel process, where the qq̄

annihilates into a vector boson which decays into two leptons, and one of the leptons

radiates another off-shell vector boson which subsequently decays into two leptons.

At a center of mass energy ∼ 125 GeV, the s-channel resonance mainly goes

through a Z, and the contribution from γ is small. The radiated vector boson is

much more likely to be a γ, since the Z is too heavy. The differential cross section in

m4` from this sub-process has a resonance peak at m4` = mZ over a falling spectrum.

For the t/u-channel sub-process, the largest contribution is through Zγ that gen-

erates a broad shoulder above the kinematic threshold of mZ . A residual contribution

comes from the ZZ and γγ intermediate states.
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The relative contributions of different qq̄ initial state processes are shown [29] in

Figure 6.1 at leading order, combining the analytical differential cross section in the 4`

center of mass frame with the CTEQ6l1 [34] PDF set to account for the global boost

of the 4l system. A CMS-like cut [35] on the di-lepton mass and lepton acceptance is

applied in this comparison. Different colors indicate different contributions: s-channel

process, t/u-channel γγ, t/u-channel ZZ, t/u-channel Zγ, t/u-channel ZZ/Zγ/γγ

interference, and interference between the s-channel and the t/u-channel. The dotted

lines indicate a negative contribution, as the interference between different the terms

might contribute negatively to the cross section.

In the region we are interested in, the standard model background is dominated

by the t/u-channel diagrams with Zγ intermediate state. The contribution from ZZ

rises continually as a function of m4`, until it passes the kinematic threshold 2mZ ,

after which it dominates. The resonant s-channel process dominates at m4` ' mZ ,

but decreases when m4` is far from mZ . The contribution from the t/u-channel γγ

processes is a few percent of the total rate, throughout the plotted mass range.

The processes initiated from a gg initial state are not significant in the low-mass

region. This contribution rises to about 30% when m4` is larger.
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Figure 6.1: Contributions from different sub-process in the standard model dd̄→ 2e2µ
process, including interferences between the different terms. The red dots are events
generated with MadGraph [36], to be compared with the total differential cross
section shown in black. The different subprocesses shown include a t/u-channel dd̄→
ZZ → 2e2µ, dd̄→ Zγ → 2e2µ, dd̄→ γγ → 2e2µ and the s-channel resonant process
dd̄ → Z → 2e2µ. The dashed lines for the interference terms indicate a negative
contribution. This comparison is done at leading order with the CTEQ6l1[34] PDF
set.
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The Higgs Discovery and the

Properties Measurements



33

Chapter 7

Description of the LHC and the
CMS Detector

7.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [37] is a proton-proton collider located at CERN,

spanning the border of Switzerland and France near Geneva. The main ring is 100 m

to 150 m underground and has a circumference of 27 km. Superconducting magnets

are used together with RF cavities to accelerate and guide the beams, including 1232

dipole magnets and 392 quadrupole magnets. With a large magnetic field in the

dipoles of 8.2 T, the LHC is designed to accelerate protons up to 7 TeV per beam.

During Run I of the LHC, 3.5 to 4.0 TeV per beam was delivered, with prospects of

13 to 14 TeV collisions foreseen for Run II in 2015-2018.

There are four main detectors along the LHC ring. The two general-purpose

detectors, CMS [38] and ATLAS [39], focus on having almost 4π detector coverage,

and good tracking and calorimetry. These detectors were optimized to detect the

Higgs, as well as any new physics signatures, and to study standard model processes.

The LHCb detector [40] is specialized in studying b-physics, which boasts an excellent

tracking detector with outstanding particle identification. Since the goal of LHCb is

to study heavy flavor physics and it uses an internal gas jet target intercepted by

one beam, the detector covers only the forward region. ALICE [41] is a detector that

specializes in studying heavy ion collisions. It has excellent particle identification



34

1 Apr
1 M

ay
1 Ju

n
1 Ju

l
1 Aug

1 Sep
1 O

ct
1 N

ov
1 D

ec

Date (UTC)

0

5

10

15

20

25

T
o
ta

l 
In

te
g

ra
te

d
 L

u
m

in
o
s
it

y
 (
fb
¡
1
)

£ 100

Data included from 2010-03-30 11:21 to 2012-12-16 20:49 UTC 

2010, 7 TeV, 44.2 pb¡1

2011, 7 TeV, 6.1 fb¡1

2012, 8 TeV, 23.3 fb¡1

0

5

10

15

20

25

CMS Integrated Luminosity, pp

Figure 7.1: The amount of pp collision data collected by the CMS detector as a
function of time during Run I. The total integrated luminosity for pp collision data
is 23.3 fb−1 at 8 TeV and 6.1 fb−1 at 7 TeV.

capacity, even in busy environments like the one produced by heavy ion collisions,

which allows one to study the properties of the quark gluon plasma [42] in depth.

With the recent and future planned addition of electromagnetic calorimeter modules

in ALICE, the study of jet physics is made possible, enlarging the physics scope.

During Run I 6.13 fb−1 of pp collision at 7 TeV and 23.3 fb−1 at 8 TeV was

collected by CMS [43]. For heavy ion studies, the LHC provided 36.14 nb−1 of pPb

collision at
√
sNN = 5.02 TeV and 166.67 µb−1 of PbPb collision data to CMS at

√
sNN = 2.76 TeV. The evolution of the data collection as a function of time is shown

in Figure 7.1.

With the increased instantaneous luminosity towards the end of Run I (up to 7.7

Hz/nb), for each beam crossing there are simultaneous multiple collisions (pileup).

Since the cross section for soft interactions is much higher than for the hard processes

we want to study, to a very good approximation we can treat each event to be at
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Figure 7.2: The peak instantaneous luminosity is shown in the top panel during Run
I data taking in CMS, in 2010-2012. As shown, the peak intensity is progressively
higher towards the end of data taking in 2012. This resulted in a higher number of
concurrent collisions, as shown in the bottom panel, where up to an average of 34
interactions in each event were reached during one fill of the LHC.

most one hard interaction, with the rest of the event coming from soft interactions

which are of less interest. The peak number of concurrent interactions experienced

in CMS during Run I, averaged over one fill of the LHC, was 34.

7.2 The Compact Muon Solenoid Detector

CMS is a general-purpose detector with excellent all-round physics performance and

enhanced muon detection [44], located at the interaction region in the LHC ring op-

posite to the CERN Meyrin site, close to Cessy, France. The detector is ∼5-stories

high weighing 14 kton. From the inside to the outside, as shown in Figure 7.3, there

is the silicon pixel and strip tracking system, electromagnetic and hadron calorime-
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ters, superconducting solenoidal magnet, and a set of muon chambers interleaved

with the layers of the iron flux return yoke enclosing the whole detector. There are

several forward detectors along the beamline: the forward hadron calorimeter, the

CASTOR [45] experiment, the zero-degree calorimeter, as well as the TOTEM [46]

experiment.

Closest to the collision point, the silicon pixel tracker has a granularity of 100×150

µm2 with a cylindrical design for a hermetic 2π coverage. It is complemented by a

set of strip tracking systems just outside of the pixel system, with granularity of

10 cm × 80 µm within 55 cm of the beam line, and 25 cm × 180 µm in the outer

region of the tracker. The high granularity, together with a magnetic field of 3.8 T,

allows us to have excellent tracking resolution, up to 2% momentum resolution over

the whole tracker coverage of the pseudorapidity region up to |η| = 2.4, for a track

with pT ∼ 10 GeV/c.

The electromagnetic calorimeter [44] (ECAL) is a hermetic and homogeneous

calorimeter made of lead tungstate crystals (PbWO4). It covers the pseudorapid-

ity region up to |η| = 3 with 61,200 crystals in the barrel region |η| < 1.479, and

7,324 crystals in each of the endcap regions with 1.479 < |η| < 3. During test beam

studies it was measured that the energy resolution of electrons from a 3x3 crystal

matrix can be parametrized as 2.83%/
√
E ⊕ 12.4%/E ⊕ 0.26% (with E in units of

GeV). The crystals are about 24 radiation lengths [47] long, for shower containment.

The excellent energy resolution of the ECAL allows us to study electrons and photons

with excellent precision, making the discovery of the Higgs boson possible.

The hadron calorimeter [48, 49] (HCAL) is located outside of the ECAL. It is made

of brass absorbers interleaved with plastic scintillators equipped with wavelength-

shifting fibers for detector readout. The detector has a 10 interaction length [47]

depth [44], and an outer hadron calorimeter (HO) in the back to catch the tail of

hadron showers. By using the ECAL and HCAL, we are able to achieve a hadron

resolution of 10% for a single 100 GeV charged pion.

The forward hadron calorimeter covers |η| = 3.0−5.0. It is made of steel absorber

with quartz fibers for light detection. Fibers ending at different depth allow one to
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measure the electromagnetic component and the hadronic component separately. A

total of 1800 channels are present in both sides of the forward HCAL. The resolution

in the forward HCAL for QCD dijet events can be approximated by
σ

E
∼ 1.0/

√∑
ET,

where the energies are expressed in GeV.

The muon chambers [50] consist of three types of detectors: drift tube (DT)

chambers in the barrel and cathode strip chambers (CSC) in the endcap region, as

well as resistive plate chambers (RPCs) [51] in the endcap for triggering. Situated

outside of the magnet, the barrel muon chambers are interleaved with the iron yoke

that returns the magnetic flux. The drift tubes consist of several layers parallel to

the beam line, each measuring either the x or y coordinate in the plane. A position

resolution of 200 µm is achieved in the drift tube chambers. The cathode strip

chamber consists of 7 planes of cathode strips, with wires in between the planes of

strips. By reading out the ionization signal in each of the strips and in the wires, we

are able to reconstruct the location where the muon passes the through each CSC

layer. The location resolution is typically about 200 µm (and 100 µm for the plane

closest to the interaction point) in the x− y plane. The RPCs consist of double-gap

Bakelite chambers [51] operating in avalanche mode. The chambers are large and

cannot be used for precise location measurements, but the fast response allows for a

more efficient triggering.

We employ a multi-layered trigger system [52] for data acquisition. The first

layer, the level-1 trigger, operates on reduced-granularity data for a fast decision

time. The latency is designed to be less than 1 µs, with a rate of up to 100 kHz.

During the decision-making of the level-1 trigger, the data is held in a pipeline, and

sent to the high-level trigger (HLT) system if accepted. The HLT operates on the

output of the level-1 trigger, and is designed to reduce the total trigger rate from

100 kHz down to about 400 Hz for storage. Since the rate is controlled already by

the level-1 trigger, we are able to run higher precision HLT algorithms on the events

for a better trigger decision. The algorithms used in the HLT are similar to those

used in the offline physics analyses, reducing the potential inefficiencies due to an

algorithm mismatch between the triggering system and the event selections used in
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Figure 7.3: Schematic view of the CMS detector1. The collision point is on the left
at the center of inner circle. The produced particles travel through many subdetec-
tors. From inside: silicon tracking system, electromagnetic and hadron calorimeters,
superconducting magnet, and finally the muon chambers and iron return yoke.

various physics analyses.

CMS had a very good overall data taking efficiency [43] in Run I. During Run I pp

data taking, the overall efficiency was 93.5%, corresponding to a total of 21.79 fb−1

of pp collision data at 8 TeV and 5.55 fb−1 at 7 TeV.

1For an interactive version of the figure, see https://cms-docdb.cern.ch/cgi-
bin/PublicDocDB/ShowDocument?docid=4172
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Chapter 8

The Higgs Discovery

8.1 Higgs Decay Channels

The CMS and ATLAS experiments at the LHC announced the discovery [15, 16, 53]

of a standard model Higgs-like boson at around 125 GeV on July 4, 2012. Since then

the experiments have made observations and studied the properties of the new boson

in a number of channels, as summarized in Table 8.1.

The channels with the most discovery power come from closed final states with

high precision objects such as leptons and photons [35, 54–57]. The cross section is

low for these channels, but due to the distinctive final state signature, the background

level is manageable, allowing CMS to unambiguously discover it early on.

The decay to W+W− is harder to search for, mainly due to the two unseen neutri-

nos in the dilepton channel [56, 58]. Compared to the ZZ decay channel for example,

it is harder to distinguish the Higgs signal from the background, mostly due to the

irreducible standard model W+W− background.

There are also channels with direct decays to fermions which have been ex-

plored [59–61]. The decays of the Higgs boson to the bb̄ final state has a large

branching fraction, but it is difficult to measure as the QCD bb̄ production rate is

large. The analysis in this channel is only feasible when the Higgs is produced in as-

sociation with a vector boson pp→ V H, H → bb̄, in order to reduce the background

level.

Searches for H → τ−τ+ [60] and µ−µ+ [61] are very challenging. In both exper-
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Channel
CMS ATLAS

Expected Observed Expected Observed
H → ZZ 6.3σ 6.5σ 4.4σ (124.3) 6.6σ (124.3)
H → γγ 5.3σ 5.6σ 7.9σ (126.5) 4.1σ (126.5)

H → W+W− 5.4σ 4.7σ 3.7σ (125.0) 3.8σ (125.0)
H → τ−τ+ 3.9σ 3.8σ 3.2σ (125.0) 4.1σ (125.0)
H → bb̄ 2.3σ 2.0σ 1.4× SM (125.0) 1.3× SM (125.0)
H → Zγ 10× SM 9× SM 13.5× SM (125.0) 18.2× SM (125.0)
H → µ−µ+ 5.1× SM 5.9× SM 7.0× SM (125.5) 7.2× SM (125.5)

Table 8.1: Summary of the H observation status from CMS [15, 35, 53–55, 58–65]
and ATLAS [16, 56, 57, 66], expressed in terms of the significance obtained in each
channel. The numbers shown in the last two lines of the table, where the statistics
are insufficient to measure the production rate, are the 95% CL upper limits.

iments multivariate techniques are used for better separation of the signal and the

background. Nevertheless experiments have reported evidence of the decay in the

τ−τ+ channel, and we are approaching sensitivity to the decay to µ−µ+ as well.

The Higgs signal strength (µ ≡ σ/σSM) measurements in CMS are summarized in

Figure 8.1.

8.2 The Higgs to Four Lepton Analysis

The 4` channel is among the highest precision channels and the main focus of this

thesis.

Events used in this analysis are collected by triggers requiring double lepton trig-

gers, where all of the µµ, eµ and ee combinations are triggered upon. The trigger

thresholds are pT = 17 GeV and pT = 8 GeV for the two leptons. For the 4e final

state an additional three-electron trigger is used, which requires leptons with pT of at

least 15 GeV, 8 GeV and 5 GeV to recover some of the loss in efficiency because of low

energy electrons. The trigger efficiency for a Higgs-like signal with mH ∼ 125 GeV

is greater than 98% [35].
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Figure 8.1: Summary of the measured Higgs signal strength (µ ≡ σ/σSM) from CMS,
in different channels [35, 55, 58–61]. The results from all channels are compatible
with the standard model prediction, as indicated by the dashed line.
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8.2.1 Lepton Selection

We use a “particle flow” set of algorithms [67] in the analysis, that exploits information

from all the subdetectors in CMS to determine the energies of jets and leptons, as well

as the missing transverse energy. Electron candidates are required to have a transverse

momentum of at least 7 GeV and to be within the acceptance of |η| < 2.5. The

reconstruction of electrons combines clusters in the ECAL with the tracks matched

to it. Nearly collinear final state photon radiation of the electron is recovered in

the energy of the candidate electron (or positron). A “loose” selection criterion on

the quality of the track-fits is applied, to preserve high efficiency for the electron

candidates, at the expense of allowing part of the reducible background to remain.

The electron identification is done with a multivariate technique including observ-

ables sensitive to electron bremsstrahlung, matching of tracks and ECAL clusters,

and shower shape. It is trained on simulated Drell-Yan [68] events as signal, and on

a W+jet data sample where the jets are mis-identified as electrons, as background.

It is then validated using the Z → `` sample. This procedure is done in 6 bins of pT

and |η| of the electron, to capture the different behavior in different detector regions.

The muons are required to have at least 5 GeV transverse momentum with

|η| < 2.4. The reconstruction uses both information from the tracking system

and the muon chambers. Higher quality muons, which have track segments in both

systems that are matched together, as well as the lower quality muons where a well-

reconstructed track is matched to hits in the muon chambers, are used in this analysis.

The quality selection is done on the track segments (and on the muon chamber seg-

ments for the “global” mouns), while requiring small energy deposits in the calorime-

ters.

The leptons are required to be isolated. The total isolation variable is defined as

the sum in a cone of size ∆R ≡
√

(∆η)2 + (∆φ)2 < 0.4 around the lepton candidate,

of additional charged candidate and neutral candidates, while subtracting out the
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expected pileup contribution:

I =
1

p`T

(∑
pcharged
T + max

[
0,
∑

pneutral
T +

∑
pT

γ − pPU
T

])
, (8.1)

where the sum runs over charged hadron candidates (charged), neutral hadron can-

didates (neutral) and photon candidates (γ) within the cone. The summations are

the scalar sum of the transverse momenta of the candidates.

For electrons, the pileup contribution is estimated using the median energy density

in an event inside of clustered jets, multiplied by the “effective area” of the lepton [69–

71], tuned as a function of pseudorapidity. For muons, the pileup contribution is

estimated by averaging all the transverse momenta of the charged candidates not

originating from the primary vertex. The isolation requirement for both types of

leptons is that the total isolation is less than 40% of the lepton transverse momentum.

Additionally, a lepton 3D impact parameter significance criterion is applied, in

order to reject lepton candidates coming from pileup collisions. The impact parameter

significance is defined as the impact parameter divided by its uncertainty, with respect

to the primary vertex, as illustrated in Figure 8.2. If the significance is greater than

4, the lepton candidate is discarded.

The CMS detector simulation offers an outstanding ability to accurately represent

leptons in the apparatus, which results in a precise lepton calibration. In order

to validate the calibration, the masses of various dilepton resonances (Z,Υ, J/Ψ)

are extracted and compared to the best known values [47]. The result is shown in

Figure 8.3. For both electrons and muons in the kinematic ranges we are interested

in, the reconstructed dilepton resonance mass agrees with the known values to the

level of 0.3%, indicating that the simulation successfully reproduces the calibration in

data to a good precision. We also verified that the resolution for each type of lepton

is well reproduced in the simulation, at the 5% level.
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Closest point

track
Lepton

vertex
Primary

Beamline

Figure 8.2: Illustration of the lepton 3D impact parameter significance. The impact
parameter is defined as the distance of the closest approach between the primary
vertex and the lepton track. Depending on the track quality, we can define an un-
certainty on the impact parameter. The analysis selects leptons based on the ratio
between the impact parameter and its uncertainty. In other words, it is a test of the
compatibility between the lepton and the reconstructed primary vertex.
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Figure 8.3: The validation of the lepton calibration, showing the comparison of the
simulation and the data to the known masses of the Z,Υ, and J/Ψ resonances. The
dilepton resonances are reconstructed and the extracted masses serve as a measure
of the accuracy of the calibration. In the kinematic ranges we are interested in, we
observe a good agreement between simulation and data at the 0.3% level compared
to the best known masses for the resonances, indicating that the calibration obtained
by using the simulation successfully reproduces the calibration obtained with data.
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8.2.2 Final-state radiation recovery

A lepton can have final state radiation (FSR) where Z/γ∗ → `+`−γ. In this case it is

useful to assign the energy of the radiated photons back to the lepton. Photons are

selected in close proximity to the selected lepton candidate in η−φ: either pT > 2 GeV

within a cone of ∆R < 0.07, or pT > 4 GeV within a cone of ∆R < 0.5 from the lepton,

where ∆R is defined as

∆R ≡
√

∆η2 + ∆φ2. (8.2)

Photons are required to have a relative isolation smaller than 1. In the case of photons

the isolation variable is calculated by summing up all the transverse momenta of

charged hadrons and neutral candidates within a cone size of ∆R < 0.3:

I =
1

pγT

(∑
pcharged
T +

∑
pneutral
T +

∑
pγT

)
, (8.3)

where the summation of pT over photons excludes the candidate photon. All photons

satisfying the above conditions are potential candidate final state radiation (FSR)

photons.

We select at most one photon for the FSR recovery: if there is more than one

candidate FSR photon with pT > 4 GeV, the highest pT photon is selected; otherwise

the one closest to the lepton candidate is used.

8.2.3 Kinematic selections

Once we have selected the set of candidate leptons per event, all possible pairings

of the same flavor and opposite charge are examined. The pairing closest to mZ is

chosen as the first lepton pair that comes from a Z candidate, and the second pair is

formed using the remaining leptons.

We consider the addition of FSR photons only if the addition of the photon brings

the invariant mass of the three particles closer to mZ . If the three-body invariant

mass is above 100 GeV, the FSR candidate photon is discarded. Since the muon

momentum does not include any radiated photons, final state recovery procedure is
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expected to recover resolution.

The first lepton pair is required to have an invariant mass within 40 < m`¯̀ <

120 GeV, while the second pair is required to satisfy 12 < m`¯̀ < 120 GeV. Since

the analysis is targeted at discovering a Higgs boson above 110 GeV, one of the Z’s

is preferably on-shell. The first lepton pair invariant mass selection does not reduce

the Higgs signal efficiency, while controlling reducible backgrounds from misidentified

leptons. On the other hand, the invariant mass of the second Z is expected to be

highly off-shell, and so pushing the mass cut down helps to increase the sensitivity.

The lower bound is chosen such that the Υ resonances do not contribute to our signal

sample. If there are multiple combinations of leptons satisfying the requirement, the

ambiguity is resolved by selecting the combination with the highest sum of transverse

momentum.

Among all the selected leptons, we require one lepton to be above 20 GeV and

one to be above 10 GeV. The cuts are driven by the trigger efficiency. In order to

reject decays from low-mass resonances we also apply m`+`− > 4 GeV, irrespective of

the lepton flavor.

The overall signal efficiency for this selection within the geometrical acceptance

is 30%, 43% and 62% for the 4e, 2e2µ and 4µ final states respectively, for a standard

model Higgs boson signal with mH = 125 GeV. The signal efficiency as a function of

the Higgs mass is shown in Figure 8.4.

8.2.4 The Standard Model Background Estimation

The normalization and shape of the irreducible backgrounds are estimated from sim-

ulations. The cross sections at next to leading order (NLO) for the qq̄ initial state,

and at leading order (LO) for the gg initial state, are evaluated with mcfm [72]. The

uncertainty from the simulation prediction is completely dominated by Monte Carlo

statistics.

The irreducible background from double-parton interactions is estimated using the

pythia generator [73], with an overall cross section calculated as the product of Z
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Figure 8.4: The efficiency of the analysis selection for different final states as a function
of the Higgs boson mass. For a standard model Higgs at 125 GeV, the overall selection
efficiency including acceptance effects is 30%, 43% and 62% for the 4e, 2e2µ and 4µ
final states respectively

cross section with the probability of a second Drell-Yan (DY) interaction. The prob-

ability of the second DY interaction is estimated by the ratio between the Drell-Yan

(DY) cross section and the phenomenological minimum bias effective cross section,

which is measured at the LHC at 7 TeV to be 15 mb. This assumes that the second

partonic interaction is independent of the first DY interaction, and that the probabil-

ity of having a DY interaction can be estimated by the ratio of the DY cross section

to the total pp cross section.

For the reducible background two methods are used. We extrapolate the yield

from a control region (defined below) to the signal region using a parametrization

of the lepton mis-identification probability as a function of the lepton transverse

momentum.

The first method uses oppositely signed leptons. The control region in this case is

defined by using a first lepton pair candidate with two same flavor oppositely charged

leptons, that pass a relaxed set of selection criteria. Here we define two subsamples:

2-pass-2-fail (2P2F), where two leptons pass all the selections, and the other two

pass the loose selection but fail further requirements; the other analogous sample is

the 3-pass-1-fail (3P1F) sample, where only one lepton fails the lepton identification
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Figure 8.5: The validation of the reducible background estimation using the opposite-
sign lepton method. The prediction of the reducible background is in agreement with
the data, within uncertainties.

criteria.

The 2P2F sample is used predominantly to estimate events with two prompt lep-

tons, while the other control sample is used to estimate the background contributions

with three prompt leptons, such as leptonic decays of WZ production. Yields in each

of the control samples are weighted by the lepton fake rate.

The second method uses same-sign leptons. The control region in this case consists

of a good first lepton pair candidate, with two additional leptons with the same flavor

but same charge. Since there is no signal contribution in this control sample, we

expect the leptons to be fake leptons. The expected contribution from the reducible

background is then obtained from the same-sign control sample weighted by the

lepton fake rate, and the expected ratio of same sign to opposite sign pairs, taken

from simulations.

A validation of the method is shown in Figure 8.5, where we compare the pre-

diction of background with data, in a control region where the selection is the same

as the main analysis selection, except that the second dilepton pair is formed from

a wrong combination of flavor or charges (µ±µ±, e±e±, e±µ∓). We see a reasonable

agreement between the prediction and the data, within the uncertainties.
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Figure 8.6: The H → 4` mass spectrum from the full CMS Run I dataset. The
expectation is compared directly to data without a fit to extract the normalization
from the data. A clear excess is observed at 125 GeV over the standard model
background. The background modeling is good over the full m4` mass range, including
the Z resonance peak at mZ , as well as the qq̄ → Zγ → 4` and qq̄ → ZZ → 4` t/u-
channel contributions.

8.3 The Four Lepton Analysis Results

An excess is observed relative to the background in the 4` channel around 125 GeV,

as shown in Figure 8.6. We show the cross section limit in Figure 8.7 and the local

significance of the excess in Figure 8.8. A standard model-like Higgs boson of mass

between 114.5−119.0 GeV and 129.5−832.0 GeV is excluded at the 95% confidence

level using the CLs [74, 75] statistical approach. The local significance of the excess

is expected to be 6.6σ, while the observed significance is 6.9σ.

We show an event display of one of the selected candidates for a H → ZZ(∗) → 4µ

event in Figure 8.9.
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Chapter 9

The Higgs Boson Properties

9.1 Introduction

With the observation of a Higgs-like boson established in multiple channels, the focus

of the work has moved to characterizing the properties of the resonance. Of particular

interest are the mass, spin/CP properties, cross section and couplings to other stan-

dard model particles. Efforts have been pursued on all fronts, which we summarize

in this chapter.

Before we describe the ongoing work to characterize this resonance, there are a

few inferences on the properties of this particle that can be made from the decay

products.

The particle is a boson and is electrically neutral. This can be seen from the 4` and

γγ final states. Since the final state in these channels is closed (fully reconstructed),

and a clear peak is observed in these final states, the total spin can only be an integer.

The spin of this particle can be deduced from the observation of it decaying into

two photons. Since photons are massless there is no longitudinal polarization. It

is impossible to line up the helicity of photons to match any spin state of a spin-1

particle, also known as the Landau-Yang theorem [76, 77].
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9.2 The Higgs Mass Measurement

To measure the mass of the resonance we use the channels with the best measured

final state particles, namely leptons and photons. Therefore the 4` and γγ channels

are the best candidates for the mass measurement. Analyses [78, 79] have been carried

out in CMS in these channels.

The 4` channel analysis [79] is done primarily by using three observables. In order

to distinguish the H signal from other standard model background processes, a dis-

criminant is constructed as the ratio between the signal and background likelihoods.

The shape of this distribution gives good separation power between the signal and

background. In addition to the discriminant, the two other observables include the

4` mass and an estimator of the event-by-event mass resolution σM , estimated by the

kinematics and quality of the identified leptons. The introduction of this observable

allows us to more heavily weight events with good mass resolution, and to give less

weight to events with leptons in the kinematic regime with lower expected resolution.

The analysis proceeds by constructing templates from simulated Monte Carlo events

based on these three observables, and performing a fit to the data. The result for the

mass measurement in the 4` channel is shown in Figure 9.1.

The mass measurement in the di-photon channel [55] is done by carefully modeling

the line shape, and by performing a fit to the signal using this shape, on top of

the large background in the mγγ spectrum. The signal line shape is modeled by a

Gaussian distribution, while the non-peaking background shape is modeled by a 5-

th order polynomial. The fit is performed simultaneously in different sub-samples

classified by the number of jets and the quality of photons. The uncertainty in the

mass measurement is performed by a scan of the hypothetical mass and find the

region with 68% C.L. We show the result in Figure 9.2.

A combination analysis has been carried out using the γγ and ZZ channels, shown

in Figure 9.3. We observe some tension between the mass measured in these two

channels, at the 1.6 σ level. The best fit combined mass is 125.0 +0.26
−0.27 (stat.) +0.13

−0.15

(syst.) GeV.
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Figure 9.1: Summary of the CMS Higgs mass measurement in the 4` final state.
Curves of different colors represent the measurement done with only one final state
lepton combination. Measurements from different final states agree with each other
at the one sigma level. The combination of all channels is shown as the black line.

9.3 The Higgs Couplings Measurements

A common framework [80] to parametrize the potential deviation of the Higgs cou-

plings to various particles from standard model predictions has been formulated by

the LHC Higgs cross section working group (LHCHXSWG). This framework assumes

one single resonance in the narrow width approximation, and a standard model like

tensor structure in the Lagrangian.

The ratio of the observed rate of a Higgs boson decaying to different final states,

relative to their respective standard model expectations, is denoted by κ2 with dif-

ferent subscripts. There is a κ2 parameter for each of the observable tree-level Higgs

couplings to vector boson and fermion pairs: κ2
W , κ

2
Z , κ

2
t , κ

2
b , κ

2
τ , as well as κ parame-

ters for the effective couplings involving loops of other particles, for example κ2
gg and

κ2
γγ. One can also assume some additional constraint to reduce the dimensionality,

for example κ2
f which assumes a uniform deviation of Higgs couplings to all fermions,

as well as κ2
V to probe universal deviations of couplings to vector bosons (Z and W )
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Figure 9.2: Summary of the CMS Higgs mass measurement in the γγ final state. The
green and yellow regions represent the 1σ and 2σ intervals respectively. There is a
slight tension of 1.6σ between the results from the 4` channel and the γγ channel.
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Figure 9.4: Selected CMS results on measuring the Higgs couplings. On the left the
combined result using all channels is shown, assuming a universal κf and a universal
κV . The standard model point (1, 1) is indicated as the yellow diamond, which is in
agreement with the combined 1σ contour in gray. In the right plot the result from
a combined fit floating κW , κZ , κt, κb and κτ simultaneously is shown. The result is
again compatible with the standard model expectation.

assuming custodial symmetry [81, 82].

This framework is useful to parametrize deviations from the standard model. How-

ever, because of the many assumptions behind the definition of these parameters, if a

significant deviation is seen, we cannot interpret it directly as arising from modifica-

tions to the couplings themselves. We should therefore formally examine all potential

alternative models, in order to have a better picture of the true nature of any coupling

deviations.

The results from all channels in CMS [83, 84] are combined and fitted globally to

obtain results for these coupling deviation parameters κ2. Selected results are shown

in Figure 9.4. In the left panel a global fit allowing only κ2
f and κ2

V to float is shown.

As shown in the figure, the symmetry between positive and negative values of κf is

broken only by the measurement of the γγ final state, as a result of the destructive

interference between the W loop and the t loop. In the right panel the fit to the five

tree-level κ2 is shown. We do not see a significant deviation from the standard model

expectations, in any of these parameters.
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9.4 The Higgs Width Measurement

A sophisticated analysis [85] has been designed to probe the tiny Higgs width (4.2 MeV)

using the interference between the s̋ignal and the background. The standard model

Higgs at 125 GeV is mostly produced from the gg initial state, which interferes with

the background process initiated by the same initial state. In the Higgs resonance re-

gion the contribution from the gg-initiated background process is small, but as shown

in Figure 9.5, it increases as the invariant mass becomes larger. The key observation

that makes this measurement possible is that while the resonance cross section is a

function of the Higgs width ΓH , the interference effect does not depend on the Higgs

width in the highly off-shell region where m4` > 2mZ . The ratio of the resonant cross

section to the size of the interference allows us to measure the width of the Higgs.

CMS has carried out this analysis with a cut-based approach [86] that uses the

mass spectrum in both the 4` and `¯̀νν̄ channels. Since we do not have sensitivity

to measure the Higgs width yet, we currently set a limit on the size of Higgs width,

assuming that everything is standard model, and with the mass set to the best-

measured value 125.6 GeV in the 4` channel. We obtain a limit of to be 5.4× ΓH at

95% C.L.. The likelihood scan is shown in Figure 9.6.

9.5 The Higgs Spin Inference

We can explicitly test the spin of the Higgs-like resonance by use of pair-wise model

testing [87]. The technique compares two model hypotheses, and use a measure of

“distance to each model” to quantify whether the data is closer to one model or the

other.

This distance of measure is often formed with kinematic discriminants, as done

in CMS’ and ATLAS’ analyses [35, 79, 88]. The kinematic discriminant employed in

this case is the ratio of the truth-level differential cross section, recast into the range

of 0 and 1:

D1 ≡
P0

P0 + cP1

. (9.1)
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The subscript 0 indicates null hypothesis, or the standard model signal hypothesis,

while the subscript 1 indicates alternative hypothesis. Since we don’t have access to

the quantities before the detector acceptance and smearing, the reconstructed quanti-

ties are used for the evaluation of the truth-level probabilities. An additional discrim-

inant is constructed to distinguish between the standard-model and the background

hypotheses:

DBkg ≡
P0

P0 + c′PB
, (9.2)

where PB is the background likelihood. Having constructed these quantities, the

analysis proceeded by constructing templates using these quantities as axes, and

filled with Monte Carlo generated events for different processes. One such example

is shown in Figure 9.7. The height of this template is then used as the measure of

distance to each model:

Li = Li(D1, DB), (9.3)

where i represents templates from different hypotheses. The total “distance” of the

dataset is the product of all single-event distances. Finally, the ratio of the dataset

distance is used to distinguish one hypothesis from another.

There are many possible Lorentz structures for each of the spin-1 and spin-2

possibilities. All combinations of different terms with varying strength, even though

not necessarily theoretically well-motivated, represent viable alternative models. The

CMS analysis has tested through 12 spin-1 models and 30 spin-2 models as of date

(Nov. 7, 2014). However in order to fully exclude the possibility that the underlying

resonance has a certain spin (in the framework of hypothesis testing), one must test

against all possible such alternative models.

We can also perform analyses that extract parameters for a more-complete picture

on the property of this Higgs-like resonance, as described in later sections.
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9.6 The Higgs CP Properties

Even in the realm of spin-0 models, there are the three Lorentz structures we can

probe, as was described in Section 3.1. The LHC experiments have proceeded to

measure mixtures between different terms, specifically in the ZZ sector where there

are three terms: AZZ1 , AZZ2 and AZZ3 .

An experimentally inspired way of defining the mixture, employed by CMS and

ATLAS experiments, recasts the coupling parameters in terms of ratios of cross sec-

tions [79, 88]:

fai ≡
|ai|2σi∑
j

|aj|2σj

φai ≡ Arg

(
ai
a1

)
, (9.4)

where ai is the coupling parameter for the term of interest, representing the set AV V
′

1,2,3

(discussed in more detail in Chapter 3) in the case where all coupling parameters

are constant, and σi is the corresponding cross section where ai = 1 and the other

couplings are set to zero. The term AZZ1 corresponds to the standard model tree-level

HZZ coupling. This has the advantage of being reparametrization invariant, i.e., one

can reparametrize the Lagrangian in many different ways, but this quantity would

stay the same. The disadvantage is that while the coupling parameters are theoret-

ically directly interpretable, these fractions are not. One would need to know the

cross sections, as well as the selections used in evaluating these cross sections, making

the interpretation of the result less straightforward. When there is a significant con-

tribution to the cross section from the interference term, as is the case between AZZ1

and AZZ2 , this fraction loses the simple interpretation as the ratio of the contribution

from different terms. It is nevertheless a viable parametrization to present the result

and is used by the experiments.

While this method on fitting using templates works well to measure up to three

parameters simultaneously, it becomes difficult to perform fits to more parameters
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simultaneously, as the number of dimensions of the template increases quadratically

to the number of parameters to fit. In order to perform such an analysis a novel

method is needed, which is the main work of this thesis. Before describing the analysis

framework, in the next chapter we discuss some of the challenges in the Higgs property

measurement in the golden channel.
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Chapter 10

The Golden Channel Challenges

10.1 The Challenge of the Twelve Observables

While the H → ZZ(∗) → 4` channel offers a good signal to background ratio, and

a large number of handles that have helped in the discovery of the Higgs boson

resonance, a number of challenges need to be tackled. There are four leptons in the

final state, each with three degrees of freedom (three momentum). In total there are

12 degrees of freedom. It is a challenge to accurately model all 12 highly-correlated

observables; a challenge that was the focus of this thesis.

One common parametrization of the 12 degrees of freedom starts by categorizing

observables into “decay” observables and “production” observables. Production ob-

servables refer to observables related to H production, and decay observables refer

to the decay of H. There are 8 observables in the decay side and all of them are

global-boost invariant. It is best visualized in the rest frame of 4 leptons, where we

have incoming protons pp producing a back to back gauge boson pair V V ′ where each

boson subsequently decays into 2 leptons:

1. m4`: invariant mass of the 4 leptons.

2. m1,m2: invariant mass of the two lepton pairs.

3. Φ1: azimuthal angle between the pp→ V V ′ plane and the first V → `¯̀ plane.

4. φ: azimuthal angle between the two V → `¯̀ planes.
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5. cos Θ: angle between the pp and the V V ′ directions.

6. cos θ1, cos θ2: the decay angle of each of the negatively-charged leptons in their

respective dilepton rest frame with respect to the boost direction.

The definition of these variables are summarized in Figure 10.1. The production

observables consist of 4 observables:

1. ~pT,4`: the transverse momentum vector of the 4-lepton system in the lab frame.

The two components are usually written as pT,4` and φ4`; namely the size and

direction of the vector ~pT,4`.

2. y4`: rapidity of the 4-lepton system in the lab frame

3. φoffset: rotation of the 4` system along the z-axis in the 4` rest frame before

boosting to the lab frame. It is defined as the azimuthal angle of the lepton of

the first lepton pair in the 4` rest frame.

The linear angle combination φ4` + φoffset corresponds to an overall rotation of

the system. We expect it to be flat for all models we are considering. The other

combination, φ4` − φoffset, however, could in principle be non-trivial.

When there is extra activity in the event, for example extra jets, there is an ambi-

guity in how we define the incoming partons that attach to the 4` system, as can be

seen in Figure 10.2, the choice of diagrams affect some of the reconstructed observ-

ables. One common definition [89] is to “distribute” the vectorial sum extra activity

evenly in both “sides” of the 4` system. If the jets sum up to a total momentum ~p, we

would attach ~p/2 at the two sides, and calculate the parton momentum accordingly.

This is illustrated in the last diagram in Figure 10.2.

10.2 The Four Lepton Parameter Space

Another challenge in this channel is the large number of parameters of interest. Even

if we take the lowest order in the momentum expansion of the form factor, there are

7 parameters across different V V ′ sectors, and each can be complex in principle.
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Figure 10.1: Definition of the 12 variables. In the rest frame of each V (V ′) we define
a decay angle θ1(θ2) of the lepton with respect to the V (V ′) direction, as shown in
the upper-left figure. In the upper-right figure we show the definition of the φ angle
in the 4` rest frame, which is the opening angle between two `¯̀ planes. The dilepton
masses are also indicated. Adding in the incoming partons, in the lower-left figure, we
can define three additional angles: Φ1, the opening angle between one of the V → `¯̀

planes and the plane formed by the incoming parton and V V ′; Θ, the decay angle
of the V V ′ with respect to the incoming parton; and φoffset, the rotation along the
incoming parton axis. Finally in the lab frame there is the 4-momentum of the 4`
system, which we parametrize as m4`, y4` and ~pT,4`, as can be seen in the lower-right
figure.
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The problem can be simplified by observing that the overall phase is not a physical

parameter. It can be fixed to any arbitrary value we choose. Furthermore the overall

scale of all the parameters is fixed by the observed rate, and is not our primary

focus of the property measurements in this analysis. This leaves us with 12 effective

parameters (or 6 in the case where all parameters are real). However, with the

momentum dependent terms the number of parameters grows rapidly, and measuring

all the parameters then becomes challenging.

With the large number of parameters of interest, a natural question arises: how

many of the parameters should we measure at the same time? One possible strategy is

to measure one parameter at a time, while fixing the other parameters to the standard

model value. While this is the simplest measurement one can do, it can be lead to

potentially misleading results if not accompanied by complementary measurements.

It is rare for a model to predict non standard model values for just one (or two) of

the effective couplings. It is usually the case that we expect deviations in all the V V ′

sectors. In any given measurement, by setting the coupling parameters which we do

not measure to standard model values, we neglect potential contributions that may

lead to a bias.

In the case where the true underlying model is the standard model, another view

of the parameter extraction procedure is that the statistical fluctuations of the true

model could be modeled by the anomalous coupling parameters. Artificial results

could thus be seen, if the model space we probe with the fit cannot properly describe

the fluctuations. For example, if the underlying distribution of an angle observable is

in fact flat, one cannot expect a good fit if we try to model the statistical fluctuations

using only cosine functions and no sine functions.

To better illustrate this point we consider the following toy example, which is a

1D projected version of the Zγ sector, together with a tree-level term AZZ1 . Suppose

there is only one observable φ, and the true model is

f0(φ) = 350− 7 cosφ+ 42 cos 2φ, (10.1)
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and the function used to model fluctuation is

f1(φ) = (35680− 140 cosφ+ 980 cos 2φ)A2
2 + (28490− 7660 cos 2φ)A2

3

+ (300.5− 821.4 cosφ+ 52.6 cos 2φ)A2 + (−569 sinφ+ 39.9 sin 2φ)A3

+ (17180 sin 2φ)A2A3, (10.2)

where the terms on the first line are the square terms of CP -even and CP -odd

operators, and the terms on the second and third lines are the interferences between

various terms. We can generate the data assuming a shape of f0(φ), and have the

option to fit for both A2 and A3 together, or just A2 alone, using f0(φ) + f1(φ).

The result is shown in Figure 10.3. Since the true model is with A2 = A3 = 0,

we see that the extracted values across many pseudoexperiments for A2 and A3 when

both are floated, form a simple 2D Gaussian-like shape, indicating that this is an

adequate basis to model the fluctuations. However if we fix A3 to zero and float only

A2, an interesting pattern emerges. For pseudoexperiments with A3 fitted to be close

to zero, when both are floated, the distribution of A2 remains normal - even if we float

only one parameter. However when the fit for A3 yields larger values, a bias starts to

appear in A2 if it’s the only one floated. This kind of behavior happens even with a

simple toy 1D analysis. In the full analysis which contains multiple observables, the

biases that result from the use of an inadequate basis can be complex to disentangle.

While we can never exhaust all possible terms in all effective theories, we should

also perform a complementary analysis where more terms are fitted at the same

time. The precision at which we can pin down values of effective couplings might

be worse, but by following this procedure we are better protected against potential

biases caused by an overly restrictive choice of the model. For understanding the

underlying physics, providing both types of measurements, with different model space

assumptions, is useful.
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Figure 10.3: Toy study in the Zγ sector, to show that incomplete modeling of potential
fluctuations can lead to artificial features in the result. Here the true model is the
tree-level AZZ1 coupling, and the fluctuations are modeled by floating the AZγ2 and AZγ3

operators. In the case where the fluctuations are better described by AZγ3 , artificial
features are seen when only AZγ2 is floated, since the model space probed cannot
adequately sample the fluctuations.
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Chapter 11

Super Fast Detector
Parametrization

In CMS there is an official event simulation and reconstruction software package [90]

that utilizes GEANT4 [91, 92] for simulation. It propagates the generated particles

through a full description of the CMS detector, simulates showers in the calorimeters,

and digitizes the responses in a manner closely approximating the digitization of

the real data. It has been proven to be very successful in describing the digitized

responses of the detector. The simulated and digitized detector responses are then

passed to a chain of event reconstruction algorithms which interpret the digitized

detector responses into energy deposits, and physical objects such as leptons and

jets.

The full simulation takes a considerate amount of CPU time. It takes order of

few minutes to simulate and reconstruct a single event in 2012 conditions. For some

searches where a large number of model points need to be scanned through, it becomes

too time consuming to prepare all the samples.

For studies where detailed detector responses are not the primary focus, a fast

simulation [93] has been developed. The fast simulation parametrizes the detector re-

sponses as a function of the generated particles, and thus bypasses the time-consuming

part of the event simulation through GEANT4. Although this yields an approxima-

tion to the detector responses, it is sufficient for many studies. Through the use of

this technique, CPU usage is reduced by a factor of 100-1000.
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For the purpose of studying H → ZZ(∗) → 4` events, the fast simulation is still

not fast enough for the algorithms described in the next few sections. However, since

only the leptons are of interest in the event, we have developed a custom super fast

simulation which parametrizes only the lepton response, and which goes from the

generator level to the reconstructed level directly. The CPU usage for each event in

this case is reduced to the order of tens of nanoseconds.

11.1 parametrization Of The Lepton Response

One important ingredient in the coupling measurement using the 4` channel is the

modeling of the lepton response in the detector. The modeling includes both the

smearing of the momenta, and the efficiency/acceptance effects on the leptons. The

model is extracted from CMS simulated samples for H → V V ′ → 4` and from

simulated ZZ di-boson sample. Since leptons are well-measured objects in the CMS

detector, the assumption that each lepton is independent of the others is reasonable.

The excellent CMS tracker directional resolution allows us to assume that the

directions of the leptons are perfectly measured, so that we need only model changes

in the magnitude of the lepton momenta. We define smearing factors c which are the

ratios of detector level lepton momentum magnitude divided by the corresponding

generator level momentum. The transfer function T̃ is then defined as the probability

density function that describes the chance that a lepton of a certain generator level

momentum gets smeared by a factor c:

dP

dci
= T̃ (ci|~pGi ), (11.1)

where the index i labels the lepton we examine. The momentum smearing transfer

function T̃ is normalized, so that integrating along all the possible smearing factors

yields unity. In addition, the efficiency and acceptance effects are encapsulated in an
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ε(~pGi ) function. The total transfer function T is thus expressed as follows:

T (ci|~pGi ) ≡ T̃ (ci|~pGi )ε(~pGi ). (11.2)

We construct each transfer function in bins of lepton pseudorapidity and transverse

momentum. We use 15 bins in pT and 16 bins in |η|, to better capture the dependence

of the transfer function on the lepton momentum. For each bin, a histogram of the

smearing factor ci is filled. A double-sided crystal ball function provides an adequate

description of the shape of these distributions. Some examples of the extracted trans-

fer function are shown in Figure 11.1, for muons and electrons with various momenta.

We summarize the extracted width of the transfer function T̃ for electrons and

muons as a function of the lepton pT and |η| in Figure 11.2. The width is expressed as

percentages of the generator level lepton momentum. For electrons, the momentum

resolution is good in the central region, and we see a worsening of resolution near |η| =

1.5 which corresponds to the boundary between the barrel and endcap calorimeters.

For muons this feature is not present since we do not rely on the calorimeters to

measure muon energy. The resolution for muons is good throughout the whole region

of interest, with some worsening close to the detector boundary at |η| = 2.4.

The efficiency function ε(~pGi ) is shown in Figure 11.3. Again, for electrons the

boundary between barrel and endcap calorimeters is clearly seen, while for muons

the efficiency is good overall. The efficiency is slightly worse at 8 TeV compared to

7 TeV, mainly due to a busier environment in the 8 TeV data, as a result of higher

pileup.

11.2 Transfer Functions Validation

In order to validate the extracted transfer functions, we apply them to the standard

model Higgs samples and compare distributions to CMS simulated samples. The

distributions of m4` and m1 are shown in Figure 11.4. These two obervables are the

most sensitive to lepton smearing effects, because of the sharp peak in the generator
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Figure 11.1: Examples of the extracted smearing transfer functions plotted as c − 1,
for muons and electrons with different momenta. On the top row muons with
pT = 15, 30, 45 GeV and |η| = 0.6 are shown, while in the bottom row the
same is shown for electrons. The width of the transfer function for electrons with
higher energy is smaller, relative to those with lower energy.
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Figure 11.2: Width of the transfer function as a function of the lepton transverse
momentum and pseudorapidity. On the left are the plots for electrons, and on the
right are the muon results. The top row shows the 7 TeV transfer functions and the
bottom row shows the transfer functions for 8 TeV. The binning used in the plots
shown here is the same as the binning of the transfer functions used in the analysis.
The color scale indicates the percentage relative to the lepton momenta.
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Figure 11.3: The efficiency for the leptons as a function of the lepton transverse
momenta and pseudo-rapidities. The results for 7 TeV are shown in the top row,
and for 8 TeV are shown in the bottom row. The effect of the boundary between the
barrel and endcap calorimeters is visible in the electron efficiency function on the left.
For the muons, on the right, the efficiency is good over the full range of kinematics
relevant to this analysis.
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Figure 11.4: Comparison of the m4` and m1 projections, showing the comparison
between the fully simulated sample, and the smeared sample.

level distribution. The m4` is modeled as a delta function at the generator level, and

the shape comes entirely from the smearing of leptons. We see excellent agreement

between the two samples, which are both distinctively different compared to the

generator-level distributions. A stronger check will be described in Section 13.6.3,

where we extract parameters using the reconstructed level pdf which incorporates

the transfer functions as part of the detector modeling.
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Chapter 12

8D Likelihood Effective Higgs
Couplings Extraction Framework
in the Golden Channel

12.1 The Multi-Dimensional Method Overview

The goal of this analysis is to exploit the full potential of this channel. In order

to do that we can first ask ourselves what we wanted to achieve if everything was

possible. It is clear that the current existing methods have some limitations. Since

a discriminant is constructed by taking the ratio of the likelihoods for two distinct

hypotheses, it is only useful in measuring any mixture of the two hypotheses. In the

case of multiple parameters of interest, for the existing approach one would need to

construct many such discriminants in order to span the full parameter space. It is

further complicated by the interference between different coupling parameters, which,

in the current approach, uses additional discriminants to help in describing the shape.

The number of discriminant dimensions needed to span the full space of parameters

of interest increases rapidly, and the use of Monte Carlo-based templates is thus not

computationally feasible.

There would be three types of potential improvements if everything were possible:

(1) we would have a continuous 12 dimensional pdf as a function of the reconstructed

quantities. Since there are only 12 degrees of freedom in the 4` system, this would

exhaust all possible correlations among the observables, and allow us to measure all
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potential parameters of interest at once, without the need to pick discriminants, and

(2) The pdf would be a continuous function of the parameters of interest, and (3)

Evaluation of the pdf would be extremely fast, as there are a great many evaluations

involved in the minimization process.

Once all of these are realized, one would simply perform a fit to the existing data

and extract all the parameters of interest at the same time. In the following sections

I will document the methods used in this thesis in detail, which make most of these

improvements possible.

12.2 The Higgs and Other Standard Model Four

Lepton Differential Cross Sections

Differential cross sections for the decay to four leptons have been calculated by Vega-

Morales et al [29, 33] to leading order. Instead of choosing a different language to

calculate different terms in the Lagrangian including interferences, a novel approach

was developed to calculate all the terms in a covariant way, including contributions

from different intermediate vector bosons. The expression obtained in this way con-

tains all possible distinct interference signal terms. Some example distributions are

shown in Figure 12.1.

All contributions with the qq̄ initial state from the SM are calculated (again at

LO). This includes t/u-channel di-boson processes (including ZZ, Zγ and γγ) as well

as the s-channel process qq̄ → Z/γ → 4`, and all the interferences among these terms.

For the measurement of a Higgs-like boson at 125 GeV, the background is domi-

nated by qq̄ initial state, while the SM signal is dominated by the gg initial state. As

a result, we can ignore the interference between the signal and the background for this

analysis. This signal-background interference, however, will need to be considered in

the era of HL-LHC.

It is not possible to write down the differential cross section for the production

observables, the four-vector of the 4` system, since it involves parton distribution
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Figure 12.1: Examples of projections of differential cross sections for different pure
CP -even models. The models shown include the standard model tree-level HZZ cou-
pling, and the leading order loop-induced HV V ′ couplings. For each model m1,m2, φ
and cos θ2 are plotted, showing the distinctly different shapes predicted by the differ-
ent models.
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functions (PDF). In order to model these observables, we performed a fit to events

generated using Monte Carlo generators.

In the signal case, we can safely assume factorization between the production side

and the decay side, which is calculated analytically:

d12σS
dm2

4` dpT,4` dy4` dφ4` dφoffset dm2
1 dm

2
2 dΦ1 d cos Θ dφ d cos θ1 d cos θ2

=
d5σS

dm2
4` dpT,4` dy4` dφ4` dφoffset

× d7σS
dm2

1 dm
2
2 dΦ1 d cos Θ dφ d cos θ1 d cos θ2

, (12.1)

where the production piece includes contributions from all possible initial states,

including the small non-gg contributions. We perform extraction from the NLO

generators to account for some of the acceptance effects. The extracted spectrum for

the signal is shown in Figure 12.2

Since the decay part of the background process depends on the exact initial state,

we have to extract the production spectra for different initial states, and combine

each of them with the appropriate decay differential cross section:

d12σB

d ~X
=
∑
i

(
d12σqiq̄iB

d ~X
+
d12σq̄iqiB

d ~X
+
d12σgqiB

d ~X
+
d12σgq̄iB

d ~X
+
d12σqigB

d ~X
+
d12σq̄igB

d ~X

)
, (12.2)

while looping over the different quark types. Note that since the decay kinematics is

not symmetric under a parity operation, the labels on the differential cross section are

directional and the two letters are not interchangeable. Here the NLO contribution in

the initial states are mostly accommodated, with an exception of a couple of diagrams

which we expect to give a small contribution. Some examples of such diagrams are

shown in Figure 12.3. Decomposition of the contributions from different initial states

are shown in Figure 12.4.

In order to fully include NLO effects, a different, more elaborate analysis strategy

needs to be developed, and we leave this to future studies.
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Figure 12.2: Extracted spectrum for the signal and the background for the 2e2µ final
state. In the first two panels the distribution with m4` = 125 is plotted, comparing
among the different components of the signal and background. In the rapidity distri-
bution, the initial state is directional. The difference in the initial state causes a shift
in the final state distributions. In the bottom left panel the m4` distribution is shown
for the background components. For a standard model Higgs signal, it is almost a
delta function and is not shown here. In the last panel, the 2D distribution of pT and
y4l for the standard model Higgs is shown.
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12.3 Integration Towards The 8D Likelihood

Having both the differential cross section and the transfer functions to describe the

detector response to leptons, we can proceed with calculating the detector-level like-

lihood via a convolution integral [94], as a function of all parameters of interest ~A 1:

P ( ~XR| ~A) ∝ F ( ~XR| ~A) =

∫
P ( ~XG| ~A)T ( ~XR| ~XG)d ~XG, (12.3)

where ~XR denotes detector level quantities, and ~XG denotes generator-level quanti-

ties. Equation 12.3 states that the detector-level probability is proportional to the

integral of all generator-level configurations each multiplied by its respective smearing

function, to obtain the corresponding detector-level configuration. Since the transfer

function T ( ~XR| ~XG) (see Equation 11.2) in general also includes detector efficiencies,

the integral F shown above is not properly normalized. The normalization procedure

is described in the next section.

There are three levels for each event:

Generator level→ Detector level→ Interpreted level

The generator level stage refers to the “truth level” quantities before any detector

effects. These quantities is then passed through the detector to get the detector level

quantities. In this intermediate stage we assume that we know the correct lepton

pairing, from the truth information. However since we only observe the four leptons

in the detector, “assign” the leptons to pairs, and consider all possible pairs and the

corresponding likelihoods.

The final quantities we reconstruct are at the interpreted level, where we choose

a specific lepton pairing to be interpreted as the ‘first pair’ and ‘second pair’. It is a

many-to-one mapping from detector level to interpreted level, where we consider all

1In this case, ~A denotes AV V ′

1,2,3. Also note that this compact notation will allow us to add further
parameters in future analyses
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possible pairings when calculating the final likelihood for a certain event:

P ( ~XI | ~A) =
∑
i

P ( ~XR
i | ~A), (12.4)

where ~XI represents the interpreted quantities, obtained by summing over all possi-

ble detector-level configurations that would be interpreted into the same quantities.

There are 2 possible pairings for each event with a 2e2µ final state, and 4 possi-

ble pairings for each 4e and each 4µ final state events. The implementation of the

convolution integral will be discussed in detail in Chapter 13.

It is necessary to normalize the pdf properly in order to treat it as a likelihood. The

normalization can be calculated by integrating the F ( ~XR| ~A) over the reconstructed

level configurations ~XR:

I( ~A) ≡
∫
F ( ~XR| ~A)d ~XR. (12.5)

The evaluation of the convolution integral F ( ~XR| ~A) is computationally intensive,

and it is not possible to repeat it many different times to get a numerical average

via Monte Carlo methods. It’s also non-trivial to calculate it via numerical methods

as there are 12 dimensions, and there is no simple way to cut down the dimensions,

as will be shown in the next chapter for the convolution integral. We can, however,

evaluate the equation differently and avoid the numerically intensive part:

I( ~A) =

∫
F ( ~XR| ~A)d ~XR

=

∫ (∫
P ( ~XG| ~A)T ( ~XR| ~XG)d ~XG

)
d ~XR

=

∫
P ( ~XG| ~A)

(∫
T ( ~XR| ~XG)d ~XR

)
d ~XG

≡
∫
P ( ~XG| ~A)ε̄( ~XG)d ~XG, (12.6)

where in the last step we define the “average efficiency” given a certain generator level

configuration as ε̄( ~XG). The average efficiency gives the probability that a certain

generator-level event will survive all the analysis cuts.
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Equation 12.6 follows from the observation that we are integrating over both the

generator level quantities and the reconstructed level quantities. In the first line of the

definition of the integral, the integration is first done over generator level quantites

inside F ( ~XR| ~A), and then done is over reconstructed level quantities ~XR. For the

correct evaluation of F ( ~XR| ~A), a careful calculation of the integration trajectory in

~XG is needed, which increases the computing time considerably. However, since the

integration is done over the whole phase space, it doesn’t matter which integration

we do first. If we do the integration over ~XR first, there is no need to calculate any

integration trajectory. It is then straightforward to do the integral, and we avoid the

computationally difficult parts. A simple Monte Carlo algorithm works well in this

case.

In Figure 12.5 we show an example of the convergence of the normalization cal-

culation as a function of sample count and CPU time. A large Monte Carlo sample

is generated with a uniform distribution in ~XG, and the events are then grouped into

pseudodatasets of a given sample size. By calculating the normalization from each

pseudodataset, and evaluating the RMS of the results relative to the mean value, we

can get an estimate of the precision for a given sample size. This is then repeated

many times for different sample sizes, and the result is plotted. The precision of the

normalization follows a simple N−1/2 dependence. When the sample size is large there

is some spread due to insufficient statistics, but N−1/2 fits well. We find that we can

reach precision of 0.1% in a few CPU-hours of run time for all components.

12.4 Signal Likelihood for an Arbitrary Model

Due to the simple structure of the differential equations, it is possible to pre-calculate

different pieces of the detector level likelihood separately, and later combine the dif-

ferent pieces to get the final detector-level likelihood. If the generator level differential

cross section can be written in this form:

P ( ~XG| ~A) =
∑
i

fXi ( ~XG)fAi ( ~A), (12.7)
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Figure 12.5: Estimation of the precision of the calculation of the convolution integral
normalization (see Equation 12.6). Since a Monte Carlo integration method is em-
ployed, we can estimate the precision by grouping individual samples into sub-samples
of different sample size, and use the RMS as a measure of the precision at any given
sample size. This is repeated many times and a 1/

√
N curve is fitted to the result. It

allows us to estimate the precision for a large sample size, where there are insufficient
statistics to evaluate the RMS spread with confidence. The lack of statistics is more
pronounced at larger sample sizes, where we see a larger spread in the RMS values.

where the index runs over different terms in the expression, the convolution integral

can be done on pieces that do not involve ~A, and are later combined together:

F ( ~XR| ~A) =

∫
P ( ~XG| ~A)T ( ~XR| ~XG)d ~XG

=

∫ (∑
i

fXi ( ~XG)fAi ( ~A)

)
T ( ~XR| ~XG)d ~XG

=
∑
i

(∫
fXi ( ~XG)T ( ~XR| ~XG)d ~XG

)
fAi ( ~A). (12.8)

Since fAi ( ~A) does not depend on any of the observables ~XG, it can be taken out

of the integral. What’s left inside the integral does not depend on the coupling

parameters ~A, which allows us to calculate it only once per event. The integration in

Equation 12.8 thus does not need to be repeated for the evaluation of likelihood at

different points of ~A.

In the case of the current analysis, where we have calculated up to leading order
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in these couplings, the differential cross section is a second-order polynomial. The

same structure applies to the convolution integral used to obtain the normalization,

which is also a polynomial of the parameters we want to measure:

I( ~A) =

∫
P ( ~XG| ~A)ε̄( ~XG)d ~XG

=

∫ (∑
i

fXi ( ~XG)fAi ( ~A)

)
ε̄( ~XG)d ~XG

=
∑
i

(∫
fXi ( ~XG)ε̄( ~XG)d ~XG

)
fAi ( ~A). (12.9)

Once we have the coefficients (shown inside the parentheses in the last line of Equa-

tion 12.8 and Equation 12.9) pre-calculated, it’s straightforward and fast to find the

final likelihood, for arbitrary values of the parameters of interest.

12.5 Templated Background Components

The convolution integral construction includes the components where we have an

analytic form for the generator level differential cross section, and a good description

of the transfer function, as is the case for the signal (PS( ~X| ~A)) and the qq̄ → 4`

background (Pqq̄( ~X)). These conditions do not apply to all the components. One

such example is the reducible background from jets faking leptons in Drell-Yan events

(PZ( ~X)). Since the statistics is small for LHC Run I, it is useful to choose cuts that

maximize the signal efficiency, at the expense of letting more background into our

final event selection. In the future, when statistics will not be a problem, the event

selection strategy could be changed so that the signal purity is emphasized, where

we tighten the selection cuts to reduce the reducible background as much as possible.

With the current selection, the reducible background contributes 15% of all events in

the window of 115 GeV to 135 GeV.

In order to model this background properly, we construct a large 8D template by

weighting the generator-level Drell-Yan events by their respective lepton fake rates.

The rate of jets faking leptons is extracted from Drell-Yan events simulated in CMS,



90

as a function of the lepton momentum and direction. The extracted fake rate is shown

in Figure 12.6. It is validated by comparing the distributions from CMS simulated

samples to those from reweighted generator-level events.

A large sample of pythia [73] (version 6.426) Drell-Yan events are generated to

construct the template. To account for possible differences of the kinematics between

pythia events and that from other NLO generators, a simple reweighting is done

on the pythia sample to match the dilepton mass distributions with Powheg [95–

99] samples. The dimensions of the template are chosen to maximize the number of

bins while maintaining reasonable statistics. We choose to have 12 bins in the m4`

dimension, and 10 bins in each of the other decay observables.

The binning effect is reduced by performing a linear interpolation of the bins in all

dimensions. Each bin in the template is represented by a point at the bin center, with

the bin content as the value. In order to do the interpolation we use all neighboring

bins: for an 8D template there are 28 neighboring bins for any given point. The

interpreted value is a weighted sum of the values for all the neighboring points. The

weight assigned to each neighboring point has a simple geometrical interpretation, as

illustrated in Figure 12.7. The weight is the ratio between the volume of the away-side

hypercube and the volume of the total hypercube.

We performed a closure test in which we assess the precision of this procedure by

following the same procedure on the qq̄ → 4` background components, and use the

calculated likelihood from the convolution integral as a benchmark. The precision

on the convolution integral is much better than this procedure, so the spread on the

ratio of likelihood values obtained from the different procedures can be assigned to the

big template procedure. We see O(20%) precision on this component. A systematic

uncertainty is needed to cover possible imperfect modeling from this procedure.

The gg → 4` irreducible background component, Pgg( ~X), is treated in the same

way. As it consists of only < 1% of all events, the effect from imprecise modeling of

this background component is negligible.
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Figure 12.6: Fake rate for jets faking leptons as a function of pT and η. The top row
shows the fake rates for 7 TeV, and the bottom row shows the rates for 8 TeV data.
The left-hand plots are the rates of jets faking an electron, and the right-hand plots
are the corresponding rates for muons. The binning in the plots reflects the actual
binning used in the analysis.
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Figure 12.7: Geometrical visualization of linear interpolation in multiple dimensions.
Suppose there is a value attached to each of the 8 vertices, and we would like to
linearly interpret the values for a point P in the center. The interpolated value is a
weighted sum of all the vertices. The weight of each vertex can be calculated as the
ratio between the volume of the smaller cube away from vertex, and the total volume.
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12.6 Systematics Uncertainties

We consider a list of systematic uncertainties in the analysis framework: (1) lepton

scale and resolution uncertainties, (2) scale and centrality of the production spec-

trum, (3) systematic uncertainties on the templated background components, and

(4) assumptions on the Higgs mass mH .

The systematic uncertainties are treated with different versions of the pdf s and

with nuisance parameters. For each systematic we consider, different versions of the

pdf s are constructed to represent potential variations. For example for the lepton scale

uncertainty, in addition to the central pdf P0( ~XR| ~A), two additional pdf s P±( ~XR| ~A)

are constructed by using the transfer functions with different scales:

T̃±(ci|~pGi ) ≡ T̃ (ci ± σ(~pGi )|~pGi ), (12.10)

where the σ is the uncertainty on the lepton momentum scale. A nuisance parameter

n is introduced to represent the systematic variation, and the final pdf is linearly

interpolated between the different versions of the pdf s, namely:

P ( ~XR| ~A) =

nP+( ~XR| ~A) + (1− n)P0( ~XR| ~A), if n ≥ 0

−nP−( ~XR| ~A) + (1 + n)P0( ~XR| ~A) otherwise.
(12.11)

When n = 0 this reproduces P0( ~XR| ~A) and when n = ±1 the final pdf is the same

as P±( ~XR| ~A). The nuisance parameter n is then floated in the fit, enlarging the

uncertainties on the fitted parameters.

For a systematic uncertainty with large variations, we put many “checkpoints”

along the axis of nuisance parameter, and piece-wise interpolate linearly between the

different checkpoints, as illustrated in Figure 12.8 taking as an example the lepton

scale uncertainty. One other example of this is the assumption of Higgs mass. While

we use the CMS measured value as the central value in the pdf , potential varia-

tions must be accounted for by including different “checkpoints”, with different Higgs

masses.
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Figure 12.8: Example projection of different check points

12.7 Total Dataset Likelihood

Now that we have all the ingredients needed to obtain the final likelihood value for

every event, we can combine the likelihoods as follows:

Pi( ~A) = (1− fqq̄ − fZ − fgg)PS( ~XR
i | ~A) + fqq̄Pqq̄( ~X

R
i ) + fZPZ( ~XR

i ) + fggPgg( ~X
R
i )

P ( ~A) =
∏
j

Poisson(N j
obs|µN

j
S +N j

qq̄ +N j
Z +N j

gg)
∏
i

Pi( ~A)

∏
j′

L(N j′

S |N
j′

S,exp, σ
j′

S,exp)L(N j′

qq̄|N j′

qq̄,exp, σ
j′

qq̄,exp)

L(N j′

Z |N
j′

Z,exp, σ
j′

Z,exp)L(N j′

gg|N j′

gg,exp, σ
j′

gg,exp), (12.12)

where i loops over the observed events, and j (j′) loops over the final states and

the CM energy. The fractions of different background components are represented

by f jqq̄, f
j
Z and f jgg. Prior knowledge of the expected yield is represented by the

L(Nfit|Nexp, σexp) terms, where for each such term we use a log-normal distribution

to implement this constraint.

The expected yield in the 4` final state between mH = 115 and 135 GeV for CMS
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7 TeV 8 TeV
N σ N σ

2e2µ

gg → H → 4` 0.95 4.7% 4.36 4.8%
qq̄ → 4` 0.87 25% 3.52 25%

gg → 4` continuum 0.027 40% 0.19 40%
Reducible Z +X background 0.11 11% 0.72 11%

2µ2e

gg → H → 4` 0.74 4.7% 3.38 4.8%
qq̄ → 4` 0.55 25% 2.02 25%

gg → 4` continuum 0.020 40% 0.15 40%
Reducible Z +X background 0.58 11% 2.08 11%

4e

gg → H → 4` 0.70 4.7% 3.07 4.7%
qq̄ → 4` 0.52 25% 1.79 25%

gg → 4` continuum 0.021 40% 0.12 40%
Reducible Z +X background 0.41 11% 1.69 11%

4µ

gg → H → 4` 1.27 4.7% 5.98 4.7%
qq̄ → 4` 1.07 25% 4.64 25%

gg → 4` continuum 0.037 40% 0.25 40%
Reducible Z +X background 0.17 11% 0.82 11%

Table 12.1: Expected yields and the corresponding percentage uncertainties, for each
contribution to the Higgs boson signal and to the backgrounds.

Run I running is summarized in Table 12.1.

12.8 Measurement and Inference

We proceed to perform a fit and extract the parameters and their errors with the

constructed likelihood function.

When interpreting the results there are two complementary fundamental ques-

tions: (1) if the data follows standard model, how likely is it that it fluctuates to

different fit central values? (2) once we have a set of data observed, what is the

possibility that each exotic model is true? These are distinct questions and should

not be mixed.

To answer the first question, we generate an ensemble of pseudo-experiments, each

of similar statistics to the (expected) data. By extracting the fit results repeatedly,

one can obtain a distribution of the central fit values. Statistical statements can then

be made based on the distribution of fit results.
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For the second question, one widely-adopted way of representing this probability

of a certain exotic model fluctuating into a standard model-like dataset is to use

the likelihood differences. We scan over different model spaces, and for each model

we calculate this likelihood difference. This likelihood scan is done on the observed

dataset, or on a special dataset that corresponds to the expected value for each model.

One can then construct an “average” dataset (or conventionally called an “Asimov

dataset” [100]). This dataset is defined to represent the “average” expectation value.

It is constructed by generating 1000 times the nominal statistics, and by reweighting

the events so that the total yield matches what we expect. In this way the possible

fluctuations are averaged out.

While this is a useful representation of the expectation, the result from this special

dataset could be misleading, since it represents the central value of the expectation

and doesn’t say much about potential fluctuations. In order to evaluate the effect of

potential fluctuations, an ensemble of pseudoexperiments is again used. We repeat

the likelihood scan on each of the pseudoexperiments, and overlay all the curves on

top of each other. The observed curve is then compared with this ensemble of curves,

and we make statistically meaningful statements based on this comparison.

With the statistical interpretation in place, we have described the outline of the

essential parts of this novel analysis method, and a new multidimensional, compu-

tationally tractable framework for Higgs property measurements. Through the use

of the new framework we are able to fully utilize the power of the golden channel

H → 4` by constructing continuous likelihood functions in all observables as a func-

tion of the parameters of interest, for the Higgs signal and for the major background

components.

This analysis method is distinctively different compared to other established meth-

ods. Methods which utilize templates of discriminants offer many advantages such

as simplicity in carrying out the analysis, but they are more dependent on the avail-

ability of Monte Carlo samples and the choice of discriminant. This method on the

other hand requires (arguably) more computing resources to do the analysis, but of-

fers great flexibility and a more complete picture of the extracted result. We describe
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more detail on the implementation of this new technique in the next chapter.
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Chapter 13

The Convolution Integral:
Technical Description

13.1 General Strategy

Before describing the details of the implementation of the convolution integral, we

first outline the three relevant bases. The generator level differential cross section is

defined in the 8 decay observables and the 4 production observables as presented in

Section 10.1. These 12 observables are collectively denoted as ~X. While this basis

is convenient for the theoretical calculation, detector effects are not modeled as a

function of ~X. A more natural basis for the integration of the lepton momentum

resolution effect is the basis of lepton momenta, denoted as ~P collectively. The 12

degrees of freedom can then be parametrized by the parallel components ~P ‖ and

the perpendicular components ~P⊥ of the lepton momenta. Thanks to the excellent

directional resolution of leptons in CMS and ATLAS, considering only the detector

resolution on the parallel component is a good approximation. The ~P basis is useful

to model detector effects, but it is not easy to use to perform the integration. A

final change of variable is thus performed, from the parallel components to smearing

factors and dilepton masses (together with m4` in the case of the signal).

As described above, the first basis is the basis in which our differential cross section

is defined, named as the “observable basis”. It consists of the 8 decay observables

(3 masses and 5 angles) where an analytic expression is available, together with
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other production observables which we extract from generators, denoted as ~X. The

convolution integral can then be written symbolically as:

P ( ~XR| ~A) ∝ F ( ~XR| ~A) =

∫
P ( ~XG| ~A)T ( ~XR| ~XG)d ~XG, (13.1)

where the superscripts G and R represent generator level and reconstructed level

quantities respectively. The generator level differential cross section P ( ~XG| ~A) is a

function of the parameters of interest ( ~A). It is convoluted with the transfer function

T ( ~XR| ~XG) which encodes detector effects including momentum resolution, efficiency

and acceptance. As mentioned in the previous chapter, the result of the convolution

integral F ( ~XR| ~A) is in general not normalized, since the transfer function includes

efficiency effects. An additional normalization is thus needed to arrive at the pdf ,

P ( ~XR| ~A).

The second basis, the “lepton momentum basis”, is defined based on lepton mo-

menta. For each lepton there are three axes defined: one parallel p
‖
i to the lepton

momentum and two perpendicular ~p⊥i to it. A total of 12 degrees of freedom are

covered with the three axes for each of the four leptons. The four axes parallel to

each lepton can also be defined in terms of scaling factors ci = pRi /p
G
i for the sake of

convenience in integration, while the directions perpendicular to the lepton directions

are in terms of momentum components (in units of GeV/c). The leptons are labelled

by index 1 through 4, where lepton 1 and lepton 2 are paired together as the first

pair, and the other two as the second pair. Leptons with odd indices are negatively

charged and even indices are positively-charged. After the change of variables from

the observable basis to the lepton momentum basis, the expression becomes:

F ( ~XR| ~A) =

∫
P ( ~XG| ~A)T (~c|~PG)

|JG|
|JR|

d~P⊥d~c

=

∫
P ( ~XG| ~A)T (~c|~PG)

|JG|
|JR|

d~c, (13.2)

where two Jacobian factors emerge, one (JG) from the change of variable in the volume

element, and one (JR) from the change of variable in the transfer function. Since
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directional resolution is assumed to be perfect, integrations along the perpendicular

momenta ~P⊥ can be trivially done with the delta functions in the transfer function

in the second line of Equation 13.2. The four smearing factors of the leptons are

collectively written as ~c.

The third and final basis (“integration basis”) is defined by doing a change of

parameters from the 4 scaling factors ci into the dilepton masses m1 and m2, and in

case of the signal, the 4-lepton mass, while leaving the components perpendicular to

the lepton directions unchanged. Specifically for the background we change into the

basis of (m2
1,m

2
2, c1, c3):

FB( ~XR) =

∫
PB( ~XG)T (~c|~PG)

|JG|
|JR|

d~c

=

∫∫∫∫
PB( ~XG)T (~c|~PG)

|JG|
|JR|
|JB|dc1dc3dm

2
1dm

2
2

=
1

|JR|

∫∫∫∫
PB( ~XG)T (~c|~PG)|JG||JB|dc1dc3dm

2
1dm

2
2, (13.3)

while for the signal the basis is changed to (m2
1,m

2
2, c1,m

2
4`) in order to integrate out

the delta function on m2
4` given the narrow width approximation:

FS( ~XR| ~A) =

∫
PS( ~XG| ~A)T (~c|~PG)

|JG|
|JR|

d~c

=

∫∫∫∫
PS( ~XG| ~A)T (~c|~PG)

|JG|
|JR|
|JS|dc1dm

2
1dm

2
2dm

2
4`

=

∫∫∫
PS( ~XG| ~A)|m4`=mH

T (~c|~PG)
|JG|
|JR|
|JS|dc1dm

2
1dm

2
2

=
1

|JR|

∫∫∫
PS( ~XG| ~A)|m4`=mH

T (~c|~PG)|JG||JS|dc1dm
2
1dm

2
2.

(13.4)

It is now computationally feasible to perform the integral in this form.
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13.2 Jacobian Factors

13.2.1 From the Observable Basis to the Lepton Momentum

Basis

Many Jacobian factors arise during the process of changing bases in order to reconcile

the observable basis where generator level differential cross section is defined, to the

lepton momentum basis where the detector smearing is defined, and to the integration

basis where the integration is carried out. There is a 12x12 Jacobian factor in the

change of variables from the observable basis to the lepton momentum basis. The

transformation is non-trivial to write down analytically, and we take a numerical

approach to calculate the Jacobian factor.

Jacobian factors have a simple geometrical interpretation, as illustrated in Fig-

ure 13.1. It is the ratio of some small infinitesimal volume elements before and after

change of variable. In this case we construct a mini 12D cube, transform it to the new

basis, and calculate the volumes of the parallelepiped in 12 dimensions. There are

many readily available algorithms to calculate volume in hyperspace. In the current

implementation, we take a simple approach and sequentially subtract the perpendic-

ular components of previously examined edges from the current edge, to construct an

equivalent hypercube with the same volume.

The calculation of this Jacobian factor can be validated with pseudoexperiment

distributions. For any given test distribution f( ~X), we can generate events in two

different bases, and compare the distribution with one weighted by the Jacobian

factor: ∫
f( ~X)d ~X =

∫
f( ~X)|J |d~P⊥d~P ‖, (13.5)

where ~P⊥ and ~P ‖ denote parallel and perpendicular components of the lepton vectors.

Notice that the lepton momentum basis is dependent on ~X. Different observable

points ~X and ~X ′ have different lepton orientations, and the lepton momentum axes

~P and ~P ′ are different. Therefore we can only check the validity of the Jacobian on

a slightly different basis where the parallel components are also expressed in units
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V

V’

J = V’ / V

Figure 13.1: The Jacobian factor can be thought as the ratio of an infinitesimal
volume around a given point of interest between two different bases. Lines on the left
correspond to lines on the right in a different basis. The volume V is translated into
V ′ on the right. The Jacobian factor at that point is therefore J = V ′/V .

of GeV, and verify the change of variable to scaling factors later. In this slightly

modified basis, even though the axes ~P and ~P ′ are different, they relate to each other

by a rotation in space. The volume element all have the same size under a rotation,

and we are able to perform this validation by choosing a particular lepton momentum

axes as the representative basis.

The result of the 12D Jacobian validation is shown in Figure 13.2. It is done on

a flat toy matrix element with 1002 < m2
4` < 1402, 42 < m2

1,m
2
2 < 1002, |~pT,4`| < 100,

−4 < y4` < 4 and |p`| < 100. We see excellent agreement between the events

generated in the two different bases, indicating that the calculation is performed

correctly.

The change of variable from parallel components ~P ‖ to scaling factors ~c is diagonal

in the lepton momentum basis. It can therefore be calculated trivially to be either

|ci/P ‖i |, or |1/P ‖i |, depending on whether we are changing the variable in the volume

element or the transfer function.
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Figure 13.2: Validation of the 12D Jacobian calculation. Events are generated uni-
formly in both bases, and compared to each other by weighting those from the lepton
basis by their respective 12x12 Jacobian factors. The small differences are due to
fluctuations. We see excellent agreement for all the variables of interest.



104

13.2.2 The Background and Signal Factors

In this section we describe the calculation of the |JB| Jacobian factor in Equation 13.3.

It arises from the change of variables from (c1, c2, c3, c4) to (c1,m
G
1

2
, c3,m

G
2

2
). Assum-

ing that the leptons are massless, and observing that

mR
1

2
= (pR1 + pR2 )2 = 2pR1 p

R
2 = 2c1c2p

G
1 p

G
2 = c1c2m

G
1

2

mR
2

2
= (pR3 + pR4 )2 = 2pR3 p

R
4 = 2c3c4p

G
3 p

G
4 = c3c4m

G
2

2
, (13.6)

we can write down the value of the smearing factors c2 and c4 as

c2 =
1

c1

mR
1

2

mG
1

2

c4 =
1

c3

mR
2

2

mG
2

2 , (13.7)

and therefore

dc2 = − 1

c1

mR
1

2

mG
1

4dm
G
1

2

dc4 = − 1

c3

mR
2

2

mG
2

4dm
G
2

2
. (13.8)

Finally, the Jacobian can be written as

|JB| =
1

c1

mR
1

2

mG
1

4

1

c3

mR
2

2

mG
2

4 . (13.9)

In the Higgs signal case, due to the narrow width of the Higgs boson (6 MeV) a

delta function δ(m2
4`−m2

H) is used as an approximation. This introduces an additional

constraint on the generator level m4`, which induces a correlation between c1 and c3.

In order to integrate out the delta function on mG
4`

2
, we choose the final basis to

be (c1,m
G
1

2
,mG

4`
2
,mG

2
2
). Similar to the dilepton mass case, assuming the leptons

are massless, for m4` we can write down an additional simple relation between the
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generator level and reconstructed level quantities:

mG
4`

2
= (pG1 + pG2 + pG3 + pG4 )2 =

∑
i>j

2pGi p
G
j

=
∑
i>j

2c−1
i c−1

j pRi p
R
j =

∑
i>j

c−1
i c−1

j mR
ij

2
, (13.10)

where mR
ij is the dilepton mass formed by the reconstructed lepton i and lepton j

momenta. This allows us to write down an analytic form of the Jacobian matrix:

M̂ =



∂m2
1

∂c2

∂m2
4`

∂c2

0

0
∂m2

4`

∂c3

∂m2
2

∂c3

0
∂m2

4`

∂c4

∂m2
2

∂c4


, (13.11)

from which the Jacobian factor can be obtained by the determinant of the matrix M̂ .

With this in place we can start discussing the integration strategy, as described in

the next section.

13.3 Integration Strategy

The integral is performed by numerical methods based on Gaussian quadrature. We

proceed by first scanning over a grid in the two dilepton mass dimensions (m2
1 and

m2
2), and within each grid point we integrate over the remaining degrees of freedom

(c1 and c3 in the background case, and c1 in the signal case). Since the transfer

function is largest when the size of generator level momentum is the same as the

reconstructed level momentum, it is natural to expect the largest contribution during

the integration of mass dimensions to come from the configuration where mG
1 = mR

1

and mG
2 = mR

2 . The configuration with the largest contribution is slightly changed

in the signal case with the constraint on mG
4`. In both cases, the contribution drops

rapidly with masses away from the maximum point, because of the drop in the transfer
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function. A strategy has been developed to maximize the precision of convolution

integration.

13.3.1 Mass Dimensions parametrization

We observe that in the background case the contribution from different dilepton

masses is not correlated between m1 and m2. The variation in one dilepton mass

dimension is not dependent on the other dilepton mass dimension. Therefore inte-

gration along the two dilepton mass dimensions is a good choice. In the signal case,

however, the correlation becomes much stronger. This is mainly due to the narrow

width of the resonance. Since m2
4` is the sum of all pairs of dilepton masses, then by

having a constraint on m2
4`, there is a negative correlation introduced between the

variations in m2
1 and the m2

2. It is advantageous in this case to pick a set of “diagonal

masses” as the axes of the mass dimensions:

m+ =
√
m2

1 +m2
2 +Rmm1m2

m− = m1 −m2, (13.12)

where Rm is formed by using the reconstructed level dilepton masses as

Rm ≡
mR

13
2

+mR
14

2
+mR

23
2

+mR
24

2

mR
12m

R
34

, (13.13)

and where mR
ij is the invariant mass formed by reconstructed lepton i and lepton j.

The reconstructed masses are fixed and taken as input to the integration process. By

doing the scan in these directions, we obtain an additional Jacobian factor:

dc1dm
2
4`dm

2
1dm

2
2 = |Jm|dc1dm

2
4`dm+dm−. (13.14)

The Jacobian factor Jm is calculated to be

Jm = (Rm + 2)(m2
1 +m2

2). (13.15)
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Figure 13.3: Contour of m+ (left) and m− (right) for one example event as a function
of m1 and m2. The contour for m+ changes from event to event, but is always roughly
diagonal. Rm in this case is 3.38 (see Equation 13.13).

One example of the grid lines along these modified directions are shown in Figure 13.3.

13.3.2 Mass Dimensions Grid Spacing

In addition to optimizing the mass axes, we also use a non-uniform grid for further

optimization. Due to the nature of contributions concentrated around a certain pa-

rameter point, we choose the grid to be more dense in the center. With a uniform

grid, we can write the location xuniform
i of each grid point as

xuniform
i = xcenter +

xwindow

Ngrid

(
i− 1

2
Ngrid

)
≡ xcenter + ∆i, (13.16)

where xcenter is the center point of the scan, xwindow is the distance between the

leftmost point and rightmost point of the grid, and Ngrid is the number of grid points.

In the last line we rewrite the displacement from the center of the scanning window

as ∆i for convenience.

With the spacing modification, the grid spacing is characterized by an “attractor”
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Figure 13.4: Demonstration of the mass grid attractor. Different sets of grid points
are plotted in each line with varying mass grid attractor strength. With the attractor
strength set to zero, we recover uniform spacing, while large values of the attractor
strength cause points to be concentrated in the center of the line.

parameter AS. Grid point locations xmodified
i are now defined as

xmodified
i = xcenter +

∆i(|AS∆i|+ 1)
1

2
|ASxwindow|+ 1

. (13.17)

The uniform linear spacing is now modified to be quadratic, with the center point

and end points the same as before. A larger |AS| value results in denser grid spacing

in the center. Uniform linear spacing is recovered with AS = 0. This is illustrated in

Figure 13.4.

13.3.3 Modified 2nd order Newton-Cotes Formula

With the modification of the grid spacing used in the integration, it is necessary to

derive the equivalent of the Newton-Cotes formula [101] for a non-uniform grid. We

work with 2nd order closed integration: to each interval of three points a second-order

polynomial is fitted, and an integral of the polynomial is used. Furthermore, the area

can be written as a weighted sum of the points used in the fit. Suppose we have

three points located at −δ, 0 and +δ, with height f(−δ), f(0) and f(δ). The integral

estimator can then be written as
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I(−δ,+δ) = 2δ
f(−δ) + 4f(0) + f(δ)

6
. (13.18)

In the case of non-uniform spacing where the three points are located at −δ−, 0

and δ+, the integral estimator can be written as

I(−δ−,+δ+) =
1

3
A(δ3

+ + δ3
−) +

1

2
B(δ2

+ − δ2
−) + C(δ+ + δ−), (13.19)

where the coefficients A,B and C can be written as


A

B

C

 =
1

δ+δ−(δ+ + δ−)


δ− −δ+ − δ− δ+

δ2
− δ2

+ − δ2
− −δ2

+

0 δ+δ−(δ+ + δ−) 0



f(δ+)

f(0)

f(δ−)

 . (13.20)

Equation 13.19 reduces to the linear formula (Equation 13.18) when δ− and δ+

are equal. The corresponding two-dimensional formula can be trivially obtained by

using Equation 13.19 and Equation 13.20 multiplicatively on the two dimensions.

13.3.4 The Central Grid Point Optimization

We do not know a priori where the location of the maximum contribution will be

in the integration. Therefore a trial-and-error approach is adopted. The integral is

started with a best guess of the central point for the grid. In the background case

it is the reconstructed dilepton masses, and in the signal case it is the reconstructed

dilepton masses scaled by ratio of 4-lepton mass and mH .

The integral is carried out repeatedly with the central point updated each time to

be the point with largest contribution. This process terminates when the point with

the best contribution lies in the 5% most central grid points.

We then adjust the grid window. During the integration we also keep track of the

RMS of the integral contribution, in units of the number of grid points. If the RMS is
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found to be less than 4 grid points in either direction, the integration is repeated with

a reduced window. This ensures that we capture the core correctly, since the grid

spacing at the center is small enough that there are enough grid points to capture

the shape of the core, which could be narrow.

A demonstration of the whole process, on one example signal event is shown in

Figure 13.5. Each bin in the plot is one grid point that we scan over, and the color

indicates the value of the inner integral from that given bin. On the left we have the

result of using the usual scanning directions, and on the right is the result when we

scan along the modified diagonal direction, as was explained in Section 13.3.1. In the

top two panels the scanning is done without the mass grid attractor, and without

central the grid point optimization. In the middle two panels the mass grid attractor

is turned on, but without the central grid point optimization. In the bottom panels

both the mass grid attractor and the central grid point optimizations are turned on.

By using all optimizations, the number of grid points with a significant contribu-

tion is greatly improved, and the correlation between the two scanning directions is

decreased, thereby increasing the quality and the stability of integration.

13.3.5 Differential cross section expansion: Background case

In the background case, at each grid point of masses, there is a double-integral over c1

and c3 to do. Recursive integration in two dimensions would take too much computing

resources, so we start by making some observations.

If the integrand of the c1 and c3 double integral can be factorized into a product

of terms concerning only c1, and terms concerning only c3, the integral can be written

as the product of two single integrals:

∫∫
f(c1)f ′(c3)dc1dc3 =

∫
f(c1)dc1

∫
f ′(c3)dc3. (13.21)

In the final integration expression for the background (Equation 13.3), the transfer

functions can then be factorized into terms on the first lepton pair and terms on the
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Figure 13.5: Demonstration of the mass grid attractor and the scan direction in the
integration. Each bin is one grid point, and the color indicates the value of the
inner integral. In the top two plots the attractor strength is set to zero. In the
middle, a moderate attractor strength is turned on, and in the bottom plots the
center grid point optimization is turned on. The left column is without diagonal
scanning direction, and the right column is with the modified m+ and m−. By using
all optimizations, there are more grid points concentrated in the core, increasing the
quality of integration, as shown in the bottom right plot.
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second lepton pair, since the transfer functions are products of functions on each

lepton individually.

The differential cross section and Jacobian factors however cannot be factorized.

Therefore we perform an expansion around c1 = c3 = 1:

PB( ~XG)|JG||JB| ≡ B0 +B1(c1 − 1) +B3(c3 − 1)

+B11(c1 − 1)2 +B13(c1 − 1)(c3 − 1) +B33(c3 − 1)2 + .... (13.22)

In the limit of expanding to infinite order, the coefficients B0, B1, B3, B11, B13, B33 are

the usual Taylor expansion coefficients:

B0 = PB( ~XG)|JG||JB|
∣∣∣∣
c1=c3=1

B1 =
∂PB( ~XG)|JG||JB|

∂c1

∣∣∣∣
c1=c3=1

B3 =
∂PB( ~XG)|JG||JB|

∂c3

∣∣∣∣
c1=c3=1

, (13.23)

and similarly for the second order terms with double subscript. Note that these ex-

pansion coefficients do not depend on either c1 or c3. In the case of expanding only to

a certain order, we are using the polynomial on the right-hand side of Equation 13.22

to approximate the integrand PB( ~XG)|JG||JB|. In the end, if precision is shown

to be a problem, one can increase the order of this polynomial to obtain a better

representation of the integrand.

Now let’s examine the inner double integral over c1 and c3:

FB( ~X) =
1

|JR|

∫∫∫∫
PB( ~XG)T (~c|~PG)|JG||JB|dc1dc3dm

2
1dm

2
2

=
1

|JR|

∫∫ (∫∫
PB( ~XG)T (~c|~PG)|JG||JB|dc1dc3

)
dm2

1dm
2
2.
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It can be rewritten as a summation of products of single integrals:

∫∫
PB( ~XG)T (~c|~PG)|JG||JB|dc1dc3

=

∫∫
T (~c|~PG) (B0 +B1(c1 − 1) +B3(c3 − 3) + ...) dc1dc3

= B0

∫∫
T (~c|~PG)dc1dc3

+B1

∫∫
T (~c|~PG)(c1 − 1)dc1dc3

+B3

∫∫
T (~c|~PG)(c3 − 1)dc1dc3 + ...

= B0

∫
T12(~c|~PG)(c1 − 1)0dc1

∫
T34(~c|~PG)(c3 − 1)0dc3

+B1

∫
T12(~c|~PG)(c1 − 1)1dc1

∫
T34(~c|~PG)(c3 − 1)0dc3

+B3

∫
T12(~c|~PG)(c1 − 1)0dc1

∫
T34(~c|~PG)(c3 − 1)1dc3 + ...

≡ B0F
(0)
12 F

(0)
34 +B1F

(1)
12 F

(0)
34 +B3F

(0)
12 F

(1)
34 + .... (13.24)

In the last step we renamed the single integrals to F
(n)
ij for convenience, defined as

follows:

F
(n)
ij ≡

∫
Tij(~c|~PG)(ci − 1)ndci. (13.25)

Transfer functions for the first and second lepton pairs are denoted as T12(~c|~PG) and

T34(~c|~PG) respectively. The double integral over c1 and c3 is reduced to a series of

single integrals over c1 and over c3 separately, which is computationally easier to

control.

The coefficients in front of each term can be obtained by finding an approximate

2D polynomial to the target function over the whole integration range. In the current

implementation this is done by picking a few points as representative, and finding the

polynomial that goes through all the points.
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13.4 Recursive Integration over Scaling Factors

To have a better handle on the precision, the integrations over scaling factors are done

by a recursive algorithm. The algorithm starts by splitting the integration range into

multiple segments, and by applying a recursive algorithm [101] to each segment with

some tolerance level ε. The recursive algorithm proceeds as follows:

1. Apply second order Newton-Cotes quadrature to the whole range, to obtain an

estimate I0 of integral.

2. Split the segment in half, and apply the quadrature on each of the half-segments,

to obtain a second estimate I1 + I2.

3. Estimate the integration error E by comparing I0 to I1 + I2.

4. If |E| < ε, terminate the algorithm and use I1 + I2 as the integral.

5. Otherwise, repeat the procedure on each of the two half-segments, and require

that each satisfy a tolerance level of ε/2.

This ensures that the overall error is at most ε, assuming that the error estimation

is reasonable. Suppose the step size is small enough that we don’t have a drastic

change of landscape inside each integration segment. Then since the estimator we

use is a fourth order method1 [101], the difference between the actual integral and

the estimator can be written as

∫
segment

f(x)dx = I0 + kh4 +O(h5), (13.26)

where h is the size of segment, and k is a constant characteristic of the method and

independent of h. Applying the same formula to the total of the two half-segments,

we arrive at the following:

∫
segment

f(x)dx = I1 + I2 + 2k

(
h

2

)4

+O(h5). (13.27)

1the leading order of error scales as the fourth power of the step size during integration
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Figure 13.6: Illustration of the recursive integration. In each plot, the line shows
the true function, and the dots are points evaluated from the integration. In the left
panel we perform the integration on a second-order polynomial f(x) = 1

75
x2, where

the method is exact; therefore the grid spacings are always the same. In the right
panel the integrand is modified to be f(x) = 1

75
x2 + e−

1
2
x2 . We see that in places

where the functions are rapidly varying, more points are used.

Assuming that the term inside O(h5) is negligible, by comparing the two formulae we

obtain an estimate of integration error to be

E ≡ 2k

(
h

2

)4

=
1

7
(I1 + I2 − I0) . (13.28)

Figure 13.6 shows an example of the integration using the adaptive method. In regions

where the function varies rapidly, more evaluations are used.

13.5 The Signal Case

As explained in the previous sections, in the signal case, due to the presence of

narrow-width resonance, anti-correlation between the two lepton pairs is induced.

Furthermore by using a delta function to model the width of resonance, the double

integral over c1 and c3 that is present in the background case is reduced to a single

integral over c1 only.

While this makes it easier computationally, an additional complication arises since
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we have to integrate along a trajectory in which m4` is kept constant. Specifically, for

any given value of c1 we have to calculate the corresponding value of other smearing

factors that will keep all of m1, m2 and m4` constant. It is easy to keep the dilepton

masses constant, since

c1c2m
2
1 = mR

12

2
, (13.29)

and we can choose c2 = mR
21

2
/m2

1/c1 to satisfy the condition (and similarly for the sec-

ond lepton pair). For the last condition where m4` is kept constant, more calculation

is involved. From the equation

∑
i>j

c−1
i c−1

j mR
ij

2
= m2

4` (13.30)

we can write down the solution for c3:

(
R34m

R
14

2
+ c2

1R34R12m
R
24

2
)
c2

3 − (m2
H −m2

1 −m2
2)c1c3 −

(
mR

13

2
+ c2

1R12m
R
23

2
)

= 0,

(13.31)

where R12 = m2
1/m

R
12

2
and R34 = m2

2/m
R
34

2
. The condition where solutions exist for

c3 as a function of c1 is

[(
m2
H −m2

1 −m2
2

)2 − 4R34R12m
R
14

2
mR

23

2 − 4R12R34m
R
13

2
mR

23

2
]
c2

1

− 4R34m
R
14

2
mR

13

2 − 4R2
12R34m

R
24

2
mR

23

2
c4

1 ≥ 0, (13.32)

which is a quadratic function of c2
1. We can make a few observations based on Equa-

tion 13.32. First of all, the quadratic coefficient is negative definite, indicating that

the parabola concaves downward. The constant term is also negative definite. If there

exists a positive solution for c2
1, both solutions are positive. We also require that the

linear coefficient is positive, which ensures that if there is a solution, there exists a

positive solution. To summarize, the two conditions that need to be met in order to
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have some solutions of the scaling factor that will meet all mass requirements are

(
m2
H −m2

1 −m2
2

)2 − 4R34R12m
R
14

2
mR

23

2 − 4R12R34m
R
13

2
mR

23

2

> 8R12R34m
R
13m

R
14m

R
23m

R
24 > 0. (13.33)

The first inequality is the necessary condition for Equation 13.32 to be true, combined

with the condition that linear coefficient is to be positive. If these conditions are met,

all allowed solutions form an ellipsoidal contour in the positive quadrant in the c1−c3

plane. Some examples of such ellipses are shown in Figure 13.8.

Due to the shape of the ellipse, we integrate different parts of the ellipse separately.

We “slice” this ellipse into four regions. First, two points are picked by calculating

the average value of c1 between the leftmost point of the ellipse and the smaller of

two points where dc3/dc1 = 0. Similarly we can also define another point using the

rightmost point and the larger of two points where dc3/dc1 = 0. The four regions are

thus defined by the two horizontal segments between the two aforementioned points

and two vertical segments on the two sides. An example is shown in Figure 13.8. We

integrate the horizontal segments normally over c1. For the vertical segments we flip

the role of c1 and c3 and integrate along the c3 direction, adapting c1 so that all mass

requirements are met. This is necessary since the signal Jacobian factor |JS| diverges

at the edge of the ellipse where the direction of the curve approaches the vertical.

13.6 Convolution Integral Validation

As a first step we validate the convolution integral by comparing the “smeared” sam-

ple with the pdf obtained from the convolution integral. In the smeared sample we

take generator-level events and smear them according to the same transfer function,

including efficiency and acceptance effects. It is difficult to integrate out other dimen-

sions in the reconstructed level pdf with other numerical methods, so Monte Carlo

techniques are used where we generate samples from the pdf , and compare projections

of the decay and production observables.
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Figure 13.7: Demonstrationg of effect on the contribution as a function of dilepton
mass due to the narrow-width approximation. In both plots the inner integral as a
function of m1 and m2 is plotted for the exact same event. On the left we do not en-
force the narrow-width approximation, while on the right we require that m4` = 125.
The shape is strongly elongated for the case with the narrow-width approximation.

1c
1
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1

Figure 13.8: Examples of 6 c1 − c3 ellipses for a few mass grid points on an example
event are shown in the left panel, where each contour represents one mass grid point.
Dots represent possible solutions to all mass constraints. For each grid point, all
possible solutions form an ellipsoidal shape, as expected. In the right we show the
slicing of the ellipse while doing the integral. The four extreme points (left, right, up,
down) are calculated, and the curve is divided into four regions by the red lines going
vertically between the extreme points. In order to avoid artificial infinities during the
integration, we integrate along the horizontal direction for the two segments in the
middle, and vertically up along the c3 direction for the two segments on the side, as
shown by the blue arrows.
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Once the convolution integral is validated, we proceed with validating the transfer

function, as is discussed in the earlier sections on detector modeling. Combining the

two steps gives us confidence that the analysis method is robust. Finally we validate

everything simultaneously by comparing the final reconstructed level pdf with the

CMS simulated samples.

In the following sections we document the different aspects of the validation pro-

cedure.

13.6.1 Validation Samples Generation

Sample generation is an essential part of the validation process. A weighted sample

can be easily generated by first generating random points uniformly in the available

phase space, and weighting each sample by its respective pdf value. This can be

carried out at either the reconstructed stage or the interpreted stage2 of the event,

and the algorithm is slightly different in each case. One way to do the sampling is to

scan over the detector stage events. For these events we know the lepton pairing, and

in order to calculate weight there is no need to sum over different possible pairings.

Another, equivalent, way is to scan over the interpreted stage events. Here we throw

away events landing in the parts of phase space where the configurations get reinter-

preted. However for the weight we need to sum over all pairing possibilities, with the

correct volume element adjustment:

w( ~XI | ~A) =
∑
i

P ( ~XR
i | ~A)

|J ~XI |
|J ~XR |

, (13.34)

where J ~XI and J ~XR are the 12x12 Jacobian factors (described in Section 13.2.1),

evaluated at ~XI and ~XR.

To increase the efficiency it is also possible to use importance sampling, where

instead of a uniformly distributed set of random points, the random number is drawn

2There are three stages of each event: generated stage, reconstructed stage, and interpreted
stage. The reconstructed stage is with detector effects, but before the interpretation in terms of
lepton pairings. For a more detailed discussion, refer to Section 12.3
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from a predefined sampling function. In this case an unbiased sample is obtained by

multiplying the weight extracted from the pdf by the inverse of the sampling function.

13.6.2 Projection and Likelihood Validation

The first validation compares the “smeared sample” with the reconstructed level pdf

for both the signal and the background, with an additional toy scenario. Specifically,

we consider the following scenarios:

1. Standard model Higgs signal model point

2. Standard model qq̄ → 4` model

3. Toy “tofu” scenario

The differential cross section for the “tofu” scenario is defined to be unity if

1202 < m2
4` < 1252, 502 < m2

1 < 802, 302 < m2
2 < 502, 0.8 < Φ1 < 5.2, −0.7 <

cos Θ < 0.7, 0.5 < φ < 5.5, −0.6 < cos θ1 < 0.8, −0.6 < cos θ2 < 0.8, −2 < Y4` < 1,

0 < pT4` < 100, and zero otherwise. This toy scenario contains many sharp edges

in the differential cross section, and it is useful to validate the modeling of smearing

effects from the convolution integral.

The results are shown in Figure 13.9, Figure 13.10, and Figure 13.11. Good

agreement is seen in all cases.

A second validation involves the full procedure on CMS simulated samples to

verify that both the convolution integral calculation and the detector modeling are

adequate.

Here we compare a number of different models, including the standard model H →

4` distribution and two exotic points. The comparisons are shown in Figure 13.12-

Figure 13.14. In all cases we observe good agreement between samples from the

reconstructed level pdf and the CMS simulated samples.
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Figure 13.9: Comparison of the projections on the 12 observables for the standard
model signal case, between toys generated from the reconstructed level pdf and the
smeared sample using the same input transfer function. This serves as a cross check
of the integration method.
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Figure 13.10: Comparison of the projections on the 12 observables for the standard
model qq̄ → 4` background, between the reconstructed pdf and the smeared sample.
The goal of this comparison is to cross check the background integration method.
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Figure 13.11: Cross check on the projections on 12 observables, between toys gen-
erated from reconstructed level pdf and smeared sample on a “tofu” scenario. The
sharp edges present in the generator level pdf in this case allows us to investigate and
validate the effect of smearing due to detector effects in the integration process.
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Figure 13.12: Comparison of the projections on the 8 decay observables, between toys
generated from reconstructed level pdf and a CMS full simulation sample for the SM
Higgs (AZZ1 = 2). In addition to validating the integration process, this also validates
the input transfer function.

13.6.3 Validation Fit Results

In addition to a comparison of the observable distributions, a set of fits is performed

to ensure that there is no bias in the fit results. To show that there is no intrinsic bias

in the fit procedure, pseudodatasets are formed by generating unweighted events from

the reconstructed-level likelihood. Two model points are tested: a model with only

AZZ1 present, and a model with AZZ1 = 2, AZZ2 = 7.7, AZZ3 = 10.5. The contributions

from the square terms for AZZ1 , AZZ2 and AZZ3 are similar for the latter model. For each

model, a fit is performed on a set of statistically independent datasets of various sizes,
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Figure 13.13: Comparison of the projections on the 8 decay observables, between
toys generated from reconstructed level pdf , and a CMS full simulation sample for
an exotic signal model (AZZ1 = 2, AZZ2 = 6.552), with mixing between the tree-level
AZZ1 term and the higher-order CP -even coupling AZZ2 term.

and the result is shown in Figure 13.15 and Figure 13.16. The fit results converge

to the correct input value as indicated by the black line, indicating that there is no

intrinsic bias in the fit procedure.

Next, fits are performed on CMS simulated samples. A set of 1000 pseudoex-

periments are generated with statistics comparable to CMS Run I. For each pseudo-

dataset, fits are performed by this method and compared with the fit results obtained

from the template-fitting method as explained in Section 9.6. The comparison is

shown in Figure 13.17. A statistically reasonable correlation is seen between the
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Figure 13.14: Comparison of projections on the 8 decay observables, between toys
generated from reconstructed level pdf , and a CMS full simulation sample for an
exotic signal model (AZZ1 = 2, AZZ3 = 10.084), with mixing between the tree-level
AZZ1 term and the higher-order CP -odd coupling AZZ3 term.

different methods.
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Figure 13.15: Fit results for toys generated from the reconstructed level pdf with the
standard model. In each plot the distributions of the fit result for different dataset
sizes are shown. With larger dataset sizes, the distribution of the fit result converges
to the true value, indicated by the black line. On the top row the results for CP -even
operators for ZZ, Zγ and γγ, respectively are shown. In the second row the results
for CP -odd operators are shown. Finally we show the fitted background fraction in
the bottom plot. The color in each bin represents the number of pseudoexperiments.
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Figure 13.16: Fit results for toys generated from the reconstructed level pdf , for an
exotic model with AZZ1 = 2, AZZ2 = 7.7 and AZZ3 = 10.2. In each plot the distributions
of the fit result for different dataset sizes are shown. With larger dataset sizes, the
distribution of the fit result converges to the true value, indicated by the black line.
On the top row the results for CP -even operators for ZZ, Zγ and γγ, respectively
are shown. In the second row the results for CP -odd operators are shown. We show
the fitted background fraction in the bottom plot.
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Figure 13.17: Comparison of the fit results between different frameworks using a set
of pseudodatasets formed from CMS fully simulated samples, with statistics similar
to that of the CMS Run I data. On the left 1D distribution for the fitted fa3 for this
ensemble of datasets is shown. The red histogram is the result of the template fitting
method, and the blue is from the method described in this thesis. On the right a
scatter plot for the fitted result is shown. Each point represents one pesudoexperi-
ments, with the result from method in this thesis in plotted as the x-axis and fit result
from the template fitting method as the y-axis. We observe a statistically reasonable
spread of the fitted result, as these are two different approaches with different event
selections. The population in the anti-diagonal line is from the pseudodatasets with
near-degeneracy between the positive and negative values of the coupling parameter
fa3, or AZZ3 . The only term to break the degeneracy is the interference term between
AZZ1 and AZZ3 , and with the CMS Run I statistics we are not yet sensitive to the
interference terms in some cases.
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Chapter 14

Four-Lepton 8D Analysis Result

Having built and validated the method for the Higgs property measurements, we pro-

ceed to perform the analysis on the CMS data and measure the anomalous couplings

AZZ2 and AZZ3 in the ZZ sector.

During LHC Run I, CMS has collected 19.7 fb−1 of data at 8 TeV and 5.1 fb−1

at 7 TeV. The full dataset is used in our analysis for the Higgs property measure-

ments. The projections of the observed data as a function of the decay observables

are shown in Figure 14.1, where good agreement is seen between the expectations and

observations.

A likelihood scan on the coupling parameters is performed, and the result is shown

in Figure 14.2. Two different parametrizations of AZZ2 and AZZ3 are scanned: the

ratio of the anomalous coupling to the standard model, and the fractions as defined in

Section 9.6 and used in recent CMS and ATLAS analyses. The results are compatible

with a standard model Higgs, which predicts on the order of 10−2 for AZZ2 and less

than 10−7 for AZZ3 .

There are a few interesting features in the likelihood scans. For AZZ3 the likelihood

difference is larger away from minimum, indicating that exotic models with large

AZZ3 are less similar to a standard model Higgs boson. In AZZ2 , things are more

interesting: there is a special point at AZZ2 /AZZ1 = 3 where the likelihood difference

is the largest. The projections of the differential likelihood on φ and m2 around

this region of parameter space are examined to explain this behavior. As shown in

Figure 14.3, the characteristic shoulder at mH−mZ in the m2 distribution disappears
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due to the negative interference between the AZZ1 and AZZ2 terms. The coupling

parameter value where this happens is dependent on the selection cuts, and there is

no known simple theoretical prediction where this happens. Another phenomenon

in this region of parameter space is the flattening of the φ distribution, which is the

opening angle between the two V → `¯̀ planes. The reason of the flattening is also

due to the destructive interference between the two CP-even terms. Similar to the

dilepton mass case, the exact location of the flattening is sensitive to the analysis

selection requirement. The combination of these two effects, happening close to each

other, leads to the large observed likelihood difference shown in Figure 14.2. For even

larger AZZ2 /AZZ1 , the interference effect is smaller, and the distributions in both m2

and φ are closer to the standard model case.

We note that in the likelihood scans, the observed limit appears to be much bet-

ter than the “expected” limits, shown as dashed lines in Figure 14.2. The likelihood

difference is always larger in the data compared to the result from the “average”

Asimov dataset. In order to investigate if the effect arises from potential statistical

fluctuations in the likelihood scan curves, an ensemble of pseudodatasets with compa-

rable statistics to the CMS Run I data is used. For each pseudodataset the likelihood

scan is performed, and the results are all plotted together. The result is shown in

Figure 14.4. In the upper row, the color indicates the density of the pseudodataset

scan results. By looking at the ensemble of results a clearer picture emerges. The

observed curve from the CMS Run I data, shown as the black line, is not an extreme

case in the ensemble of results. In order to better quantify the result, for each point

in the parameter space, we calculate the percentage of pseudoexperiments having

a likelihood value smaller than the observed data. There is no extreme values for

the calculated percentage, indicating that the observed likelihood scan curve is not

unusual.

In addition to the likelihood scan, which concerns the region of the model space

compatible with the data, we also examine whether the observed data is compatible

with a fluctuation, assuming the true model is the standard model. The fit results

from an ensemble of pseudodatasets are compared with the data, as shown in the top
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row of Figure 14.5. The fitted result from the data is in the center of the distribution

of the toy results. The one-sided p-values are 45% and 50% respectively for AZZ2 /AZZ1

and AZZ3 /AZZ1 . The two-sided p-values can be small since both fitted results are very

close to 0. In order to better evaluate if it is normal for the fit result to be so close

to 0, we plot the log of the absolute value of AZZ2 /AZZ1 and AZZ3 /AZZ1 , as shown in

the bottom row of the figure. The p-values in this case are 11% and 2% for AZZ2 /AZZ1

and AZZ3 /AZZ1 respectively. While the p-values are relatively close to zero, they could

still be attributed to fluctuations.

If with more data the p-value decreases and the result is still too close to zero,

one possibility is that the model space we probe with the fit does not cover the true

underlying model. In such a case the result would be a smoking gun of physics beyond

the standard model, and a fit with a larger parameter space would be needed, and

would be launched, to better understand the result. At this stage, what we can say

is that more data is needed to understand whether there is a potential disagreement

with the standard model.
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Figure 14.1: The projections of the 8 decay observables of the data on top of the
predictions from a Monte Carlo sample for the irreducible qq̄ → 4` background, and
the prediction from the data for the reducible fake background. The standard model
Higgs prediction at 125 GeV is also shown as the white histogram. The observed data
is in agreement with the prediction for the total of the signal and the background.
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Figure 14.2: The expected (dashed) and observed (solid) likelihood scan on AZZ2 and
AZZ3 for two different parametrizations. On the top the ratios of AZZ2 and AZZ3 to AZZ1

are plotted, and on the bottom the fa2 and fa3 are shown. They contain the exact
same information, only the axes are different. There are some interesting features
explained in text.
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Figure 14.4: The overlay of the likelihood scans for 1000 toy pseudoexperiments are
shown in the top plots for fa2 and fa3 respectively. The color scale indicates the
density of likelihood scans from the toy pseudoexperiments. The observed data is
shown as a solid curve, and it is in a region where the pseudoexperiment likelihood
scans are relatively dense, indicating that the height of the observed likelihood scan is
common. In the bottom plots we also show the percentage of the toys that lie below
the observed likelihood curve for each model point. For all the exotic signal model
points (where fa2 and fa3 are not zero) we do not see any extreme p-values.
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Figure 14.5: Evaluation of how probable it is for the observed data from pseudoexper-
iments. A set of 1000 pseudoexperiments with statistics similar to data is generated
and fitted, and we compare the result from the data to the distribution of fit results in
the top row for AZZ2 /AZZ1 and AZZ3 /AZZ1 . The one-sided p-values for the two cases are
45% and 50% for AZZ2 and AZZ3 respectively. Since the fit result is very close to zero,
we also investigate the probability of closeness to zero by looking at the absolute value
of the log of these parameters. A semi-log scale is plotted in order to better show the
details close to zero. The p-values in this case are 11% and 2% for log|AZZ2 /AZZ1 | and
log|AZZ3 /AZZ1 | respectively.
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Part III

The Power of the Four Lepton

Analysis
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Chapter 15

Four Lepton Analysis Sensitivity to
Higgs Couplings beyond the ZZ
Sector

15.1 Sensitivity to Zγ and γγ couplings

Even though the focus of the analysis presented so far has been mainly the ZZ sector,

the 4` channel has the potential to also probe the Zγ and γγ sectors [102]. Since

the couplings for AV V
′

2 and AV V
′

3 are dimensionless, and there is no arbitrary energy

scale in the definition of the terms, and the values of these couplings are directly

comparable between different sectors.

We can study our sensitivity to these couplings by generating Monte-Carlo samples

assuming the standard model, and perform fits to datasets of different sizes to estimate

the expected sensitivity. It is useful to discuss the size of the different terms. At

leading order, the fully differential decay width for H → 4` is a sum of terms quadratic

in the couplings which we can write schematically as

dΓH→4`

d ~X
∼
∑

AinA
j∗
m ×

dΓ̂ijnm

d ~X
, (15.1)

where the summation is over n,m = 1, 2, 3 and i, j = ZZ,Zγ, γγ. The couplings

AV V
′

1,2,3 are the ones appearing in the vertex factor as explained in Section 3.1, where

AV V
′

1 and AV V
′

2 are CP -even couplings and AV V
′

3 is CP -odd. The 12 observables in
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the 4` channel (Section 10.1) are collectively written as ~X. We also define the “partial

width” as the integrated differential cross section:

Γijnm = AinA
j∗
m ×

∫
dΓ̂ijnm

d ~X
d ~X. (15.2)

The partial widths of all the terms assuming all higher order couplings are the same

as AZZ1 are summarized in Figure 15.1. The numbers are normalized to the standard

model partial width. The standard model values for these couplings are AZZ1 = 2,

AZγ2 and Aγγ2 ∼ O(10−2). The partial widths including photons are much larger than

the ZZ-only terms, mainly due to the larger phase space of the photons. Interference

terms between different CP properties integrate to zero, as expected.

The partial widths only give part of the picture, because while the overall sizes

are small, their effect on the shape of the distributions of the observables can still be

large. For example, one can imagine an interference term distributed as sinφ, where

the integral is zero but nevertheless detectable. In order to better understand the

phenomenology, it is helpful to look at the “absolute partial width”, which is the

integral of the absolute value of the differential cross section:

Πij
nm = AinA

j∗
m ×

∫ ∣∣∣∣dΓ̂ijnm

d ~X

∣∣∣∣d ~X, (15.3)

which is summarized in Figure 15.2 for the case where all couplings are of the same

size. The normalization in this figure is chosen such that the standard model value is

one, as we are only concerned with the relative size of the terms. For the square terms

on the diagonal, where the differential cross section is never negative, partial widths

and absolute partial widths are the same. For the interference terms a clearer picture

emerged: both the interference between terms of the same CP nature and terms of

different CP nature contributes. In most cases, the contributions from CP -even and

CP -odd terms are of the same order.

In addition to understanding the relative size of the different partial widths, it

is useful to look at the relative size in the standard model case. The partial widths
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Figure 15.1: The summary of the partial widths from different terms. The partial
width is defined as in Equation 15.2. The value in each bin is the size of the cross
term between the two coupling parameters labeled on the x and the y axes. All
coupling parameters are set to the same value, and are normalized to the standard
model tree-level term. The terms involving photons are much larger primarily due to
the larger phase space.

where we insert the standard model-like value of AZZ1 = 2, and CP-even couplings

AZZ2 , AZγ2 and Aγγ2 of 0.005, 0.014 and -0.008 respectively, are summarized in Fig-

ure 15.3. The most important terms, other than the tree-level AZZ1 coupling, are

the interference terms between AZZ1 and the other couplings. Note that the other

terms not involving AZZ1 are non-negligible because of the large photon phase space,

and are also due to the drastically different shape (for example in the m1 and m2

distributions). While it’s still not a complete representation of the contribution, it is

helpful for the understanding of the sensitivity projection.



142

1 0.28 0.028 0.64 0.33 1.1 0.77

0.026 0.0054 0.088 0.024 0.15 0.036

0.0094 0.024 0.033 0.036 0.067

9 2.9 0.29 0.48

5.1 0.48 0.21

2.9 1.1

2.4

ZZ
1A ZZ

2A ZZ
3A γZ

2A
γZ

3A
γγ

2A
γγ

3A

ZZ
1A

ZZ
2A

ZZ
3A

γZ
2A

γZ
3A

γγ
2A

γγ
3A

0

1

2

3

4

5

6

7

8

9

10

Figure 15.2: The summary of the absolute partial widths from different terms, as
defined in Equation 15.2. The value in each bin is the size of the cross term between
the two coupling parameters labeled on the x and the y axes. All coupling parameters
are set to the same value and are normalized to the standard model tree-level term.
Similar to the case of partial width in Figure 15.1, terms involving photon couplings
are much larger because of phase space effect. The diagonal terms are the square
terms for each coupling parameter, and since it is always positive, the values are
identical to those in the case of partial width in Figure 15.1.
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Figure 15.3: The summary of the partial widths, assuming standard model-like cou-
plings. The value for AZZ1 is set to 2, and AZZ2 , AZγ2 and Aγγ2 are set to 0.005, 0.014
and −0.008 respectively. The overall normalization is again chosen such that the
AZZ1 × AZZ1 term is one. In terms of the total H → 4` cross section, the most im-
portant terms other than the tree-level AZZ1 × AZZ1 are AZγ2 × AZZ1 , AZγ2 × A

Zγ
2 and

AZZ2 ×AZZ1 . Again, when the sensitivity to different couplings is concerned, this only
gives partial information, since the shape information is lost in these partial width
numbers.
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15.1.1 High Luminosity Projections

The sensitivity to each coupling, assuming all couplings are real, is summarized in

Figure 15.4. The sensitivity is extracted for different dataset sizes, corresponding to

different equivalent LHC luminosities at 14 TeV pp collision energy. A green line

is shown, indicating the size of the standard model predicted value for the constant

term in Aγγ2 . All coupling constants are floated at the same time. The sensitivity is

characterized by an “effective width”, which is defined as

σeff =

√
π

2
〈| Â− A0 |〉 , (15.4)

where A0 is the value used to generate the datasets, and Â is the value of best fit

parameter point. In the case of normally-distributed fit results, this quantity will

reproduce the usual σ parameter of the Gaussian distribution.

There are a number of interesting features to note in the sensitivity curves. We

observe a hierarchy of sensitivity between different coupling parameters. The pa-

rameters with best sensitivity are Aγγ2,3, followed by AZγ2,3 and then AZZ2,3 . This can be

understood as a result of the fact that the phase space factor is much larger for the

couplings involving photons (Aγγ2,3, AZγ2,3), as shown in Figure 15.1 and Figure 15.2,

which leads to a tighter constraint on the coupling parameters. Furthermore, there

is a large difference in the shape of the dilepton mass distribution between AZγ2,3 and

AZZ2,3 , and even more so between Aγγ2,3 and AZZ2,3 , as can be seen in Figure 12.1.

In fact we see that a sensitivity of ∼ O(10−2) can be reached for the Aγγ2 coupling

with a data sample of 800 events or more, which corresponds to 100 fb−1 assuming

100% efficiency. We estimate that this number of events can be reached with ∼

300− 400 fb−1 after accounting for detector efficiencies.

The next interesting feature is that there are many different slope regimes in the

sensitivity curves. In the region when the number of events is small, all sensitivity

curves have steep slopes, compared to those with larger numbers of events. This is

mainly due to the highly asymmetrical nature of AZZ2 . As described in Chapter 14,

there is a region of parameter space (around AZZ2 /AZZ1 ' 3) where the distributions of
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m2 and φ are much different, compared to the rest of the parameter space. Therefore

when σ(AZZ2 ) is of order O(1) or larger, the distribution of AZZ2 across different

pseudoexperiments becomes asymmetric. This causes other couplings to have larger

effective widths, since all parameters are floated in the fit. Indeed if we instead fix

AZZ2 to zero, and float all other parameters, the sensitivity curves do not show this

feature.

With a larger number of events we do not see the non-symmetric behavior. Look-

ing at the Zγ curves we see a bending of the sensitivity slopes. The bending is caused

by the interplay between effects that dominates in each regime. The squared terms

(the diagonal terms in Figure 15.2) drive the sensitivity when the dataset size N is

small, and fluctuations can lead to larger extracted values. Since the fluctuation of

the true model (the standard model coupling with AZZ1 = 2 in this case) scales as

N−1/2, this implies that when the squared terms dominate we expect |AZγ2,3|2 ∼ N−1/2.

Therefore the sensitivity scales as σ(AZγ2,3) ∼ N−1/4.

On the other hand when the dataset size is large, fluctuations are small enough

that the interference terms dominate: AZZ1 ×A
Zγ
2,3 = 2×AZγ2,3 � AZγ2,3×A

Zγ
2,3. Since the

fluctuation still scales as N−1/2, we expect the sensitivity to scale as σ(2 × AZγ2,3) ∼

N−1/2.

As a result when the dataset size is smaller, the square terms dominate, and

the slope is shallower, compared to the regime with larger dataset size, where the

interference terms dominate. This transition between the two regimes happens for all

coupling parameter values, as the dataset size increases. For AZZ2,3 and Aγγ2,3 this effect

is hidden in the non-Gaussian regime at very low dataset sizes. In order to see it one

needs to examine the fit without floating AZZ2 .

Note, however, that these considerations only describe the dominant behavior, and

the precise shape of the sensitivity curve depends on the details of the distributions

of the observables.

The results shown in Figure 15.4 indicate that the golden channel is able to

establish the CP nature and the overall sign of the Hγγ coupling within lifetime

of the LHC. In order to explore this further we consider a second model given by
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AZZ1 = 2, Aγγ2 = −0.008, which are the standard model predicted values for these

couplings for a 125 GeV Higgs and on-shell external photons [103]. Even though the

photons are off-shell in the golden channel, this is a good enough approximation for

the purpose of this study.

We perform a fit floating all parameters, and examine the Aγγ2 and Aγγ3 cou-

plings. The resulting distribution for Aγγ2 as a function of the dataset size is shown

in Figure 15.5, which demonstrates that we can extract the true value without bias.

We show a further demonstration of the power of the golden channel in Figure 15.6

and Figure 15.7. The results from a large set of pseudoexperiments each containing

12,800 (1,600) events is shown, corresponding to an integrated luminosity of 3000 fb−1

(300 fb−1) assuming a 60% (75%) detector efficiency for all 4` channels. The expected

68% and 95% interval on the Aγγ2,3 plane from the golden channel fits is shown as cyan

ellipses. The magenta ring indicates the projection from the cross section measure-

ment of the H → γγ channel. It is clear that with the diphoton channel alone, one

would not be able to probe the CP nature of this coupling. Another constraint, shown

as the thin green band, comes from the electron EDM measurements [104, 105]. The

constraint is strongly model dependent, since it depends on the coupling between

Higgs and the electron, which cannot be probed experimentally in the foreseeable

future. However, even with the strong (model-dependent) constraint, the overall sign

of the Aγγ2 coupling cannot be determined without the input from the golden channel

H → V V ′ → 4`.
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Figure 15.4: Projection of the precision for the coupling parameters, as a function of
the dataset size. On the top axis the equivalent luminosity at 14 TeV is shown. All
couplings are assumed real in this projection, and all are floated at the same time. A
hierarchy of sensitivity γγ > Zγ > ZZ is observed.
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Figure 15.5: The distribution of the extracted Aγγ2 parameter with all parameters
floating, as a function of the dataset size. The true model used to generate datasets
is AZZ1 = 2, Aγγ2 = −0.008 and all other couplings set to zero. The distribution of the
fitted Aγγ2 parameter converges to the true value as the dataset size increases.
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Figure 15.6: Constraints on the γγ couplings from different measurements, with
3000 fb−1 of LHC data at 14 TeV. In blue, the 68% and 95% C.L. levels from
the 4` measurement is shown, while in magenta the projection of the sensitivity from
the direct H → γγ measurement is plotted. The constraints from the electron dipole
moment is shown in green. Note that the constraint from the electron dipole moment
measurement is strongly dependent on the assumptions on first-generation Yukawa
couplings and other potential new physics, on which we won’t have measurements in
the foreseeable future. The standard-model value is indicated by the star marker.
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Figure 15.7: Constraints on the γγ couplings from different measurements, with
300 fb−1 of LHC data at 14 TeV. In blue, the 68% and 95% C.L. levels from the 4`
measurement is shown, while in magenta the projection of the sensitivity from the
direct H → γγ measurement is plotted. The constraints from the electron dipole
moment is shown in green. Note that the constraint from the electron dipole moment
measurement is strongly dependent on the assumptions on first-generation Yukawa
couplings and other potential new physics, on which we won’t have measurements in
the foreseeable future. The standard-model value is indicated by the star marker.
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Chapter 16

Summary and outlook

In this thesis I first reviewed the standard model and the Higgs mechanism. I then

proceeded to describe the effective theory approach and the allowed Lorentz structure

of the HV V ′ effective vertex which depends on the seven coupling parameters to the

lowest order: the standard model tree-level HZZ coupling, and higher order CP -even

(AV V
′

2 ) and CP -odd couplings (AV V
′

3 ).

The helicity amplitude formulation in the case of both Zs being on-shell was

described, to gain more insight into the decay kinematics of the H → 4` channel. I

discussed the distribution of the opening angle between the two Z decay planes when

there are both CP -even and CP -odd couplings present, and the corresponding phase

shift.

The potential sources of CP violation in H → V V ′ → 4` were also reviewed.

There are two types of CP violating observables: one that arises typically in the

same V V ′ sector, in a triple product formed from the lepton momenta cosφ =
(~p1 × ~p2) · (~p3 × ~p4)

|~p1 × ~p2||~p3 × ~p4|
, where p̂i is the unit vector along lepton i direction, and the

other that arises from the presence of both the weak and the strong phases, for exam-

ple the imaginary phase of the coupling parameters, or the Breit-Wigner line shape

of the Z propagator.

I described the dominant irreducible background qq̄ → 4` in the four lepton chan-

nel. Using the analytic differential cross section calculation for this process, I decom-

posed the full m4` spectrum into pieces arising from different diagrams: t/u-channel

V V ′ and s-channel qq̄ → Z → 4`.
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I reviewed the current status of the LHC experiments’ Higgs properties measure-

ments. A description of the LHC and the CMS detector was followed by a summary

of the Higgs discovery in different channels, and a detailed description of the 4` anal-

ysis. I reviewed all the current measurements of the different properties of the Higgs

boson, namely the mass, the couplings, the width, the spin, and the CP properties.

I discussed the main challenges in the 4` channel: the twelve observables with

non-trivial correlations, and the vast parameter space we can probe. In order to

address these challenges, I developed a super fast custom detector parametrization

on the leptons, reducing the computing time for each event by a factor of 108, from a

few seconds down to tens of nanoseconds. Together with the full analytic differential

cross sections for the general H → V V ′ → 4` signal and the main qq̄ → 4` irreducible

background, the necessary ingredients to address the challenge were completed.

I then described a novel method to measure the CP properties of the Higgs. I

obtained an unbinned detector-level likelihood by performing a 12D convolution inte-

gration, between the generator level differential cross section and the lepton transfer

functions that model the detector effects, including acceptance and efficiencies. I

described how to efficiently build the full signal likelihood for an arbitrary model,

without the need to repeat the convolution integral. With the detector-level likeli-

hood calculation in place, I performed a fit and extracted the parameters of interest

using all available information.

The technical description on the convolution integration is described in terms of

numerous Jacobian factors and the optimization of the integration. I validated the

convolution integral by comparing the pdf projections with both the custom super

fast simulated samples, and the CMS full simulation samples, and by the performing

parameter extractions on a large ensemble of pseudodatasets, to verify that we do

not have any biases.

Finally the method was applied to the pp collision data collected by the CMS

detector during Run I. I discussed the various features in the result, including the

apparently larger likelihood values of the observed data compared to the average

(Asimov) expected likelihood value, and also how likely it is that the fitted value is
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so close to zero. The worst p-value in this case is 2%, which could still be ascribed to

statistical fluctuations.

I described the additional power and potential I found in the four lepton analysis.

Specifically, I found that we will be able to probe the Zγ and γγ effective couplings

during the lifetime of the LHC. With 100-400 fb−1 of pp collision data at 14 TeV

we can begin observing the Hγγ couplings in the 4` channel. This will serve as an

important measurement to complement the direct diphoton measurement. We will

also have the unique ability, in the 4` channel, to measure the Higgs CP properties

in the Hγγ couplings.

There are further measurements we can perform using the analysis framework I

developed in this thesis. One example is described in the Appendix A, which shows

that we can measure the standard model Z`¯̀ coupling using qq̄ → 4` events.

In the other appendices I describe the research work I have been involved in,

during my time as a student at Caltech. This work includes the characterization

and rejection of the noise in the hadron calorimeter in CMS, a measurement of the

silicon photomultipliers (SiPM) with a full layer readout in the hadron calorimeter, a

measurement of the differential cross section of vector boson production in association

with jets, and a search analysis looking for hypothetical leptoquarks which would be

an important step in uniting the quark and lepton sectors.

With the discovery of the Higgs boson, we have entered a new and exciting era in

particle physics. Much work will be carried out to fully characterize the new particle,

and LHC Run II is the beginning of a long experimental program. I’m looking forward

to more surprises and discoveries in the coming new data.



154

Appendix A

Standard Model Z Boson
Couplings and Quark Charge
Measurement

A.1 qq̄ → 4` process

The exact same framework I developed in this thesis can be used to measure the

standard model parameters in various channels. One good example is measurement

of couplings from qq̄ → 4` events, where relevant diagrams are summarized in Fig-

ure A.1. In the t/u-channel diagrams of qq̄ → 4`, there are two vertices with quarks

coupling to photon or Z, and two vertices with leptons coupling to a vector bo-

son. For the s-channel diagrams there is one quark-vector boson coupling, and three

lepton-vector boson couplings. The mixture between the s-channel and t/u-channels

allows us to extract the relative couplings, factoring out overall yield from the list

of measurements. This mixture is most useful around the Z → 4` resonance peak,

with the Zγ shoulder above it, excluding the regions where the Higgs “background”

contributes. The contribution from the gg initial state increases with larger m4`, and

since the analytic expression for such a process has not been calculated yet, the high

mass region in this study is excluded from consideration.

For all relevant diagrams, there is symmetry of the Z couplings to left- and right-

handed fermions in the analytic expression. In both the t/u-channel Zγ process and

the s-channel Z process where the subsequent radiation is a photon, we have only



155

γ

Z

`+

`−

`+

`−

Z

γ

`+

`−

`+

`−

Figure A.1: Relevant diagrams in the measurement of SM parameter from qq̄ → 4`
events.

one Z coupling to quarks and one to leptons. Unless we exploit the relative size

of the Zγ contribution to the ZZ or γγ contribution, it is not possible to resolve

this degeneracy. In the larger m4` regime, the contribution from the gg initial state

is non-negligible, while in the smaller m4` regime there are the challenges of higher

reducible background as well as lepton efficiencies at low masses.

There is also another degeneracy between the Z to quark coupling strength and

the Z to lepton coupling strength, since in all relevant diagrams in this mass region

we have the same order of these couplings.

When the analysis selection is limited to the mass region between the Z and

∼ 135 GeV, it is only feasible to measure the ratio of quark charge to the electron

charge. There are 4 vertices in all relevant leading-order diagrams, and thus the

expressions are 8-th order in the couplings of interest, which are the vector boson to

fermion couplings:

P ( ~XG| ~AVff) =
∑
i

gLq
ni
1gRq

ni
2gLe

ni
3gRe

ni
4qq

ni
5qe

ni
6Pi( ~X

G), (A.1)

where sum of powers of the couplings ni1 +ni2 +ni3 +ni4 +ni5 +ni6 = 8 for all terms, and

where Pi( ~X
G) is the coefficient in differential cross section before the couplings. The

couplings of the Z to quarks are denoted by gLq and gRq , and the couplings to leptons

are denoted as gLe and gRe . The quark charge and lepton charge are represented by qq

and qe respectively. All couplings are collectively written as ~AVff.
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A.2 Sensitivity Projection

We can proceed with the measurement by assuming the ratio between the left and

right couplings, and the ratio between the quark and lepton couplings to the Z boson

are given by their standard model values. This is equivalent to using an overall “Z

coupling strength modifier” which multiplicatively changes all the couplings strengths

of the Z to fermions. We therefore have two parameters, other than the overall yield

which is proportional to the overall scale of the coupling strength. The two parameters

are chosen to be as follows:

1. Ratio of the quark charge to the lepton charge

2. Ratio of the Z coupling strength modifier to the lepton charge

The most discriminating variable in this case is the m4` spectrum, in particular

the relative size of the Z resonance peak and the Zγ continuum. The angular in-

formation also helps in extracting the parameters of interest. To demonstrate the

potential of extracting the parameters from the angular information, MadGraph

events are generated with a uū initial state at fixed
√
s = 125 GeV, and grouped into

pseudodatasets. For each dataset the parameters are extracted, and we examine the

sensitivity as a function of the dataset size. The result is shown in Figure A.2.
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Figure A.2: Extraction of the standard model parameters using only decay informa-
tion from qq̄ → 4` events. On the left we show the distribution of extracted Z coupling
strength modifier as a function of dataset size. The color in the figures indicate num-
ber of pseudoexperiments. When the dataset size is small, there is near-degeneracy
between positive values and negative values of the coupling strength modifier. The
only way to break the degeneracy is through the interferences between s-channel and
t/u-channel diagrams, and with small dataset sizes we are not sensitive to the inter-
ference terms. On the right where we show the extracted up quark change, there is a
similar feature at small dataset sizes.
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Appendix B

HCAL Noise

B.1 The CMS HCAL Detector

In the barrel and endcap regions, every 18 channels are grouped and read out by

a hybrid photomultiplier module (HPD), and 4 such HPDs are located inside the

same readout box (RBX). The connections among the channels in η − φ space are

randomized when connecting to the pixels in HPDs, ie., neighboring channels in the

physical detector may not be neighbors in the pixels in an HPD. This helps facilitate

noise rejection, even though so far we haven’t been using the full potential noise

rejection capacity of all the handles we could use.

In the Run I setup there are 256 available ADC values per channel, which is con-

verted to an equivalent deposited charge (in fC) in the reconstruction. A pedestal

(of 3-5 fC) is then subtracted, based on events taken in the LHC abort gap 1. The

conversion from the ADC value to a deposited charge is non-linear, while the conver-

sion from the deposited charge to energy is linear. Therefore one can realistically use

deposited charge as an alias for deposited energy for many purposes, for example in

looking at variables inspired by the pulse shape.

A time sample is formed every 25ns by integrating the light collected in the detec-

tor within this time window. During Run I data taking, 10 time samples were read

out per channel in the barrel and endcap region, allowing us to use the pulse shape

1The beam structure of the LHC has a cycle of roughly 100µs, and at the end of each cycle there
is a quiet time when no collisions are happening



159

as a handle for further study.

B.2 Characterization of Anomalous Noise in HCAL

Anomalous signals in the hadron calorimeter in CMS have posed challenges to physics

studies related to jets and missing energy. An unphysical signal from the detector

can give a large reconstructed missing energy and be mistaken as a signature of new

physics. The identification and characterization of anomalous signals is thus very

important, making most new physics searches possible.

Traditionally, noise in HCAL was classified into three broad categories: pedestal

shifting type noise, HPD discharge, and ion feedback noise. The names are only

indicative of guesses of their origin, while the actual mechanism generating the noise

is never well understood.

The pedestal shifting type noise has a flat pulse shape in time, and usually happens

as a collective phenomenon affecting many channels. We observe multiple channels

exhibiting similar behavior at the same time. An example of the pulse shape is shown

in Figure B.1. It is also called the “flat noise” due to the pulse shape.

HPD discharge type noise is also a collective behavior. There is a lot of overlap

with the pedestal shifting type noise, and there is a smaller subset where the pulse

shape looks different. For example, some pulses look like a real discharge: we see a

flash of energy at some point in time, and the module becomes silent afterwards.

At the other extreme lies the ion feedback type noise. It is characterized by

isolated signals extending up to several TeV of apparent energy. Temporally it looks

like a short pulse shape, with all the energy concentrated in 25ns, in contrast to a

normal physical energy deposit where a longer tail is observed, with 60% of the energy

contained in 25ns and 90% of the energy contained within 50ns. One hypothesis for

the source of this type of noise is that a stray ion from an hadronic shower hits the

readout module, creating a flash in the detector readout. This type of “spike like

noise” consists of most of the higher energy anomalous signals. An example is shown

in Figure B.3.
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Figure B.1: Example of flat noise: (left) the pulse shape in time; (right) an event
display as a function of η and φ showing that several channels are affected. Each
bin corresponds to a single HCAL channel. The height of the histogram indicates
deposited energy in the channel.

Since the mapping of the pixels in an HPD to the location of the HCAL towers

in the physical space is randomized, it is useful to look at the distribution of energy

deposits mapped to the HPD pixel space, to better understand the noise behavior.

In this space any physical energy deposit will be randomized, and any synchronous

behavior between neighboring pixels is an indication of noise. An example of such a

noise behavior is shown in Figure B.4.

B.3 Fit-based Filters

The HCAL ideal pulse shape has been measured a long time ago in test beams, and

further refined a few years ago. While not a satisfactory description of the actual pulse

shape in the HCAL, it can be used as a template to distinguish noise from genuine

physics signals. The “ideal pulse shape” of the HCAL is shown in Figure B.5.

I have investigated the possibility of using pulse shape fitting to describe the

compatibility of a given pulse with different hypotheses, with the log of the ratio

of a measure of goodness of fit acting as a discriminant, on which we place a cut to

distinguish noise from real energy deposits. Since the pulse shape is by nature binned,
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Figure B.2: Example of triangle noise: (left) pulse shape in time; (right) event display
of the same event showing the collective behavior of this type of noise. Each bin
represents the reconstructed energy in a single channel in GeV.
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Figure B.3: Example of spike-like noise: (left) pulse shape; (right) the event display
of an example event containing a spike-like noise. This type of noise usually affects
only small number of channels.

we can choose χ2 as the measure of goodness of fit:

χ2 ≡
∑
i

(
Ti − fi(~ø)

σi

)2

, (B.1)

where ~ø is a set of parameters describing each candidate pulse shape hypothesis, where

Ti is the size of the observed pulse shape at time sample i, and where σi is the error

associated with the pulse height for that time sample. Due to the Poissonian nature

of light collection in the detector, we expect the error σi to be as follows:

σi = k
√
Ti, (B.2)

where k is some constant characteristic of the detector. This constant can in principle

affect the fitting and subsequently the χ2 value, however for our purpose it doesn’t

matter. Observing that k factors out from the χ2 expression, different reasonable

choices of k won’t make a difference in the fit result. Furthermore, since we are inter-

ested in forming the log of ratio of χ2 values from fits to different pulse hypotheses,

this factor cancels in the process.

We can form different pulse shape hypotheses:
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Figure B.4: Two examples of events containing noise. The left plots are the energy
deposits as a function of η and φ of the HCAL tower. Each bin represents one
single HCAL tower. On the right is the energy measured in each of the pixels in the
corresponding problematic HPD. As seen in these examples, noise-like energy deposits
which are randomized in the physical η − φ space tend to be neighbors in the HPD
pixels.
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1. Ideal pulse shape. We allow the pulse to move in time, and the pulse height to

vary for different pulses. To extract the time from the fit, we build in the time

slewing effect in the pulse shape hypothesis, where lower energy pulses appear

to be arriving late.

2. Flat pulse shape. The pulse shape is fitted with a straight line connecting the

first time sample and the last time sample. This is useful in distinguishing

physical energy deposits from a flat-like pulse.

3. Spike-like pulse shape. The discriminant in this case is calculated by the RMS

value of the lowest 8 time samples, divided by the pulse height summed over all

time samples in the pulse.

4. Triangle-shaped pulse. This is done by fitting the pulse to a tent-like shape,

where the pivot is located at the trigger time sample, with rising and falling

lines on the left and the right respectively.

The goodness of fit for each noise-like hypothesis is divided by the χ2 value for a

fit to the ideal pulse shape to form discriminants. For the flat pulse hypothesis we

have

Λflat ≡ log
χ2

flat

χ2
ideal

, (B.3)

where χ2
flat is obtained from the fit to a flat pulse shape, and χ2

ideal is from the fit to

the ideal pulse shape. Similarly we can form discriminants for spike-like pulse and

triangle-shaped pulse hypotheses as Λspike and Λtriangle respectively. The distributions

of these discriminants is shown in Figure B.6 for a noise dataset and an orthogonal

dataset where we don’t have much noise contamination.

During the 50ns data taking in 2012, it was necessary to modify the fit to the ideal

pulse, to include the contributions from out-of-time energy deposits. This is done by

fitting to up to two pulses in the time window (HCAL occupancy is at the percent

level with ET > 1 GeV during Run I); it’s very unlikely we have three different energy

deposits overlapping in the same time window in the same channel. The out of time

pileup however also ruins the discriminant Λtriangle. Therefore during the latter part of
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Figure B.5: Ideal HCAL pulse shape as measured and parametrized during the test
beam measurements.

the data taking where there was a high level of pileup, this discriminant was tagged,

but removed from consideration in the reconstruction.

The performance of the fit-based filters can be seen in Figure B.7, where we

compare the missing energy distribution before and after pulse cleaning by the filter.

The missing energy is reduced in all events after cleaning, indicating that the filter

is very effectively cleaning out the noise. If there has been any mistagging of good

pulses, we would see an increase of missing energy from time to time, and this was

not observed, showing that the filter is safe, as well as efficient.

This filter was deployed in CMS data taking, and was turned on by default in the

normal reconstruction during the second half of 2012.

B.4 The 2012 Baseline Filter package

In addition to the fit-based filter, we also implemented a filter package for baseline

filtering, which consists of two main filters:

1. HPD hit count filter. This filter counts how many channels are above an energy

threshold (set to 1.5 GeV during the Run I data taking). It is sensitive to HPD

discharge type noise, where we see the collective behavior of many channels in
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Figure B.6: Fit-based filter discriminants for a typical noisy dataset on the right, and
a dataset with less noise on the left.
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Figure B.7: The performance of the fit-based filter, comparing the missing transverse
energy (MET) after the filter to before the filter, for several types of events.

an HPD. If the number of channels exceed a threshold (17 channels out of 18),

the event is categorized as noise-like.

2. R45 filter. The R45 variable is defined as

R45 ≡ T4 − T5

T4 + T5

, (B.4)

where T4 is the energy deposit during the time sample that contains the trigger,

and T5 is the energy deposit for the subsequent time sample. This variable

characterizes the energy sharing between the first 25ns and the next 25ns of the

pulse. The collective pulse shape of all 72 channels in an RBX is calculated,

and is used as a discriminant to filter out noise. If a whole RBX is noise-like,

it creates a big-enough hole in the detector response that it is better to discard

the whole event as noise-like, rather than just throwing out noise-like channels.

Distribution of variables used in the filter is shown in Figure B.8.
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Figure B.8: Distributions of R45 variable used in the filter are shown on the top for
a dataset containing noise (right), and a dataset with less noise (left). In the bottom
plots the HPD count distribution between a noise-enriched dataset (red) and a clean
dataset (black) is shown.

A relaxed version of this filter was implemented in the high level trigger (HLT)

by gating the trigger paths where noise was a problem; for example the triggers on

missing energy. This filter helped lower the energy threshold on the missing energy,

enabling many physics searches.
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B.5 Development for the 25ns data

A number of developments have been made in preparation for the data taking for

LHC Run II running starting 2015, where the time-spacing between bunches will be

reduced to the design of 25ns. In the barrel and the endcap HCAL, where the pulses

have a tail beyond 25ns, there will be a significant overlap of the pulses from different

bunch crossings. The first task therefore was to study how we could mitigate the

contribution from out-of-time pileup, using the fact that the HCAL pulse shape is

stable for most channels.

We derived the average pulse shape using the data collected in 2012, since the ideal

pulse shape did not describe the pulse shape observed in the data satisfactorily. The

derivation of the shape was done by fitting an approximate parametrization to the

ratio of the time samples in the pulse shape. An example of the extracted functions

is shown in Figure B.9. We observe that by using the accurate pulse shapes derived

from the data, the corrected energy is shifted back much closer to original value, as

shown in Figure B.10.

This energy reconstruction was then used in noise rejection. Normal physical en-

ergy deposits have a characteristic long tail, while the spike-like pulse lacks the tail.

Therefore if we calculate the corrected energy for the time samples in the tail, for a

normal pulse without extra pileup, we expect the corrected values to be centered at

zero with some spread due to fluctuation. For the spike-like pulses however, we will

reconstruct large negative energies. Since any additional pileup will only increase or

smear the measured energy, large negative values are indicative of noise. Figure B.11

shows the corrected energy distribution, in a number of datasets with different noise

levels. The missing energy dataset contains enhanced noise due to trigger bias, while

the single muon dataset has little noise, where we do not observe a tail in the distri-

bution.
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Figure B.9: An example of time sample ratio functions.
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Figure B.10: Corrected energy distribution after the correction (black), compared to
that before the correction (red). The mean of the energy from pileup after correction
shifts back to zero.
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Figure B.11: Demonstration of the negative energy filter by looking at reconstructed
energy in different time samples. In the SingleMu dataset, which is clean of noise,
there is no significant negative energy tail. On the other hand, in the MET dataset
enriched in noise, due to the presence of spike-like noises, a large negative energy tail
is seen. A large negatively reconstructed energy indicate that the pulse shape differs
greatly compared to the expectation, which is a sign of noise.
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Appendix C

HCAL Test Beam Studies

C.1 Experiment Setup

The HCAL test beam in 2009 was aimed at measuring the properties of the silicon

photomultipliers (SiPM), as well as the full detector readout of the hadron calorimeter.

The CMS HCAL has 16 longitudinal segments, each with a layer of brass absorber

from 45mm to 75mm thick, interleaved with plastic scintillators. In the front there is

steel supporting material with a layer of plastic scintillator between the steel and the

brass absorbers behind it. Overall there are 17 channels per HCAL tower. In LHC

Run I, light coming from all the layers was summed up by bundling the light fibers

matching the bundle to a single readout pixel in a hybrid photomultiplier (HPD).

For the test beam we had 9 HCAL towers used in the analysis, arranged in a 3x3

grid. The towers corresponded to the barrel HCAL region with iη ranging from 7 to 9,

and iφ from 2 to 4 [44]. Three towers with iφ = 3 had 16-layers of individual readouts,

while the rest had 1-channel summed readouts, as in the CMS Run I detector setup.

There were three wire chambers (each with both x and y readout) upstream, with a

set of triggering scintillators right before the last wire chamber. Behind the towers,

there was an absorber with muon detectors behind it, acting as an event veto during

the analysis. The setup is shown schematically in Figure C.1.

Data with different types of beam were taken, as summarized in Table C.1. Runs

with a µ+ beam were taken as a MIP calibration, and runs with π+ and π− were used

to measure the resolution, where we scanned through different energies. In each run
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Figure C.1: Test beam layout and detector setup. The beam comes from the left,
and passes through the wire chambers and triggering scintillators before hitting the
HCAL tower. There is a lead absorber and a muon chamber behind the HCAL tower.

two types of triggering were used. One was the usual trigger when there is a particle

going through the scintillators, and the other was the “out-of-the-spill” trigger which

fires when there is nothing happening. Events with the out-of-the-spill trigger can be

used to perform pedestal calibrations. There were also other runs taken from other

groups which we use to calibrate towers with the CMS Run I readout.

C.2 Analysis

We started the analysis by doing an in situ alignment among the different wire cham-

bers. This was done by looking at the measured location of the three chambers,

exploiting the fact that each event should form a straight line, and lining up the

different local chamber coordinates. The difference between the local coordinates of

pairs of chambers are shown in Figure C.2 before and after alignment. After alignment

the center of the beam spot is lined up with the local coordinate of the chambers.

The alignment can be checked with µ, data where the shower size is small, as shown
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Table C.1: Summary of the data taken in the test beam. The first 6 runs are µ
calibration runs for towers with the same setup as CMS Run I, taken by other groups.

Run Pre-amp Type E ( GeV) Statistics Comments
106437 off µ− 150 20000 Single tower only, aiming at (7, 2)
106436 off µ− 150 20000 Single tower only, aiming at (8, 2)
106434 off µ− 150 20000 Single tower only, aiming at (9, 2)
106427 off µ− 150 20000 Single tower only, aiming at (7, 4)
106425 off µ− 150 20000 Single tower only, aiming at (8, 4)
106426 off µ− 150 20000 Single tower only, aiming at (9, 4)

108269 off π− 300 50000 Single tower only
108273 off π− 300 50000 Single tower only
108278 off π− 300 50000 Single tower only
108281 off π− 300 50000 Single tower only
108284 off π− 300 50000 Single tower only
108287 off π− 300 50000 Single tower only
108289 off π− 300 50000 Single tower only
108291 off π− 300 50000 Single tower only
108292 off π− 150 50000 Single tower only
108294 off π+ 100 50000 Single tower only
108299 off π+ 100 50000 Single tower only
108300 off π+ 50 50000 Single tower only
108301 off π+ 50 50000 Single tower only
108302 off π+ 30 50000 Single tower only
108303 off µ+ 150 200000 Single tower only
108523 on µ+ 150 20000 Three tower only, aiming at (9, 3)
108525 on µ+ 150 20000 Three tower only, aiming at (7, 3)
108528 on µ+ 150 20300 Three tower only, aiming at (8, 3)
108532 on π− 300 50000 All 3x3 readout
108533 on π− 225 50000 All 3x3 readout
108535 on π− 150 50000 All 3x3 readout
108537 on π− 50 50000 All 3x3 readout
108538 on π− 30 50000 All 3x3 readout
108540 on π− 100 50000 All 3x3 readout
108541 on π− 100 30400 All 3x3 readout
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in Figure C.3.

The pedestal fluctuates in a correlated fashion among the channels. A linear

correlation coefficient between energy measured in different channels for pedestal

events can be seen in the left panel of Figure C.4. We use the first two time samples

as an event-by-event estimate of the pedestal, and verified that the correlation largely

disappeared with the pedestal-subtracted measurement of energy, as can be seen in

the right panel of Figure C.4.

Energy calibration is done with a µ beam of 150 GeV. The measured energy

spectrum is fitted by a Landau shape, convoluted with a Gaussian. The median

value of the shape is taken as the minimum ionizing potential (MIP) response. The

MIP of the whole tower corresponds to roughly 2.7 GeV of deposited energy [106].

Since there is no radioactive source calibration done for this setup, we do not have

an absolute energy scale set. In order to set the absolute energy scale, we used 30

GeV π data, with a cut on the hit position so that the pion beam is centered on each

tower.

An intercalibration using π− data is carried out on top of the baseline µ calibration.

It is done by assigning a multiplicative constant to each layer as a correction factor,

and by minimizing the sum of squares of the difference of the measured energy relative

to the input energy. Note that this is good for the total energy measurement, and

was not adequate to measure other quantities, such as the longitudinal shower profile.

An additional step is done for the data with the pre-amplifier on. During the

data taking the bias voltage for the detector was set to a value that was too high.

As a result we observed a clear saturation effect in the readout. This is shown in

Figure C.6, where we compared the ADC value distribution between the data where

the pre-amplifier was off, and where it was on. It was not feasible to remove events

where the ADC values were observed to be saturated, as this would have removed

a non-negligible fraction of the events and potentially bias our energy measurement.

Instead, assuming that a larger ADC value indicates a larger energy deposit, even in

the region close to saturation, we were able to “unwind” the distribution by comparing

runs with the same π energy but with different pre-amplifier settings. This procedure
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Figure C.2: Wire chamber alignment. Left: before alignment, and right: after align-
ment. The coordinates from the wire chambers are measured in units of mm. By
this alignment procedure, we are able to align the wire chambers to an accuracy of
O(1) mm.

was done on all channels, and one example is shown in Figure C.6.

By examining the transverse energy profile, it was possible to estimate the electron

contamination in the pion beam. Since an electron shower is electromagnetic in nature

and is very narrow (the Moliere radius RM ∼ 3 cm [44]), it is well-contained in a

single tower. The concentration of shower is shown in left panel of Figure C.7. The

longitudinal profile of these events, shown in the right panel, where the energy is

highly concentrated in the transverse direction, shows a higher energy deposit in the

earlier layers, consistent with the expectations from an electron shower.

C.3 Result

Once the calibrations and alignments were done, we examined different observables

of interest. One result of interest is the π longitudinal profile. This is shown in

Figure C.8. The average depth increases with increasing pion energy, with a charac-

teristically long tail for the hadronic shower. When energy is large, the tail extends

beyond the range of HCAL, indicating that HCAL does not fully contain all showers.

The average observed depth is summarized in the right panel of Figure C.8. The de-
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Figure C.3: The concentration of energy deposits in the middle tower, for a run with a
muon beam. The y-axis shows the energy concentration in the middle tower, defined
as the energy measured in the middel towel divided by the total measured energy in
all three towers with 16-layer readout. It is plotted with respect to the x-coordinate of
the extrapolated hit position. For muons with hit position above 8 mm, the majority
of energy is deposited in the neighbor tower due to an misalignment of the HCAL
modules with beam direction.

Figure C.4: The linear correlation coefficients of pedestal values in different channels
in the three towers with 16-layer readout. The x and y axes are the channel index
for each individual channel (48 in total). Before the pedestal subtraction procedure,
a correlation is seen in the pedestal values for the different channels (left). The
correlation is reduced a lot after the pedestal subtraction, showing a maximum of
correlation coefficient of 0.1 (right)
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Figure C.5: The fit to muon calibration runs to extract the minimum ionizing poten-
tial (MIP). We use a Laudau function convoluted with a Gaussian as a model to fit
the spectrum. The median value of the function is then used as the measurement of
the MIP for the channel.

viation from logarithmic dependence could be due to the worse containment of high

energy showers.

The interaction length can be measured by considering the depth distribution of

the first energy cluster. The distribution was shown to be a simple exponential distri-

bution, as illustrated in Figure C.9. The exponential decay constant was determined

to be 182.7 mm, consistent with what we expected for a tower composed of brass and

scintillator layers of the given thickness.

Finally, the energy resolution was extracted and plotted as a function of the

measured energy, as shown in Figure C.10. We were able to characterize the resolution

curve as c1 ⊕
c0√
E

, with the fitted parameters:

c0 = 0.896± 0.026

c1 = 0.046± 0.005.

We carried out a similar analysis on the data from an earlier (2006) test beam run,

where the towers were instrumented with standard CMS Run I setup. The fitted

parameter we obtained from that analysis were:

c0 = 0.936± 0.029

c1 = 0.105± 0.002.
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Figure C.6: The unwinding procedure. In the top row, the ADC value distributions
of two pion runs with the same beam energy are shown. On the left is the distribution
with pre-amplifier on, and on the right is the corresponding spectrum with the pre-
amplifier off. We observe a clear saturation effect in the spectrum with pre-amplifier
on. By comparing the two distributions and matching the corresponding ADC values
with the same cdf value, we were able to obtain a mapping between pre-amplifier on
ADC value and the corresponding pre-amplifier off ADC value. This mapping is then
used to “unwind” the spectrum with pre-amplifier on for the energy measurement.
One such mapping function is shown in the bottom row. There is a long linear regime
when the ADC value is small, and the saturation effect is seen with larger ADC values.
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Figure C.7: Lepton contamination studies. On the left the energy concentration in
the middle tower is shown for a run with pion beam. Since the hadron shower is not
contained in a single HCAL tower, the energy concentration is in general not 100%.
There is, however, a population with 100% energy concentration in the pion data. It
is compatible with expectations from electrons. The longitudinal profile of the events
with 100% energy concentration in the middle tower is shown on the right. We see a
shallower profile compared to an average hadron shower.

An improvement in the HCAL resolution is thus observed with the SiPM + full layer

readout.
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Figure C.8: The HCAL longitudinal profile. On the left the longitudinal profiles for
pions with different energies are shown. There is a dead channel (layer 12) in the
readout. With the increasing energy, position of maximum shower is deeper. The
average depth of the shower is shown on the right as a function of energy. With
pion beams of energy above 100 GeV, the average depth deviates from the expected
logarithmic dependence, which could be due to the worse shower containment at large
beam energies.
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Figure C.9: Measurement of the HCAL interaction length. The position of the first
energy deposit is plotted, showing an exponential dependence above the initial rise.
We can fit the exponential constant and obtain a measurement of the interaction
length in HCAL. It is compatible with the expectation of brass material interleaved
with plastic scintillators.
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Appendix D

Measurement of the Production
Rate of Vector Boson in
Association with Jets in CMS

D.1 Description

We carried out a measurement of the Z+jet differential cross section using 36 pb−1

of pp collision data at 7 TeV collected by the CMS detector at the LHC [107]. I’m

one of the main contributors to the Z → µ+µ− channel. Differential cross section

measurements up to Z+4 jets were carried out, as well as a test of Berends-Giele

scaling.

Ever since its discovery in the 90’s, the Z boson has been extensively studied at

various colliders. At the LHC, it serves as a great candle for detector calibration, and

also as a good probe of physics. Since there is always a jet balancing the Z boson, we

can test the properties of QCD by looking at jets recoiling from the Z decay products.

This study also provides important feedback to many other beyond standard model

searches, since Drell-Yan events are among the most common background in such

analyses.

While the Z boson has been extensively studied and is extremely well understood,

its production in association with jets is more complicated. The Z+jets process

involves many diagrams with different phenomenological consequences. Some of the

lower order diagrams are shown in Figure D.1. A scaling behavior, known as Berend-
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Giele scaling, was suggested to approximate the cross section scaling behavior, as

a function of the number of associated jets. The scaling rule states that the cross

section ratio between N jets and N+1 jets is constant across the different numbers of

jets:

RZ
N =

σZ+(N+1jets)

σZ+(N jets)

∼ α(' αS), (D.1)

where α is some constant smaller than 1 that could naively be expected to be similar

to αS. This phenomenological model carries a simple intuitive interpretation: with

each additional jet, there is in general one extra QCD vertex in the diagrams, and we

therefore expect the cross section to scale down roughly by a factor of the coupling

strength of the strong interaction αS.

This simple picture is however complicated by a few factors. Jets are complex

objects in hadron colliders. While at parton level we can directly talk about diagrams

and outgoing partons, the association between the reconstructed jets and the partons

is less trivial. This association involves good modeling of both the jet fragmentation

and hadronization processes, as well as the underlying soft processes accompanying

the hard Z+jet process we want to study. For this reason we cannot measure jets

with too small energies, lest we lose the power to interpret our result. The choice of

the jet energy threshold also comes at the expense of discarding low energy jets, even

if they come from our desired process.

Furthermore αS runs with the q2 scale, and it is most rapidly varying at low

scales. While choosing the jet threshold fixes the scale somewhat, as a function of jet

multiplicity this scale changes. Specifically for events with no associated jet (above

threshold), this scale is much lower compared to the other jet multiplicities. Therefore

we expect RZ
0 to be much different compared to the other ratios. A slightly modified

scaling behavior has been suggested to incorporate the potential change of scale, and

many other factors that might scale with number of jets:

RZ
N ∼ α + βN, (D.2)

where α and β are constants.
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Figure D.1: Some of the lower order Feynman diagrams for Z+jets. With each
additional jet, there is an extra QCD vertex, and we expect the rate to decrease by
roughly a factor of αS.

The non-trivial dependence of RZ
N on N makes it a great test of the standard model

at this scale. By studying it carefully we have the opportunity to learn more about

QCD, and it could also serve as a potential input to fragmentation and hadronization

models.

D.2 Methods

The Z+jets signal extraction procedure is straightforward. All di-lepton events whose

invariant masses are in the proximity of the Z resonance mass (60 GeV < m`¯̀ <

120 GeV) are selected. We select leading muons by requiring a combined relative

isolation of 0.15 in a cone of size ∆R ≡
√

∆η2 + ∆φ2 < 0.3 around the muon.

The combined relative isolation is defined as (ptract
T + EHCAL

T + EECAL
T )/pµT , which

characterizes the amount of activity around the target muon. We require the leading

muon to have pT > 20 GeV and |η| < 2.1, with a high quality requirement on the

muon track, and a transverse impact parameter dxy < 0.2 cm. Once a leading muon

is found, we proceed to identify the second leading muon with pT > 10 GeV and

|η| < 2.4.

Jets are created from the collection of particle candidates by use of the particle-

flow algorithm, clustered with the anti-kT algorithm with a size parameter of R = 0.5.

All jets are required to be within the tracker acceptance of |η| < 2.4, and a minimum
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Figure D.2: The distribution of jet multiplicities in Z+jet events; comparing the data
to a Monte Carlo simulation.

threshold of ET > 30 GeV is applied. We reduce the contribution from underlying

pileup events by calculating the “average energy” in the non-clustered area, and

subtracting it from each jet we consider.

The main background in this analysis is from accidental background, where two

muons are produced in the event and happen to be in the invariant mass window

we consider. At lower jet multiplicities, the background is mostly from (light) QCD

processes, while for larger jet multiplicities the contributions from tt̄ processes domi-

nate. The comparison of the data to the Monte Carlo simulation as a function of jet

multiplicities is shown in Figure D.2.

Signal extraction is done via an unbinned maximum likelihood fit to the m`¯̀

distribution. We model the signal shape with a distribution with an asymmetric

Gaussian core and a power law tail. Since the background shape is not peaking,

we use an exponential distribution to model this contribution. All parameters are

floated simultaneously for the lower jet multiplicity bins, while for the N ≥ 4, due to

insufficient statistics, the shape parameters are taken from the lower jet multiplicity

bins. This procedure is used to extract the differential cross section.

Another fit is implemented which constrains yield in different jet multiplicity bins,

according to the modified Berends-Giele scaling law (Equation D.2). We directly
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extract the scaling parameters α and β from the fit, correctly taking the correlations

into account.

The effect on the number of jets from the jet energy resolution and the recon-

struction efficiency is unfolded, while the detector acceptance is not unfolded, and we

report the measurements in the fiducial phase space. The unfolding is done by us-

ing a migration matrix, which parametrizes the probability of observing the different

jet multiplicities with a given number of out-going partons. This matrix is directly

implemented in the fit, and we do not need any additional unfolding step.

D.3 Results

The differential cross section as a function of the jet multiplicity is reported as a

ratio relative to the inclusive Z cross section. By doing this, we cancel out many of

the systematic effects that would otherwise be present in the analysis. TherResult

is reported in the left panel of Figure D.3. It is compared with MadGraph [36],

events showered by pythia [73] with two different tunings, as well as with events

generated by pythia directly. We see that the MadGraph generator provides a

good description of the data, and that RZ
N is roughly constant, as expected from the

scaling behavior.

Furthermore, we can extract the scaling parameters α and β directly. The result

is shown in the right panel of Figure D.3. The data is in good agreement with the

expectation from the MadGraph generator.
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Appendix E

Leptoquark Search

A search [17] for third generation leptoquarks decaying to a b quark and a τ neutrino

was done using 4.7 fb−1 of pp collision data at 7 TeV, using the CMS detector at the

LHC.

E.1 Final State

Leptoquarks (LQ) are hypothetical particles that couple directly to a quark and

a lepton. These particles arise in many grand unified theories [108], where some

larger symmetry relating the quark sector and the lepton sector is assumed to exist.

Similarly to the family structure of the fermions, LQs are traditionally classified into

three families, where the couplings are much weaker across generations, partly due to

the stringent experimental bounds on flavor-changing neutral currents.

There are different types of third generation LQ, each leading to different potential

final states. Since they couple to a quark and a lepton, there are four possible decay

products: bντ , bτ , tντ and tτ , corresponding to different types of LQ. Since they

carry lepton number and baryon number, they are preferably produced in pairs in pp

collisions, from gluon splitting. In this analysis, we perform a search for the bb̄ντ ν̄τ

final state, where each LQ decays to a b quark and a τ neutrino. The Feynman

diagram for this process is shown in Figure E.1. In the detector, we would see two

high energy b-jets and a large missing energy.

Many SUSY scenarios also give rise to this same final state, for example as a result
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Figure E.1: Feynman diagram for LQ and sbottom

of b̃b̄ production. The result from this search can also be interpreted in many other

contexts.

Previous bounds from the Tevatron limit this type of LQ to have a mass >

247 GeV. We therefore started the search from slightly below this bound, to maintain

some overlap and to check the Tevatron result.

E.2 Razor Variables

The “razor variables” are used in this analysis to search for LQs. These are two

complementary variables that characterize different aspects of a given event. The first

variable, MR, estimates the scale of the event, while the second one, R2, describes how

imbalanced the event is, in the energy transverse to the beam line. The shape of MR

peaks at its relevant scale for each component, and falls exponentially above the peak,

mainly due to the PDF shape. The exponential slope in MR changes linearly with

the cut on R2, allowing us to model the background in a simple way, as illustrated in

Figure E.2.

The razor variables are derived through consideration of a set of frames referenced

to the event topology we are searching for. In this search we assume that a pair of

heavy particles are pair-produced, each of which decays into a jet and something

invisible. In the rest frame of each heavy particle, the magnitude of the momentum

of the jet has the same value. The decay products of each heavy particle are boosted
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into the rest frame of the heavy system, and then boost again into the lab frame. Since

the pair-produced particles are heavy, we make the assumption that they are produced

roughly at rest, implying that the rest frame of the heavy particle system is related

to lab frame by a simple boost along the beam direction. This can be approximated

by boosting the visible system to rest, while assuming that the invisible system is

similar to the visible system.

Next we approximate the boost from the rest frame of the heavy system to the

respective rest frame of each of the heavy particles, by a transverse boost in the

opposite direction. We can solve for the boost with which the jets will have the same

magnitude of momentum as in the rest frames of the heavy particles, and use this

magnitude as an estimator of the event scale. After all the algebra, we can write

down the expression for MR as

MR =
√

(E1 + E2)2 − (pz1 + pz2)2, (E.1)

where the subscript refers to the first and second jet. E is the energy of the jet, and

pz is the momentum component in the beam direction. Once we have all the boosts

to approximate the different frames, we can write down a transverse version of the

scale estimator (analogous to the transverse mass) as

MT
R =

√
1

2
| ~M | (|~pT1 |+ |~pT2 |)−

1

2
~M · (~pT1 + ~pT2 ), (E.2)

where ~M is the missing transverse energy, and ~pT is the transverse momentum of the

jet(s). Finally the second razor variable R2 is defined as

R2 =

(
MT

R

MR

)2

. (E.3)
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Figure E.2: Scaling behavior of the razor variables. The exponential tail in MR drops
faster with tighter cut on R2 variable (top-left), and the extracted slope is consistent
with a linear function on R2 (top-right). The converse is also true: the tail in R2

drops faster with tigher cut on MR (bottom-left), and the exponential constant is
again modeled by a simple linear function of MR (bottom-right). The slopes on the
linear dependence of exponential constants in MR and R2 agree with each other within
numerical precision.
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E.3 Methods

b-mesons have a characteristic long life time (cτ ∼ O(cm)). They decay in flight and

produce a secondary vertex which is visible in the detector. In CMS many algorithms

are developed which use different variables, based on two general ideas. One is the

existence of a track with a large impact parameter (and subsequently a reconstructible

secondary vertex), and the other is related to the mass of the combination of tracks

within the jet cone. In most algorithms, the variables are thrown into a multivariate

estimator to provide a final discriminant which increases the sensitivity over any given

single variable. The efficiency of the b-tagging algorithm has a characteristic shape:

the maximum efficiency is obtained for jets of around 100 GeV, and it drops mildly

with increasing jet energy, due to the decrease in the ability to reconstruct a large

impact parameter, as a result of the larger boost and thus the smaller spread of tracks.

The efficiency drops for low energy jets below 100 GeV because of the smaller decay

length cγτ , where the secondary vertex is closer to the primary collision point, and

is thus harder to detect. The mistag rate on the other hand rises almost linearly as

a function of the jet transverse momentum.

Most of the background relevant to this search comes from tt̄+jet and V+jet

processes. The decay products of a t quark provide a natural source of b jets, while

the missing energy can be provided by a W decaying leptonically. For a V+jet event,

there are contributions from V + bb production, as well as from V+light jets, where

the light jets are mistagged as b jets. The QCD multijet process has a small efficiency

for this search, both because of the lower intrinsic event scale and the lack of large

transverse momentum. However, due to the large cross section, we expect a small

but non-negligible contribution from it.

Three baseline samples are defined in the analysis:

1. MU: events collected with the “muon razor triggers”, containing one loose muon

with pT > 20 GeV, MR > 400 GeV and R2 > 0.14.

2. ELE: events collected with the “electron razor triggers”, containing one loose

electron with pT > 20 GeV, MR > 400 GeV and R2 > 0.14.



194

3. HAD: events collected with the “hadronic razor triggers”, not satisfying any

other requirements, and with MR > 400 GeV and R2 > 0.2.

We also require that there are at least two jets above 60 GeV in each event, to

ensure that the trigger is fully efficient for our selected events. In order to study

and estimate the background contributions in the HAD sample, we treat muons and

electrons in the MU and ELE samples as neutrinos, and recompute the R2 variable.

Since there is a presence of leptons in the MU and ELE samples, they are free of the

signal relevant to this analysis, which consists of final states with jets and missing

energy (only). The events with leptons therefore they serve as good candidates to

estimate the shape of the background contributions, without signal contamination.

The shape of MR and R2 for different background components are derived from

the data, as much as possible. The tt̄+jet background shape is extracted from the

MU selection, requiring a tight muon. This is then used in the full MU selection to

extract tge shape of the QCD multijet background. In the full MU, selection since

we only require a very loose muon in the event, there is a significant contribution

from the multijet background, which is not present in the sample where we require a

tight muon. The shape of V+jets background is taken from the heavy-flavor enriched

MadGraph samples. The extracted shape is shown in Figure E.3. We summarize

the different sample selections in Table E.1.

The extraction of the shape of the background is done via an unbinned maximum

likelihood fit. We split the data into different R2 bins, and model the shape for

different R2 cuts as exponential functions. We constrain the slope parameter to be

linear as a function of the R2 cut. All the R2 bins are fitted simultaneously.

Finally, once we have all the shapes extracted from the different control samples,

the overall normalization of the background is measured in the region with R2 < 0.25

in the HAD sample, and is then extrapolated into the signal region with R2 > 0.25.

This procedure of background extraction is validated in the ELE sample, which is

devoid of signal; and indeed we see good agreement between the predicted background

and the data, as shown in Figure E.4. The expected contributions from each of the
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Table E.1: Summary of samples used in the analysis

Sample R2 cut Leptons Comment
W/Z MC R2 > 0.07 tight µ shape of V+jets

MU R2 > 0.14 tight µ shape of tt̄+jets
MU R2 > 0.14 loose µ shape of QCD multijets
ELE 0.20 < R2 < 0.25 tight e normalization measurement in ELE validation
ELE R2 > 0.14 loose e signal-like region in ELE validation
HAD 0.20 < R2 < 0.25 veto normalization measurement
HAD R2 > 0.14 veto signal region

processes are shown as the magenta dashed line (tt̄), green dotted line (W/Z), and

red dash-dotted line (QCD multijets). The total of the expected contribution from

each process is shown as the blue solid line, in agreement in shape and yield compared

to the data.

E.4 Results

[109]

The predicted and the observed yields are summarized in Table E.2, with the

distribution in the razor variables shown in Figure E.5. We did not see a significant

excess in the signal region, and we proceed to set limits on the potential cross section.

The excluded cross section for a LQ pair production as a function of the mass is

summarized in the left panel of Figure E.6. Since this type of LQ also has the chance

of decaying into tτ , the result is reinterpreted in terms of branching fraction to bντ ,

as shown in the right panel of the plot.

We also reinterpreted the result in terms of simplified SUSY models, where sbot-

toms (b̃) are pair-produced, each decaying into a b-jet and a neutralino (χ̃0), which

is the lowest supersymmetric particle (LSP) in this model. All other supersymmetric

particles are assumed to be well above the scale we can probe. In such a simplified

model, the event topology is similar to LQ, with the same visible final state. The

interpreted results are shown in Figure E.7, where we give an exclusion limit in the

b̃− χ̃0 mass plane, greatly extending the previous result from the Tevatron.
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Figure E.3: Demonstration of the shape extraction procedure for different processes.
On the top we fit V+jet Monte Carlo samples to extract the MR shape as a function
of different R2 cuts. This extracted shape is then used to in the fits to extract the
shape of the tt̄ process, as shown in the middle row. In the selection with a tight
muon, the data contains almost exclusively events from tt̄ and V+jet processes. By
fitting to the data with a tight muon and fixing the shape of the V+jet sample, we are
able to extract the shape of the tt̄ contribution. The extracted shapes for the tt̄ and
V+jet are then used to fit in the data containing a loose muon, where the multijet
contribution is greatly enriched, as shown in the bottom row. On the left the fits on
MR shape as a function of R2 cut is shown, and on the right only the inclusive R2

bin is plotted, but broken down to different components.
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Figure E.4: Validation of the background prediction process using ELE sample. The
extracted MR shape from the muon samples are used to predict the MR shape in a
signal-like region in the ELE sample. Since we do not expect contribution from LQ
signal in the ELE sample, it can be served as a good cross check of the background
prediction process. We see good agreement for both the shape as a function of MR

and the overall yield.

Table E.2: Summary of the predicted and observed yields in the signal region. The
uncertainty on the expected yield includes both statistical and systematic uncertain-
ties.

R2 cut Expected yields Observed yields
> 0.25 119± 23 121

0.25− 0.30 51± 17 48
0.30− 0.35 30± 10 26
0.35− 0.38 9.9± 5.2 11
0.38− 0.42 11.5± 5.0 11
> 0.42 16.8± 4.8 25
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with data in both variables, and we did not see any significant excess. The distribution
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