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“None show more clearly than the Seine the special features of an invigorated river. The
great curves around which it swings fit in nearly all cases close to the bluff on their outer
side. It is an able-bodied river, a river of a robust habit of life.”

William Morris Davis
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ABSTRACT

Fluvial systems form landscapes and sedimentary deposits with a rich hierarchy of structures that extend from grain- to valley scale. Large-scale pattern formation in fluvial systems is commonly attributed to forcing by external factors, including climate change, tectonic uplift, and sea-level change. Yet over geologic timescales, rivers may also develop large-scale erosional and depositional patterns that do not bear on environmental history. This dissertation uses a combination of numerical modeling and topographic analysis to identify and quantify patterns in river valleys that form as a consequence of river meandering alone, under constant external forcing. Chapter 2 identifies a numerical artifact in existing, grid-based models that represent the co-evolution of river channel migration and bank strength over geologic timescales. A new, vector-based technique for bank-material tracking is shown to improve predictions for the evolution of meander belts, floodplains, sedimentary deposits formed by aggrading channels, and bedrock river valleys, particularly when spatial contrasts in bank strength are strong. Chapters 3 and 4 apply this numerical technique to establishing valley topography formed by a vertically incising, meandering river subject to constant external forcing—which should serve as the null hypothesis for valley evolution. In Chapter 3, this scenario is shown to explain a variety of common bedrock river valley types and smaller-scale features within them—including entrenched channels, long-wavelength, arcuate scars in valley walls, and bedrock-cored river terraces. Chapter 4 describes the age and geometric statistics of river terraces formed by meandering with constant external forcing, and compares them to terraces in natural river valleys. The frequency of intrinsic terrace formation by meandering is shown to reflect a characteristic relief-generation timescale, and terrace length is identified as a key criterion for distinguishing these terraces from terraces formed by externally forced pulses of vertical incision. In a separate study, Chapter 5 utilizes image and topographic data from the Mars Reconnaissance Orbiter to quantitatively identify spatial structures in the polar layered deposits of Mars, and identifies sequences of beds, consistently 1-2 meters thick, that have accumulated hundreds of kilometers apart in the north polar layered deposits.
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Chapter 1: Introduction

Meandering is one of nature’s most common and captivating patterns. The sinuous arc of a meander loop is cast in many forms, from a water droplet’s path down a glass pane [Nakagawa and Scott, 1984] to a river canyon cut through bedrock and a sedimentary outcrop on Mars (Fig. 1). Meanders have long inspired scientific interest [e.g., Thomson, 1876; Einstein, 1926; Langbein and Leopold, 1966; Seminara, 2006], and, as noted by William Morris Davis, one can recognize a vital spirit in a meandering form. The constant turning path of a meandering river evokes its natural tendency to migrate, and meandering rivers are one of the rare large-scale features of Earth’s surface that commonly evolve over a human lifetime. The consequences of meandering river evolution extend over geologic timescales, but in ways that remain poorly understood.

Figure 1. Meanders in different forms. (A) Water flowing over a glass pane, from Nakagawa and Scott [1984]. (B) Meander cut into a bedrock canyon at Horseshoe Bend, Arizona (image: Wikipedia). (C) Meandering forms in sedimentary rock, Aeolis Dorsa, Mars, from Howard [2009] (MRO/HiRISE image PSP_006683_1740).
Meandering channels shape surrounding landscapes, and are shaped by them—but quantitative predictions of meandering patterns developed over geologic timescales are rare and often schematic. Meandering is perhaps the most common channel form on Earth [Ikeda and Parker, 1989], and understanding how meandering rivers generate their own patterns is critical to distinguishing signals from other Earth systems—including climate and tectonics—preserved in landscapes and sedimentary deposits.

The studies that comprise this dissertation take new steps to quantitatively characterize landscape patterns that form as a natural consequence of meandering. Chapter 2 identifies a numerical artifact that hampers numerical model predictions of meandering river evolution over geologic timescales, and presents a new method for tracking the co-evolution of meandering and bank-strength. This method carries the greatest advantages for landscapes with large contrasts in bank-strength, as commonly occurs in bedrock river valleys. Chapter 3 applies this numerical technique to explore generic controls on the evolution of bedrock river valleys, whose form has been suggested to record environmental history. Chapter 4 applies numerical simulations and a new topographic analysis technique to identify controls on the formation and geometry of river terraces, which in many landscapes are considered the primary indicator of landscape response to climate change.

Chapter 5 represents a separate study with the common theme of quantifying patterns in sedimentary deposits and topography—in this case, the polar layered deposits of Mars. Similar to river terraces, the polar layered deposits have long been argued to represent a unique record of recent climate change. Large-amplitude oscillations in solar insolation driven by orbital dynamics have been argued to drive drastic changes in recent
Mars climate [e.g., Head et al., 2003; Laskar et al., 2004] that likely affected the accumulation and stability of ice at the poles [Levrard et al., 2007]. Observational evidence to link polar layered deposit properties to long-term orbital variations, however, has proven elusive—in part because of resolution limitations for remotely sensed image and topographic data. Chapter 5 utilizes new datasets, which likely resolve the finest beds observable from orbit, to characterize stratigraphic structure and periodicity at several locations near the north and south poles and revisit hypotheses for polar layered deposit formation.
Chapter 2: A vector-based method for bank-material tracking in coupled models of meandering and landscape evolution

Originally published in:

Abstract

Sinuous channels commonly migrate laterally and interact with banks of different strengths—an interplay that links geomorphology and life, and shapes diverse landscapes from the seafloor to planetary surfaces. To investigate feedbacks between meandering rivers and landscapes over geomorphic timescales, numerical models typically represent bank properties using grids; however, this approach produces results inherently dependent on grid resolution. Herein we assess existing techniques for tracking landscape and bank-strength evolution in numerical models of meandering channels and show that grid-based models implicitly include unintended thresholds for bank migration that can control simulated landscape evolution. Building on stratigraphic modeling techniques, we develop a vector-based method for land surface- and subsurface-material tracking that overcomes the resolution-dependence inherent in grid-based techniques by allowing high-fidelity representation of bank-material properties for curvilinear banks and low channel lateral migration rates. We illustrate four specific applications of the new technique: (1) the effect of resistant mud-rich deposits in abandoned meander cutoff loops on meander belt evolution; (2) the stratigraphic architecture of aggrading, alluvial meandering channels that interact with cohesive-bank and floodplain material; (3) the evolution of an incising, meandering river with mixed bedrock and alluvial banks within a confined bedrock valley;
and (4) the effect of a bank-height dependent lateral-erosion rate for a meandering river in an aggrading floodplain. In all cases the vector-based approach overcomes numerical artifacts with the grid-based model. Because of its geometric flexibility, the vector-based material tracking approach provides new opportunities for exploring the co-evolution of meandering rivers and surrounding landscapes over geologic timescales.

1. Introduction

Meandering channels traverse, erode, and construct landscapes in a wide variety of planetary environments. These include river channels in high-relief mountain landscapes and lowland plains [e.g., Bridge, 2003]; tidal channels [e.g., Fagherazzi et al., 1999] and deltas [e.g., Hudson and Kesel, 2000]; subglacial [e.g., Weertman, 1972] and supraglacial channels [e.g., Parker, 1975]; channels formed by lava [e.g., Greeley et al., 1998]; and submarine channels formed by turbidity currents [e.g., Abreu et al., 2003]. In all of these environments, channel lateral migration is influenced by bank strength, and through erosion and deposition there is a rich interplay between channel migration, bank-material strength, and landscape evolution. Bank interaction holds fundamental implications for a number of topics, including flood hydraulics [Smith, 1978; Shiono et al., 1999] and the geomorphic expression of climate [Blum and Tornqvist, 2000; Stark et al., 2010]. Because vegetation influences bank strength and the stability of sinuous channels [Braudrick et al., 2009], bank strength is also central to the topographic signature of life [Dietrich and Perron, 2006] and the development of land plants [Davies and Gibling, 2010], as well as stream restoration [Kondolf, 2006] and ecology [Trush et al., 2000]. Moreover, an understanding of channel-bank interactions is needed to unravel climatic conditions and material properties for
channel meandering on Mars, Venus, the Moon [Komatsu and Baker, 1996], and Titan [Burr et al., 2013].

A variety of factors can influence bank strength, including lithology or soil type, vegetation, and susceptibility to weathering from freeze-thaw and wet-dry cycles [Howard, 1992; Montgomery, 2004]. Differences in bank strength in turn exert first-order controls on channel kinematics in meandering rivers. For example, valley confinement can distort smoothly curving meander bends into sharp bends at valley walls [Lewin, 1976; Lewin and Brindle, 1977; Allen, 1982]. Meandering rivers deposit sediments on the trailing bank and overbank which typically have different strength properties than the preexisting sediment or rock substrate—for example, when erosion-resistant, fine-grained sediment accumulates in abandoned meander loops [Fisk, 1947; Ikeda, 1989; Thorne, 1992].

To model meandering river and landscape evolution, there is a need to accurately couple channel migration with bank-material evolution. Relatively short-timescale models have detailed the influence of stochastic floodplain bank strength on alluvial channel geometry [Güneralp and Rhoads, 2011; Motta et al., 2012b; Posner and Duan, 2012]. Forward models of river meandering over geologic timescales have generated predictions for the planform evolution meander belts [Howard, 1996; Sun et al., 1996; Camporeale et al., 2005; Karssenberg and Bridge, 2008], feedbacks between channel migration and floodplain deposition [Howard, 1996; Sun et al., 1996, 2001], the development of river terraces by incising channels [Finnegan and Dietrich, 2011], tectonic uplift influences on channel migration rates [Lancaster, 1998], and stratigraphic development in subaerial [Clevis et al., 2006; Karssenberg and Bridge, 2008] and submarine environments
Despite this diversity of work, incorporating channel migration in landscape evolution models poses continuing challenges. River banks are commonly steep and mobile, and representing their geometry and erodibility with a grid in numerical models can be problematic [Tucker and Hancock, 2010]. While techniques for evolving channel centerlines have been critically assessed [Crosato, 2007], to our knowledge no systematic sensitivity tests have been performed for models that represent bank strength in environments influenced by channel migration.

Herein we present a novel framework for tracking the interaction of a migrating channel and its banks in a landscape evolution model. Section 2 establishes the goal of this study: to robustly couple meandering models to a framework for tracking bank-material properties over the temporal and spatial scales of interest for landscape evolution modeling. Section 3 reviews existing approaches to modeling landscape evolution with channel migration and shows that a common, grid-based framework for bank-material tracking can yield results highly sensitive to grid resolution. In Section 4 we present a new, vector-based framework for modeling the co-evolution of a meandering river and its surroundings. We also compare results from grid- and vector-based simulations. In Section 5 we explore the implications of vector-based bank-material tracking for case studies involving subaerial meandering rivers. These examples include the evolution of meander belts with resistant mud-filled abandoned meander cutoffs, the stratigraphic architecture of channel deposits for aggradational meandering rivers with variable bank strength, valley width evolution caused by an incising, meandering river with mixed alluvial and bedrock banks, and bank-height dependent channel migration across an aggrading floodplain. We discuss advantages
and disadvantages of grid- and vector-based approaches to bank-material tracking in Section 6, and present conclusions in Section 7.

2. Modeling goal

Our modeling goal is to develop a numerical framework that can be used to track bank-material properties in a landscape evolution model of a meandering river in the absence of grid-resolution dependencies. In their review of modeling approaches to alluvial river evolution, Van De Wiel et al. [2011] identified three principal fronts for progress in modeling meandering rivers and landscape evolution: (1) conceptual: relating to understanding underlying physical processes; (2) structural: relating to algorithms and mathematical formulations within models; and (3) computational resources. Accurate tracking of bank-material properties represents a fundamental structural component of channel migration models because bank strength strongly influences the channel trajectory [Seminara, 2006]. In this way, numerical artifacts in tracking bank strength may shape simulated landscapes in subtle but fundamental ways, obscuring the links between physical models and natural process and form [Dietrich et al., 2003].

Here we make no contributions to modeling river channel sediment transport and hydrodynamics apart from the interaction between the channel and the evolving landscape. A wide range of channel lateral migration models exist, and they vary considerably in complexity depending on the spatial and temporal scales of the intended application. Some detailed, mathematical models resolve short-term evolution of the left and right bank positions independently and include explicit physical models of sediment transport and bank failure [e.g., Osman and Thorne, 1988; Nagata et al., 2000; Darby, 2002; Shimizu,
9

2002; Duan and Julien, 2010; Parker et al., 2011; Motta et al., 2012a], but are computationally intensive to implement. More commonly, local feedbacks between cut-bank erosion and point-bar growth are approximated as a continuous process [Seminara, 2006] and channel width is assumed to be constant [Parker et al., 2011a], consistent with field observations [e.g., Leopold and Wolman, 1957; Parker et al., 2011]. Some channel models explicitly represent hydraulics and bed topography [e.g., Blondeaux and Seminara, 1985; Johannesson and Parker, 1989], while others employ physically motivated rules [e.g., Howard and Knutson, 1984; Lancaster and Bras, 2002] to predict local bank migration rates. Computational costs increase with the complexity of the hydraulic and morphodynamic models, so given our interest in landscape evolution over geomorphic timescales herein we employ a relatively simple model (constant channel width, rule-based) that has been shown to produce realistic meandering to represent lateral migration [Howard and Knutson, 1984; Howard and Hemberger, 1991]. We use this model as the driver of landscape evolution and focus our efforts on properly representing bank-material properties and topography. The landscape-evolution framework we develop is generic, however, so that it can be used in conjunction with a wide range of models for meandering river channels [e.g., Johannesson and Parker, 1989; Zolezzi and Seminara, 2001].

3. Grid-based approaches to bank-material tracking

We begin this section by reviewing grid-based models for tracking bank-material properties. Second, we introduce a typical setup for grid-based erodibility tracking. Third, we show model results from our own grid-based simulations to illustrate shortcomings with this technique. This leads us to introduce the new vector-based technique in Section 4.
3.1. Review of existing grid-based models

Existing approaches to bank-material tracking over geomorphic timescales all utilize a grid—regularly spaced and fixed, or irregularly spaced and deformable. Two-dimensional grids are used in scenarios with only lateral differences in bank-material properties [Howard, 1996; Sun et al., 1996, 2001; Lancaster, 1998; Finnegan and Dietrich, 2011] whereas three-dimensional grids are used to additionally track vertical variations in these properties [Clevis et al., 2006; Karssenberg and Bridge, 2008; Sylvester et al., 2011]. In some cases the grid stores elevation or bank-material properties which alter the channel trajectory [Howard, 1996; Sun et al., 1996; Lancaster, 1998; Güneralp and Rhoads, 2011; Motta et al., 2012b], while in other cases the grid is solely a framework for recording channel-influenced topography [Finnegan and Dietrich, 2011] or stratigraphy [Clevis et al., 2006; Karssenberg and Bridge, 2008; Sylvester et al., 2011]. Most commonly, active channel banks are represented using high-resolution vectors tracked independent of the grid (Fig. 1A) [Howard, 1992, 1996; Sun et al., 1996; Finnegan and Dietrich, 2011], which we follow here. Grid-resolution dependencies come into play when areas previously occupied by the channel are recorded in the landscape by mapping the bank vectors onto a discrete grid of comparatively low resolution (Fig. 1B). Consequently, as the banks smoothly migrate, some grid cells are abandoned while others are newly enclosed within the channel, but the process of updating the grid is discontinuous (Fig. 1C). Therefore, past bank positions are incompletely recorded in the grid, and the maximum resolution for differentiating successive bank positions is the grid cell size.

Lancaster [1998] adopted a distinct approach that recorded bank-material evolution
using an adaptive irregular grid within the Channel-Hillslope Integrated Landscape Development model [Tucker et al., 2001]. In this framework, the channel centerline is explicitly tracked using nodes, but bank migration is incorporated by adding nodes in the point bar region and removing nodes in the cutbank region after the channel migrates more than a threshold distance. The finest horizontal resolution attainable by this scheme is the wetted channel width [Lancaster, 1998], and reducing the re-meshing threshold can be computationally expensive [Udaykumar et al., 1999; Clevis et al., 2006; Liu, 2010]. Thus, as with fixed regular grids, bank positions are discontinuously recorded.

3.2. Demonstration of resolution dependence in grid-based models

3.2.1. Meandering model implementation

To illustrate spatial resolution controls on bank interactions in grid-based models, we use a bank-material tracking model similar to Howard [1996] and Sun et al. [1996, 2001], which is briefly reviewed here. In this implementation a channel with a rectangular cross-section scours the land surface to the bed elevation as it migrates laterally. The channel is forced to maintain a fixed width by balancing cutbank erosion with point bar deposition. As in Howard [1996], Sun et al. [1996, 2001], Lancaster [1998] and Finnegan and Dietrich [2011], fluxes of sediment are not tracked explicitly; thus all eroded sediment is assumed to contribute to point bar deposition or leave the system. Bank migration rates are driven by local and upstream-weighted channel curvature [Howard and Knutson, 1984]. The channel centerline and banks are represented using discrete nodes connected by straight segments, a geometry common to many meandering models [Crosato, 2007]. The relative centerline migration rate \( R_c \) is calculated as
where $s$ is the node index, the dimensionless channel curvature is $R_o = (r/w)^{-1}$, $r$ is the local centerline radius of curvature and $w$ is channel width. The dimensionless weighting parameters $\Gamma$ and $\Omega$ are set to 1 and -2.5, respectively, after Ikeda et al. [1981]. $\xi$ is the upstream distance, and $G$ is an exponential weighting function

$$G(\xi) = e^{-\frac{2kC_f}{h}\xi}. \quad (2)$$

Here $k$ is a dimensionless scaling parameter equal to 1 [Ikeda et al., 1981], $C_f$ is a friction coefficient (set as 0.01 after Stolum [1996]), and $h$ is the channel depth. The curvature integration proceeds upstream to the distance $\xi_{\text{max}}$, where the normalized value of the weighting function $G$ falls below 1%. The local lateral erosion rate ($E_L(s)$) is then computed for the sinuosity ($\mu$) and the bank erodibility coefficient ($k_e$) as

$$E_L(s) = k_eR_1(s)\mu \epsilon, \quad (3)$$

where $\epsilon = -2/3$ [Howard and Knutson, 1984]. The bank erodibility coefficient $k_e$ is set to yield the user-defined, space-averaged lateral migration rate.

We track different classes of material in the river valley; for example, point bar sediments that are deposited along the inner bank by the river may have different strength properties than pre-existing sediment or bedrock, sediment fill in abandoned cutoff loops, or floodplain deposits. In the course of each simulation, two-dimensional grids of land-surface topography and material properties are updated with the movement of the channel; thus only lateral differences in bank-material properties are considered. A bank-
material erodibility coefficient \( (k_e) \) is assigned to each intersected grid cell, and is a linear function of the fraction of the bank comprised by each material of differing erodibility

\[
k_e = \sum k_i f_i,
\]

(4a)

where \( f_i \) is the fraction of the bank (from the channel bed to the bank-full elevation) that has an erodibility \( k_i \). For example, in the common case of differences in bank strength between bedrock and sediment, Eq. 4a becomes

\[
k_e = k_s (1 - f_b) + k_b f_b,
\]

(4b)

where \( f_b \) is the fraction of the bank (from the channel bed to the bank-full elevation) that is bedrock and \( k_s \) and \( k_b \) are the erodibilities of sediment and bedrock, respectively. The linear dependence of bank strength is similar to the parameterization of bank height influences on channel migration rates used by Lancaster [1998].

The bank bedrock fraction is recalculated for each cell intersected by a test vector extended from the cutbank node in the direction of bank migration. The test vector length \( (d_{max}) \) is calculated for each node as

\[
d_{max}(s) = k_{e,max} R_1(s) \mu \Delta t,
\]

(5)

where \( k_{e,max} \) is a fixed constant that represents the maximum erodibility amongst all bank materials present in the simulation, and \( \Delta t \) is the time step. This formulation ensures that the bank-material properties are inspected over a length-scale long enough to account for the maximum possible bank migration distance but no further. The test vector length varies in response to the local relative migration rate at each node \( (R_f(s)) \), and so varies from node to node.
to node and through time. Thus the length of the test vector is set before any information about the local bank composition has been ascertained.

The erodibility can vary with distance from the channel banks in a given time step, so channel migration would proceed too far or not far enough if erodibility were only considered right at the banks. Therefore to determine the appropriate bank migration distance, we define a “cost” for each increment of bank migration through material of constant erodibility. The cost represents the time required to migrate through that area relative to the time required to migrate through an area with the highest erodibility. For example, areas with relatively low erodibility take longer for the channel to migrate through and incur relatively high cost. The cost of bank migration through each cell intersected by the test vector is recorded, and is equal to the ratio of the distance traveled within the cell \( (d_n) \) to the length of the test vector \( (d_{max}) \), divided by of the erodibility for that grid cell \( (k_{e,n}) \). The channel bank node is moved incrementally until the cost function sums to 1, i.e.,

\[
\sum_{n=1}^{N} \frac{d_n}{k_{e,n} d_{max}} = 1,
\]

where \( N \) is the number of cells traversed by the test vector. This formulation ensures that the actual bank migration distance properly accounts for the erodibility of all materials encountered in that time step. For example, the actual bank migration distance only equals the maximum possible bank migration distance \( (d_{max}) \) when all of the material encountered by the search vector has the highest erodibility found in the model domain.

The initial separation distance between channel centerline nodes \( (l) \) is equal to the channel width. In plan view, nodes move perpendicular to the channel centerline in the
direction specified by the sign of $E_L(s)$ (positive to the left, looking downstream). Node-to-node distances along the centerline change as meander bends evolve; consequently, nodes are added and removed following rules similar to Howard [1984]. When two consecutive nodes (A and B) become separated by $2l$, an intervening node is added. When a node B is less than $0.5l$ from its upstream neighbor A but greater than $0.5l$ from its downstream neighbor C, B is shifted to a point equidistant from A and C. When any three consecutive nodes (A, B, and C) are oriented such that the distances from A to B and B to C are both less than $0.5l$, B is removed.

New node locations are calculated using a local spline interpolation of the channel centerline. This local interpolation method bounds the node-to-node distances to the range $0.5l$ to $2l$, or $0.5w$ to $2w$ when $l = w$, where $w$ represents the channel width. Crosato [2007] recommended $l > 0.3w$ to reduce numerical artifacts in centerline evolution, and $l < w$ to limit the visual effect of the centerline discretization. Maintaining the node spacing within this narrower range requires globally re-interpolating the channel centerline. While such an approach is desirable for the constant bank strength cases such as those presented by Crosato [2007], our preliminary tests showed that re-interpolating the entire centerline in cases with variable bank strength suppresses channel migration in areas of slow channel migration. This occurs because reaches that migrate quickly through weak bank materials set the frequency of centerline interpolation. As a result, areas that migrate slowly through strong bank materials are re-interpolated too frequently, which locally straightens the centerline and inhibits meander bend growth. To our knowledge, this numerical artifact has not been identified in previous studies. Although
the local interpolation approach adopted here places looser constraints on the centerline node-to-node distance than would a global interpolation approach, it allows for slowly migrating reaches to undergo centerline interpolation less frequently than quickly migrating reaches, and thus does not inhibit meander bend growth.

A periodic boundary condition is employed in three respects. First, the channel planform is periodic along the valley axis, such that meander bends that migrate across the downstream edge of the model domain reappear on the upstream side, and vice versa. No channel centerline nodes are fixed, so the channel axis can drift freely. The extent of the model domain parallel to the valley axis scales with the average meander wavelength, and is long enough that the channel curvature integration never spans the entire channel centerline. Second, the channel curvatures are computed in a periodic fashion, in accordance with the periodicity of the channel planform. Third, longitudinal profile elevations are periodic. Just as the channel centerline repeats with a lateral offset equal to the valley-parallel centerline distance range within the domain, the vertical component of the longitudinal profile repeats with a vertical offset equal to the vertical range of the long profile within the model domain. This ensures that reaches that enter the model domain on the upstream side are no lower than reaches downstream, and vice versa.

Neck cutoffs occur whenever one of the channel banks intersects itself; chute cutoffs are not modeled. Because there is no sub-grid parameterization for determining the bank position, a criterion must be established for whether or not a cell is considered within the channel. In this regard, Howard [1996] mentioned two end-member cases: (1) a conservative case, in which a cell must be fully contained by the banks to be considered
within the channel, and (2) a liberal case, in which any cell partially contained by the banks is also considered within the channel. Both cases are illustrated in Figure 2; the conservative case is adopted here to illustrate the resulting strong grid-resolution dependence of landscape evolution. The liberal case could also be adopted; it would consistently over-predict the area affected by channel migration because even partial bank migration across a cell boundary would result in alteration of bank-material properties for the entire cell.

3.2.2. Grid-based model application and results

For the simulations presented in this subsection we model the evolution of a river channel incising into bedrock, and with mixed alluvial and bedrock banks that evolve in composition throughout the simulation. Specifically, the channel migrates 20 times faster in areas it has already visited (where it erodes through previously deposited sediment, i.e., $k_s = 1$) than it does when eroding against unvisited areas (which are entirely bedrock, i.e., $k_b = 0.05$). We track grids of land-surface topography and bedrock topography, the difference between the two being the sediment depth. Initially the grid elevations are equal in elevation because the landscape is entirely bedrock. As the channel migrates laterally, the depth to bedrock is reset to the channel bed elevation. Cells abandoned by the channel are assigned a new elevation equal to the bedrock elevation plus the channel depth, which enacts sediment deposition along the trailing bank. The channel begins in a high-sinuosity state at the beginning of the simulations. The initial channel planform morphology is set by evolving the centerline in an identical simulation, except in the absence of bank-strength variations, from an initial straight centerline seeded with meter-
scale noise. Channel bed elevation is set to be constant for simplicity and there is neither aggradation nor vertical incision.

Three simulations were performed where the only difference between simulations was the grid resolution (Fig. 3). A number of phenomena are common to all three simulations. The channel migrates, and the bank-material tracking grid records areas visited by the channel. Meander bends elongate, and several experience neck cutoffs. The bank material evolves in time as the channel erodes bedrock and deposits sediment, commonly on the inside of growing meander bends. The evolving bank materials also influence channel planform development: straightened reaches form because bedrock banks slow bend growth in reaches that have experienced neck cutoffs. In places the channels turn sharply where they transition from primarily sediment to primarily bedrock cutbank materials.

Despite these similarities, the simulations also show that the small-scale representation of bank composition dramatically influences channel and bank-material evolution. The area visited by the channel (Fig. 3A-C) declines precipitously as the grid-cell width increases. As compared to the simulation shown in Fig. 3A, which has a finer grid resolution, the simulation in Fig. 3B shows slightly less area has been visited, and also that the final channel position is different. In Fig. 3C, the cell width is larger still; and though the cell width is less than the channel width, old meander loops are discontinuously recorded in the grid. Consequently, the visited area recorded in the grid is far less than in Fig. 3A and Fig. 3B, and the final channel planform is again different from both cases. The pattern of grid cells crossed by the final channel extent (Fig. 3D-F)
shows that finer grid resolutions result in more area recorded as visited by the channel.

Despite starting with the same channel planform, the channel trajectory differs for all three simulations because the different grid resolutions cause different spatial distributions of bank strength to evolve. These differing bank-material properties cause reaches with similar geometries to migrate at different rates, which quickly causes the channel planform shapes to diverge. This implies that in general, model predictions for short-term channel trajectory and large-scale landscape evolution depend strongly on the grid resolution. Depending on the model outcome considered, the resolution artifact may greatly distort the influence of bank-material properties.

One solution to remove the dependency of landscape evolution on grid resolution is to decrease the grid cell size so that it is much smaller than any incremental change in the river channel location. To illustrate this point, the cell width ($\Delta x$) can be nondimensionalized ($\Delta x'$) using the migration length scale

$$\Delta x' = \frac{\Delta x}{E_L \Delta t},$$

(7)

where $E_L$ is the mean lateral erosion rate; a solution that is independent of grid resolution would require $\Delta x' \leq 1$. In practice, however, such a resolution is difficult to achieve given memory constraints, especially for model cases run over geomorphic timescales where $E_L$ and $\Delta t$ are small. As an example, bankfull river floods often occur at approximately annual timescales ($\Delta t = 1$ yr) and bedrock erosion rates are typically on the order of $E_L = 1$ mm/yr, which implies a minimum memory footprint of 1 TB per square kilometer of model domain using a uniformly spaced rectangular grid, a memory requirement that can only be met by supercomputers. Due to these memory limitations, coarser grid resolutions are
exclusively used in practice. For example, the cell width in the *Howard* [1992, 1996] and *Sun et al.* [1996, 2001] models and the threshold distance for node addition in *Lancaster* [1998] are approximately one channel width. Alluvial meandering rivers typically migrate at less than one tenth of a channel width per year [e.g., *Nanson and Hickin*, 1983; *Hudson and Kesel*, 2000]. Taking this as an upper bound for the bank migration rates and assuming an annual time step yields approximate values of $\Delta x' = 10$ (for extremely rapid migration at 0.10 widths per year) to 100 (for a more typical migration rate of 0.01 widths per year) for the aforementioned studies.

Because lateral erosion rates vary spatially for meandering channels [*Nanson and Hickin*, 1983; *Hudson and Kesel*, 2000], bends that migrate relatively slowly may be affected by grid resolution even if other bends are not. Consequently, existing frameworks for landscape evolution in meandering environments with bank strength differences generally yield grid-resolution dependent results except for cases with very large lateral migration rates. The grid-resolution issue is especially significant for rivers with bedrock banks, which have lateral migration rates of millimeters to centimeters per year even in relatively weak rock [*Hancock and Anderson*, 2002; *Montgomery*, 2004; *Fuller et al.*, 2009a; *Finnegan and Dietrich*, 2011].

4. A new vector-based method for modeling meandering-landscape interactions

In light of the resolution dependence of bank-material properties and channel trajectories in grid-based approaches to modeling meandering-landscape interactions, we propose a new framework for tracking bank-material geometry. The framework builds off the stratigraphic visualization approaches of *Pyrcz and Deutsch* [2005] and *Pyrcz et al.*
[2009], which use a channel’s extent and longitudinal profile as reference objects for identifying simultaneously formed fluvial deposits. In these studies, modeled stratigraphy is formed by assembling channel extents from different points in its trajectory. We extend this approach by including interactions between the channel trajectory and the properties of the bank material. In contrast to the method of recording bank-material properties with grids, in our new approach topography and bank-material properties are recorded using initial valley geometry and the full history of channel positions, which are stored as vector data. As the channel migrates and encounters areas it has previously visited, the new algorithm queries a database of previous channel positions to reconstruct these bank-material properties instead of querying a bank-material grid. The database of channel positions is used to define polygonal regions of bank material formed during the simulation where the node spacing along the polygon boundaries is set by the channel boundaries themselves. Therefore there is no data degradation with respect to the geometry produced by the underlying meandering model, as occurs in mapping the channel boundaries onto a grid.

To illustrate the new vector-based approach for tracking bank-material properties we use the same model to drive channel migration [Howard and Knutson, 1984] as in Section 3.2.1. At each time step, the channel translates laterally by the local lateral erosion rate times the time step ($E_L \Delta t$), and vertically by vertical erosion or aggradation rate times the time step ($E_V \Delta t$) (Fig. 4A). The channel is forced to maintain a constant width, and point bar sediment (with thickness $\Delta z_{\text{point bar}}$) is assumed to accumulate on the trailing bank to the height of the flow depth. To calculate the vertical erosion or aggradation rate, an evolution equation such as the stream power equation [Howard and Kerby, 1983] can be
applied to the longitudinal profile. To introduce the bank interaction algorithm, we discuss a case with only lateral differences in bank-material properties. The general principles used for bank-material tracking also extend to cases with vertically stratified bank materials, however, and we present one such example in Section 5.3.

The bank interaction algorithm proceeds as follows. A meandering model is used to compute a preliminary, bank strength-independent lateral migration rate for each centerline node. The channel banks are tracked as separate vectors, and each left and right bank node is associated with a centerline node. The local channel migration direction determines which bank node represents the trailing bank and which represents the cutbank. At each time step the bank vectors are used to construct the planform extent of the channel. The local elevation of the channel bed within this extent is calculated by interpolating along the channel longitudinal profile (Fig. 4B), and can be refined using vector-based cross-section data that is also stored. The channel bed elevation represents the elevation to which the channel bed scoured the land surface \( z_{\text{scour}} \) at the time the channel extent occupied that location. Thus, whereas the grid-based method would look up \( z_{\text{scour}} \) from a grid of elevation values that spans the model domain, the vector-based method determines \( z_{\text{scour}} \) using only the past positions of the channel. The channel planform extents from different time steps collectively characterize the areas of a valley scoured by channel migration (Fig. 4C).

Because channel geometric information is saved at every time step, reconstructing bank-material properties becomes more computationally intensive as the simulation proceeds. Part of this operation is to determine which of the saved previous channel locations are needed to reconstruct the local elevation and composition of bank material.
Rather than search the entire channel geometry database, we use an indexing system that associates each channel extent with an approximate time interval and spatial location. We query this database to find the most recent time of channel occupation in order to determine local bank-material properties. The most recent time is used because when the channel migrates across an area, it updates the landscape properties set during earlier instances of channel occupation. The spatial and temporal indexing increments are user-defined, can vary during the simulation, and do not affect the model results; they only affect the efficiency of the bank-material look-up operations.

To account for variable strength material in the calculation of local lateral migration distance, we use the test vector approach as described in Section 3.2.1 (Eq. 5; Fig. 4D). Bank-material properties are reconstructed at points along this test vector separated by an interval distance of $E_L \Delta t$. Parts of the model domain beyond the channel-visited area are represented by a valley-bounding polygon which is user-defined and can represent an arbitrary topography and bank-material composition. In the example in Figure 4D, the test vector encounters sediment and bedrock, and therefore the local migration distance is adjusted according to these different erodibilities (Eq. 6).

Once the original channel scour depth is determined, it is used to calculate the land surface elevation ($z$)

$$z = z_{\text{scour}} + \Delta z_{\text{point bar}} + \Delta z_{\text{overbank}},$$  \hspace{1cm} (8)

where $\Delta z_{\text{point bar}}$ represents the thickness of point bar deposits and $\Delta z_{\text{overbank}}$ is the elevation contribution from overbank deposition. The locations of meander cutoff loops are tracked independently, so that areas abandoned by the channel through cutoffs are not assigned a
mantle of point bar deposits. Equation 8 applies only outside of the channel; within the channel, the elevation is equal to \( z_{scour} \). Overbank deposition can be incorporated using different models. Here we choose the model of Howard [1996]

\[
\frac{dz_{overbank}}{dt} = \eta + D_s e^{-d_c / \lambda},
\]

where \( \frac{dz_{overbank}}{dt} \) is the rate of elevation change within the floodplain; \( \eta \) is a constant deposition term; and the second term is a spatially dependent overbank deposition rate, where \( D_s \) is the deposition rate of overbank sediment at the channel banks, \( d_c \) is the minimum distance to the active channel, and \( \lambda \) is a decay length scale. Within the vector-based framework, the local sediment cover due to overbank deposition is determined by calculating the overbank sediment contribution from the channel at each time step after the channel abandoned the point

\[
\Delta z_{overbank} = \sum_{t=t_a + \Delta t}^{t_f} (\eta + D_s e^{-d_c(t)/\lambda}),
\]

where \( t \) is time, \( t_f \) is the current model time, \( t_a \) is the time the channel abandoned the point, and \( d_c(t) \) is the minimum distance from the point to the channel at time \( t \). A gridding procedure, used to visualize the final topography, can be performed at arbitrary resolution. This is because the elevation at any particular point is not stored explicitly, but rather is calculated as needed to determine bank-material height. To do this, the algorithm uses the channel polygon that contains the point of interest, retrieves the time step associated with the channel polygon from the database of previous channel positions, and projects the point onto the longitudinal profile associated with that time step to reconstruct the original channel scour depth. Adding contributions from point bar and overbank sedimentation
yields the exact elevation.

The channel scour and land surface elevations are bank-material properties that can be used to define an effective bank erodibility, which is a user-defined function (e.g., of bank elevation and composition) and can vary with the application as in Section 3.2.1 (Eq. 4a). A unique erodibility value is calculated for each interval between checkpoints along the test vector. The final lateral migration distance for each centerline node is calculated using the erodibility in each interval until the cost condition (Eq. 6) is met. Once the final migration distance is calculated for each centerline node, the nodes are moved perpendicular to the local centerline azimuth by this distance, and the bank nodes track along with them.

The memory required by the vector-based approach depends on the channel trajectory, which determines the size of the channel geometry indexing data structure. In trial simulations of bedrock river valley evolution, we noted a memory savings of at least two orders of magnitude over a grid-based model of equivalent resolution, because in the vector-based approach, areas with similar bank-material properties can be stored using their boundary coordinates instead of a grid of contiguous pixels. This is analogous to the efficiency offered by boundary element models as compared to finite element models used widely in engineering [Katsikadelis, 2002; Li and Liu, 2002; Liu, 2010].

5. Case studies

The vector-based framework for bank-material tracking can be applied to a broad array of systems with interactions between channels and bank material. In this section we focus on four particularly common and diverse scenarios for rivers. First we model
floodplain evolution for a scenario in which a channel bed neither aggrades nor degrades, and material that accumulates in oxbows (abandoned meander cutoffs) has a different strength than point bar sediments that accumulate by channel lateral migration. Second, we extend the floodplain development scenario to a case with channel aggradation and floodplain deposition to analyze the resulting stratigraphy. Third, we model topographic evolution by a meandering river incising a bedrock valley with mixed alluvial and bedrock banks that evolve in the simulation. Fourth, we model a case of overbank deposition by an alluvial river in which bank height rather than bank material determines erodibility. We begin by discussing aspects of the initial conditions and the model domain common to all four case studies.

Grid- and vector-based tests within each case study use the same initial conditions, and the underlying meandering model is identical to that described in Section 3.2.1. The channel bed is initially inset by one channel depth into a planar landscape with constant slope. The initial channel centerline is straight, with random perturbations of order 0.01 channel widths to seed meander development. The initial channel slope matches the landscape slope.

5.1. Bank strength effects on floodplain evolution

The tendency for meandering channels to confine themselves within a narrow channel belt is a subject of ongoing debate. Cutoffs inherently limit channel sinuosity and meander-belt width [Howard, 1996; Camporeale et al., 2005], but fine-grained, oxbow-filling sediments have been argued to further enhance meander-belt confinement because they tend to be more resistant to erosion than other floodplain materials [Fisk, 1947; Allen,
1982; Ikeda, 1989]. For example, Hudson and Kesel [2000] argued that fine-grained sediments in oxbows account for large spatial variability in bank migration rates along the Mississippi River, USA. This mechanism implies a feedback between meander growth, cutoff, and overbank sedimentation, and was simulated in Howard [1996] and Sun et al. [1996]. Both studies suggested that oxbow sediments could steer the trajectory of subsequent meanders and potentially facilitate self-confinement of meander belts. However, given the relatively coarse grids used in these studies, the grid resolution itself could have caused greater meander belt confinement. Thus, determining the relative importance of these confinement mechanisms requires accurate modeling of bank-material properties.

The vector-based framework presented here can contribute to a better understanding of the temporal and spatial scales associated with the co-evolution of meandering rivers and floodplain material properties, and can quantify grid-resolution effects inherent in the models of Howard [1996] and Sun et al. [1996]. To demonstrate this, we reproduce the style of clay plug resistance modeled by Howard [1996]: abandoned meander loops are set to instantly fill with sediment more resistant than the rest of the floodplain, and the overbank sedimentation outside of oxbows is set to zero. The relative erodibility of cutoff-fill compared to point bar sediment \((k_{ec})\) is varied between 0.01 and 1, spanning a range explored in Howard [1996] and Sun et al. [1996]. The portions of cutoff loops within three channel widths of the closest channel bank at the time step following cutoff are set to in-fill with material equivalent in erodibility to point bar sediments [Howard, 1996]. Sun et al. [1996] additionally modeled cases with time-dependent bank-
material strength due to progressive infilling of oxbows with relatively resistant sediments. Though not implemented for this case study, such scenarios could similarly be modeled using vector-based bank-material tracking because surface or deposit age is saved along with bank-material polygon geometry.

Figure 5 compares the resulting topography for simulations using grid-based and vector-based bank-material tracking. In Figure 5A-C, $k_{sc} = 1$, so there are no bank strength contrasts. Consequently, these three panels show identical final planform geometries because only bank strength differences that arise during these simulations can cause the geometries to diverge. Except for the coarse grid case (Fig. 5A), all simulations show an active record of meander bend growth and cutoff, and that the channel axis drifts. Abandoned meander cutoffs are numerous and distributed across the area and commonly intersect one another, similar to Johnson Creek, Yukon Territory, Canada [Camporeale et al., 2005], for example. In cases with resistant oxbow-filling sediments ($k_{sc} = 0.1$; Fig. 5D-E), the portion of the meander belt that was recently visited by the channel is confined to the center of the valley where oxbow remnants are relatively rare. In the cases with no bank strength differences ($k_{sc} = 1$; Fig. 5B-C), the recently visited area tends to the top half of the model domain, and the numerous oxbows in this area have no influence on the channel migration.

When the grid resolution is relatively coarse and equal to the channel width (Fig. 5A), little of the channel migration is recorded in the topography because it is rare for the channel banks to instantaneously enclose full cells. With a finer grid resolution of $0.4w$ (Fig. 5B), where $w$ is the channel width, the visited area more closely resembles that for the
vector-based case (Fig. 5C) and the final channel planform extents coincide. Cutoff loops
are thinner in the grid-based cases (Fig. 5B and 5D) than in the vector-based cases (Fig. 5C
and 5E) because the channel width spans some cells incompletely in the grid-based case,
and the bank-material in these cells is not recorded as cutoff loop-filling sediments. The
floodplains are expected to be the same in these two cases because the channel migration
does not interact with evolving bank-material properties.

Topography differs in subtle but potentially important ways between the fine grid-
and vector-based simulations when $k_{ec} = 0.1$ (Fig. 5D-E) and spatially variable bank
materials are allowed to evolve. Most importantly, despite beginning with the same channel
planform extent, the two cases differ in the final channel planform extent and the geometry
of the active meander belt. This occurs because the finite resolution at which the grid-based
case stores bank-material composition leads to divergent bank-material properties and
channel trajectories.

Calculation of the mean active width of the meander belts in these simulations
allows for more quantitative comparisons (Fig. 5F). We define the mean active meander-
belt width as the area modified by the channel in the last 10% of simulation time divided by
the left-to-right length of the model domain. The coarse grid resolution simulations ($\Delta x = w$)
record only fragments of the channel migration regardless of the relative erodibility of
oxbow sediments, which results in a minimal active meander belt width. When the grid
resolution is higher ($\Delta x = 0.4w$), the mean active width increases as a function of $k_{ec}$. The
vector-based approach shows the same relationship, and the grid-based and vector-based
approaches give equivalent results when $k_{ec} = 1$ because bank strength is uniform. When $k_{ec}$
< 1, the vector-based method yields a larger mean active meander-belt width than the grid-based case \( \Delta x = 0.4w \), and this discrepancy increases as the erodibility contrast between oxbow and other sediments increases. The meander belt in the grid-based case is about 40% narrower than for the vector-based case when \( k_{ec} = 0.01 \). Mean active meander-belt width decreases with decreasing \( k_{ec} \) because the channel migrates more slowly through oxbow sediments and thus becomes confined to a narrower area. The vector-based case shows less narrowing than the grid-based case \( \Delta x = 0.4w \), however, because in the grid-based case the channel must sweep entirely across a cell in order to reset its bank strength. This makes channel-confining oxbow sediments more persistent than in the vector-based case, for which there is no such threshold for updating bank strength. As a result, the channel can reset bank strength more easily in the vector-based case and can maintain a wider mean active meander-belt width.

Vector-based simulation results demonstrate that oxbow sediments that are less erodible than other floodplain sediments can indeed confine the active width of meandering. Thus, while cutoffs play a role in confining the meander belt [Camporeale et al., 2005], bank strength differences established by channel migration should result in narrower meander belts than would be predicted based on cutoff-driven confinement alone (i.e., when \( k_{ec} = 1 \)). A significant proportion of the meander-belt narrowing predicted using grid-based models is due, however, to a numerical artifact.

5.2. Bank strength effects on channel body geometry

Meander-belt evolution in aggrading rivers is a prime determinant of the stratigraphic architecture of the resulting fluvial deposits, with important implications for
reservoir analysis including the connectivity of porous and permeable sand bodies [Henriquez et al., 1990; Hirst et al., 1993]. To illustrate the potential for differential bank strength to influence deposit geometry, we model a scenario equivalent to the floodplain evolution case in Section 5.2, but here we force the river to aggrade at a constant rate. Sylvester et al. [2011] presented a similar model scenario, but without variable bank strength. As in the previous case study, oxbows are set to instantly fill with sediment whose erodibility is a fraction ($k_{ec}$) of the erodibility of point bar sediment. Outside of oxbows, overbank sediments must accumulate in order to maintain channel confinement. For consistency with Howard [1996] and Sun et al. [1996], which for the relevant simulations did not track overbank sediments that accumulated outside of oxbows, such overbank sediments are assumed to have no effect on bank strength (i.e., only fine sediments that accumulate in oxbows alter bank strength). While this is a highly idealized model for floodplain sedimentation, it allows isolating the kinematic role of oxbow-filling sediments in aggrading environments. We extend the two-dimensional approach to bank-material tracking used in previous examples to three dimensions by tracking the lateral and vertical extent of resistant sediments, in order to account for multiple layers of channel deposits.

We compare cross-sections perpendicular to the valley axis for scenarios with and without bank strength contrasts, for two different aggradation rates; all cases utilize vector-based bank-material tracking (Fig. 6). For both high (0.001 channel depths/yr) and low (0.0002 channel depths/yr) channel aggradation rates, the total deposit width is approximately 50% larger in cases with no bank strength contrast ($k_{ec} = 1$; Fig. 6A and 6C) than for cases with a bank strength contrast ($k_{ec} = 0.01$; Fig. 6B and 6D). While under rapid
aggradation with no bank strength contrast, channel bodies record channel axis drift (Fig. 6A), which leads to spatial clustering of channel bodies similar to that commonly observed at larger scale in alluvial basins [e.g., Hajek et al., 2010]. The case with aggradation and a strong bank strength contrast results in a deposit with more tightly constrained lateral excursions (Fig 6B). This occurs because when deposits that accumulate in oxbows have a low relative erodibility, they impede channel lateral migration and hence overall deposit width. Taken together, these simulations indicate that vector-based bank-material tracking may be useful for constructing reservoir models when there are bank strength differences between sedimentary units, e.g., due to grain size differences [e.g., Sylvester et al., 2011].

5.3. Bedrock valley widening

Bank strength in upland rivers varies strongly between sediment and bedrock and in these environments the vector-based method is well suited to represent the relatively slow erosion rates in bedrock. Extensive research has focused on quantifying rates and controls on river vertical incision in bedrock (see Whipple [2004] and references therein) and more recently bedrock channel width [Finnegan et al., 2005; Wobus et al., 2006b; Turowski et al., 2008; Yanites and Tucker, 2010]. Processes that cause channel widening also contribute to bedrock valley widening, and thus are important for understanding the large-scale evolution of mountain landscapes [Montgomery, 2004; Whipple, 2004]. To compare grid- and vector-based frameworks for recording bank-material composition for channels with mixed bedrock and alluvial banks, we construct a numerical experiment in which a channel migrates laterally and erodes vertically within an established valley. Similar to Howard [1996], the bedrock valley walls are prescribed higher bank strength than bank material
within the valley. Here we model a 100-fold bank strength contrast between bedrock and sediment, as is likely common in bedrock-walled valleys where valley widening rates of 1 cm/yr or less predominate [Montgomery, 2004].

The longitudinal profile node farthest downstream in the model domain is lowered at a constant rate to drive relative base-level fall and vertical incision. The vertical erosion rate \( E_v \) is set to be proportional to the local bed shear stress [Howard and Kerby, 1983]

\[
E_v = k_v \rho ghS. \tag{11}
\]

The rate constant \( k_v \) is set to 0.003 to achieve an average incision rate of 1 mm/yr; \( \rho \) is the density of water; \( g \) is gravitational acceleration; \( h \) is the channel depth; and \( S \) is the local bed slope, calculated as a first-order, forward finite-difference. In order for a channel reach to remain confined during downstream translation, its rate of vertical incision must match or exceed the rate of elevation loss due to translation if the landscape slopes downstream, i.e., \( E_v \geq E_{\mu}S_s \), where \( S_s \) is the mean slope of the surface over which the node migrates. Consequently, we limit our analysis to a case where \( E_v \geq E_{\mu}S_s \) to avoid cases where the channel loses confinement through lateral migration on a tilted landscape.

We model the evolution of the valley-bound channel using both grid-based and vector-based approaches to bank-material tracking for comparison. In both cases, the channel bends grow from an initial state of low sinuosity. Before bends can become highly sinuous and reach neck cutoff, however, the valley walls inhibit their motion. This results in angular channel planform extents where the channel deforms against the valley walls (Fig. 7), similar to the Beaver River, Alberta, Canada [Parker et al., 1983; Nicoll and Hickin, 2010], for example. Because the bank material in valleys has lower strength than at
the valley walls, meander bends preferentially drift down-valley rather than across-valley. This causes frequent planation of the entire valley floor, which lowers the sediment-bedrock interface and permits the channel to remain mobile and unentrenched within the valley. At the valley margins where there is a large contrast in bank strength between sediment and bedrock, the grid- and vector-based bank-material tracking schemes yield divergent behaviors.

When bank material is modeled with a grid of 2 m (0.08\( \text{w} \)) resolution (Fig. 7A), the channel is fully restricted to the initial valley width and meander bends only propagate down-valley. This occurs because the channel must advance a full cell width beyond the initial valley wall before updating the bank-material grid. Any bank advance less than a cell width is not recorded, so that these minor advances leave no record of erosion and subsequent channel migration always encounters a fully intact valley wall unless the bank cumulatively advances through an entire cell.

With the vector-based approach the valley more than doubles in width as compared to the grid-based approach (Fig. 7B and 7C). Lateral erosion, which is suppressed by the implicit erosion threshold in the grid-based case, occurs steadily in the vector-based case. The channel widens both sides of the valley, but erodes more material from the top side of the model domain because channel axis drift—an inherent behavior in the underlying meandering model—can cause asymmetric erosion patterns.

The ability of vector-based bank-material tracking to represent the kinematics of channel migration in an environment with large bank strength contrasts, and without imparting inadvertent lateral erosion thresholds, opens a number of opportunities for
understanding the evolution of bedrock landscapes. Vector-based material tracking could enable the incorporation of physical models of channel width and meandering dynamics into larger-scale landscape evolution models. Consequently, the long-term behavior of different channel evolution models could be directly evaluated without the confounding effects introduced by grid-based bank-material representation. At a larger scale, the influence of channel migration on bedrock valley width and the formation of strath terraces [e.g., Finnegan and Dietrich, 2011] can be more accurately ascertained with vector-based bank-material tracking. Finally, links between external drivers—including climate, tectonics, and base-level—and large-scale channel characteristics such as sinuosity [Stark et al., 2010] and entrenchment [Harden, 1990] can be more rigorously evaluated.

5.4. Floodplain evolution with a bank height-dependent channel lateral migration rate

In the preceding case studies, erodibility differences result from differences in bank material composition. Here we assess a scenario in which bank materials are uniform, but bank height sets the local erodibility [e.g., Lancaster, 1998; Parker et al., 2011]. Figure 8 shows topography formed by a channel that migrates laterally and deposits overbank sediment over 1000 years, with a maximum lateral erosion rate of 1 m/yr, a constant deposition rate ($\eta$) of 10 mm/yr, and a spatially varying deposition rate of 3 mm/yr at the channel bank ($D_s$) with a decay length scale ($\lambda$) equal to 4 channel widths. For simplicity, meander cutoff loops are assumed to instantaneously fill completely with sediment. We consider a case in which lateral channel migration is independent of bank height (Fig. 8A) and, similar to Lancaster [1998], a case in which lateral channel migration rates vary inversely with bank height scaled to channel depth (Fig. 8B) as
where $z_{\text{channel}}$ is the local elevation of the channel bed. Equation 12 is applied so that bank height can only reduce lateral erosion rate (i.e., cases with $(z - z_{\text{channel}})/h < 1$ do not cause lateral erosion rate to increase). The channel bed is set to aggrade at a constant rate equivalent to the aggradation rate at a distance of 4 channel widths from the channel (i.e., the $e$-folding distance for distance-dependent overbank deposition) (Eq. 9). Consequently, the levee tops aggrade faster than the channel bed. Levee growth is paced by the competition between overbank deposition that builds the levees and lateral channel migration that causes the channel to erode existing levees and shift the locus of deposition. This causes spatial differences in bank height that modulate channel lateral migration rates.

Both cases show a highly sinuous channel that has undergone meander bend growth and cutoff, and cutoff loops are preserved in the floodplain topography, similar for example to the Sacramento River, California, USA [Constantine and Dunne, 2008]. Although both cases start with the same planform channel geometry, the modulation of lateral channel migration rate by bank height in Figure 8B causes the channel trajectories to diverge. Because topographic evolution is governed by channel scour and overbank deposition, these different channel lateral migration patterns result in differing topography. In both cases, topographic profiles (Fig. 8C) show higher elevations near the active channel and abandoned channel segments in cutoff loops because overbank sedimentation declines with distance from the channel (Eq. 9).

These simulations demonstrate that while the vector-based method emphasizes tracking the planform extent of the channel, it is also flexible to reconstruct floodplain
topography due to overbank deposition—even though floodplain elevations are not explicitly stored in memory during the simulation (see Section 4). Moreover, unlike a grid-based formulation for tracking topography, which applies the same overbank deposition rate across the area of an entire grid cell, the vector-based approach allows calculation of the exact local elevation during the simulation and hence more precise topographic tracking. Such precise tracking is needed when, for example, local differences in bank height alter channel lateral migration rates (Eq. 12) or the quantity of sediment entrained from the eroding bank [e.g., Parker et al., 2011].

6. Discussion

Model results using the grid- and vector-based bank-material tracking schemes should converge in the limit of high grid resolution (Eq. 7), because when the grid cells are small enough to record all bank migration there is no threshold for updating bank-material properties. To assess the degree to which grid-based model predictions approach a vector-based prediction as grid resolution increases, we analyze the landscape area altered by bank migration in each time step using the channel trajectory from Figure 5A-C. Figure 9 shows the mean bank area updated in each time step using grids of different resolutions, normalized by the value for the vector-based approach. These simulations demonstrate that the mean area updated using the grid-based approach asymptotes to the value for the vector-based approach when small non-dimensional grid resolutions are computationally feasible.

The case studies presented herein demonstrate that a framework that couples meandering to bank-material evolution is free of resolution dependence when the active
channel bank and the topography itself are represented in vector form. Given memory constraints which limit the practical resolution of grid-based methods, the vector-based framework is advantageous in landscapes with high variability in bank strength, which may occur in depositional environments with variable grain sizes and in net-erosional landscapes with mixed bedrock and sediment banks. Simulations show the new framework to be flexible to track meander belt topographic (Fig. 5 and 8) and stratigraphic evolution (Fig. 6), and channel incision (Fig. 7). Phenomena not discussed here—such as asymmetric channel cross-sections and overbank deposition with different grain sizes—could also be incorporated using vector-based techniques.

Bank migration simulations involving grids are more likely to be resolution-independent for cases of constant bank resistance, and for cases where the characteristic bank migration distance in one time step is larger than the cell width. In the vector-based scheme presented here, bank-material properties are determined by computations based on stored data (e.g., interpolation of past channel longitudinal profiles to determine elevation). In contrast, when the memory cost is feasible, grid-based frameworks eliminate some computation time because bank-material properties are directly accessed. Therefore in cases, computation time may be an important subsidiary consideration in selecting a method for bank-material tracking, particularly when algorithms for reconstructing erodibility are complex.

The traditional grid-based approach remains efficient for sediment routing approaches to modeling fluvial systems [Coulthard and Van De Wiel, 2006; Karssenberg and Bridge, 2008], particularly those dominated by braiding [Murray and Paola, 1994],
in which channel banks are ephemeral. Consequently, connecting vector-based and grid-based frameworks for topographic representation may represent an important next step in advancing landscape evolution modeling for meandering channels. In such a framework, grid elements could continue to represent hillslopes as in current landscape evolution models [e.g., Tucker et al., 2001], and to route sediment within active channels. Vector elements would be used to track sharp discontinuities in elevation or bank-material composition related to channel migration, as presented here, as well as drainage divides because their precise locations are often between grid nodes [Castelltort et al., 2012]. The cut-cell method [Beyer and LeVeque, 1992], which temporarily slices cells crossed by a boundary, could also be used with an Eulerian grid to represent hillslopes. In this way, an extended time series of bank advance could be used to create a complex valley boundary shape within a rectangular grid [Udaykumar and Shyy, 1995; Udaykumar et al., 1996, 1999]. As with using an adaptive mesh to track moving boundaries, however, using the cut-cell technique could be computationally intensive [Udaykumar et al., 1999]—in this case because sediment fluxes would have to be tracked across cells with complicated geometries.

Although the examples explored here only involve river channels, the vector-based framework for bank-material tracking could be applied to any environment in which bank-material properties interact with a channel. Potential applications include channels formed by sediment in tidal, deltaic, and submarine environments, as well as and channels in which thermodynamic processes are important. For example, channels formed by lava and supraglacial channels evolve largely based on heat fluxes, which determine the spatial
distribution of freezing and melting [Parker, 1975; Kerr, 2001; Karlstrom et al., 2013].

As these channels migrate, they may reset the local temperature field, just as river channels alter topography as they migrate, which implies interaction between channel migration and bank-material properties. Vector-based channel extent tracking could be useful for recording the kinematics of these channels.

The similarities between subaerial rivers and submarine channels formed by turbidity currents suggest more direct applications of the present framework. In deposits formed by submarine channels, the spatial distribution of grain size is determined by channel migration and aggradation [Sylvester et al., 2011]. Cohesive fine-grained sediments [Panagiotopoulos et al., 1997] may inhibit channel migration, as suggested for clay plugs in subaerial oxbows [Fisk, 1947; Allen, 1982; Ikeda, 1989]. While grid-based methods exist for tracking stratigraphy formed by meandering channels [e.g., Clevis et al., 2006], such methods would be susceptible to grid resolution-scale erosion thresholds. Therefore the vector-based approach could advance modeling of channel-bank interactions for stratigraphic development.

7. Conclusions

Grid-based models are commonly applied to representing the evolution of bank-material properties in environments shaped by channel migration. However, simulation results are highly resolution-dependent when there are large differences in bank strength, and when the characteristic bank migration distance is less than one grid cell width. We have developed a new, vector-based framework for representing bank-material properties that extends existing vector-based approaches and does not have the problem of resolution-
dependence found in grid-based techniques. For areas the channel has migrated across, bank-material properties are reconstructed using vector-based channel geometric data. This approach can treat sloping longitudinal profiles, overbank deposition, and stratigraphic development, and may be adapted to a variety of environments in which channel migration interacts with topography or stratigraphy. This enables more accurate modeling of the co-evolution of channels and bank-material properties, particularly where there are large contrasts in bank strength.

Case studies show that erodibility differences due to bank-material properties or bank height can strongly influence the co-evolution of channels and the surrounding topography and stratigraphy. Oxbow-filling sediments that are less erodible than other floodplain sediments can narrow the width of meander belts and stacked channel deposits; grid-based methods may artificially enhance this narrowing effect if the grid resolution is coarse. A simulation of meandering river evolution in a bedrock valley indicates that meandering kinematics and patterns of valley widening respond strongly to bank strength differences between bedrock and sediment; grid-based methods can artificially restrict valley widening by implicitly imposing a threshold to update bank properties. Finally, simulations suggest that elevation differences due to spatial variations in overbank deposition across a floodplain strongly influence channel trajectory and floodplain topography when the channel lateral migration rate responds to bank height.
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**Figure 1.** A commonly used technique for representing bank-material properties in models of landscape evolution with a migrating channel. (A) The channel boundary is represented explicitly by vectors. Arrow indicates general flow direction for all panels. (B) The plan view channel extent is recorded by mapping the bank locations onto a grid, which may represent topography or material composition and is altered during channel migration. Cells fully contained within the channel extent are shaded light gray. (C) When the channel banks shift (dashed lines), some cells are abandoned (medium gray) while other cells become enclosed by the channel (black). The process of updating the grid is spatially discontinuous, such that bank migration is not fully recorded with the grid.
Figure 2. Comparison of rules for determining which grid cells are considered inside the channel banks, after Howard [1996]. Dark shaded cells are completely within the channel, meeting the conservative in-channel definition. Light shaded cells meet the conservative and liberal definitions, for which any cell partially traversed by the bank is also considered within the channel. Arrow indicates general flow direction.
Figure 3. Simulations of a meandering river using grid-based bank-material tracking. Channel banks are indicated in blue; areas that have been visited by the channel, as recorded by the grid, are mantled with sediment and shaded gray. Bedrock is 20 times more resistant to erosion than sediment. Arrow in (A) indicates general flow direction for all panels. Boxes in A-C indicate respective extents of D-F. Topography and bank composition are recorded using rectangular grids with cell widths of (A) 7 meters, (B) 14 meters, and (C) 18 meters. Channel width is 25 meters. The area visited by the channel changes dramatically as a function of grid resolution, with all other parameters held constant. Panels D-F show the detailed relationship between the final channel bank vectors and the grids.
Figure 4. The new, vector-based method for erodibility and topography tracking. (A) Lateral channel migration and vertical incision of a rectangular channel during one time step is viewed in cross-section. Dashed line indicates the pre-migration surface. During each time step, the channel cross-section is shifted laterally and vertically to form the post-migration surface (thick black line) and erode material from the bed and cutbank (hatched area). In order to maintain constant channel width, point bar sediment (dotted area) is deposited over the abandoned surface with a thickness equal to the channel depth. (B) The channel map view extent and longitudinal profile from each time step are used to reconstruct bank-material properties. (C) After subsequent iterations, the pattern of channel scour is recorded by the current channel extent (black polygon) and the collection of abandoned channel-extent polygon remnants preserved from earlier in the simulation, with channel extents shaded to highlight their different formation times. (D) Map view of the bank-material inspection procedure. A meandering model is used to calculate the maximum centerline migration distance \( d_{\text{max}} \) assuming the most erodible bank material. A test vector with length equal to \( d_{\text{max}} \) is extended perpendicular to the cutbank node and is used to identify regions with different bank-material properties and adjust the actual migration distance accordingly. In this example, the test vector encounters sediment-mantled surfaces from different time steps \( t = 503, 502, \text{ and } 2 \), in order) followed by a bedrock valley wall.
Figure 5. Meander-belt evolution with variable erosion susceptibility for meander cutoff loops \((k_{ec})\) relative to point bar sediment. Panels A-E are at the same scale; their width is 100\(w\). In all simulations, \(\Delta t = 2\) yr, simulation time is 1000 yr, \(w = 25\) m, and \(h = 1\) m. Areas recorded as visited by the channel are shaded gray (first 90% of simulation time) and white for recently visited areas (last 10% of simulation time). Unvisited areas, as recorded in the grid- or vector-based tracking schemes, are black. Initial (green) and final (blue) channel extents are indicated, as are remnants of oxbow sediments (red). Panels (A-C) represent the case of \(k_{ec} = 1\), i.e., constant bank composition. (A) The coarse grid resolution \((\Delta x = w)\) results in small area recorded as visited. Arrow indicates general flow direction for all panels. (B) With a finer grid resolution \((\Delta x = 0.4w)\), the visited area more closely resembles that using vector-based tracking (C). Panels (D-E) represent \(k_{ec} = 0.1\), i.e., erosion resistant material stored in cutoff loops. (D) Grid-based case, with \(\Delta t = 0.4w\). (E) Vector-based case. (F) Mean active meander-belt width (normalized by channel width, \(w\)), versus the relative erodibility of oxbow sediments \((k_{ec})\) for grid- and vector-based schemes.
Figure 6. Cross-valley cross-sections of stratigraphy formed by an aggrading, meandering channel. As the channel migrates it deposits channel body material (black) and distinct sediments in oxbows (red). Other overbank deposits, not shown, accumulate at a rate sufficient for the channel to remain confined, and have a material strength equal to that of channel body material. For all simulations, $w = 25$ m; $h = 1$; the maximum lateral migration rate is 1 m/yr for erosion of channel body deposits; $\Delta t = 2$ yr; and simulation time is 10 kyr. Vertical axes are scaled to channel depth and horizontal axes are scaled to channel width. $k_{ec}$ is the relative erodibility of oxbow sediments. (A) Fast aggradation (0.001 channel depths/yr), $k_{ec} = 1$. (B) Fast aggradation, $k_{ec} = 0.01$. (C) Slow aggradation (0.0002 channel depths/yr), $k_{ec} = 1$. (D) Slow aggradation, $k_{ec} = 0.01$. 
Figure 7. Valley widening in a bedrock landscape using grid-based and vector-based bank-material tracking. Active channel banks in (A) and (B) are shown with thin blue lines. In both cases, $\Delta t = 2$ yr, simulation time is 40 kyr, the maximum lateral erosion rate in bedrock is 1 cm/yr, the maximum lateral erosion rate in sediment is 1 m/yr, $E_v = 1$ mm/yr at the outlet, $w = 25$ m, $h = 1$ m, and the initial valley width is approximately $5w$. Initially the bank material within the valley floor is entirely sediment above the local elevation of the channel bed, and entirely bedrock below this elevation, such that the channel banks are all sediment. The channel bed begins entrenched one channel depth below the land surface. The valley walls are composed entirely of bedrock and initially have the same surface elevation as the valley floor. The fraction of bedrock in bank material, as sensed locally by the channel, is calculated by comparing the bedrock elevation to the bed elevation of the nearest point on the channel. Distance is normalized by the channel width, and elevation by the channel depth. (A) The simulated landscape using grid-based bank composition tracking, with $\Delta x = 2$ m, shows no valley widening. Arrow indicates general flow direction for both panels. (B) Simulated topography using vector-based approach. Valley width more than doubles during the simulation because all bank advances beyond the initial valley wall extent are recorded. (C) Cross-sections of the initial topography of both simulations (black line) and the final topography for the grid-based (dashed blue line) and vector-based (solid blue line) simulations.
Figure 8. Simulated landscapes formed by channel migration and floodplain deposition. Elevation above the original surface is normalized by channel depth; distance is normalized to channel width. Sediment accumulates by overbank deposition, with constant and exponential decay terms (Eq. 10). Simulation parameters are a maximum lateral erosion rate of 1 m/yr, $\eta = 10$ mm/yr, $D_s = 3$ mm/yr, and $\lambda = 4w$. Arrow indicates general flow direction. The white trace indicates initial channel planform geometry; the active channel is in dark blue. Topographic profiles run from top to bottom in panels (A) and (B). (A) Topography when channel lateral migration rate is insensitive to bank height. (B) Topography when channel lateral migration rate varies inversely with bank height. (C) Topographic profiles for the case without the bank height feedback (black) and with the feedback (red).
Figure 9. Bank area updated for the same channel trajectory as in Fig. 5A-C, but with variable grid resolution. The mean area updated by the channel banks in a single time step, normalized by the value for vector-based bank material tracking, is plotted for a range of non-dimensional grid cell widths ($\Delta x' = \Delta x/(E_2\Delta t)$). The finest resolution corresponds to a dimensional cell width of 0.5 meters. The area updated asymptotes to the value obtained using vector-based bank-material tracking.
Chapter 3: Numerical simulations of bedrock valley evolution by meandering rivers with variable bank material

Abstract

Bedrock river valleys are fundamental components of many landscapes, and their morphologies—from slot canyons with incised meanders to wide valleys with strath terraces—may record environmental history. Several formation mechanisms for particular valley types have been proposed that involve changes in climatic and tectonic forcing, but the uniqueness of valley evolution pathways and the long-term stability of valley morphology under constant forcing are unknown, and are not predicted in existing numerical models for vertically incising rivers. Because rivers often migrate more rapidly through alluvium than through bedrock, we explore the hypothesis that the distribution of bank materials strongly influences river meandering kinematics and can explain the diversity of bedrock river valley morphology. Simulations using a numerical model of river meandering with vector-based bank-material tracking indicate that channel lateral erosion rate in sediment and bedrock, vertical erosion rate, and initial alluvial-belt width explain first-order differences in bedrock valley type; that bedrock-bound channels can evolve under steady forcing from alluvial states; and that weak bedrock and low vertical incision rates favor wide, shallow valleys, while resistant bedrock and high vertical incision rates favor narrow, deep valleys. During vertical incision, sustained planation of the valley floor is favored when bedrock boundaries restrict channel migration to a zone of thin sediment.
fill. The inherent unsteadiness of river meandering in space and time is enhanced by evolving spatial contrasts in bank strength between sediment and bedrock and can account for several valley features—including strath terraces and underfit valleys—commonly ascribed to external drivers.

1. Introduction

The morphology of bedrock-floored river valleys is diverse. For example, deep slot canyons host highly sinuous channels (Fig. 1A); wider mountain valleys include floodplains and stepped strath terraces (Fig. 1B); confining valleys with relatively small width variations contain rivers that bend sharply at the valley walls (Fig. 1C); and wide, low-sloping valleys can resemble alluvial river valleys (Fig. 1D). The origin of such different valley types is a longstanding question in Earth surface science, and valley topography is commonly used to reconstruct channel kinematics [Shyu et al., 2006; Cook et al., 2009; Finnegans and Dietrich, 2011; Finnegans and Balco, 2013] and to infer drivers of landscape evolution including climate [Molnar et al., 1994; Hancock and Anderson, 2002; Pan et al., 2003], tectonics [Lavé and Avouac, 2000], and sea level [Merritts et al., 1994; Blum and Tornqvist, 2000]. Understanding channel-valley interactions is an important consideration for stream restoration [Wohl et al., 2005], especially in mountainous environments. Beyond Earth, valleys and valley networks are the most widespread indicators of fluid flow on the surfaces of Mars [Baker, 2001] and Titan [Burr et al., 2013], and thus represent rare constraints on past and present climate. Linking valley type to channel hydrology and geomorphology, however, remains a significant challenge.

Although bedrock river valleys are key to landscape evolution, the diversity of
valley types has not been explained quantitatively. Pulses of channel vertical incision have been argued to generate specific valley types, including deep and sinuous canyons (e.g., Fig. 1A) [Davis, 1893] and broader valleys with flights of strath terraces [e.g., Gilbert, 1877; Hancock and Anderson, 2002; Pan et al., 2003; Finnegan and Dietrich, 2011]. Other studies suggest rock strength as an important control on valley width [Harden, 1990; Montgomery, 2004; Shyu et al., 2006; Barbour, 2008; Finnegan and Dietrich, 2011].

Despite these important studies, there are several major unknowns in how different valley types evolve. First, it is unclear whether changes in vertical incision rate are necessary to form particular valley types, or whether similar valleys can form under steady vertical incision rates. More generally, it is unknown whether multiple forcing mechanisms can lead to a particular bedrock valley type. Second, while previous work has suggested that vertical incision rate, lateral erosion rate, and bank strength may control valley topography, the relative importance of these independent variables has not been quantified. Third, it is unknown whether the different valley types observed in nature are stable, even under steady forcing, or whether they are transient. This distinction is vital for interpreting valley types for the history of river vertical incision—and by extension, the influences of tectonics, climate, and base-level on landscape evolution.

Bedrock river valleys evolve over millennial timescales, making it difficult to measure their dynamics directly [Hancock and Anderson, 2002; Montgomery, 2004]. Consequently, numerical experiments offer important means for testing controls on valley evolution. Numerous landscape evolution models have been used to explore river valley evolution, and have reproduced valley features including strath terraces [Hancock and
Anderson, 2002; Finnegan and Dietrich, 2011], meander bends that deform against valley walls [Howard and Knutson, 1984; Howard, 1992, 1996; Sun et al., 1996], and meandering rivers with banks of different heights in uplifting mountain landscapes [Lancaster, 1998]. No model, however, reproduces the full diversity of bedrock river valley forms from incised meanders to wide valleys with terraces (Fig. 1). Moreover, many larger-scale landscape evolution models represent valleys at scales too coarse to include valley evolution by lateral channel migration [Howard et al., 1994; Braun and Sambridge, 1997].

Previous work on alluvial river floodplain development has shown that variable bank strength that evolves in response to channel migration can strongly control channel kinematics and meander-belt width [Howard, 1996; Sun et al., 1996]. Based on this insight, we hypothesize that bank strength that evolves dynamically in concert with river meandering is the key ingredient to explain the diversity of bedrock river valleys. For example, in narrow valleys with resistant bedrock walls (e.g., the San Juan River valley, Utah; Fig. 1A), and wide valleys with weak bedrock walls (e.g., the Colorado River valley, Texas; Fig. 1D), the consistency of channel bank materials results in meandering forms seemingly insensitive to valley geometry; rather, the bank materials control channel and valley evolution rates. In contrast, in intermediate-width valleys with large contrasts in bank strength between valley floor sediments and valley walls, channel migration is strongly influenced by bank strength, and meanders bend sharply at valley walls due to differential migration rates between the valley interior and margins (e.g., the Beaver River valley, Alberta, Canada; Fig. 1C).

We aim to test the dynamic bank-strength hypothesis as follows. In Section 2, we
describe our specific modeling objectives and identify potential controls on valley evolution. In Section 3, we describe the numerical framework used to model meandering channels and track bank-material properties. In Section 4, we explore valley-type transitions under constant forcing. In Section 5, we explore examples of valley-type transitions by pulses of vertical incision, which represents the kinematics of vertical incision driven for example by changes in sediment supply [e.g., Hancock and Anderson, 2002]. In Section 6, we assess the ability of the numerical model to reproduce the observed bedrock river valley types, and discuss implications for inferring valley evolution in Section 7.

2. Modeling goals and hypotheses

Our modeling goal is to test the null hypothesis that the diversity of bedrock valley types can be explained without changes in external forcing that modulate channel vertical incision rate, but rather through the co-evolution of channel lateral migration and bank strength under a constant vertical incision rate, as would correspond to a steady-state longitudinal profile undergoing tectonic uplift [e.g., Merritts et al., 1994]. Although climate and tectonics likely force pulses in vertical incision rates in nature [e.g., Molnar et al., 1994; Whipple and Tucker, 1999; Hancock and Anderson, 2002; Yanites et al., 2010], it is important to understand the potential diversity of valley forms that can arise from intrinsic meandering dynamics as a baseline. Intrinsic dynamics may occur because as a channel migrates laterally, it can erode bedrock along the cutbank and channel bed, and deposit sediment along the trailing bank, thus converting bedrock to sediment. Since channel migration rates are commonly faster in alluvium than in bedrock, this process should
enhance lateral migration rates, relative to those in intact bedrock, in areas where the
channel has previously visited. Bank materials are also affected by vertical incision rates
because vertical incision lowers the channel bed with respect to the sediment-bedrock
interface, and thus favors bedrock exposure in the banks. Hence we hypothesize that the
competition of river lateral and vertical erosion determines the alluvial-belt width within a
valley and the first-order valley topography.

In order to test this hypothesis, we construct the simplest possible model that can
incorporate channel lateral migration and vertical incision, while tracking the spatial
distribution of bedrock and sediment. In our model, the proportion of bedrock and sediment
in the channel banks modulates channel lateral migration rates. We seek to balance the
complexity inherent in river valley evolution—including meandering dynamics and
evolving bank-material properties—with model simplicity in order to make predictions
over 10^4-year timescales. We also seek to explain first-order differences in valley type in a
generic way with as few controlling parameters as possible, which include time, bank
strength, channel vertical incision rate, and the initial valley topography. A variety of other
factors can influence channel geometry and evolution within valleys, including sediment
supply [e.g., Sklar and Dietrich, 2001], channel slope [e.g., Stark, 2006; Finnegan and
Dietrich, 2011], uplift rate [e.g., Lavé and Avouac, 2001; Finnegan et al., 2005; Amos and
Burbank, 2007; Yanites and Tucker, 2010], discharge variability [e.g., Turowski et al.,
2008; Stark et al., 2010], and channel substrate [e.g., Ferguson, 1973; Finnegan et al.,
2005]. For example, a rapid decrease in channel width due to changes in uplift rate would
transform the abandoned portions of the channel bed into strath terraces [Lavé and Avouac,
2001]. Here we exclude these diverse factors in order to isolate the how meandering with evolving bank strength alone influences valley evolution.

A variety of channel meandering and bank evolution models exist, and their computational costs correspond to their complexity in representing factors including bed topography, hydraulics, and bank strength. Because significant computational costs are required for tracking bank-material properties over geologic timescales [Limaye and Lamb, 2013a], we employ a relatively simple and often-utilized meandering model [Howard and Knutson, 1984] that imposes a fixed channel width and assumes erosion driven by channel curvature while still reproducing fundamental meandering kinematics [Howard and Hemberger, 1991]. Numerical models of river meandering are largely untested over geologic timescales [Seminara, 2006], but models with different degrees of complexity converge statistically for evolution beyond the stage of initial bend cutoff [Camporeale et al., 2005].

Although knickpoints can be important drivers of channel vertical incision [e.g., Wobus et al., 2006a; Finnegan and Dietrich, 2011], here we focus on constant and spatially uniform channel vertical incision, which will be shown to produce a wide range of valley types. The main difference between our work and most previous work is that we focus on the emergent, unsteady patterns of lateral migration for vertically incising rivers with evolving bank strength. Our approach is new because numerical experiments that account for differing channel migration rates within valleys and at their boundaries have been limited to cases with imposed geometries [Tucker et al., 2001], or without meandering [Hancock and Anderson, 2002] or channel vertical incision [Howard and Knutson, 1984;
Models that link meandering and vertical incision have not incorporated evolving, mixed bedrock and alluvial bank materials.

We define the channel as the zone of active sediment transport (of width $w_c$ and depth $h_c$) that migrates laterally within a valley. We have identified seven characteristic parameters that we hypothesize control the geometry and kinematics common to mixed bedrock-alluvial, meandering channels and their valleys, irrespective of the detailed mechanics of erosion and deposition. These are the lateral erosion rate in bedrock ($E_{lb}$) and sediment ($E_{ls}$), the vertical incision rate into a bedrock bed ($E_v$), channel width ($w_c$), initial alluvial-belt width ($w_{ab}$), channel depth ($h_c$), and the total simulation time ($t$) (Table 1).

Using dimensional analysis, these seven parameters can be recast as five key dimensionless parameters: the dimensionless simulation time

$$t^* = \frac{t E_{ls}}{w_c}$$  

is the total simulation time normalized by the time to erode laterally one channel width in sediment; the dimensionless vertical incision rate with sediment banks

$$E_{vs}^* = \frac{E_v w_c}{E_{ls} h_c}$$  

is the characteristic time to erode one channel width in sediment normalized by the characteristic time to erode one channel depth; the corresponding dimensionless vertical incision rate with bedrock banks is

$$E_{vb}^* = \frac{E_v w_c}{E_{lb} h_c}.$$
We select these two non-dimensional vertical incision rate parameters to explore distinct regimes of channel migration in the simulations. $E_{v*}$ reflects the competition between lateral channel mobility in sediment banks that actively bevels the bedrock-sediment interface, and vertical incision that drives the channel toward entrenchment in bedrock. In comparison, $E_{vb*}$ reflects the competition of lateral and vertical erosion in bedrock that should determine the evolution of valley topography if the channel has primarily bedrock banks. The channel width-to-depth ratio is

$$w_c *= \frac{w_c}{h_c},$$

and is fixed at 25 in our simulations. This value is representative of alluvial meandering channels for moderate valley slopes [e.g., Parker, 1976] and within the observed range for bedrock-alluvial rivers [Yanites and Tucker, 2010].

All simulations begin with a simple initial landscape condition: the channel is inset one depth in a level plane. All topography develops during the simulations as the channel simultaneously incises vertically and migrates laterally. The initial bank strength is locally set to represent either bedrock or sediment banks. To do this, we establish an initial zone of sediment fill one channel depth in thickness, such that the channel banks are composed entirely of sediment within this zone (Fig. 2D), but the area’s lateral margins and the channel bed are entirely bedrock. In cross-section, the channel bed rests on a bedrock surface that extends across the valley and is mantled with sediment. Subsequent channel migration planes off the bedrock surface to the channel bed elevation and emplaces sediment through point-bar accretion. To explore the influence of initial channel confinement on valley evolution, we vary the width of the initially sediment-
mantled zone, which we call the initial alluvial-belt width \((w_{ab})\). We define a non-dimensional initial alluvial-belt width \((w_{ab}^*)\)

\[
w_{ab}^* = \frac{w_{ab}}{w_{uab}},
\]

where \(w_{uab}\) is a representative unconfined alluvial-belt width, defined as the maximum lateral distance (perpendicular to valley direction) between channel segments when the channel evolves without confinement by bedrock (Fig. 2B). When \(w_{ab}^* = 0\) there is no initial alluvial belt, so the channel begins fully entrenched in bedrock. When \(w_{ab}^* = \infty\), the initial alluvial belt is infinitely wide and the channel banks are composed entirely of sediment. We explore these cases as well as cases with \(0 < w_{ab}^* < 1\), where there is a pre-established alluvial belt whose width is less than the unconfined width (Fig. 2D).

We track the evolution of valley topography by calculating the valley aspect ratio

\[
w_v^* = \frac{w_v - w_c}{h_v},
\]

where \(h_v\) is the median depth of the valley and \(w_v\) is the median valley width measured at the top of the valley. All areas lower than the elevation of the initial planar surface belong to the valley. In simulations that begin with low initial alluvial-belt confinement, the channel may initially sweep across a wide area before the influences of vertical incision rate and bedrock erodibility are expressed. In order to better characterize the typical valley width maintained during the simulation, we only consider topography that forms after the first channel depth of vertical incision (when the total incision exceeds one depth). Numerical experiments are designed to systematically vary the five controlling dimensionless parameters (Eq. 1, 2) and to track valley morphology and aspect ratio (Eq.}
3. Model formulation

In this section we describe methods for simulating meandering channel evolution, with bank strength feedbacks and vertical incision, over geologic timescales. We then detail procedures for setting the initial channel and alluvial-belt configurations.

3.1. Meandering model implementation

In the single-thread meandering channel model of Howard and Knutson [1984], the channel centerline migration rate responds to local and upstream-integrated curvature

\[ R_1(s) = \Omega R_o(s) + \frac{\Gamma \int_{0}^{s_{max}} R_o(s - \xi) G(\xi) d\xi}{\int_{0}^{s_{max}} G(\xi) d\xi}, \]  

(4)

where \( R_1 \) is the dimensionless local migration rate, \( s \) is the centerline node index, \( \xi \) is the upstream distance, and \( R_o = (r/w_c)^{-1} \), where \( r \) is the local centerline radius of curvature and \( w_c \) is channel width. \( \Omega \) and \( \Gamma \) are fixed dimensionless parameters set to -1 and 2.5, respectively, and control the relative influence of local (\( \Omega \)) and upstream (\( \Gamma \)) curvature [Ikeda et al., 1981]. The numerator in equation 4 is a convolution integral of curvature with a weighting function

\[ G(\xi) = e^{-\frac{2kC_f}{h_c}||\xi||}, \]  

(5)

where \( k = 1 \) [Ikeda et al., 1981], \( h_c \) is the channel depth, and \( C_f \) is a dimensionless friction coefficient set to 0.01 after Stølum [1996]. Although channel hydraulics are not explicitly modeled, the friction coefficient reflects the downstream decay of velocity perturbations induced by local channel geometry. The dimensionless lateral migration rate is scaled
according to the local lateral erosion rate constant \( (k_e, \text{ with dimensions } LT^{-1}) \) and domain-averaged channel sinuosity \( (\mu) \) to yield the dimensional lateral erosion rate

\[
E_L = k_e R_1 \mu \varepsilon
\]

where \( \varepsilon = -2/3 \) [Howard and Knutson, 1984]. Therefore lateral channel erosion rates, which are increased by high planform curvature of mature meander bends, are moderated as channel sinuosity increases.

The channel is assigned a rectangular cross-section with fixed dimensions; the width and depth represent bankfull values. Consequently, the time step is fixed at two years to represent a typical recurrence interval of the bankfull discharge for an alluvial river [Leopold and Wolman, 1960]. While floods with longer recurrence intervals may play a more important role in setting channel width in bedrock landscapes with large thresholds for sediment entrainment [Baker, 1977; Hartshorn et al., 2002; Turowski et al., 2008], there is considerable uncertainty in the appropriate adjustment timescale for bedrock rivers [Tinkler and Wohl, 1998] and the channel bed and banks may evolve on different timescales due to bed sediment cover effects [Lague, 2010]. In rivers with mixed bedrock and alluvial banks the adjustment timescale may be closer to that for alluvial rivers, therefore we fix the time step irrespective of the degree of channel entrenchment in bedrock.

We seek to vary the channel vertical incision rate as an independent parameter, which is commonly on the order of 0.1-1 mm/yr in tectonically active environments [Montgomery, 2004]. Slope breaks in meandering channel longitudinal profiles are a natural consequence, however, of bend growth and cutoff, and have been hypothesized to
influence vertical incision rates [e.g., Stark, 2006; Finnegan and Dietrich, 2011]. To control the vertical incision rate for a sloping channel would then require static knickpoints [Seidl and Dietrich, 1992] that would increasingly dominate the channel longitudinal profile with each cutoff. Therefore we set the channel slope to zero, which prevents knickpoint formation. Likewise, slope across the model domain is initially set to zero so that model landscape elevations can be measured with respect to the uniform channel elevation. The zero-slope assumption implies that model results for valley evolution should approach those for low-sloping rivers, except for modulation of vertical incision rates by slope reduction and knickpoint formation.

Neck cutoffs occur when the channel banks impinge upon themselves, and chute cutoffs are omitted in the model [e.g., Sun et al., 1996; Lancaster, 1998; Finnegan and Dietrich, 2011]. Overbank deposition is also omitted, except to fill in meander loops abandoned by cutoff [e.g., Sun et al., 1996; Finnegan and Dietrich, 2011], which is assumed to occur instantaneously. A periodic boundary condition is employed so that portions of the channel that drift outside the downstream edge of the model domain enter the upstream edge, and vice-versa. Consequently, the channel axis is free to wander about the model domain and the curvature integration (Eq. 4) is not affected by the domain boundaries.

3.2. Bank-material tracking

We track two classes of material: channel/floodplain sediments and bedrock. The local lateral erosion rate constant in Eq. 6 takes on distinct values in cases where the bank materials are entirely sediment \((k_c = k_s)\) or entirely bedrock \((k_c = k_b)\); these values represent
the effects of sediment and bedrock strength on bank migration. Channel lateral migration rates for alluvial rivers often exceed several meters per year, with large variations between reaches [e.g., Nanson and Hickin, 1986; Hudson and Kesel, 2000]. For lateral migration in bedrock banks, rates rarely exceed a few cm/yr even for weak sedimentary rocks [Montgomery, 2004]. Although channel-widening processes in mixed bedrock-alluvial channels are a topic of active research [Montgomery, 2004; Finnegan et al., 2005; Stark, 2006; Wobus et al., 2006b; Yanites and Tucker, 2010], the influence of stratified sediment and bedrock on lateral erosion rates is relatively unconstrained [Howard, 1992].

In the simulations we track the depth of sediment cover, and for simplicity the local bank erodibility is scaled according to the local fraction of bedrock \( f_b \) in the bank material, measured from the channel bed to the bankfull elevation

\[
k_e = k_i (1 - f_b) + k_b f_b.
\]  

(7)

This fraction represents the amount of bedrock that would be exposed by the channel banks if the channel were to migrate to that portion of the landscape without further vertical incision. The bank-material bedrock fraction is useful for visualizing the width of the alluvial belt that is conducive to relatively rapid channel lateral migration.

Most existing approaches to modeling the co-evolution of meandering channels, floodplains, and valleys use grids to represent factors that may influence bank migration rates, such as topography [Lancaster, 1998] and bank-material susceptibility to erosion [Howard, 1996; Sun et al., 1996]. Grid-based bank-material tracking, however, can implicitly impart thresholds for channel migration when bank strength varies spatially; this inadvertently suppresses lateral erosion as a result of numerical artifacts [Limaye and
Lamb, 2013a]. Consequently, we employ a new, vector-based method for bank-material tracking that more faithfully captures the kinematics of channel migration driven by an underlying meandering model without the resolution effects of grid-based approaches [Limaye and Lamb, 2013a]. This method uses the time history of channel planform and longitudinal profile geometry to reconstruct bank-material properties and topography in areas influenced by channel migration, and thus avoids losses in geometric information commonly incurred from mapping the channel banks onto a relatively coarse grid. The vector-based method is particularly advantageous in scenarios with large differences in bank strength, as is commonly the case when comparing bedrock and sediment bank materials.

Depending on the process of bank erosion, increasing bank height could inhibit lateral migration by requiring removal and transport of more sediment [Hickin and Nanson, 1975; Lancaster, 1998; Seminara, 2006; Parker et al., 2011b], which can be incorporated into our model framework [Limaye and Lamb, 2013a]. However, here we make the lateral erosion rate independent of bank height to focus on the effect of bank strength.

3.3. Initialization of alluvial-belt width and channel planform geometry

We wish to explore a range of initial alluvial belt widths, from $w_{ab}^* = 0$ to $\infty$, to which the channel is initially confined. As a result, the same sinuous channel centerline cannot be used to begin all simulations because in some cases the channel would extend beyond the initial alluvial belt. Therefore we develop an initialization procedure that produces a channel that is sinuous but confined to an initial alluvial belt of arbitrary width. As a preliminary step, we empirically determined a representative unconfined alluvial-belt
width from a set of 50 simulations. In each, the channel had sediment banks and grew from an initially straight channel centerline seeded with meter-scale random noise (Fig. 2A) for a fixed non-dimensional simulation time ($t^* = 500$, equivalent to $t = 25$ kyr for $w_c = 50$ m and $E_c = 2$ m/yr for example) to allow the channel to mature through several cycles of meander bend growth and cutoff. The mean unconfined alluvial-belt width ($w_{uab} = 2538$ m), measured perpendicular to the mean flow direction (Fig. 2B), was used in subsequent simulations.

The model initialization phase establishes a realistic geometry for the channel where it meets confining bedrock walls by first evolving the channel within the alluvial belt bounded by non-erodible walls, and without vertical incision (Fig. 2C). When $0 < w_{uab}^* < \infty$, the meander bends can deform against the non-erodible walls but do not advance beyond them. At the end of the initialization phase ($t^* = 500$), the channel planform geometry is recorded and used to begin the main simulation. The model time starts at $t^* = 0$, and the non-erodible walls are replaced with erodible bedrock walls (Fig. 2D).

Meandering channel planform evolution is highly sensitive to initial geometry [e.g., Frascati and Lanzoni, 2010], and we have found this behavior is reinforced by strong feedbacks between meandering and bank strength. The channel trajectory in turn determines the pattern of erosion within the valley. Therefore, we assess the sensitivity of final valley aspect ratio to initial conditions by running the simulations for each unique set of parameter values in triplicate, each time with a different initial, sinuous planform geometry reflecting different noise in the channel centerline used during the simulation initialization phase.
4. Controls on bedrock valley type under constant forcing

We begin this section by exploring independently the influence of non-dimensional simulation time \((t^*)\), initial alluvial-belt width \((w_{ab}^*)\), and vertical erosion rate with sediment banks \((E_{ls}^*)\) and bedrock banks \((E_{vb}^*)\) on the evolution of meandering rivers in bedrock valleys. The channel dimensions are fixed at \(w_c = 50\) m and \(h_c = 2\) m. In Section 4.5, we introduce a method for objectively classifying valley type and summarize results for a suite of simulations that span a wide parameter space in the non-dimensional variables.

4.1. Temporal evolution

In this section, we analyze the evolution of a meandering river and its bedrock valley for a baseline simulation to which we will compare results from other simulations. The chosen parameters fall in the mid-range of parameters explored in this study \((E_{vb}^* = 0.5; E_{vs}^* = 0.005, w_{ab}^* = 0.5)\), which correspond to a river with moderate bedrock erodibility, vertical incision rate, and initial alluvial-belt confinement. In subsequent sections we perturb this base case by fixing the non-dimensional simulation time \((t^* = tE_{ls}/w_c; \text{Eq. 1a})\) and varying one of the other non-dimensional parameters in order to isolate its influence on model results. Figure 3 shows the shaded relief of the land surface for the base case at different times, where the coloration indicates the local fraction of bedrock versus alluvium in the bank materials. We vary \(t^*\) from 0 to 1000 \((\text{Movie 1 in Supplementary Material})\), which corresponds to timescales up to tens of kyr for alluvial rivers with widths of 10-100 meters.
At the beginning of the simulation ($t^* = 0$; Fig. 3A), the river is sinuous and laterally mobile, and bends at sharp angles where it meets bedrock walls. Sediment with thickness equal to the channel depth is distributed across the uniform-width alluvial belt. As time advances, this simulation shows major reductions in short-wavelength ($\leq 15w_c$) channel sinuosity and average alluvial-belt width. We observe the following sequence involving the interplay of lateral channel migration and vertical incision, which leads to channel autogenic entrenchment in bedrock. Channel bends tend to sweep in the downstream direction, as is commonly observed in nature in the absence of bank strength differences [Howard, 1992]. Despite its initial mobility, the channel sweeps laterally across the valley in an uneven manner because of the spatial variability in local channel curvature and lateral erosion rates. With ongoing vertical incision, this unsteady channel lateral migration results in spatial variations in the fraction of bedrock in bank materials (Fig. 3B). The downstream limb of a meander bend tends to plane off the bedrock-sediment interface in advance of the arrival of the upstream limb, so that the cutbank of the upstream limb commonly encounters bank materials with low bedrock fractions. Conversely, the cutbank on the downstream limb encounters areas with heterogeneous bank strength due to irregular channel sweeping (Fig. 3B), though no bank materials within the initial alluvial belt are all bedrock (i.e., $f_b < 1$). Because the upstream bend limb encounters uniformly weak bank materials along the cutbank, but the downstream limb encounters bank materials with a range of strengths along the cutbank, the downstream limb eventually propagates more slowly than the upstream limb. The upstream limb catches up with the downstream limb, causing a neck cutoff (Fig. 3C).
Thus, the frequency and locations of cutoffs evolve with the changing fraction of bedrock in bank material.

This cutoff mechanism does not occur at the same time for all bends, and so the channel is straighter in some reaches than others. As the channel continues to incise, bends encounter local bedrock constrictions (i.e., $f_b = 1$) (Fig. 3D). These constrictions strongly inhibit the downstream movement of downstream bend limbs, resulting in more cutoffs (Fig. 3E). Eventually, cutoffs remove so much low-wavelength sinuosity ($\leq 15w_c$) that the diminished curvature causes channel lateral migration to stall, even while the banks are largely sediment in some locations (Fig. 3F). In the absence of continued channel lateral migration, the sediment-bedrock interface is no longer lowered across a broad alluvial belt, so continued vertical incision causes the low-sinuosity channel to become more entrenched locally in bedrock (Fig. 3G). These results suggest a pathway for channel entrenchment that can occur without a pulse of vertical incision—but that instead emerges through the interplay of channel meandering and vertical incision in a mixed bedrock-alluvial valley.

This baseline simulation also indicates that the valley type observed for a set of model parameters depends on the time of observation. Valley types that are seemingly stable, such as those with partially confined alluvial belts (Fig. 3A-C), can abruptly change in planform morphology due to the interaction of irregular lateral migration with vertical incision, resulting in a change in channel entrenchment state (Fig. 3G). Given this inherent instability in valley type, in subsequent model comparisons we fix the time of observation to $t^* = 1000$. This is sufficient time for the fastest-migrating bends to migrate laterally against sediment banks a total distance of approximately 1000 channel widths. For $w_c = 50$
m and $E_{ls} = 2 \text{ m/yr}$, for example, this is equivalent to $t = 25 \text{ kyr}$.

### 4.2. Non-dimensional initial alluvial-belt width ($w_{ab}^*$)

In this section we isolate the influence of non-dimensional initial alluvial-belt width ($w_{ab}^* = w_{ab}/w_{ab0}; \text{ Eq. 2}$) on valley type by exploring the full range of possible initial alluvial-belt widths while holding other model parameters fixed at the values for the baseline case ($t^* = 1000; E_{vb}^* = 0.5; E_{vs}^* = 0.005$). As defined in Figure 2, the alluvial belt is a region of uniform-width sediment fill, with thickness equal to the channel depth, and represents the zone in which the channel can initially migrate against entirely sediment banks. Figure 4 shows simulation results for initial alluvial-belt widths of $w_{ab}^* = 0$ (a bedrock plain with a channel inset by one depth), 0.75 (a region of alluvium one channel deep, with a finite width), and $\infty$ (a broad blanket of alluvium one channel deep across the entire domain).

For $w_{ab}^* = 0$ (Fig. 4A), the sinuous channel is initially surrounded by fully bedrock banks. As a result, meander bends largely migrate into bedrock for the entire simulation, leaving sediment-mantled slip-off surfaces behind them. In the time allowed, three bends migrate to the point of reaching cutoff. The valley cross-section shows that much of the valley remains entirely bedrock, similar to the valley cross-section topography of the San Juan River (Fig. 1A), for example, except for a greater prevalence of slip-off surfaces and cutoff loops in the model case.

For $w_{ab}^* = 0.75$, the sinuous channel is initially partially confined and deforms against the valley walls. As the system evolves, channel migration becomes confined to an ever-narrower portion of the valley (Fig. 4B; Movie 2 in Supplementary Material) because the channel does not sweep laterally frequently enough to bevel the bedrock-sediment
interface to the level of the incising channel bed. Consequently, the channel encounters a significant fraction of bedrock in the banks except in areas recently visited by the channel. The alluvial-belt width at $t^* = 1000$ varies across the model domain (Fig. 4B). Within the valley, the channel is sinuous in places but deforms strongly against areas with all-bedrock banks. If the channel were to frequently sweep across the entire alluvial belt, it would bevel the valley floor to a consistent elevation and would not leave any terraces, but incomplete sweeping of the alluvial belt during vertical incision causes the abandonment of sediment-mantled bedrock surfaces as strath terraces. After 5 depths of vertical incision, the channel occupies a narrow valley floor ($< 10w_c$) filled with alluvium.

For $w_{ab}^* = \infty$ (Fig. 4C; Movie 3 in Supplementary Material) the full model domain is mantled with sediment to one channel depth. The channel initially wanders across a large area, but lateral migration slows dramatically because the channel does not sweep across the same portion of the model domain frequently enough to plane off the bedrock-sediment interface across the broad initial alluvial belt. Areas of low bank bedrock fraction are largely restricted to slip-off surfaces, and like the case with $w_{ab}^* = 0.75$ (Fig. 4B), there are widespread terraces. The channel planform retains sinuosity at long wavelengths ($> 15w_c$) but has low sinuosity at shorter wavelengths, which reduces lateral erosion rates. The valley cross-section shows the extent of the initial sediment cover preserved at the edges of the model domain, but interestingly the channel ends the simulation largely bound in bedrock, similar to the case with $w_{ab}^* = 0$. As a more straightforward consequence of initial alluvial-belt dimensions, the valley aspect ratio shows that wider valleys form when $w_{ab}^*$ is
larger (Fig. 4D) because the initial sediment banks enable widespread channel migration (Fig. 4C).

The most surprising result from comparing simulations that vary the initial alluvial-belt width is that channels that begin with partially confined alluvial belts ($w_{ab}^* = 0.75$; Fig. 4B) are able to maintain mobility in sediment banks more than channels that begin with either no alluvial belt ($w_{ab}^* = 0$; Fig. 4A) or one of infinite width ($w_{ab}^* = \infty$; Fig. 4C). A partially confined alluvial belt steers the channel to frequently plane off the bedrock-sediment interface over a narrow zone, which ensures that the bank materials there are largely sediment. The alluvial-belt boundaries are eroded into arcs with wavelengths that are longer than that of a free meander bend (Fig. 4B), reflecting bend deformation and translation parallel to the boundaries. If there is no initial alluvial belt, the bank-material properties initially exert no control on the spatial pattern of erosion, only the rate of planform evolution. Consequently, the channel laterally migrates over significant distances before it re-occupies an area where it has planed off the bedrock and emplaced sediment. The bank bedrock fraction therefore remains high throughout the simulation. On the other hand, a channel that begins with an infinite-width alluvial belt can initially migrate freely over a wide swath of the model domain, with no steering of channel migration by alluvial-belt boundaries. The channel cannot plane off this entire area frequently enough to stave off an increase in entrenchment due to ongoing vertical incision, and the channel eventually reaches a less mobile, bedrock-bound state resembling that in the $w_{ab}^* = 0$ case.

In subsequent sections we fix the non-dimensional initial alluvial-belt width to an intermediate value ($w_{ab}^* = 0.5$), which produces a partially confined state. Simulations with
partially confined initial alluvial belts generally allow greater variety in valley state after $t^* = 1000$ than simulations with either non-existent or infinitely wide initial alluvial belts.

4.3. Non-dimensional vertical incision rate with sediment banks ($E_{vs}^*$)

In the next set of simulations, we vary the non-dimensional vertical incision rate with sediment banks ($E_{vs}^* = (E_v w_c)/(E_L h_c)$; Eq. 1b) while fixing other model parameters to their baseline values ($t^* = 1000; E_{vb}^* = 0.5; w_{ab}^* = 0.5$). The initial channel and alluvial belt geometries are similar to those at $t^* = 0$ for the baseline case (Fig. 3A). We vary $E_{vs}^*$ from 0.001 to 0.01, reflecting a range in dimensional vertical incision rates from a low of 0.08 mm/yr (i.e., a slowly uplifting continental interior environment) to a high of 0.8 mm/yr (i.e., an active orogen) for our scaled river example (i.e., $w_c = 50$ m, $h_c = 2$ m). $E_{vs}^*$ should control the tendency of the channel to plane laterally and maintain an alluvial belt versus incise vertically and entrench in bedrock, and so is relevant when channels encounter a large fraction of sediment in the banks. $E_{vb}^*$ is explored in the next section and should dictate valley topography for largely bedrock-bound channels.

Figures 5A-C show map views of topography and local bank-material bedrock fraction for increasing values of $E_{vs}^*$. Overall, as $E_{vs}^*$ increases, channel sinuosity, alluvial-belt width, and valley width decline, and meander bends more commonly encounter valley walls. For a relatively small value of $E_{vs}^*$ (0.001; Fig. 5A; Movie 4 in Supplementary Material), the channel is able to maintain a consistently wide alluvial belt compared to the baseline case (Fig. 3G) because the channel incises minimally during lateral migration and a low bank bedrock fraction is maintained across the valley. Meander bends curve smoothly in sediment-filled areas, but turn sharply where the channel meets resistant
bedrock walls near the top edge of the model domain. The valley cross-section shows only slight variation in the depth to bedrock. For a moderate value of $E_{vs}^*$ (0.005; Fig. 5B), meander bend amplitude at short wavelengths ($\leq 15w_c$) is reduced, and the valley width indicated by the topographic contours varies considerably. The valley cross-section shows that the total depth of incision is larger than in Figure 5A because of the higher vertical incision rate. For large values of $E_{vs}^*$ (0.01; Fig. 5C), the amplitude of long-wavelength bends ($> 15w_c$) is also reduced. The valley cross-section shows a stranded surface from the initial alluvial belt, and the deeply bedrock-bound channel. The valley aspect ratio (Fig. 5D) declines sharply as $E_{vs}^*$ increases because of increased channel entrenchment in bedrock, which limits valley widening during vertical incision.

4.4. Non-dimensional vertical incision rate with bedrock banks ($E_{vb}^*$)

Figure 6 shows results of simulations in which the vertical incision rate with bedrock banks ($E_{vb}^* = (E_{vb}w_c)/(E_Lh_c)$; Eq. 1c) is varied while fixing other parameters to their baseline values ($t^* = 1000$; $E_{vs}^* = 0.005$; $w_{ab}^* = 0.5$). The initial channel and alluvial-belt geometry is similar to that at $t^* = 0$ for the baseline case (Fig. 3A). We vary $E_{vb}^*$ from 0.05 to 5 by using a range of dimensional bedrock lateral erosion rates from 2 mm/yr (i.e., highly resistant lithologies) to 20 cm/yr (poorly consolidated valley fill sediments).

For $E_{vb}^* = 0.05$ (Fig. 6A), a broad valley forms and the channel maintains its short-wavelength sinuosity ($\leq 15w_c$) because the channel can substantially erode bedrock valley walls even in a bedrock-entrenched state. The topographic cross-section highlights the breadth of the alluviated zone as well as unpaired terraces of variable widths. For $E_{vb}^* = 5$ (Fig. 6B), the alluvial-belt width varies widely. As was the case for previous simulations,
local suppression of channel migration by bedrock banks led to further reduction in channel sinuosity and increased entrenchment in bedrock. The valley aspect ratio (Fig. 6C) declines as \( E_{vb}^* \) increases because higher \( E_{vb}^* \) favors channel vertical incision over lateral channel migration in bedrock. More scatter exists in the valley aspect ratio than for \( \omega_{ab}^* \) and \( E_{vs}^* \) because in the present simulations the valley widened during both the transient period in the beginning of the simulation when the channel had alluvial banks (as occurred in previous cases, including Fig. 3A-3C) and during the bedrock-entrenched phase when the bedrock was relatively weak (Fig. 6A). Thus, \( E_{vb}^* \) explains the most variance in valley aspect ratio when the channel consistently has largely bedrock banks.

The bank strength contrast, which we define as the ratio of bedrock lateral erosion rate to sediment lateral erosion rate (equivalent to \( k_j/k_p \) in Eq. 7), co-varies with both the dimensionless vertical incision rate with sediment banks (\( E_{vs}^* \)) and the corresponding rate with bedrock banks (\( E_{vb}^* \)). The primary effect of the bank strength contrast is that for a valley with an alluvial belt of significant width, low bank strength contrast causes smoothly curved meander bends (Fig. 6A, \( k_j/k_p = 10 \)), whereas high bank strength contrast causes meander bends to deform strongly at the margins of the alluvial belt (Fig. 5B, \( k_j/k_p = 100 \)).

4.5. Summary of model predictions for valley type

Here we analyze simulations that span a phase space in the variables \( t^* \), \( \omega_{ab}^* \), \( E_{vs}^* \), and \( E_{vb}^* \), in order to systematically assess controls on bedrock river valley type. In all cases, the parameters that are not systematically varied are set to values employed in the baseline simulation.

The morphology of bedrock river valleys spans the examples shown in Figure 1.
These include deep, narrow canyons (e.g., San Juan River valley; Fig. 1A) and valleys with local floodplain and strath terrace development and channel confinement (e.g., Mattole River valley; Fig. 1B); valleys with relatively uniform floodplain widths and pronounced bend deformation against valley walls (e.g., Beaver River valley; Fig. 1C); and broad, low-relief valleys with relatively little meander bend deformation (e.g., Colorado River valley; Fig. 1D). We find that quantitatively, these four valley types also fall into different ranges of the valley aspect ratio ($w_v^* = (w_v - w_c)/h_c$; Eq. 3). Type 1 valleys are distinguished by their narrow width relative to depth ($w_v^* < 50$). Type 2 valleys are slightly wider for the same depth ($50 \leq w_v^* < 100$). Type 3 valleys ($100 \leq w_v^* < 150$) have a greater median depth than type 2 valleys of the same width. Finally, type 4 valleys ($w_v^* > 150$) are widest with respect to their depth. We select quantitative bounds for these ranges based on visual inspection. The bounds separating these valley types are arbitrary, and some simulations yield topography consistent with two valley types—but the classification technique is consistent, quantitative, and reveals the major trends in valley type.

Figure 7A shows results for a phase space of simulations in $E_{vs}^*$ and $E_{vb}^*$. The majority of each set of three simulations with the same parameters but different initial channel planform geometries yields a consistent valley type, but in some cases different valley types develop because strong feedbacks between meandering and bank strength strongly shift the distribution of erosion across the valley. Where valley types differ within a simulation set, only two valley types occur and they fall in neighboring classification ranges of $w_v^*$. Differences in valley type are most strongly controlled by $E_{vb}^*$. At low values of $E_{vb}^*$ ($< 0.16$), only the most expansive (type 3 and 4) valleys form, because
lateral channel migration in bedrock is rapid relative to the rate of vertical incision so valley widening can keep pace with channel vertical incision even when the banks are largely bedrock. At higher values of $E_{vb}^*$ (> 0.16), only narrower, deeper (type 1 and 2) valleys form, because lateral channel migration in bedrock is slower relative to the rate of vertical incision. The trend of decreasing valley aspect ratio for increasing $E_{vb}^*$ holds for all values of $E_{vs}^*$, which indicates that the ratio of channel lateral erosion in bedrock to vertical erosion is more important than the corresponding ratio for channel lateral erosion in sediment. $E_{vb}^*$ dictates valley aspect ratio because, although the channel begins each simulation with sediment banks within the initial alluvial belt, the channel transitions to a state with a majority of all-bedrock banks except for low values of $E_{vs}^*$. When $E_{vs}^*$ is low (0.005-0.01), channel entrenchment in bedrock is less likely and on average the channel can more broadly plane off the bedrock-sediment interface (e.g., Fig. 5A). As a result, for fixed $E_{vb}^*$ wider valleys (higher $w_v^*$) form at the lowest values of $E_{vs}^*$. In contrast, when $E_{vs}^*$ is high (> 0.01), the channel bed lowers much faster than the average bedrock-sediment interface and channel evolution occurs largely with all-bedrock banks. In this case, the valley dimensions are more strongly influenced by the lower lateral erosion rate in bedrock and narrower valleys (lower $w_v^*$) form.

Figure 7B shows results for simulations that span a phase space in $E_{vs}^*$ and $w_{ab}^*$. In general, low values of $E_{vs}^*$ (≤ 0.0025) favor type 3 and 4 valleys because the rate of channel downcutting is slow with respect to lowering of the bedrock-sediment interface. For all values of vertical incision rate, valleys with larger $w_v^*$ are favored as the degree of initial alluvial-belt confinement decreases (increasing $w_{ab}^*$) because the channel starts with
a higher degree of mobility in sediment banks that allows it to sweep a wider valley (Fig. 4). For all values of \( w_{ab}^* \), type 1 and 2 valleys are favored as \( E_{Vs}^* \) increases because the channel cuts down faster with respect to the bedrock-sediment interface. The channel banks consequently include more bedrock, which slows valley widening. Only type 1 valleys form when there is no initial alluvial belt \((w_{ab}^* = 0)\) with moderate to high vertical incision rates \((E_{Vs}^* \geq 0.0025)\), because the channel begins with entirely bedrock banks and cannot erode laterally fast enough to widen the valley significantly during downcutting.

Finally, Figure 7C shows the time evolution of simulations for different values of \( E_{Vs}^* \). In all cases the valley evolves to a new type, and transitions to narrower, deeper valley types occur more quickly as \( E_{Vs}^* \) increases. Within each set of three simulations the valley type at the conclusion of the simulation \((t^* = 1000)\) is the same. The similarity in outcomes indicates that while the bedrock valley type observed can depend on the time, for the spin-up procedure utilized (Fig. 2) the detailed sinuous channel planform geometry does not exert a strong influence on the type of valley observed at a particular time. Rather, the channel vertical incision and lateral migration rates and initial alluvial-belt width are more important in determining the valley type at \( t^* = 1000 \). The channel evolves from its initial state, and henceforth the evolution of the valley type depends on the relative rates of lateral and vertical erosion and on the spatial pattern of lateral erosion guided by the alluvial-belt geometry.

5. Valley-type transitions by pulses of vertical incision

While scenarios considered to this point have focused exclusively on cases of constant river vertical incision, a number of studies identify pulses of vertical incision as
important drivers of valley-type transitions. For example, rapid vertical incision relative to lateral channel migration is the key mechanism hypothesized by Davis [1893] for transforming a highly sinuous alluvial channel into a bedrock-bound channel with inherited sinuosity. Pulses of vertical incision may be driven by a host of external factors, including changes in the balance of water discharge and sediment supply due climate change [e.g., Hancock and Anderson, 2002], sea level fall [e.g., Fisk, 1944], tectonic uplift [e.g., Yanites et al., 2010], and potentially knickpoint propagation following meander cutoff [Finnegan and Dietrich, 2011]. Here, we relax the assumption of constant vertical incision employed in the simulations in Section 4 by comparison to example cases with pulses of vertical incision.

We first consider the effect of a vertical incision pulse less than the channel depth. We initialize a simulation with a partially confined meander-belt equivalent to the baseline case ($w_{ab}^* = 0.5$), i.e., the channel is inset in alluvium with depth equal to the channel depth, with bedrock below and on the lateral margins of this sediment cover, and other model parameters ($E_{vb}^* = 0.5$ and $t^* = 1000$) are equal to those in the baseline case. In this case, however, the channel also undergoes a spatially uniform pulse of vertical incision of $0.5h_c$ at the start of the simulation, which establishes a bank bedrock fraction of 0.5 throughout the model domain (Fig. 8A). At $t^* = 88$ (Fig. 8B), the channel maintains high sinuosity in a zone of low bank bedrock fraction within the boundaries of the initial alluvial belt, similar to the the corresponding time step for the baseline case with no vertical incision pulse (Fig. 3C). At $t^* = 1000$ (Fig. 8C), in most places the channel has extremely low sinuosity at short wavelengths ($\leq 15w_c$) because it lost sinuosity in a manner similar to
the baseline case (Fig. 3G), and similarly the channel is entrenched in all-bedrock banks. These similarities with the baseline case suggest that pulses of vertical incision—and by extension, changes in external forcing—must exceed a threshold in order to affect valley type.

In Figure 9, we simulate the response of a valley following an incision pulse equal to the channel depth for cases with relatively rapid \( (E_{vb}^* = 0.5; \text{Fig. 9A}) \) and relatively slow subsequent vertical channel incision \( (E_{vb}^* = 0.05; \text{Fig. 9B}) \). Other model parameters \( (t^* = 1000; w_{ab}^* = 0.5) \) are equal to those in Figure 8 and the baseline case, except \( E_{vb}^* \) which covaries with \( E_{vb}^* \) in this case. The simulations show that following the vertical incision pulse, the persistence of the sinuous channel’s bedrock-bound state depends on the vertical incision rate. When the vertical incision rate is high, after the initial incision pulse the channel forms slip-off surfaces along the inside of meander bends (Fig. 9A), but the cutbanks along growing bends are entirely bedrock. In contrast, in the baseline case with no incision pulse (Fig. 3) terraces near the channel level illustrate that the valley took longer to reach a bedrock-entrenched state. Under a low vertical incision rate following the incision pulse, channel lateral migration is able to widen the valley quickly enough to form a continuous zone of largely sediment fill in which the channel is more mobile (Fig. 9B). The final alluvial-belt width is wider than in the baseline case (Fig. 3G). The different states of the two valleys that have undergone pulses of vertical incision show that while the bedrock-entrenched channel state at the start of the simulation is genetically related to the vertical incision pulse, the preservation of this geomorphic signal depends on the subsequent evolution of the channel under steady forcing.
6. Comparison to natural river valleys

To relate the model results to natural bedrock river valleys, we compare the valleys introduced in Figure 1 to summary model predictions for constant vertical incision cases. Because of the difficulty of reconstructing the initial alluvial-belt width of the channel, we focus the comparison on model predictions that fix the non-dimensional alluvial belt width but vary the vertical erosion rate and the lateral erosion rates in bedrock and sediment (Fig. 7A). We begin this section by briefly introducing the key attributes of four field sites that correspond to model inputs (Table 2). While all field sites may have undergone changes in climate and base-level that could influence their present valley type, here as in Section 4 we restrict our analysis to a constant-forcing framework that serves as a null hypothesis to more complex scenarios. Each river valley may have developed over longer timescales, but we compare each valley to model data with a dimensional simulation time of $t = 25$ kyr in order to test whether the constant-input model can reproduce the general valley types represented by each field case. Lateral migration rates for meandering rivers vary in space [Hickin and Nanson, 1975; Hudson and Kesel, 2000], and the meandering model employed yields a maximum migration rate approximately three times faster than the mean. Therefore where constraints for lateral erosion rate are available, they are assumed to be mean rates and are converted to maximum rates ($E_{lb}, E_{ls}$) by multiplying by a factor of three.

The San Juan River (southern Utah) is one of many sinuous channels incised in bedrock in the Colorado Plateau [Harden, 1990]. Geochronology data indicates a vertical incision rate of 0.11-0.21 mm/yr in the region averaged over the last several hundred thousand years [Pederson et al., 2002; Wolkowisky and Granger, 2004; Hanks and Finkel,
Lateral erosion rate measurements are unavailable for the San Juan River, and are generally scarce for similar bedrock-bound rivers, but we estimate that the bedrock lateral erosion rate is an order of magnitude slower than rates of ~1 cm/yr estimated for rivers eroding weaker sedimentary rock [e.g., Montgomery, 2004; Fuller et al., 2009; Finnegan and Dietrich, 2011]. Taking 1 mm/yr as a mean lateral erosion rate in bedrock, this yields \( E_{lb} = 3 \text{ mm/yr} \). From the average of 10 spot measurements in air photos, we estimate \( w_c = 53 \text{ m} \) (bankfull) near Mexican Hat, Utah, and \( h_c = 2.1 \text{ m} \) (assuming \( w_c/h_c = 25 \)).

The Mattole River traverses a tectonically active region in coastal northern California. Dated strath terraces constrain the river vertical incision rate to 0.7-1.8 mm/yr over the last 12 kyr near Honeydew, CA [Merritts et al., 1994]. Merritts et al. [1994] argued that the Mattole’s strath terraces—subparallel, closely spaced in elevation, unpaired, and with similar gradients to adjacent channel reaches—were formed by channel wandering with constant vertical incision. The lateral erosion rate in bedrock has been estimated at 13 mm/yr for the Eel River, California [Fuller et al., 2009b] and 6 mm/yr along the Smith River, Oregon [Finnegan and Dietrich, 2011], which also incise predominantly weak, fine-grained sedimentary rocks in similar climatic and tectonic settings. Based on these constraints we estimate a mean lateral erosion rate in bedrock of 10 mm/yr \( (E_{lb} = 30 \text{ mm/yr}) \) and \( E_v = 1 \text{ mm/yr} \). We estimate \( w_c = 102 \text{ m} \) (bankfull) based on 10 spot measurements in air photos near Honeydew, CA, and \( h_c = 4.1 \text{ m} \) (assuming \( w_c/h_c = 25 \)).

The Beaver River crosses the plains east of the Canadian Rockies and regularly meets its valley walls at large angles [Carson and Lapointe, 1983; Nicoll and Hickin,
The long wavelength of the valley walls compared to the active meanders has been inferred to reflect a decrease in discharge following deglaciation [Dury, 1964]. Nicoll and Hickin [2010] reported a 3.5 m/yr maximum lateral erosion rate over a 48-yr interval based on air photo analysis. The regularity of meander geometry suggests that down-valley bend translation occurs much faster than valley widening [Parker et al., 1983], which we estimate as two orders of magnitude less than the maximum lateral erosion rate (3.5 cm/yr).

Because the valley walls are alluvium rather than consolidated bedrock, the valley widening rate substitutes for \( E_{lb} \) in the model framework. The channel width \( (h_c) \) is 44 m [Nicoll and Hickin, 2010] and we estimate \( h_c = 1.8 \) m (assuming \( w_c/h_c = 25 \)). Based on the continental interior setting and lack of prominent terraces we estimate \( E_V = 0.1 \) mm/yr.

The Colorado River (Texas) flows through a low-relief valley composed of weak sedimentary bedrock, with a mixed bedrock-alluvial bed, between Austin and Columbus [Baker, 1977; Baker and Penteado-Orellana, 1977; Blum and Aslan, 2006]. Meandering rivers in the region have abandoned a series of strath terraces that extend inland ~250 km from the coast [Baker and Penteado-Orellana, 1977; Blum and Valastro, 1994]. Meanders throughout the Texas outer coastal plain evolve significantly on an annual timescale, with channel migration rates of several meters per year [e.g., Wellmeyer et al., 2005], but channel migration likely proceeds more slowly for inner coastal plain meanders incised in bedrock [Stricklin, 1961]. Based on stratigraphic data [Baker and Penteado-Orellana, 1977; Blum and Valastro, 1994], we estimate \( E_{lb} = 5 \) cm/yr and \( E_V = 0.25 \) mm/yr over the last 20 kyr. Cross-section data from Austin indicate \( w_c = 275 \) m and \( h_c = 8 \) m for a 2-year flood before damming [Blum, 1992], which are taken as the bankfull dimensions.
Among the chosen field sites, only the Beaver River actively migrates in sediment banks, so we estimate $E_{vb}^*$ for each river (Table 2) and compare these values to model predictions for valley type in Figure 7A. The estimated values of $E_{vb}^*$ are relatively low for the Colorado River and Beaver River, and this portion of the model phase space uniformly predicts the formation of relatively broad and shallow (type 3 and 4) valleys. Similarly, the estimated values of $E_{vb}^*$ are relatively high for the Mattole and San Juan Rivers, and correspond to a portion of phase space dominated by narrow and deep (largely type 1) valleys. These results suggest that the constant vertical erosion framework can reproduce the general trends in valley aspect ratio for the field sites, even without knowledge of the lateral erosion rate each river would exhibit in sediment banks. This result is consistent with $E_{vb}^*$ operating as a key driver of valley type (Fig. 7A). Importantly, pulses of vertical incision are not required to explain the trend in valley aspect ratio for the field sites, implying that valley aspect ratio may not be a diagnostic indicator of vertical incision history.

7. Discussion

The modest number of independent variables explored here—channel lateral migration rates in sediment and bedrock, vertical erosion rate, and initial alluvial-belt width—can account for a wide range of observed bedrock valley types (Fig. 7) that cannot be reproduced without accounting for bank strength differences. In particular, without bank strength differences, the model can produce bedrock-bound meanders [e.g., Finnegan and Dietrich, 2011] and broad alluvial plains [e.g., Howard, 1996] like the San Juan and Colorado River valleys, respectively, but it cannot produce meander bends that deform
against valley walls nor confined alluvial belts, as occur in the Beaver and Mattole River valleys. Such bend deformation only occurs when a factor external to the channel locally slows channel migration with respect to neighboring reaches. Simulations confirm the central hypothesis that the co-evolution of channel lateral migration and bank strength under a constant vertical incision rate can determine the first-order geometry of bedrock river valleys.

Simulation results that span a range of channel lateral migration rates in sediment and bedrock, vertical incision rates, and initial alluvial widths (Fig. 7) allow reassessment of the hypotheses for bedrock river valley evolution posed in Section 1. We revisit whether valley type can be used to differentiate river vertical-incision scenarios, and whether valley types can be formed without abrupt pulses of vertical incision. In contrast, an alternate view is that particular bedrock valley types, and in particular deep, narrow valleys with sinuous channels or those with strath terraces, require pulses of vertical incision to form [e.g., Gilbert, 1877; Davis, 1893; Hancock and Anderson, 2002; Pan et al., 2003; Finnegan and Dietrich, 2011]. Simulations presented here suggest that a range of river vertical incision rates can result in an initially alluvial-banked channel becoming entrenched into bedrock (Fig. 7). Moreover, simulations indicate that channel entrenchment may arise not solely through high rates of vertical incision and low rates of channel lateral migration in bedrock, but also by interplay between channel lateral migration in sediment and vertical incision that determines the ability of the channel to maintain a zone of sediment fill within the valley.

Counterintuitively, the channel is most effective at maintaining an alluvial channel
belt when bedrock boundaries constrain the range of lateral channel migration (Fig. 4B).

On one hand, channels can move rapidly in alluvium and develop high sinuosity, which reinforces high lateral erosion rates, including for local zones of bedrock banks. On the other hand, the bedrock constraints focus planation of the sediment-bedrock interface to a relatively narrow zone, which forces valley floor lowering to keep pace with channel vertical incision. Without a bedrock constraint at the margins of the alluvial belt (Fig. 4C), lateral channel migration is spread over a relatively broad zone, which causes the sediment-bedrock interface to lower more slowly than the vertically incising channel and leads to channel entrenchment in bedrock. This behavior suggests that even when alluvium only mantles a bedrock river valley, it plays an important role in valley evolution because it determines the width of the valley floor that the channel can actively migrate across and plane off the sediment-bedrock interface (e.g., Fig. 5).

The existence of a laterally constrained alluvial belt also influences the planform sinuosity of the valley boundaries. Our simulations show that for a fixed channel geometry and wavelength of unconfined meandering, channel migration in a confined alluvial belt results in erosional arcuate scars in the valley walls that have a range of wavelengths. Large contrasts in bedrock versus sediment bank strength favor scars with wavelengths longer than the typical channel wavelength for unconfined meandering (> 15 $w_c$; Fig. 6), a pattern widely observed in natural, “underfit” river valleys [Dury, 1964]. In the simulations, the long-wavelength valley scars form by meander bend deformation at the alluvial-belt boundaries [Lewin and Brindle, 1977], but also through progressive sculpting by wall-parallel channel migration (Fig. 4B and Supplementary Movie 2). Meander wavelength is
well established to scale with channel width and discharge in alluvial rivers [e.g., *Leopold and Wolman*, 1960; *Williams*, 1986], and so meander scars in valley walls have been interpreted as evidence of higher paleodischarge [e.g., *Dury*, 1964, 1985; *Baker and Penteado-Orellana*, 1977; *Alford and Holmes*, 1985]. Our results instead suggest that eroded forms in valley walls do not directly record paleochannel dimensions because meander bend deformation and migration parallel to the valley walls generates scars with wavelengths longer than the typical channel wavelength for free meandering. Therefore paleochannel deposits [e.g., *Leigh and Feeney*, 1995] may be more reliable indicators of channel dimensions.

The result that bedrock-bound channels can evolve under steady forcing from alluvial states leads to the broader question of whether, in general, multiple kinematic paths can lead to a particular bedrock river valley type. Simulations indicate that several bedrock valley types can arise from one of the other bedrock valley types (Fig. 7). Of particular interest is the emergent development of valleys in which meander bends deform at the alluvial-belt boundaries (Fig. 1C; Fig. 4B and Supplementary Movie 2), as suggested by earlier studies that did not include channel vertical incision [*Howard*, 1996; *Sun et al.*, 1996]. The broader significance of this finding is that the evolution of bank strength accounted for in the present model and suggested in previous work [*Howard*, 1996; *Sun et al.*, 1996] allows for valley states to arise naturally from other states without being directly imposed by initial conditions. Using the non-dimensional variables $E_{vb}^*$, $E_{vs}^*$, and $w_{ab}^*$, there are zones of phase space in which particular valley types are likely to emerge, and other zones that may yield multiple valley types (Fig. 7).
While channel lateral migration rate, vertical incision rate, and bank strength have been suggested as important controls on valley type [e.g., Harden, 1990; Merritts et al., 1994; Hancock and Anderson, 2002; Montgomery, 2004], their combined influences have not been tested quantitatively in previous models. Results here suggest that (1) channel lateral migration rates in bedrock and sediment, (2) vertical incision rate, and (3) the width of the initial alluvial belt with respect to the potential width of the unconfined alluvial belt can each strongly influence valley evolution; no single factor overwhelms the others. As suggested by Montgomery [2004], bedrock erodibility can explain differences in bedrock valley type, with weaker bedrock favoring formation of relatively wide valleys across a range of river vertical incision rates. Low channel lateral migration rates and high vertical incision rates generally favor narrow valleys, while high lateral migration rates and low vertical incision rates favor wide valleys. While past valley topography and alluvial-belt width are difficult to constrain, particularly over landscape evolution timescales of $\geq 10^5$ yr, forward modeling can explore the implications of different hypotheses for former valley characteristics.

The simulation results can also address whether the different valley types observed in nature are stable under steady forcing, or whether aspects of their geometry may be transient. We find that some portions of the explored parameter space are likely stable: for example, narrow and deep valleys, and broad and shallow valleys can remain stable because channel vertical incision rates are either high enough to keep channels persistently entrenched in bedrock or low enough to allow channel lateral migration to widely bevel the bedrock-sediment interface and maintain alluvial banks (Fig. 7A and 7B). There are,
however, ranges of lateral migration and vertical incision rates and initial alluvial-belt widths that permit evolution through transient valley types (Fig. 7C). In the intermediate ranges of $E_{Vh}^*$, $E_{Vs}^*$, and $w_{ab}^*$, transitions between different valley types can be driven by the inherent unsteadyness of lateral channel migration, which can cause different valley topography despite similar process rates (Fig. 7). Therefore, the statistical behavior of a set of simulations may be needed to identify links between environmental drivers and valley evolution, and to characterize uncertainty in simulation results [e.g., Griffiths, 1982; Nicholas and Quine, 2010; Perron and Fagherazzi, 2012]. While constant vertical incision can drive transitions between valley type, we also find that valley type may be unaffected by pulses of vertical incision as large as 0.5 channel depths (Figure 9). This suggests a threshold on the magnitude of climate and base-level signals that can be preserved in bedrock valley topography.

Changes in base-level, sediment supply, and water discharge are widely implicated as drivers of time-varying river vertical incision rates, which are the commonly argued prerequisite to strath terrace formation [e.g., Gilbert, 1877; Hancock and Anderson, 2002; Wegmann and Pazzaglia, 2002; Pan et al., 2003; Fuller et al., 2009]. The numerical model of Hancock and Anderson [2002] illustrates this concept, but importantly utilizes a one-dimensional framework with a consistent direction of valley widening that cannot generate terraces by changes in channel migration direction under constant vertical incision rates. The simulations presented here, which incorporate two-dimensional channel meandering, show that the intrinsic unsteadyness of meander migration in space and time, coupled with a constant vertical incision rate, can generate strath terraces without pulses of incision. These
terraces are commonly unpaired (Fig. 6), which has been argued to indicate formation by intrinsic processes [e.g., Merritts et al., 1994]. Yet paired terraces also form (Fig. 5B), and this geometry is commonly suggested to implicate external drivers of channel evolution [e.g., Wegmann and Pazzaglia, 2002], which is not the case in our simulations.

Our simulations suggest more broadly that constant-forcing scenarios that account for unsteady channel lateral channel migration represent an important null hypothesis for valley evolution. Since a variety of bedrock valley types can be explained without pulses of vertical incision, valley aspect ratio may not diagnostically identify valleys that have undergone externally forced pulses of vertical incision. Other morphologic evidence may distinguish constant from pulsed vertical-incision histories—for example, in the simulations bedrock-bound channels that evolve from initial states with sediment banks (Fig. 3G) exhibit low sinuosity at short wavelengths (≤15 w) compared to bedrock-bound channels that do not lose sinuosity during a transient alluvial phase (Fig. 9A). Alternatively, geochronology can offer more direct constraints on vertical incision history, however even here inferring the degree to which river incision is unsteady is not straightforward [Finnegan et al., 2014].

8. Conclusions

We present a model, based on interactions between channel lateral migration and vertical incision, that can reproduce a wide spectrum of bedrock valleys with single-thread meandering channels. We identify the channel vertical incision rate, lateral migration rates in sediment and bedrock, and initial alluvial-belt width as key controls on valley type. Despite these first-order trends, model results indicate that valley types can be unstable
under steady forcing and that different valley types can arise from multiple evolutionary pathways. Bedrock-bound channels, strath terraces, and valley scars with wavelengths longer than the free meander wavelength all arise under constant forcing, further suggesting that unsteady lateral channel migration due to meandering should be considered as a null hypothesis for valley evolution. Bank strength differences between sediment and bedrock reinforce irregularity in meandering in space and time, and sustained planation of the valley floor is enhanced when lateral bedrock boundaries focus the zone of lateral channel migration in sediment banks. Finally, the persistence of channel entrenchment in bedrock following a rapid pulse of vertical incision depends on subsequent rates of channel lateral migration and vertical incision, suggesting that bedrock river valley topography is a useful but potentially transient marker of environmental and tectonic signals.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensional variables</td>
<td></td>
</tr>
<tr>
<td>$w_c$</td>
<td>Channel width</td>
</tr>
<tr>
<td>$h_c$</td>
<td>Channel depth</td>
</tr>
<tr>
<td>$w_v$</td>
<td>Valley width</td>
</tr>
<tr>
<td>$h_v$</td>
<td>Valley depth</td>
</tr>
<tr>
<td>$w_{ab}$</td>
<td>Initial alluvial belt-width</td>
</tr>
<tr>
<td>$w_{uab}$</td>
<td>Initial alluvial belt-width (unconfined)</td>
</tr>
<tr>
<td>$C_f$</td>
<td>Friction coefficient</td>
</tr>
<tr>
<td>$E_V$</td>
<td>Vertical incision rate</td>
</tr>
<tr>
<td>$E_{ls}$</td>
<td>Lateral erosion rate in sediment</td>
</tr>
<tr>
<td>$E_{lb}$</td>
<td>Lateral erosion rate in bedrock</td>
</tr>
<tr>
<td>$k_c$</td>
<td>Lateral erosion rate constant</td>
</tr>
<tr>
<td>$k_s$</td>
<td>Lateral erosion rate constant (sediment)</td>
</tr>
<tr>
<td>$k_b$</td>
<td>Lateral erosion rate constant (bedrock)</td>
</tr>
<tr>
<td>$f_b$</td>
<td>Fraction of bedrock in bank materials</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time step</td>
</tr>
<tr>
<td>$t$</td>
<td>Simulation time</td>
</tr>
<tr>
<td>$\Gamma$, $\Omega$</td>
<td>Channel migration rate weighting coefficients</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Distance along channel centerline</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Channel sinuosity</td>
</tr>
</tbody>
</table>

Non-dimensional variables

$$t^* = \frac{tE_{ls}}{w_c}$$
Non-dimensional time

$$E_{vb}^* = \frac{E_Vw_c}{E_{lb}h_c}$$
Non-dimensional vertical incision rate with bedrock banks

$$E_{vs}^* = \frac{E_Vw_c}{E_{ls}h_c}$$
Non-dimensional vertical incision rate with sediment banks

$$w_{ab}^* = \frac{w_{ab}}{w_{uab}}$$
Non-dimensional initial alluvial-belt width

$$w_v^* = \frac{w_v - w_c}{h_v}$$
Non-dimensional valley width

Table 1. Model variables.
Table 2. Estimated parameters for field sites shown in Figures 1 and 7.

<table>
<thead>
<tr>
<th>Valley name</th>
<th>( w_c ) (m)</th>
<th>( h_c ) (m)</th>
<th>( E_{Lb} ) (m/yr)</th>
<th>( E_V ) (mm/yr)</th>
<th>( E_{vb}^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>San Juan</td>
<td>53</td>
<td>2.1</td>
<td>0.003</td>
<td>0.15</td>
<td>1.26</td>
</tr>
<tr>
<td>Mattole</td>
<td>102</td>
<td>4</td>
<td>0.03</td>
<td>1</td>
<td>0.86</td>
</tr>
<tr>
<td>Beaver</td>
<td>44</td>
<td>1.8</td>
<td>0.035</td>
<td>0.1</td>
<td>0.07</td>
</tr>
<tr>
<td>Colorado</td>
<td>275</td>
<td>8</td>
<td>0.15</td>
<td>0.25</td>
<td>0.06</td>
</tr>
</tbody>
</table>
Figure 1. Bedrock river valleys with diverse morphologies. White lines denote topographic transects, all oriented from the lower portion of each image to the upper portion. (A) The San Juan River, Utah (37.2°N, 109.9°W). (B) The Mattole River, California (40.2°N, 124.2°W). (C) The Beaver River, Alberta, Canada (54.4°N, 110.4°W). (D) The Colorado River valley, Texas (30.2°N, 97.5°W). (E) Valley cross-section elevation profiles for valleys in (A-D). Images: Google Earth/USDA Farm Service Agency / CNES Spot Image.
Figure 2. Model procedure for setting initial alluvial-belt width and channel planform geometry. The mean flow direction is from left to right. (A) A preliminary set of simulations is run to determine the maximum unconfined alluvial-belt width. The channel (black line) begins from a low-sinuosity state, and has entirely sediment banks. (B) Each simulation is run until a fixed non-dimensional time ($t^*$), at which the maximum range of the channel perpendicular to the mean flow direction is recorded as the unconfined alluvial-belt width ($w_{uab}$). (C) The channel is again evolved from a low-sinuosity state, but this time within a valley with impenetrable walls. The initial alluvial-belt width ($w_{ab}$) is a fraction $w_{ab}^*$ of the unconfined alluvial-belt width ($w_{uab}$). In this panel, $w_{ab}^* = 0.5$. This phase proceeds for a fixed non-dimensional simulation time ($t^*$), and the channel may deform against the impenetrable walls. (D) For the start of the full simulation, the impenetrable valley walls are replaced with erodible bedrock walls. The banks are entirely sediment within the alluvial belt, and the depth of sediment is equal to the channel depth. Outside of the alluvial belt, and within the alluvial belt below the elevation of the channel bed, the landscape is entirely bedrock.
Figure 3 (caption next page)
Figure 3. Snapshots of channel and valley evolution under constant vertical incision. The mean flow direction is from left to right. The left side of each panel shows the shaded relief topography, with a fixed contour interval of 0.5 channel depths (equal to 1 meter here and in all simulations). The width of the model domain is 100 channel widths, and the scale is consistent for all map-view panels. The coloration represents the fraction of bedrock ($f_b$) in bank materials that the channel would encounter if it migrated laterally into that portion of the landscape with no change in its vertical position. For areas in gray $f_b = 1$, indicating that if the channel were to migrate to those areas it would encounter entirely bedrock in the bank up to the bankfull depth. Also shown are the channel planform extent (blue), top-to-bottom topographic profile locations (black), and the non-dimensional simulation time ($t^*$). The right side of the figure shows valley cross-sections, including bedrock (hatched areas) and sediment (stippled areas). Model parameters are $t_{max}^* = 1000$, $E_{vl}^* = 0.005$, $E_{vb}^* = 0.5$, and $w_{ab}^* = 0.5$, which represent the base case parameters. Where white arrows appear, they indicate the locations of neck cutoffs. (A-G) Valley and channel state at times from $t^* = 0$ to 1000. The end state in (G) is also shown in Figure 5B.
Figure 4 (caption next page)
Figure 4. Valley topography formed for different initial alluvial-belt widths, where $w_{ab}^*$ represents the ratio of the initial alluvial-belt width to the unconfined alluvial-belt width. Symbols and coloration are the same as in Figure 3; the scale is identical in all map-view panels and the mean flow direction is from left to right. All simulations use the base case parameters other than $w_{ab}^*$ ($t^* = 1000$, $E_{Vs}^* = 0.005$, and $E_{Vb}^* = 0.5$). Map views are shown for (A) a valley with no initial alluvial belt ($w_{ab}^* = 0$), (B) a valley with a partially confined initial alluvial belt ($w_{ab}^* = 0.75$), and (C) a valley with a fully unconfined initial alluvial belt ($w_{ab}^* = \infty$). (D) Valley aspect ratio versus $w_{ab}^*$ for five simulations run in triplicate with different initial channel planform geometries. The median valley aspect ratio for each value of $w_{ab}^*$ is shown in black.
Figure 5. Topography of valleys formed by initially high-sinuosity channels for different values of non-dimensional vertical incision rate with sediment banks ($E_{v_{s}}^*$). All simulations use the base case parameters other than $E_{v_{s}}^*$ ($w_{ab}^* = 0.50$, $t^* = 1000$, and $E_{v_{b}}^* = 0.5$). Symbols and coloration are the same as in Figure 3; the scale is identical in all map-view panels and the mean flow direction is from left to right. Map views are shown for (A) $E_{v_{s}}^*$=0.001, (B) $E_{v_{s}}^*$=0.005, and (C) $E_{v_{s}}^*$=0.01. (D) Valley aspect ratio versus $E_{v_{s}}^*$ for five simulations run in triplicate with different initial channel planform geometries. The median valley aspect ratio for each value of $E_{v_{s}}^*$ is shown in black. Panel (B) corresponds to the final time of the baseline case (Fig. 3G).
Figure 6. Valley topography formed for different values of non-dimensional channel vertical erosion rate with bedrock banks, $E_{vb^*}$. Symbols and coloration are the same as in Figure 3; the scale is identical in all map-view panels. All simulations use the base case parameters other than $E_{vb^*}$ ($t^* = 1000$, $w_{ab^*} = 0.5$, and $E_{vs^*} = 0.005$). The mean flow direction is from left to right. Map views are shown for (A) $E_{vb^*} = 0.05$ and (B) $E_{vb^*} = 5$. (C) Valley aspect ratio versus $E_{vb^*}$ for five simulations run in triplicate with different initial channel planform geometries. The median valley aspect ratio for each value of $E_{vb^*}$ is shown in black.
Figure 7. Model predictions for bedrock valley type, classified using valley aspect ratio ($w_v^*$). Each unique set of parameter values is used in three distinct simulations with different initial channel planform geometries. Each trial is plotted slightly offset from the others for legibility. For example, (A) shows a 5 x 5 matrix of simulations in the phase space of $E_{Vs}^*$ and $E_{Vb}^*$, where each unique set of parameters is plotted for three separate simulations. Valley classifications based on $w_v^*$ are plotted for individual trials; $w_v^*$ is averaged for each set of unique parameter values, and contoured. Filled color contours indicate the classified valley types (1-4) and correspond to the representative field sites at the top of the figure. (A) Phase space of $E_{Vs}^*$ and $E_{Vb}^*$. Dashed lines indicate estimated values of $E_{Vb}^*$ for each field site. Boxes indicate simulation sets for which the majority of the channel banks are entirely bedrock. (B) Phase space of $E_{Vs}^*$ and $w_{ab}^*$. (C) Phase space of $E_{Vs}^*$ and $t^*$. 
Figure 8. Valley topography during evolution from an alluvial state following a pulse of vertical incision of $0.5h_c$ and constant subsequent vertical incision with $E_{v_t}^* = 0.005$. Other model parameters are set to the baseline case values ($t^* = 1000$ at the conclusion of the simulation; $E_{v_b}^* = 0.5$; and $w_{ab}^* = 0.5$). Symbols and coloration are the same as in Figure 3; the scale is identical in all map-view panels and the mean flow direction is from left to right. (A) $t^* = 0$; (B) $t^* = 88$ (as in panel 3C of the baseline case); (C) $t^* = 1000$ (as in panel 3G of the baseline case).
Figure 9. Valley topography during evolution from an alluvial state following a pulse of vertical incision of $h_0$, larger than the pulse in Figure 9. Other model parameters are set to the baseline case values ($t^* = 1000$; and $w_{ab}^* = 0.5$). Symbols and coloration are the same as in Figure 3; the scale is identical in both map-view panels and the mean flow direction is from left to right. (A) Pulse of vertical incision is followed by constant, relatively rapid vertical incision with $E_{Vb}^* = 0.05$. (B) Pulse of vertical incision is followed by constant, relatively slow vertical incision with $E_{Vb}^* = 0.0005$. 

(A) $E_{Vb}^* = 0.5$ (after pulse)

(B) $E_{Vb}^* = 0.05$ (after pulse)
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Abstract

Terraces eroded into sediment (cut-fill) and bedrock (strath) preserve a geomorphic record of river activity. River terraces are often thought to form when a river switches from a period of low vertical incision rates and valley widening to high vertical incision rates and terrace abandonment. Consequently, terraces are frequently interpreted to reflect landscape response to changing external drivers, including tectonics, sea-level, and most commonly, climate. In contrast, unsteady lateral migration in meandering rivers may generate river terraces even under constant vertical incision rates and without changes in external forcing. To explore this latter mechanism, we use a numerical model and an automated terrace detection algorithm to simulate landscape evolution by a vertically incising, meandering river and isolate the age and geometric fingerprints of intrinsically generated river terraces. Simulations indicate that terraces form for a wide range of lateral and vertical incision rates. Terraces form after a characteristic timescale for relief generation, and once this is surpassed the time interval between terraces increases in time due to re-working of previously visited areas. Surprisingly, intrinsically generated terraces are commonly paired and longitudinally extensive. Evolving, spatial differences in bank strength between bedrock and sediment reduce terrace formation frequency and length,
favor pairing, and can explain sub-linear terrace margins at valley boundaries. Modeled
terrace timing and geometries for intrinsically generated terraces are consistent with several
natural landscapes previously interpreted to be formed from climate change. We suggest a
new phase space that may allow separation of intrinsically formed terraces from other
formation mechanisms.

1. Introduction

River terraces are low-relief surfaces formed by deposition and erosion of valley-
fill sediments (i.e., fill and fill-cut terraces) or erosion of bedrock (i.e., strath terraces)
[Bucher, 1932; Bull, 1991; Pazzaglia, 2013]. The geometry and number of terraces differs
widely. For example, terraces may be contiguous and occupy several topographic levels
(e.g., Clearwater River valley; Fig. 1A), or may be separated and less numerous (e.g.,
Mattole River valley; Fig. 1B). In some locations terraces are particularly wide and long
(e.g., Wind River valley; Fig. 1E), and Colorado River valley, Texas; Fig. 1D), with
boundaries that are loosely (Fig. 1E) or closely (Fig. 1D) associated with the neighboring
river channel. Terraces are globally distributed [Montgomery, 2004; Bridgland and
Westaway, 2008] and span a range of physiographic environments, including coastal
mountain ranges (e.g., Fig. 1A and 1B), continental interiors (e.g., Fig. 1C and 1E), and
broad coastal plains (e.g., Fig. 1D).

Terraces are stranded above the active floodplain, and thus preserve a unique
g geomorphic and sedimentologic record of channel evolution over timescales up to
hundreds of thousands of years [e.g., Hancock et al., 1999; Pan et al., 2003]. Consequently,
river terraces are the principal geomorphic features for reconstructing channel aggradation
and incision, and constraining long-term sediment fluxes from landscapes [Bull, 1991; Fuller et al., 2009b] to marine depositional basins [e.g., Blum and Aslan, 2006; Phillips and Slattery, 2006]. Tectonic studies also frequently utilize terraces as passive markers of deformation [e.g., Rockwell et al., 1984; Lavé and Avouac, 2000] and rock uplift [e.g., Personius, 1995; Pazzaglia et al., 1998; Lavé and Avouac, 2000]. Although terrace abandonment has been directly observed in rare cases [Born and Ritter, 1970; Yanites and Tucker, 2010], strath terraces likely evolve over millennial timescales [Hancock and Anderson, 2002; Montgomery, 2004].

Terrace formation requires valley widening to bevel terrace treads and vertical incision to abandon these surfaces above the channel [e.g., Hancock and Anderson, 2002; Montgomery, 2004; Bridgland and Westaway, 2008]. A change in the ratio of vertical to lateral erosion rate is commonly cited as a requirement for terrace formation [e.g., Hancock and Anderson, 2002; Fuller et al., 2009; Finnegan and Dietrich, 2011], and is usually attributed to changes in vertical incision rate driven by external factors, including tectonics [e.g., DiBiase et al., in press; Bull, 1991; Tyráček et al., 2004; Peters and van Balen, 2007; Claessens et al., 2009; Demir et al., 2009; Yanites and Tucker, 2010], base-level change [e.g., Fisk, 1944; Pazzaglia and Gardner, 1993; Merritts et al., 1994; Blum and Tornqvist, 2000; Matoshko et al., 2009; Finnegan and Balco, 2013], and most frequently, changes in water and sediment fluxes due to climate change [Bull, 1991; Pazzaglia and Gardner, 1993; Blum and Valastro, 1994; Molnar et al., 1994; Meyer et al., 1995; Tucker and Slingerland, 1997; Hancock and Anderson, 2002; Hartshorn et al., 2002; Wegmann and Pazzaglia, 2002b, 2009; Bogaart et al., 2003, 2003; Pan et al., 2003; Vandenberghe, 2003;
Bridgland and Westaway, 2008; Picotti and Pazzaglia, 2008; Fuller et al., 2009b; Westaway et al., 2009; Doğan, 2011; Pazzaglia, 2013]. Thus, terraces are commonly interpreted as the enduring landscape marker of river response to external perturbations of regional or global significance [Merritts et al., 1994].

Evidence for climate change-driven terrace formation primarily relates to terrace age and geometry. Terrace age is commonly compared to paleoclimate proxies [e.g., van den Berg and van Hoof, 2001; Hancock and Anderson, 2002; Pan et al., 2003; Bridgland and Westaway, 2008; Picotti and Pazzaglia, 2008; Fuller et al., 2009] some of which record quasi-periodic variations such as Milankovich cycles [Hays et al., 1976]. Despite these important studies, relationships between terrace age and paleoclimate records are complicated by dating precision limits [e.g., Wegmann and Pazzaglia, 2002] and in the case of strath terraces uncertainty in the elapsed time between strath beveling and deposition of overlying alluvium [e.g., Merritts et al., 1994]. Terrace geometries attributed to climate change include terrace occurrence at similar elevation on opposites sides of a channel (i.e., pairing) [e.g., Wegmann and Pazzaglia, 2002] and along-valley continuity [Pazzaglia et al., 1998], in accordance with conceptual models that predict long periods of river longitudinal stability and strath beveling that are punctuated by channel incision and terrace abandonment [e.g., Hancock and Anderson, 2002].

Although external forcing can affect rivers, climatic and tectonic signals pass through a potentially complex geomorphic filter [Schumm, 1977; Bull, 1991; Jerolmack and Paola, 2010; Ganti et al., 2014] that may both generate [Davis, 1909; Merritts et al., 1994; Finnegan and Dietrich, 2011] and destroy [Lewin and Macklin, 2003] terraces. For
example, Finnegan and Dietrich [2011] showed that if vertical erosion rate is proportional to channel slope, then meander bend growth and cutoff should cause abrupt changes in channel slope (i.e., knickpoints) that propagate upstream resulting in a pulse of vertical incision that creates terraces. For meandering streams, lateral erosion rates inherently vary in space and time. For example, meander bends can migrate along the valley axis and abruptly change migration direction by cutoffs, and the channel axis can drift [e.g., Brice, 1974; Howard and Knutson, 1984; Seminara, 2006]. Davis [1909] hypothesized that a vertically incising, laterally migrating channel (Fig. 2A) can abandon terraces when it migrates in one direction (Fig. 2B), then switches direction and migrates back toward its starting point (Fig. 2C). Because the channel is incising vertically, the terrace riser is formed by lateral erosion of the cutbank (Fig. 2C) and the terrace is fully abandoned once the channel changes direction once more (Fig. 2D). This mechanism has been observed to drive terrace formation in experimental alluvial fans [Mizutani, 1998] and in field settings where engineered base-level fall has induced rapid vertical incision [Born and Ritter, 1970; Ben Moshe et al., 2008]. Although switching channel-migration direction is rarely considered as a mechanism for forming fill-cut or strath terraces [Challinor, 1932; Hack, 1955; Stricklin, 1961; Merritts et al., 1994; Erkens et al., 2009], numerical model results indicate that meandering can generate strath terraces even under constant rates of vertical incision [Limaye and Lamb, 2014].

A limited conceptual framework exists to predict the frequency and geometry of terraces formed by unsteady channel lateral migration. Such terraces have been suggested to be discontinuous along-valley [Pazzaglia et al., 1998; Pazzaglia, 2013], unpaired
Merritts et al., 1994; Pazzaglia et al., 1998; Wegmann and Pazzaglia, 2002], and to dip inward toward the center of the valley with a slope equal to the long-term average ratio of vertical to lateral incision [Merritts et al., 1994]. In a rare test of these hypotheses, experimental alluvial fans with migrating, vertically incising channels have been observed to form inward-sloping terraces [Mizutani, 1998]. Models have been developed for terrace formation by pulses of vertical incision [Veldkamp, 2000; Hancock and Anderson, 2002; Finnegan and Dietrich, 2011], but not for terrace formation driven by irregular lateral channel migration—a process that should represent a null hypothesis for terrace formation by meandering rivers. Thus, there is a need to identify what components of the terrace record are significant for interpreting external drivers, and to distinguish them from patterns of terrace formation that would result from intrinsic unsteadiness of channel migration alone.

We seek to test the null hypothesis that river terraces commonly form in the absence of pulses of vertical incision driven by changes in external forcing, but rather through the combination of variable lateral channel migration intrinsic to meandering rivers and constant vertical incision, as would occur for a river at topographic steady state undergoing steady tectonic uplift [e.g., Merritts et al., 1994]. Our approach to modeling terrace formation is new because existing models do not include meandering [Veldkamp and van Dijke, 2000; Hancock and Anderson, 2002] or do not represent spatial bank-strength differences [Veldkamp, 2000; Hancock and Anderson, 2002; Finnegan and Dietrich, 2011]. Existing valley evolution modeling studies that include meandering have not systematically analyzed the age and geometric properties of simulated terraces.
We aim to isolate the expected age distribution and geometry of terraces formed where unsteady lateral erosion due to meandering, rather than unsteady vertical erosion due to external forcing, drives changes in the ratio of vertical to lateral incision rate. In Section 2, we describe our specific numerical modeling and terrace analysis objectives, and identify potential controls on terrace age distribution and geometry. In Section 3, we describe methods used for modeling channel migration and identifying simulated terraces automatically. Section 4 presents the simulation results, including the variety of surface morphologies formed by the meandering model. We analyze terrace age and geometry across a broad range of channel lateral and vertical erosion rates, and also consider cases in which variable bank-material strength (Section 5) and pulses of vertical incision (Section 6) influence terrace formation. In Section 7 we compare simulation results to natural terraces. We discuss implications for inferring terrace origin in Section 8.

2. Hypotheses and non-dimensionalization

Meander bends possess characteristic lengthscales [Leopold and Wolman, 1960; Williams, 1986] and migration patterns [Brice, 1974; Howard and Knutson, 1984; Camporeale et al., 2005; Bradley and Tucker, 2013]. Consequently, we hypothesize that terraces generated by meandering with constant vertical incision have characteristic geometric properties and age distributions that may set them apart from vertical incision pulse-driven terraces. Because differences in bank strength between bedrock and sediment can also steer channel migration and influence valley topography [Limaye and Lamb,
we also hypothesize that evolving bank-strength differences alter the age and geometry of terraces generated by meandering with constant vertical incision.

We seek to determine the characteristics of terraces—including the time between formation of unique terrace levels ($\Delta t_{terrace}$), and maximum terrace length ($L_{terrace,max}$), slope ($\theta$), dip direction ($\phi$), and pairing fraction ($f_{paired}$)—formed by meandering with constant vertical incision in a general way for both fill-cut and strath terraces. Seven parameters can describe the kinematics of valley evolution by a mixed bedrock-alluvial meandering channel: lateral erosion rate in bedrock ($E_{l,\text{b}}$) and sediment ($E_{l,\text{s}}$), the vertical incision rate into a bedrock bed ($E_{v}$), channel width ($w_c$), initial alluvial-belt width ($w_{ab}$) and unconfined alluvial-belt width ($w_{uab}$), channel depth ($h_c$), and the total simulation time ($t$) (Table 1).

Several factors may influence vertical incision rates, lateral erosion rates, and terrace formation, including sediment supply [e.g., Sklar and Dietrich, 2001] channel slope [e.g., Stark, 2006; Finnegan and Dietrich, 2011], uplift rate [e.g., Lavé and Avouac, 2001; Finnegan et al., 2005; Amos and Burbank, 2007; Yanites and Tucker, 2010], discharge variability [e.g., Turowski et al., 2008; Stark et al., 2010] and channel substrate [e.g., Ferguson, 1973; Finnegan et al., 2005]. In addition, valley widening may be carried out by braided rather than meandering channels [Finnegan and Balco, 2013]. We omit these factors as independent variables, so that the vertical incision and lateral erosion rates can themselves be varied as independent variables.

Using dimensional analysis these seven parameters can be recast as five independent non-dimensional parameters, including the dimensionless simulation time
the dimensionless vertical incision rate

\begin{equation}
E_v^* = \frac{E_v h}{E_L h};
\end{equation}

(1b)

the channel width-to-depth ratio

\begin{equation}
w_c^* = \frac{w_c}{h_c};
\end{equation}

(1d)

and the dimensionless initial alluvial-belt width \( w_{ab}^* \)

\begin{equation}
w_{ab}^* = \frac{w_{ab}}{w_{ unab}};
\end{equation}

(1e)

which describes the initial width of a sediment-filled zone, one channel depth thick, with respect to the estimated meander-belt width an unconfined case [Limaye and Lamb, 2014]. In Eq. 1a and 1b, \( E_L \) represents the lateral erosion rate for uniformly erodible bank material.

We quantify the age distribution of terraces by measuring the time between formation of unique terrace levels \( \Delta t_{terrace} \), defined as the difference in mean surface age between surfaces with mean elevations separated by a distance \( \Delta z \). For simulations in which one or fewer terraces forms, \( \Delta t_{terrace} \) is undefined. The timescale for vertical incision to generate relief sufficient to define a unique terrace level is

\begin{equation}
t_{vert} = \frac{\Delta z}{E_v},
\end{equation}

(2)

and reflects a minimum timescale for terrace formation. Terraces may not form in this timescale if lateral erosion during vertical incision occurs too slowly to generate a terrace. In the analysis that follows, the median time between unique terrace levels \( \Delta t_{terrace,50} \) is
normalized by the vertical incision timescale for terrace formation ($t_{vert}$), where $\Delta t_{terrace,50} / t_{vert} = 1$ corresponds to the highest frequency of terrace generation allowed by the model setup.

In addition to terrace age, a variety of terrace geometric properties are commonly considered in order to interpret terrace origin or infer channel kinematics. These properties include terrace slope [e.g., Merritts et al., 1994; Fuller et al., 2009; Finnegan and Dietrich, 2011], terrace pairing [e.g., Merritts et al., 1994; Wegmann and Pazzaglia, 2002; Pazzaglia, 2013], terrace width [e.g., Lavé and Avouac, 2001], and terrace length [e.g., Wegmann and Pazzaglia, 2002]. Several characteristics have been attributed to terraces generated by unsteady channel migration, including a slope equal to the ratio of channel vertical incision to lateral erosion [Merritts et al., 1994; Fuller et al., 2009; Finnegan and Dietrich, 2011]; a dip direction oriented towards the center of the valley [Davis, 1909; Merritts et al., 1994]; and limited length [e.g., Pazzaglia et al., 1998]. To our knowledge, however, none of these terrace properties has been verified through direct field observations, numerical model modeling, or laboratory experiments, except for the experiments of Mizutani [1998]. We non-dimensionalize terrace length and width by channel width. To quantify the influence of the non-dimensional variables on terrace geometry, we identify terrace surfaces in simulated topography at the end of each simulation.

Because vertical and lateral erosion are needed to form terraces, we hypothesize that the non-dimensional vertical incision rate ($E_v^*$) exerts the primary control on terrace frequency and geometry. We also hypothesize that non-dimensional simulation time ($t^*$)
influences the number and geometry of preserved terraces because more extensive lateral channel migration erodes existing landforms and deposits as it creates new ones. Field data sufficient to test this hypothesis are rare, but Lewin and Macklin [2003] identified fill terrace deposits consistent with selective preservation, and numerical modeling results suggest that the distribution of floodplain sediment ages generated by meandering reflects preferential preservation of older sediments [Bradley and Tucker, 2013]. Thus, to test these specific hypotheses, we hold $w_c^*$ constant and separately vary $t^*$ and $E_v^*$ for cases. $w_{ab}^*$ is irrelevant for these cases with uniform bank materials because channel lateral migration rates are equal in bedrock and sediment.

For cases with contrasts in bank strength between bedrock and sediment, we hypothesize that the different lateral erosion rates in bedrock compared to sediment alter spatial patterns of channel migration and consequently influence terrace formation and geometry. Thus, to test this hypothesis, we hold $w_c^*$, $t^*$, and $w_{ab}^*$ constant and systematically explore terrace formation timescale ($\Delta t_{terrace,50}/t_{vert}$) and geometry as a function of dimensionless vertical incision rate.

3. Model formulation

We follow an approach to simulating river valley evolution similar to Limaye and Lamb [2014]. We use the simplest possible numerical model that incorporates river meandering and vertical incision, and tracks bank-strength differences between bedrock and sediment. To limit the computational intensity of the simulations and permit simulation of terrace evolution over timescales of 100,000 years, we employ a relatively simple and commonly used model of river meandering [Howard and Knutson, 1984], in which channel
width is fixed and channel curvature drives bend migration. This model reproduces key meandering kinematics and geometries [Howard and Hemberger, 1991].

3.1. Meandering and landscape evolution

We model meandering channel and bank-strength evolution using methods identical to Limaye and Lamb [2014]. In summary, we adapt the centerline evolution model of Howard and Knutson [1984], in which local lateral erosion rate is a function of local and upstream-integrated curvature

\[ R_l(s) = \Omega R_o(s) + \frac{\int_0^{\xi_{\text{max}}} \Gamma R_o(s - \xi) G(\xi) d\xi}{\int_0^{\xi_{\text{max}}} G(\xi) d\xi} \]  

(3)

where \( R_l \) is the dimensionless lateral erosion rate, \( s \) is the centerline node index, \( \xi \) is the distance upstream and \( R_o = (r/w)^{-1} \), where \( r \) is the radius of curvature of the centerline at node \( s \). \( \Omega \) and \( \Gamma \) are dimensionless parameters set to -1 and 2.5, respectively, and determine the relative weight of local (\( \Omega \)) and upstream (\( \Gamma \)) curvature [Ikeda et al., 1981]. \( G(\xi) \) is a weighting function

\[ G(\xi) = e^{-\frac{2kC_f}{h_c} \xi} \]  

(4)

with \( k = 1 \) (Ikeda et al., 1981). \( C_f \) is a dimensionless friction coefficient set to 0.01, as in Stølum [1996].

The dimensional lateral migration rate is

\[ E_L = k_e R_l \mu \]  

(5)

where \( k_e \) is the local lateral erosion rate constant that responds to bank erodibility, \( \mu \) is the domain-averaged channel sinuosity, and \( \epsilon \) is a dimensionless parameter set to -2/3 [Howard
We seek to explore terrace formation for a range of constant vertical incision rates. Yet channel slope evolves in natural meandering channels as meander bends grow and suddenly shorten through cutoffs [e.g., Knighton, 1998; Finnegan and Dietrich, 2011], and slope has been hypothesized to influence vertical incision rates [e.g., Howard and Kerby, 1983; Stark, 2006; Finnegan and Dietrich, 2011]. If vertical incision rates were fixed, then knickpoints formed by meander cutoff could neither propagate nor diffuse [Seidl and Dietrich, 1992] and would comprise an increasing proportion of the channel longitudinal profile. Therefore, we set channel slope to zero to prevent slope evolution, and vertical incision rate is varied as an independent parameter. Thus, model results should most closely approximate natural streams with low slopes.

The channel cross-section is fixed and rectangular, where the channel width and depth are the bankfull values. A two-year time step is used and represents the recurrence interval of the bankfull discharge for an alluvial river [e.g., Leopold et al. 1960]. Given uncertainties in the formative discharge for bedrock streams [Tinkler and Wohl, 1998; Whipple, 2004], the two-year time step is used for all simulations. Neck cutoffs are identified when channel banks connect with themselves; chute cutoffs are not modeled [e.g., Sun et al., 1996; Lancaster, 1998; Finnegan and Dietrich, 2011]; and overbank deposition is implicitly assumed to fill meander loops immediately following cutoff [e.g., Sun et al., 1996; Finnegan and Dietrich, 2011]. The model domain is arbitrarily large in the cross-valley direction and periodic in the along-valley direction, which permits the channel axis to wander freely. The along-valley length of the model domain is set to 120 channel
widths, or approximately ten meander wavelengths [Leopold et al., 1960]. The initial
topography is a flat plane, with the channel inset one channel depth.

Although several existing studies model valley widening by channel migration
[Howard, 1996; Lancaster, 1998; Finnegan and Dietrich, 2011], models with spatial
variations in bank strength yield predictions for meandering channel trajectory that are
generally sensitive to grid resolution except in cases of large channel migration rates
[Limaye and Lamb, 2013]. Therefore, we couple the centerline evolution model to the
vector-based method of Limaye and Lamb [2013] for bank-material tracking, which does
not use grids and hence overcomes the grid resolution limitation. We track two classes of
material in the valley, which can be assigned distinct erodibilities: bedrock and sediment.
The local channel migration rate is scaled according to the fraction of bank material that is
bedrock, as measured from the channel bed to the bank-full depth
\[ k_c = k_s (1 - f_b) + k_b f_b. \]  
(6)
Fluxes of water and sediment are not explicitly tracked; instead the modeling goal is to
predict channel evolution given that different channel migration rates will occur in areas
with primarily sediment versus primarily bedrock banks.

3.2. Automated terrace detection

For each simulation, surface age, land-surface topography, bedrock topography and
sediment thickness are saved for quantitative statistical comparison of resultant terrace
attributes. In order to track the influence of channel evolution on the landscape we employ
a new, automated algorithm to detect terraces in the simulated topography, similar to Stout
and Belmont [2013]. The algorithm identifies terraces as areas with low local relief,
characterized by the standard deviation of elevation over a fixed 30 x 30 meter window.

The threshold local relief is set at 1 m, a scale that approximates the minimum difference in elevation commonly used to differentiate terrace riser elevations (i.e., $\Delta z$) [e.g., Personius, 1995; Berg, 1996; Wegmann and Pazzaglia, 2002; Gran et al., 2013], considering the disguising effects of vegetation, hillslope processes, and inherent irregularity of the terrace tread. Qualitatively, the same relief threshold identifies most terraces in digital elevation models of natural landscapes. The relief threshold is important for determining the spatial extent of terrace and the number of terrace levels, as will be discussed in Section 4.

Any landscape element that is less than one meter above the channel is classified as belonging to the channel/floodplain, and is removed from consideration as a terrace. A threshold area of 100 m$^2$ is applied to reduce spurious terrace detections [e.g., Fuller et al., 2009]. Additionally, abandoned channel beds in meander cutoff loops are automatically identified using their large perimeter to area ratio and excluded from consideration as terraces. Each group of contiguous pixels that meets the local relief and elevation criteria is identified as a terrace object, which permits measurement of individual terrace attributes including mean surface elevation and age, slope, dip direction, area, length, and width. We define length and width as the maximum distance spanned by the terrace parallel and perpendicular to the mean valley direction, respectively. For natural terraces, individual terrace surfaces may be diachronous because of longitudinal differences in abandonment time, for example due to spatially variable sediment evacuation [Weldon, 1986] or knickpoint propagation [Seidl and Dietrich, 1992; Zaprowski et al., 2001; Finnegan, 2013]. These factors are not included in the simulations, and in general the simulated topography
does not exhibit systematic streamwise trends in surface age.

We identify paired terraces automatically and objectively. A rectangular bounding box is fit to each individual terrace, and a search window with a width approximately equal to the width of the terrace is constructed by extending the bounding box in the valley-perpendicular direction. The local valley azimuth is determined by smoothing the local channel planform trace. If the search window overlaps another terrace on the other side of the active channel and the mean terrace elevation with respect to the local channel elevation differs by less than a threshold value then the terraces are flagged as paired. Considering the threshold local relief for terrace riser definition (1 meter over a 30 meter baseline) and the range of terrace widths (commonly tens to hundreds of meters), a single terrace tread can span several meters in elevation. Therefore, we identify terraces with mean elevations within 2 meters of each other as paired. This pairing criterion is relatively conservative because terraces with overlapping elevation ranges are classified as unpaired if the difference in mean terrace elevation exceeds 2 meters, or if terraces are separated along the valley.

Commonly terrace surfaces in a given catchment are grouped into unique levels according to their elevation with respect to the channel [e.g., Baker and Penteado-Orellana, 1977; Wegmann and Pazzaglia, 2002; Fuller et al., 2009], which along with sedimentologic characteristics and ages [e.g., Baker and Penteado-Orellana, 1977; Blum and Valastro, 1994; Bridgland and Westaway, 2008; Wegmann and Pazzaglia, 2009] are used to identify surfaces formed at similar times and by similar processes. In order to identify the number of unique terrace levels consistently across different simulations, we
classify terraces with mean elevations that fall within the same elevation bin as belonging to the same level. The elevation bin height ($\Delta z$) is set at 1 meter, consistent with reported variations of strath elevation and minimum differences in terrace elevation [e.g., Personius, 1995; van den Berg, 1996; Wegmann and Pazzaglia, 2002; Gran et al., 2013]. The time intervals between unique terrace levels ($\Delta_{\text{terrace}}$) is calculated by sorting the unique terrace levels by age, then differencing these ages. Unless otherwise noted, we analyze the median value ($\Delta_{\text{terrace},50}$) of this distribution of time intervals.

3.3. Modeled parameter space

We conducted two sets of simulations: one with constant bank-strength, and the other with variable bank-strength (Table 2). In both cases, the channel width-to-depth ratio ($w_c^*$) is fixed at 20 in our simulations—a value within the range of mixed bedrock-alluvial channels [Yanites and Tucker, 2010] and alluvial meandering channels for moderate valley slopes [e.g., Parker, 1976]. Though some strath terraces date to before 100 ka [e.g., Hancock et al., 1999; Pan et al., 2003], terraces are commonly dated to several or tens of thousands of years old [e.g., Blum and Valastro, 1994; Merritts et al., 1994; Fuller et al., 2009; Gran et al., 2013]. Consequently, in our simulations we employ a maximum dimensional simulation time ($t$) of 100,000 years.

In the constant bank-strength simulations, we separately vary the non-dimensional vertical incision rate ($E_v^*$) and the non-dimensional simulation time ($t^*$) while holding the other parameters constant. We vary $E_v^*$ from 0.002 to 200, representing a range of maximum lateral erosion rates from 1 mm/yr (i.e., highly resistant bedrock) to 1 m/yr (i.e., highly erodible floodplain sediments), and a range of dimensional vertical incision rates
from 0.1 mm/yr (i.e., a slowly uplifting continental interior environment) to a high of 10 mm/yr (i.e., an active orogen) [Montgomery, 2004]. We vary \( t^* \) from 1 to 5000 (i.e., the time for the channel to migrate laterally 1 to 5000 channel widths in sediment bank-materials).

The variable bank-strength simulations involve tracking the evolving spatial distribution of bedrock and sediment, and thus are more computationally intensive [Limaye and Lamb, 2013]. Therefore, instead of an exhaustive exploration of model parameters for cases with variable bank strength, we focus our analysis on the effect of changing bedrock bank-strength. Because erodibilities are assigned to bedrock and sediment in this subset of simulations, we modify Eq. 1b to define separate non-dimensional vertical incision rates for lateral erosion in bedrock

\[
E_{vb}^* = \frac{E_v w_c}{E_{lb} h_c}
\]

and in sediment

\[
E_{vs}^* = \frac{E_v w_c}{E_{ls} h_c},
\]

where \( E_{vb} \) and \( E_{vs} \) are the maximum lateral erosion rates in bedrock and sediment, respectively. \( E_{vb}^* \) is varied from 0.004 to 4. To isolate the influence of this variable, we fix the non-dimensional vertical incision rate for sediment banks \( (E_{vs}^* = 0.002) \) and the non-dimensional simulation time \( (t^* = 5000) \) for these cases. The variable bank-strength cases involve an additional parameter, the non-dimensional initial alluvial-belt width \( (w_{ab}^*) \), due to erodibility differences between sediment and bedrock. In order to characterize the first-
order influence of a finite-width initial alluvial-belt, we set $w_{ab}^* = 0.1$ (i.e., the channel is initially confined within a zone of sediment fill one channel depth in thickness, with bedrock at the lateral boundaries and at the channel bed (Fig. 5A)). See Limaye and Lamb [2014] for simulation results that vary $w_{ab}^*$. 

The initial channel sinuosity is established by evolving an initially straight channel seeded with random, meter-scale noise for a fixed dimensionless simulation time $t^* = 500$ [Limaye and Lamb, 2014]. The kinematic evolution of simulated meandering channels is highly sensitive to initial planform geometry [e.g., Frascati and Lanzoni, 2010], which causes different patterns of erosion and terrace development for the same model parameters. Consequently, we run each simulation with constant bank-strength and a unique set of parameters ten times, each with a different initial, sinuous channel planform geometry. Terrace statistical distributions, including the time between terrace levels ($\Delta t_{\text{terrace}}$), and maximum terrace length, slope, dip direction, and pairing fraction, are computed separately for each simulation, and then considered collectively for each set of parameters. We set $\Delta t_{\text{terrace}}$ as undefined when it is undefined for more than half of the simulations with the same parameters but different initial channel geometry. Because simulations that track bank-strength differences are more computationally intensive, individual simulations are conducted for each unique set of parameters in these cases.

4. Results for intrinsically generated terraces

In this section we present simulation results for terrace formation. We begin by describing the types of landscapes and terraces formed for meandering with constant vertical incision and constant bank-strength. Next, we separately analyze the distribution of
terrace ages and controls on terrace geometry—including terrace slope, dip direction, length, and pairing—for cases with constant bank-strength. In Section 5 we then consider the effects of variable bank-strength on terrace formation and geometry. Finally, in Section 6 we compare examples of terrace formation by pulsed and constant vertical incision rates.

4.1. Types of terraces formed by the numerical model for constant bank-strength

We first consider how $t^*$, which reflects the amount of lateral channel migration, and $E_{v^*}$, which describes the competition of river vertical incision and lateral erosion, influence terrace formation for cases where topography forms due to meandering and vertical incision. Spatial variations in bank strength that would otherwise steer channel migration \cite{Limaye and Lamb, 2014} are omitted in this section, and all other non-dimensional numbers are fixed to baseline values ($w_c^* = 20$).

Qualitatively, the simulations generate three types of landscapes, and Figure 3 shows examples of terraces formed in these different regimes. In the absence of vertical incision, the meander bends grow to the point of neck cutoff, which causes them to straighten before growing anew. Adjacent meander bends can grow at different rates and times, leading to a spatially complex pattern of erosion. The elevation set in the area swept by the channel is determined by the vertical incision rate, with higher vertical incision rates generating higher surface slopes and greater vertical relief. Thus, the ratio of vertical to lateral erosion influences the valley aspect ratio \cite{Limaye and Lamb, 2014} and smaller-scale terrace attributes.

For $t^* = 5000$ and $E_{v^*} = 0.003$ (Fig. 3A), channel lateral migration is extensive and vertical incision is slow compared to lateral erosion, so the channel erodes broad surfaces
that are continuous along-valley, similar to the Colorado River terraces (Fig. 1D). All eroded surfaces that are above the channel/floodplain elevation window are classified as terraces. The curves in the terrace margins and in the shaded relief indicate that the surfaces formed by the growth of numerous meander bends that each eroded a separate swath. Because of the relatively low vertical incision rate, the channel incised vertically only minimally between successive cycles of meander loop growth and cutoff. As a result, the surfaces eroded by the channel have similar elevations, and thus contribute to forming the same terrace surface.

For $t^* = 108$ and $E_v^* = 0.7$ (Fig. 3B), channel lateral migration is also extensive, but the higher relative vertical incision rate impacts terrace properties in two ways. First, less area near the channel falls beneath the minimum elevation threshold for classification as a terrace, so terraces occur closer to the channel. Second, the terraces are smaller, more numerous, and bounded by individual meander cutoff loops, similar to the Clearwater River terraces (Fig. 1A). This terrace geometry develops because under the relatively high vertical incision rate, the channel incises vertically a substantial amount between successive cycles of meander bend growth and cutoff. As a result, when the channel reoccupies a portion of the landscape, it commonly does so at a lower elevation and cuts a terrace riser (Fig. 2C). For $t^* = 5$ and $E_v^* = 200$ (Fig. 3C), channel lateral migration is limited and vertical incision greatly outpaces lateral erosion, and all topography takes the form of slip-off surfaces and occasional meander cutoff loops, as is common for meanders deeply entrenched in bedrock [e.g., Harden, 1990]. No terraces form because the surface slope, and thus local relief, is too high along the channel-eroded surfaces.
These examples illustrate that $t^*$ and $E_v^*$ strongly influence the number and geometry of river terraces formed by meandering with constant vertical incision. Low $t^*$ results in minimal valley widening and terrace formation, whereas high $t^*$ causes substantial valley widening and favors terrace formation. Low $E_v^*$ favors low-relief valleys with few terrace levels, while high $E_v^*$ forms slip-off surfaces rather than terraces. In subsections 4.2-4.6 we analyze the age distribution and geometry of terraces formed across a similarly broad range of $t^*$ and $E_v^*$.

4.2. Terrace age distributions

In this subsection we separately vary the non-dimensional simulation time ($t^*$) and the non-dimensional vertical incision rate ($E_v^*$) in order to isolate their influences on terrace age. Figure 4A shows time between unique terrace levels ($\Delta t_{\text{terrace},50}/t_{\text{vert}}$) as a function of $t^*$ for several fixed values of $E_v^*$. In general, terraces do not form at the margins of parameter space where different terrace definition thresholds are encountered. Terraces do not form for three reasons. First, relatively low non-dimensional vertical incision rates do not generate sufficient relief for terrace formation (e.g., $E_v^* < 0.02$ for $t^* < 1000$; Fig. 4A). Second, for relatively low non-dimensional simulation times lateral channel migration is insufficient to bevel a terrace surface (e.g., $t^* < 40$; Fig. 4A). Third, for relatively high non-dimensional vertical incision rates ($E_v^* > 1$; Fig. 4B) surface slopes formed by the laterally migrating and vertically incising channel exceed the threshold for local relief to be classified as terrace treads, and slip-off surfaces form instead (Fig. 3C). Subsequent plots highlight regimes where terraces do not form for one of these three reasons. For increasing $E_v^*$, $\Delta t_{\text{terrace},50}/t_{\text{vert}}$ is defined over a broader range of $t^*$ because the
channel generates more vertical relief, and potentially more terraces, for the same
dimensionless simulation time.

By definition, no data falls below $\Delta_{\text{terrace,50}}/t_{\text{vert}} = 1$ because $t_{\text{vert}}$ represents the
minimum timescale of terrace formation. For all values of $E_v^*$ with defined $\Delta_{\text{terrace,50}}/t_{\text{vert}}$,
$\Delta_{\text{terrace,50}}/t_{\text{vert}}$ is near unity for relatively low $t^*$, which corresponds to limited lateral channel
migration. Because re-working of existing surfaces is limited in these cases, the time
between formation of unique terrace levels is set only by the timescale for sufficient relief
generation, and so $\Delta_{\text{terrace,50}} \approx t_{\text{vert}}$. As $t^*$ increases, $\Delta_{\text{terrace,50}}/t_{\text{vert}}$ increases approximately
logarithmically because continued channel migration re-works areas previously visited by
the channel. Frequent re-working of surfaces near the channel can prevent abandonment of
these areas as terraces (e.g., Fig. 3A), or alternatively destroy existing terraces; both
processes result in longer time intervals between unique terrace levels. The logarithmic
increase in $\Delta_{\text{terrace,50}}/t_{\text{vert}}$ with dimensionless simulation time is consistent with the finding
that meander-belt width increases logarithmically with simulation time [Howard, 1996].
The margins of the meander belt are less likely to be visited by the migrating channel than
areas close to the channel [Bradley and Tucker, 2013], so areas near the channel are
preferentially re-worked and terraces are less likely to be preserved there. Similarly, as the
meander belt widens, the likelihood of the channel eroding past the margins of the alluvial-
belt decreases and the rate of meander-belt widening decreases. The rate of increase of
$\Delta_{\text{terrace,50}}/t_{\text{vert}}$ with increasing $t^*$ is generally more pronounced for relatively low $E_v^*$, because
for low $E_v^*$ the channel is more likely to re-work previously visited areas before they can
be abandoned as terraces.
Figure 4B shows the time between unique terrace levels ($\Delta_{\text{terrace,50}}/t_{\text{vert}}$) as a function of $E_{v}^*$ for several fixed values of $t^*$. The time increases sharply as $E_{v}^*$ approaches unity until $\Delta_{\text{terrace,50}}/t_{\text{vert}}$ is undefined. This behavior occurs because the relatively high rate of vertical incision relative to lateral erosion causes high surface slopes in areas eroded by the channel and results in a greater proportion of slip-off slopes relative to terraces because of the relief threshold imposed in the definition of a terrace (Fig. 3C). As the number of terraces decreases, $\Delta_{\text{terrace,50}}/t_{\text{vert}}$ increases until there are so few terraces that $\Delta_{\text{terrace,50}}/t_{\text{vert}}$ is undefined. The transition from forming terraces to forming slip-off surfaces is sharpest near $E_{v}^* = 1$, where the vertical incision rate typically exceeds the maximum lateral erosion rate. For $t^* = 5000$, $\Delta_{\text{terrace,50}}/t_{\text{vert}}$ varies widely with $E_{v}^*$ and is greater than for other values of $t^*$ because of increased re-working of previously visited areas.

Figure 4C shows the distribution in terrace formation time, expressed as the ratio of the 90th and 50th percentiles of the time between unique terrace levels, as a function of $t^*$ and for several fixed values of $E_{v}^*$. For all values of $E_{v}^* > 0.002$, where $\Delta_{\text{terrace,90}}/\Delta_{\text{terrace,50}}$ is defined it is relatively small (i.e., < 3) for low values of $t^*$ and typically increases with $t^*$. This increase in the variety of time intervals between unique terrace levels indicates that terraces are destroyed by increased lateral channel migration. The rate of increase of $\Delta_{\text{terrace,90}}/\Delta_{\text{terrace,50}}$ with $t^*$ is similar for different values of $E_{v}^*$ for $t^* < 1000$, but as in Figure 4A each curve is offset because simulations with lower $E_{v}^*$ require larger $t^*$ to generate terraces and for $\Delta_{\text{terrace}}$ to be defined.

Figure 4D shows the variety in $\Delta_{\text{terrace,90}}/\Delta_{\text{terrace,50}}$ as a function of $E_{v}^*$ and for several unique values of $t^*$. The trends in $\Delta_{\text{terrace,90}}/\Delta_{\text{terrace,50}}$ are very similar to those in
Except for the simulations with $t^* = 5000$, for which terrace destruction causes large variations in the terrace age distribution, $\Delta t_{terrace,90} / \Delta t_{terrace,50}$ is relatively consistent and low until it approaches $E_{v^*} = 1$. Terrace formation is rarer for $E_{v^*} = 1$, and preferentially occurs on the insides of relatively rapidly migrating meander bends; elsewhere, slip-off surfaces form. In this case, the lower terrace formation frequency and the terrace association with exceptionally active meander bends may contribute to greater variety in $\Delta t_{terrace,90} / \Delta t_{terrace,50}$.

### 4.3. Terrace slope

Terrace tread slope has been proposed to reflect the ratio of channel vertical incision to lateral erosion [e.g., Merritts et al., 1994]. Long-term channel vertical incision rates are most commonly estimated by dating terrace sediments and measuring the elevation difference between the terrace and the active channel [e.g., Repka et al., 1997; Hancock et al., 1999; Wegmann and Pazzaglia, 2002; Wolkowinsky and Granger, 2004; Finnegan et al., 2014]. Constraints on long-term channel lateral erosion rates in bedrock can be difficult to establish in this manner because the lateral migration direction may change in time and the erodibility of past bank materials is difficult to reconstruct. If the slope of the strath surface is directly set by channel vertical incision and lateral erosion [Merritts et al., 1994], then the lateral erosion rate during terrace tread formation can be back-calculated from the other two variables [e.g., Finnegan and Dietrich, 2011].

Figure 5A shows model results for median terrace slope as a function of $t^*$ for several fixed values of $E_{v^*}$. Terrace slope is generally insensitive to $t^*$, except for increases in terrace slope for $t^* > 1000$ and $E_{v^*} < 0.02$. This increase in terrace slope for relatively
long dimensionless simulation times and low dimensionless vertical incision rates occurs because the terraces formed under those conditions are broad, compound surfaces formed by the sweeping of many meander bends (Fig. 3A). Consequently, terrace surface slopes are set not only by instantaneous bend migration and vertical incision, but also by wandering of the channel axis that causes the channel to return to the same area at a lower elevation. For relatively high vertical incision rates, this wandering would leave a terrace (i.e., Fig. 2D); but for relatively low vertical incision rates, the scarp formed at the channel cutbank is short and is not identified as a terrace riser due to the elevation threshold for terrace identification (Section 3.3).

Figure 5B shows median terrace slope as a function of $E_{v}^{*}$ for several fixed values of $t^{*}$. For cases in which terraces form, there is a linear relationship between median terrace slope and $E_{v}^{*}$ for $t^{*} \leq 100$. Slightly higher than expected terrace slopes occur for $t^{*} > 100$ and $E_{v}^{*} < 0.1$ due to surface planation by channel wandering. These results suggest that despite the kinematic complexity of meandering, terrace slope is a reliable indicator of channel lateral migration and vertical incision rates in cases with constant bank-strength. The relationship between channel kinematics and terrace slope is analogous to the smaller-scale shaping of bounding surfaces by aggrading, laterally migrating bedforms [Ganti et al., 2013]. Accounting for the influences of channel dimensions ($w_c$ and $h_c$), the fit for $t^{*} \leq 100$ implies a scaling coefficient between terrace slope and the ratio of vertical incision to lateral erosion rates slightly greater than unity. Because in all simulations the channel slope is set to zero, these results are most applicable where terrace slope is significantly greater than longitudinal channel slope.
4.4. Terrace dip direction

Terraces formed by a channel that switches its direction of migration while incising vertically have been hypothesized to slope toward the center of the valley, as has been observed for an experimental alluvial fan [Mizutani, 1998]. Figure 6A shows an example of the distribution of terrace dip directions, measured with respect to the mean, downstream-oriented valley axis, for a set of simulations with fixed parameters but different initial channel planform geometries. Terraces with $\phi = 0^\circ$ dip parallel to the local valley orientation defined by the smoothed channel planform trace; similarly, $\phi = \pm 180^\circ$ corresponds to terrace dip in the up-valley direction. In this example, terrace dips are preferentially oriented in the valley-perpendicular direction (i.e., $\pm 90^\circ$). As with terrace slope, terrace dip direction may be set by either instantaneous bend growth or by wandering of the channel axis during vertical incision. Thus, the terrace dip direction can develop either through the migration of a single bend (Fig. 3B), or reflect the overall orientation of a composite surface formed by the migration of different meander bends (Fig. 3A).

Figure 6B shows the most common dip direction as a function of $t^*$ for fixed values of $E_v^*$. For all values of $E_v^*$, terraces dip in approximately the valley-parallel directions (0° and $\pm 180^\circ$) for $t^* < 100$ and then approach valley-perpendicular dip directions for $t^* \geq 1000$ (except for $E_v^* = 0.2$, $t^* = 5000$). Figure 6C shows the strength of the preferred terrace dip direction, expressed as the ratio of the probability for the most probable dip direction divided by the median probability ($P_{\text{max}} / P_{\text{median}}$). The strength of the preferred terrace dip direction is highest for $t^* \leq 100$ and $t^* \geq 1000$; between these values of $t^*$, $P_{\text{max}} / P_{\text{median}}$ is near unity and terraces do not show a preferred dip direction. Figure 6D shows the most
common dip direction ($\phi$) as a function of $E_v^*$ for fixed values of $t^*$. Dip direction does not respond systematically to $E_v^*$, but is most strongly oriented in the valley-perpendicular direction for $t^* \geq 1000$. The strength of the preferred terrace dip direction does not show a consistent relationship with $E_v^*$ (Fig. 6E). The association of valley-perpendicular terrace dip direction with large values of $t^*$ (i.e., $\geq 1000$) indicates that these surfaces form as a consequence of channel wandering rather than meander-bend growth.

4.5. *Terrace length*

Along-valley terrace continuity has been proposed to indicate terrace formation by external drivers rather than irregular lateral migration with vertical incision, which has been suggested to generate terraces of limited length [Merritts et al., 1994; Pazzaglia et al., 1998; Wegmann and Pazzaglia, 2002]. Figure 7 shows maximum terrace length normalized by channel width as a function of $t^*$ for several fixed values of $E_v^*$. Maximum terrace length does not exhibit a consistent relationship with $t^*$ for cases in which terraces form; the maximum terrace length is set by the domain length and is reached for $0.006 < E_v^* < 0.2$ and $t^* > 100$. Simulations which vary $E_v^*$ for several fixed values of $t^*$ (Fig. 7B) indicate that for sufficiently long simulations, maximum terrace length plateaus at the domain length for $E_v^* < 10^{-1}$. These long terraces form because lateral erosion is rapid relative to vertical incision, and multiple generations of meander bends at different locations along the river erode a composite surface (Fig. 3A) of roughly consistent elevation. There is a sharp decrease in maximum terrace length for $0.1 < E_v^* < 1$ because the relatively higher vertical incision rates cause successive generations of meander bends
to erode surfaces as distinct elevations, so these surfaces are classified as separate and increasingly smaller terraces (Fig. 3B).

4.6. Terrace pairing

Paired terraces have been proposed to indicate an extended period of channel longitudinal profile stability and valley widening that is punctuated by increased vertical incision that simultaneously abandons terraces on either side of the channel [e.g., *Hancock and Anderson*, 2002]. In contrast, terraces formed by unsteady lateral channel migration have been proposed to be more commonly unpaired [e.g., *Merritts et al.*, 1994; *Wegmann and Pazzaglia*, 2002] and numerical model results with knickpoints generated by meandering generally produce unpaired terraces [*Finnegan and Dietrich*, 2011]. In contrast, paired terraces commonly occur in our simulations through two distinct mechanisms. First, for high rates of lateral channel migration relative to vertical incision, the channel wanders extensively while generating little relief (Fig. 3A). Terrace treads with similar elevations form on either side of the channel, and in cases their differences in mean elevation are less than the threshold for classification as paired (i.e., 2 meters). Although these surfaces form at different times, their measured age differences may be within the uncertainties of dating techniques (i.e., $10^2$-$10^4$ yr, depending on terrace age [*Hancock et al.*, 1999; *Wegmann and Pazzaglia*, 2002b]). In the second mechanism for forming paired terraces, higher vertical incision rates cause terraces form roughly simultaneously at similar elevations along adjacent meander bends (Fig. 3B). We calculate the fraction of paired terraces ($f_{paira}$) that form in our simulations with constant vertical incision rates by
automatically determining whether each terrace is paired and then weighting the results by terrace area.

Figure 8A shows $f_{\text{paired}}$ as a function of $t^*$ for several fixed values of $E_{V^*}$. In all cases where terraces form, $f_{\text{paired}}$ exceeds 0.8 and declines toward 0 as $t^*$ increases. This rapid decline in terrace pairing occurs because of destruction of existing terraces. In only one case, for $E_{V^*} = 0.006$, $f_{\text{paired}}$ increases again after its initial decrease. This result indicates that paired terraces, whether formed intrinsically or by pulses of vertical incision, may subsequently become unpaired. For simulations that vary $E_{V^*}$ for several fixed values of $t^*$ (Fig. 8B), $f_{\text{paired}}$ initially increases with increasing $E_{V^*}$ for $10 < t^* \leq 1000$, then decreases as $E_{V^*}$ approaches 1 because relatively high vertical incision rates cause high surface slopes and inhibit terrace formation (Fig. 3C). Terraces that do form are more likely to be offset in elevation.

4.7. Summary of constant bank-strength simulations

For all other factors equal, simulations with low vertical incision rates relative to lateral erosion rates tend to produce larger, unpaired terraces formed by the compound sweeping of several meander bends. These terraces dip toward the valley center with slopes higher than the ratio of vertical incision rate to lateral erosion rate, and have terrace recurrence ages that are relatively large. In contrast, simulations with high vertical incision rates relative to lateral erosion rates tend to produce terraces that are smaller, paired, and bounded by meander cutoff loops. These terraces have no particular slope orientation, their gradient is directly proportional to the ratio of vertical incision rate to lateral erosion rate, and they form frequently with a recurrence timescale that is set by the time needed to
generate the relief of one terrace. In time lateral erosion destroys terraces, which in general results in less pairing and larger time gaps between terraces. Terraces may not form for short simulation times due to insufficient vertical or lateral erosion, and due not form at very high vertical incision rates. In the next section, we fix the extent of channel migration (i.e., the dimensionless simulation time $t^*$) and examine the effect of spatial differences in bank strength between bedrock and sediment on model predictions for terrace age and geometry.

5. Effects of variable bank-strength on simulations

Spatial differences in bank resistance—for example, due to lithology [e.g., Montgomery, 2004], or sediment grain size [e.g., Fisk, 1947; Sun et al., 1996]—can alter patterns of channel migration. Simulations suggests that in bedrock river valleys, differences in bank strength between alluvial sediments and bedrock can explain a variety of valley morphologies and promote unsteady lateral channel migration and terrace formation [Limaye and Lamb, 2014]. In this section we consider factors that control strath terrace formation and geometry for cases in which the channel encounters mixed bedrock and alluvial bank-materials. For this subset of simulations, we set the dimensionless initial alluvial-belt width ($w_{ab^*}$) to 0.10, which corresponds to a zone of sediment fill one channel depth in thickness and one-tenth the width of the unconfined meander-belt [Camporeale et al., 2005] (Fig. 9A). Because of the differences in bank strength between bedrock and sediment, the non-dimensional vertical incision rate takes two different forms for these simulations (Eq. 7). Here we vary the non-dimensional vertical incision rate in bedrock banks ($E_{vb^*}$) from 0.004-4 and hold the non-dimensional vertical incision rate in sediment
banks \((E_{vs}^* = 0.002)\). Because \(E_{vs}^*\) is fixed, the relative bank erodibility of bedrock versus sediment decreases as \(E_{vb}^*\) increases. Non-dimensional simulation time is fixed to the maximum value explored in the constant bank-strength cases \((t^* = 5000)\).

Figure 9 shows examples of terrace formation for three cases with \(t^*\) equal to that in Figure 3A and \(E_{vb}^*\) between the values of \(E_v^*\) in Figures 3A and 3B. Initially, the channel develops sinuosity within the sediment-filled zone but turns at sharp angles where it meets the confining bedrock walls at the alluvial-belt margin (Fig. 9A). From this initial condition, three different regimes of channel lateral migration and terrace evolution can occur depending on the values of \(E_{vs}^*\) and \(E_{vb}^*\) [Limaye and Lamb, 2014]. Here, we fix \(E_{vs}^*\) to isolate the influence of bedrock bank strength through \(E_{vb}^*\).

In the first regime, the channel actively erodes the bedrock boundaries at the edge of the alluvial belt, and strath terraces form (Fig. 9B; \(E_{vb}^* = 0.02\)) beyond the margin of the initial alluvial-belt regardless of whether the channel entrenches in bedrock. In the second regime, the channel initially migrates through the sediment-filled zone and bevels the sediment-bedrock interface at the channel bed, but eventually entrenches in bedrock because the channel incises vertically into bedrock at a rate faster than the lowering of the sediment-bedrock interface [Limaye and Lamb, 2014]. The entrenched channel abandons terraces, which are usually paired (Fig. 9C; \(E_{vb}^* = 0.07\)). In the third regime, the channel remains mobile within the alluvial belt but is impeded by relatively resistant bedrock at the alluvial-belt boundaries. Consequently, the channel consistently erodes the same portions of the alluvial belt while incising vertically, and terraces are rarely abandoned (Fig. 9D; \(E_{vb}^* = 0.71\)). To identify simulations in which the channel entrenches in bedrock, we track
the fraction of bedrock at the cutbank measured from the channel bed up to the bankfull height. The channel is classified as entrenched in bedrock if > 90% of the channel length has an all-bedrock cutbank. Subsequent plots differentiate cases where the channel is entrenched or unentrenched, and those that do not generate terraces. In the following paragraphs, terrace ages and geometries for the cases with variable bank-strength are compared to the results for the constant bank-strength simulations collectively, as well as a single constant bank-strength case with a dimensionless vertical incision rate \( (E_V^* = 0.002) \) equal to the dimensionless vertical incision rate for sediment banks \( (E_{V_s}^* = 0.002) \). The latter case is indicated with a star and referred to as the constant bank-strength control case.

Figure 10A shows the dimensionless time interval between unique terrace levels \( (\Delta t_{\text{terrace,50}} / t_{\text{vert}}) \) as a function of \( E_{V_b}^* \). For simulations in which terraces form, \( \Delta t_{\text{terrace,50}} / t_{\text{vert}} \) varies between 1 and 3 for all but one simulation—a similar timescale range as for the ensemble of constant bank-strength cases (Fig. 4A-B) but with a greater proportion of short time intervals between terraces. \( \Delta t_{\text{terrace,50}} / t_{\text{vert}} \) is also lower than for the constant bank-strength control case. Terraces do not form for three simulations near \( E_{V_b}^* = 1 \) due to highly resistant bedrock boundaries that preferentially steer meander bends to migrate down-valley and consistently sweep the alluvial belt, thus preventing terrace formation (e.g., Fig. 9C). For cases in which terraces form, there are no systematic trends between \( \Delta t_{\text{terrace,50}} / t_{\text{vert}} \) and \( E_{V_b}^* \).

Median terrace slope (Fig. 10B) generally increases with \( E_{V_b}^* \) for \( E_{V_b}^* < 0.1 \), similar to the trend for constant bank-strength cases (Fig. 5B) but with additional scatter owing to the more complex patterns of channel migration, which occurs at different rates in
bedrock and sediment. The constant bank-strength control case yields a slightly lower
terrace slope than predicted for the variable bank-strength cases. For $E_{vb}^* > 0.1$, terrace
slopes no longer increase. Thus, terrace slope is a less reliable indicator of the ratio of
vertical incision rate to lateral erosion rate in bedrock for cases where bank strength varies
spatially.

The preferred terrace dip direction (Fig. 10C) does not vary systematically with
$E_{vb}^*$, and includes several cases in which terraces preferentially dip valley perpendicular
(i.e., ± 90°). In comparison, a valley-perpendicular terrace dip direction occurs for a large
range of dimensionless vertical incision rate for constant bank-strength cases with $t^* \geq
1000$ (Fig. 5B), including the constant bank-strength control case. The greater variety in dip
direction for the variable bank-strength cases is consistent with steering of channel
migration and erosion in different directions due to evolving, spatial differences in bank
strength. Maximum terrace length (Fig. 10D) approaches the domain length for $E_{vb}^* < 10^{-2}$,
similar to constant bank-strength cases (Fig. 7); maximum terrace length generally declines
as $E_{vb}^*$ increases. The lower erodibility of bedrock relative to sediment limits valley
widening to be local in extent, and so terraces are shorter in length compared to the
constant bank-strength control case.

Paired terraces in the variable bank-strength cases form through two mechanisms.
In cases with relatively erodible bedrock and low vertical incision rates (i.e., $E_{vb}^* \leq 0.003$;
Fig. 9D), paired terraces form by channel wandering with low relief generation, similar to
constant bank-strength cases. For the range $E_{vb}^*$ explored in the simulations, terraces do
not occur simultaneously along adjacent, growing meander bends, as occurs in cases for
constant bank-strength simulations. Instead, channel entrenchment in bedrock can abandon extensive paired terraces in the former alluvial belt (Fig. 9C). The fraction of paired terraces (Fig. 10D) does not vary systematically with $E_{vb}^*$, but the highest values of $f_{paired}$ occur for $E_{vb}^* < 0.1$ except for cases in which the channel entrenches. Paired terraces are relatively rare for $E_{vb}^* > 0.1$. The constant bank-strength control case does not generate paired terraces.

In summary, model results suggest that spatial differences in bank strength between bedrock and sediment cause distinct patterns of channel migration and entrenchment in bedrock that can alter patterns of terrace formation and geometry compared to cases with constant bank-strength. For these simulations, increasing $E_{vb}^*$ is equivalent to increasing the strength of bedrock banks, because $E_{vs}^*$ is held constant. In comparison to constant bank-strength cases, for variable bank-strength cases with $E_{vb}^* > 0.002$ there are smaller age differences between terraces, indicating that terraces form more frequently or are preserved for longer periods; terraces are smaller, because bedrock banks suppress the formation compound surfaces by multiple meander sweeps; and terraces are more commonly paired. These differences are consistent with reduced lateral migration due to the presence of resistant bedrock. Relationships between terrace slope and dip direction and $E_{vb}^*$ are more scattered than for constant bank-strength cases, likely due to the relatively irregular lateral migration caused by spatial differences in bank strength. We note that the quantitative trends in terrace formation and geometry for variable bank-strength cases may to vary for different values of $E_{vs}^*$, $t^*$, and $w_{ab}^*$. Qualitatively, simulations with $E_{vb}^* > 0.002$ result in terrace geometries that more strongly resemble natural river terraces, in that
terrace boundaries are sub-linear at valley margins (e.g., Figure 1A and 1B). In comparison to cases with constant bank-strength, in which terrace shapes are generated by the imprint of one or more smoothly curved meander loops (Fig. 3), for the variable bank-strength cases terraces can form with shapes that do not directly mirror individual meander loops (e.g. Fig. 9B) because meander bends straighten at boundaries between sediment and bedrock bank materials.

6. Effects of pulses of vertical incision on simulation results

Simulations in the preceding sections have all involved constant rates of vertical incision, but pulsed vertical incision has been suggested to drive terrace formation in many settings. Potential mechanisms for pulsed vertical incision include changes in sea-level [e.g., Fisk, 1944], tectonic displacement [e.g., Yanites et al., 2010], and climate change [e.g., Hancock and Anderson, 2002]. In all of these cases, vertical incision rates may be quasi-periodic; for example, 100-kiloyear Milankovich cycles [Hays et al., 1976] have been suggested to drive terrace formation [Hancock and Anderson, 2002; Bridgland and Westaway, 2008]. But as shown in Section 4, intrinsically generated terraces from meandering can also form quasi-periodically ($t_{\text{terrace}} \sim t_{\text{vert}}$). In this subsection we compare examples of terraces formed under pulsed and constant vertical incision rates.

Figure 11 shows topography formed by a meandering river over 100,000 years for three scenarios: the first with pulsed vertical incision on a repeating 25,000 year timescale, the second for a constant vertical incision rate (similar to simulations in Section 4), and the third with pulses vertical incision with greater amplitude but shorter duration. The total vertical incision is the same in all cases, bank strength is constant, and the maximum lateral
erosion rate (1 m/yr) corresponds to sediment bank materials. Thus, over the course of

the simulations the average non-dimensional vertical incision rate is the same in all three
cases ($E_{v}^{*} = 0.004$, slightly greater than in Figure 3A). The non-dimensional simulation
time ($t^{*} = 5000$) is equal to that in Figures 3A and 9B-D, and the channel width-to-depth
ratio is also fixed to its baseline value ($w_{c}^{*} = 20$). The different vertical incision histories
(Fig. 11A-C) cause differences in topography, but the lateral extent of channel migration is
the same in all three cases (Fig. 11D-F). Mean terrace elevations are binned at 1 meter (i.e.,
$\Delta z$).

The first case with pulsed vertical incision includes four full cycles of vertical
incision (Fig. 11A), but several more unique terraces levels form (Fig. 11J) because the
pulses are not instantaneous, and irregular lateral channel migration during a period of
relatively high vertical incision rate can create more than one terrace level. In comparison,
the case with a constant vertical incision rate yields a planview terrace extent very similar
to that for the first case with cyclic vertical incision (Fig. 11E), and several distinct terrace
levels form (Fig. 11K). From Section 4, the timescale for terrace formation ($\Delta_{terrace,50}$) for a
constant vertical incision rate is approximately 1-4 times the timescale for vertical incision
to generate a unique terrace level ($t_{vert}$; Eq. 2); for the simulation in Figure 11E, this
corresponds to $\Delta_{terrace,50} \approx 5000$ to 20,000 yr, which approaches the 25,000 period of vertical
incision pulses. Thus, in this example the intrinsic frequency of terrace generation by
meandering is similar to the frequency of terrace formation driven by external forcing. The
simulation with relatively brief, high-amplitude pulses of vertical incision (Fig. 11C) also
has a similar planview terrace extent (Fig. 11F) compared to the other two cases. Moreover,
the topographic cross-section (Fig. 11I) is nearly identical to the corresponding cross-section for the constant vertical incision-rate case (Fig. 11H). The distribution of mean terrace elevations (Fig. 11L) in the case with sharp vertical incision pulses forms terraces at more distinct elevation groupings than in the first pulsed-incision case, because in the case of the sharper pulses the river transitions more quickly between different elevations and thus erodes the valley to more discrete elevations. However even in this case, the terraces abandoned by the first vertical incision pulse were eroded.

These examples suggest that terraces formed in environments with low ratios of vertical to lateral erosion rate should be interpreted with caution, particularly with respect to changes in external forcing. In these environments, lateral channel migration rather than vertical incision exerts the dominant control on erosion patterns and can generate quasi-periodic terrace sequences due to meandering. In addition, the duration and amplitude of vertical incision pulses affects their expression in the terrace record: brief, high-amplitude vertical incision pulses are more sharply preserved in the distribution of terrace levels.

7. Comparison to natural river valleys

To relate model results for terrace formation frequency and geometry to natural river valleys, we measure terrace attributes at the field sites introduced in Figure 1 and compare their attributes to those in the simulations. Comparison between simulated and natural topography raises two methodological considerations. First, topography develops in the simulations entirely through fluvial erosion and deposition, and so all automatically mapped surfaces are fluvial in origin and can be identified from topography alone. In practice, automated feature detection for natural topography yields spurious terrace
detections [e.g., Routt and Belmont, 2013], and natural terraces are identified using sedimentologic observations in addition to topography [e.g., Merritts et al., 1994; Bridgland and Westaway, 2008; Pazzaglia and Wegmann, 2009]. Therefore, for natural landscapes we use existing maps to identify terrace extent. Second, in the simulations a uniform sediment thickness equal to the channel depth is deposited on all strath surfaces, so except for absolute elevation the geometry of terrace straths and treads is the same. For natural strath terraces, the tread geometry can deviate from the strath geometry [e.g., Fuller et al., 2009] because the tread represents the top of the sedimentary deposit that caps the strath [Pazzaglia and Wegmann, 2009]. This distinction in form between the terrace tread and strath is important because the strath is more directly linked to patterns of lateral and vertical bedrock erosion by the channel. In general, however, the three-dimensional strath geometry is difficult to independently constrain. Therefore to facilitate comparison between simulated and natural terraces, we utilize the terrace tread (surface) topography and assume that its geometry mirrors that of the underlying strath. Terrace tread extents were extracted from geologic maps, which are partially shown in Figure 1, except for the Le Sueur River where terraces were mapped automatically using the methods in Section 3.3.

Other effects may complicate relationships between the simulated topography and natural river terraces. For example, terrace dip direction and slope magnitude may be altered by hillslope processes, including colluvium accumulation near terrace margins [e.g., Niviere and Marquis, 2000]. Terrace slope is also influenced by the instantaneous channel longitudinal profile [e.g., Merritts et al., 1994] and may respond to knickpoint propagation [Frankel et al., 2007; Finnegan, 2013]. Moreover, fluvial dissection may alter terrace
treads [e.g., *Wegmann and Pazzaglia*, 2009] and separate laterally extensive terrace surfaces into several smaller features, which would cause measurements of terrace length to decrease with time. We acknowledge these complications, and herein focus on identifying terrace geometric characteristics set by meandering with constant vertical incision alone.

We consider terraces that have been suggested to form in diverse ways. The Clearwater River (Washington), the Wind River (Wyoming), and the Colorado River (Texas) have all been suggested to have developed terraces by unsteady vertical incision driven by climate change [*Blum and Valastro*, 1994; *Hancock and Anderson*, 2002; *Wegmann and Pazzaglia*, 2002b]. The Le Sueur River (Minnesota) has abandoned many terraces as a result of knickpoint propagation following the rapid drainage of a glacial lake [*Gran et al.*, 2013], and strath terraces along the Mattole River (California) have been argued to form by steady vertical incision and unsteady lateral erosion [*Merritts et al.*, 1994]. In the following subsections we analyze the geometry of terraces within these valleys and discuss how terrace geometry relates to vertical incision history. To compare model predictions for terrace geometry to the natural cases, for each valley we utilize the modern channel width and depth, and estimate the mean vertical incision rate and lateral erosion rate during the time of terrace formation (Table 3). For all of these valleys, we compare terrace properties to simulation results for a constant bank-strength regime (for a fixed value of dimensionless simulation time, \( t^* = 5000 \)) where model predictions are clearer.

**7.1. Terrace formation frequency**
For most river valleys, dates are too sparse to sufficiently constrain a characteristic time interval between terrace levels. However, the estimated non-dimensional vertical incision rate ($E_v^*$; Table 3) is within the range of intrinsic terrace formation (approximately $E_v^* < 1$; Fig. 4B) for all of the valleys in Figure 1. This suggests that under conditions of constant vertical incision, river terraces would be expected to form in these valleys. We note that for the Le Sueur River, background rates of vertical incision between the passage of knickpoints may be too slow to generate terraces. The San Juan River, which generally lacks terraces, also has an estimated $E_v^* = 1.26$, which is higher than for the other rivers and in the portion of model parameter space where slip-off surfaces form instead of terraces.

Another criterion related to terrace formation frequency is the separation of terrace elevations. For the intrinsically generated terraces, terraces form on a timescale similar to the timescale for relief generation ($t_{vert}$; Fig. 4). This terrace formation interval implies that groups of intrinsically generated terraces should be separated vertically by a multiple of 1-4 times the threshold relief for identification as a unique terrace level (1 meter) unless reworking of previously visited areas is extensive. To test whether natural river terraces are consistent with terrace formation with constant vertical incision rates, we extract the mean elevation of terraces mapped for the valleys in Figure 1, and calculate the median elevation difference between unique terrace levels in the same manner used for the simulated terraces. The terrace elevations are translated to a median time difference between terrace levels ($\Delta_{terrace,50}$) using the vertical incision rate at each site (Table 3) and
\[ \Delta t_{terrace} = \frac{\Delta z_{50}}{E_v}, \]  

(8)

where \( \Delta z_{50} \) is the median elevation between unique terrace levels. Similarly, the minimum timescale for relief generation sufficient to abandon a terrace \( (t_{vert}) \) is estimated for each valley following Eq. 2. These calculations assume a constant vertical incision rate; unsteady vertical incision rates would yield different values of \( \Delta t_{terrace,50} \) and \( t_{vert} \).

Figure 12 shows the estimated, median time between terrace levels versus the minimum terrace formation time for each valley. The estimated time between terrace levels for the Clearwater River and the Colorado River is consistent with the terrace formation times predicted by the simulations with constant vertical incision rates. Compared to the simulations with constant vertical incision rates, the estimated time between terrace levels is slightly longer for the Mattole River and the Wind River, and slightly shorter for the Le Sueur River.

7.2. Terrace slope

Figure 13 shows terrace slope for the natural river valleys versus the estimated non-dimensional vertical incision rate. The natural terrace slopes are similar to the simulated terrace slopes except for the Colorado River terraces, which have substantially higher slopes than predicted with the simulations. We speculate that either dissection of terrace treads or errors in mapping (i.e., inclusion of relatively steep areas at terrace margins) may contribute to these relatively high slopes.

7.3. Terrace dip direction

Figure 14 shows the distribution of terrace dip directions \( (\phi) \) for each of the field sites, measured with respect to the local valley axis orientation. The Mattole River (Fig.
14A) possesses the fewest number of terraces; while each dips in a distinct direction, none dip parallel to the valley, which is consistent with the conceptual model in Merritts et al. [1994] of terraces formed by lateral erosion and constant and vertical incision that dip toward the valley center. Terraces for the Colorado (Fig. 14B), Le Sueur (Fig. 14D), and Clearwater Rivers (Fig. 14E) all show a variety of orientations, and preferred orientations in directions oblique or nearly perpendicular to the valley axis. Finally, the Wind River terraces show the greatest preference for down-valley dips, although all terraces show at least a 30° deviation from the valley-parallel direction. The dominant terrace dip direction for each valley plotted against $E_v^*$ shows that terraces oriented perpendicular to the valley trace occur at a variety of values of $E_v^*$. In contrast, in the constant bank-strength simulations, terraces dip perpendicular to the valley trend more commonly for moderate values of $E_v^*$ (Fig. 14F).

7.4. Terrace length

Figure 15A shows maximum terrace length, normalized by channel width, for each of the field sites. In contrast to the constant bank-strength simulations, for which the longest terraces occur for low values of $E_v^*$ and decline systematically as $E_v^*$ approaches 1, for the natural terraces there is not a systematic trend in terrace length. Notably, the Colorado, Le Sueur, and Mattole River terraces all have similar $L_{terrace, max}/w_c$, across a range of channel dimensions and $E_v^*$ (Table 3). The exceptionally large $L_{terrace, max}/w_c$ for the Wind River greatly exceeds the modeled maximum terrace length for the same value of $E_v^*$ (for which model domain length is greater than maximum terrace length), which suggests that at least some of the Wind River terraces formed through means other than meandering with
constant vertical incision. Terraces for the Colorado River show substantially lower lengths than predicted by the simulations. Notably, the simulations do not include tributaries, which bound some terraces in the Colorado River valley and thus limit their length.

7.5. Terrace pairing

Figure 15B shows the fraction of paired terraces, weighted by terrace area, for each of the field sites. Only the Colorado River, Le Sueur River and Clearwater River terraces meet the pairing criteria of (1) adjacency across the river, and (2) mean terrace elevation within a threshold range (2 meters). The pairing results are qualitatively consistent with the model prediction for constant bank-strength cases that the pairing fraction peaks at intermediate values of $E_{v^*}$. The fraction of paired terraces along the Le Sueur River is exceptionally high, and consistent with models that predict a large fraction of paired terraces for cases with pulsed vertical incision.

8. Discussion

Terrace formation is commonly argued to require periods of channel longitudinal profile stability and valley widening that are punctuated by pulses of vertical incision [e.g., Hancock and Anderson, 2002; Pazzaglia, 2013]. In cases, unsteady lateral channel migration has been suggested to influence the river terrace record even with constant vertical incision rates [Davis, 1909; Merritts et al. 1994; Pazzaglia et al., 1998], but this hypothesis has not been explored quantitatively. The numerical model that couples unsteady lateral channel migration by meandering with constant vertical incision suggests that across a broad range of river lateral and vertical incision rates, river terraces form after
the river generates sufficient relief to abandon a terrace (i.e., \( t_{\text{terrace}}/t_{\text{vert}} \sim 1-4 \); Fig. 4).

Simulations by Finnegan and Dietrich [2011] also involved terrace formation linked to meandering, wherein meander growth and cutoff generated knickpoints that caused unsteady vertical incision rates. In comparison, the present simulations indicate that a broader suite of meandering rivers—including low-sloping rivers without knickpoints—can generate terraces under steady external forcing.

Climate change has undoubtedly driven dramatic changes in water discharge and sediment supply, particularly near the headwaters of glaciated catchments [e.g., Hallet et al., 1996; Hancock and Anderson, 2002]. The magnitude of water and sediment supply variations in these catchments, however, is likely much larger than in many other locations. Nonetheless, a similar model of terrace formation driven by climate change has been adopted for many catchments that likely experience smaller changes in water and sediment supply, including the coast ranges of Oregon [Personius et al., 1993] and California [Fuller et al., 2009] and the coastal plain of Texas [Blum and Valastro, 1994]. While in some landscapes dramatic climate change is also indicated by moraines and other glacial features [e.g., Hancock et al., 1999], in settings far from the glacial headwaters terraces are the primary geomorphic markers used to infer climate change [e.g., Bull, 1991; Personius et al., 1993; Blum and Valastro, 1994; Fuller et al., 2009]. However, the simulation results presented herein suggest that the intrinsic unsteadiness of lateral erosion should be considered as a null hypothesis for terrace formation in many landscapes, and the frequency of terrace formation by intrinsic processes and external forcing may overlap in cases (Fig. 11).
Using the elevation difference between terrace levels as a proxy for time, the estimated time between unique terrace levels is consistent with terrace formation under constant vertical incision rates for several natural river valleys (Fig. 12). A constant rate of river vertical incision implies that regardless of its elevation above the channel, each terrace would yield the same estimated vertical incision rate. Strath terrace ages and elevations compiled by Finnegan et al. [2014], however, demonstrate that for many bedrock river valleys the estimated vertical incision rate declines as the measurement timescale increases, which can be explained by hiatuses in vertical incision. Thus, for bedrock rivers the model results presented here represent an end-member vertical incision scenario that in nature is likely overprinted by vertical incision hiatuses. In a new finding, model results indicate that in environments with low dimensionless vertical incision rates (i.e., \(E_v^* < 0.1\); Fig. 4), the channel commonly re-works areas it has visited previously and thus biases preserved terraces toward older ages. This terrace preservation bias should enhance the terrace age-vertical incision rate relationship identified by Finnegan et al. [2014], whether vertical incision rates are constant (this study), cyclic [Hancock and Anderson, 2002] or stochastic [Finnegan et al., 2014]. We also note that an analogous database of terrace ages and elevations does not exist for fill-cut terraces, and therefore it is uncertain whether constant vertical rates may have been more prevalent for river valleys with fill-cut terraces.

Re-working of previously visited areas implies that as the valley widens, there is less contact between the channel and the valley walls, which is consistent with the parameterization of valley widening employed by Hancock and Anderson [2002]. Notably,
however, terraces were not destroyed in their model because meandering dynamics were not included and the valley was forced to widen in a consistent direction.

The geometry of internally generated terraces has not been investigated quantitatively, but these terraces have been proposed to be unpaired and limited in length. For cases with constant bank-strength, simulations indicate that terraces formed by meandering with constant vertical incision rates have some attributes more commonly associated with terraces formed by pulses of vertical incision. The internally generated terraces are commonly paired (Fig. 8), and can extend downstream over distances significantly longer than a typical meander wavelength (i.e., 10-15 channel widths [Williams, 1986]; Fig. 7). Notably, paired terraces did not form in the Finnegan and Dietrich [2011] simulations, but occur in our simulations because of longer dimensionless simulation times (i.e., more extensive lateral channel migration) and the use of a periodic boundary condition that allows free motion of the channel axis.

Simulations also indicate that lateral channel migration alters existing terraces. The time interval between unique terrace levels increases approximately logarithmically with dimensionless simulation time (Fig. 4A), and the fraction of paired terraces decreases with dimensionless simulation time (Fig. 8A) because existing terraces are destroyed. In areas argued to show a strong relationship between climate transitions and terrace formation, rivers often have greater or fewer fill [e.g., Bridgland and Westaway, 2008] or strath [e.g., Pan et al., 2003] terraces than can be matched to a particular climate cycle. Terrace formation with meandering during vertical incision may explain this discordance because
irregular channel migration causes more terrace levels to form than vertical incision pulses (Fig. 11), causes terraces to form without incision pulses, and destroys existing terraces.

Terraces generated by meandering with constant vertical incision rates have also been hypothesized to dip toward the valley center with a slope equal to the ratio of channel vertical to lateral incision rates. Model results for constant bank-strength cases partially support both hypotheses. Terrace dips toward the valley center are most common for composite terrace surfaces formed by the migration of several meander bends, but are less common as $E_v*$ increases and terraces are increasingly associated with individual meander bends (Fig. 3A-B and 6). Simulated terrace slopes increase linearly with the ratio of channel vertical incision rate to maximum lateral erosion rate (Fig. 5B). Given the variety in lateral erosion rates around a meander bend [e.g., Nanson and Hickin, 1983], the common correspondence between terrace slope and the ratio of channel vertical and lateral incision rates is non-trivial. Steeper-than-predicted terrace slopes occur for $t^* > 1000$ and $E_v* < 0.01$ because terraces formed under those conditions are compound surfaces formed by the action of multiple meander bends.

In light of these geometric characteristics of terraces formed by meandering with constant vertical incision rates, we consider which are potentially diagnostic. Terrace dip direction perpendicular to the valley axis is distinguishing only for cases with extensive channel wandering (i.e., $t^* > 300$) (Fig. 6B), and natural terraces formed by pulsed vertical incision driven by knickpoints are also observed to dip perpendicular to the valley in cases (i.e., Le Sueur River terraces, Figure 14D). The magnitude of the terrace slope shows a
strong relationship with channel vertical and lateral erosion rates (Fig. 5B), and the slope of terraces formed by pulsed vertical incision would be expected to be lower because of low vertical incision rates during the time of strath beveling [e.g., Hancock and Anderson, 2002]. Yet terrace slope is unlikely to be useful as a distinguishing characteristic unless the lateral erosion rate during terrace formation can be independently constrained (e.g., from dating laterally separated terrace surfaces [Wegmann and Pazzaglia, 2002; Fuller et al., 2009]).

Paired terraces commonly form in the simulations with both constant bank strength (Fig. 8) and variable bank strength (Fig. 10D), and in cases are as common as for the Le Sueur River (Fig. 15B) where vertical incision is largely accomplished by knickpoints. Furthermore, given the potential for pairing to decrease in time due to terrace destruction (Fig. 8A), pairing does not appear to be a reliable indicator of terrace formation process in valleys where channel migration is extensive. Notably, terraces commonly mapped as paired in the Colorado and Wind River valleys are sufficiently offset in mean elevation that the objective algorithm utilized here classifies them as unpaired. Thus, the threshold elevation difference used to classify terraces as paired or unpaired may weigh heavily in their interpretation.

Terrace length appears to be a more robust indicator of formation process, as especially long terraces only form by meandering with constant vertical incision for $E_{v^*} < 0.1$ (Fig. 7B). Thus, the existence of long terraces (i.e., $L_{terrace}/w_c > 100$) combined with $E_{v^*} > 0.1$ rules out terrace formation by meandering with constant vertical incision, as for the longest Wind River terraces (Fig. 15A). For valleys with $E_{v^*} < 0.1$ (e.g., the Colorado
River valley), however, terraces with $L_{\text{terrace}}/w_c > 100$ could be expected to form for constant external forcing. In these cases, longitudinally extensive terraces would not necessarily suggest formation during periods of suppressed vertical incision.

Natural river terraces commonly exhibit relatively straight margins where they meet adjoining hillslopes (Fig. 1A-B). Simulations with meandering and constant bank strength cannot reproduce this morphology (Fig. 3). Simulations with spatial differences in bank-strength between bedrock and valley-floor alluvium can generate terraces with relatively straight margins (Fig. 9) because meander bends can deform and straighten at valley margins [e.g., Lewin and Brindle, 1977; Limaye and Lamb, 2014]. The complexity of meander migration with mixed bedrock and alluvial bank-materials, including transitions between conditions of high mobility in sediment banks and low mobility in bedrock banks, renders relationships between terrace geometry and channel vertical and lateral erosion rates more complicated for constant bank-strength cases. Spatial variations in bank strength between bedrock and sediment tend to reduce the time interval between unique terrace levels (Fig. 10A) and terrace length (Fig. 10D), while increasing pairing (Fig. 10E) and favoring the formation sub-linear terrace margins.

Longitudinally extensive and paired terraces have been proposed as key indicators of terrace formation by external factors [e.g., Merritts et al., 1994; Pazzaglia et al., 1998; Pazzaglia, 2013]. Model results suggest that a range of constant vertical incision rates and lateral erosion rates can generate terraces that are both long (Fig. 7) and paired (Fig. 8). These results are presented for dimensional erosion rates in Figure 16, and indicate that for a constant vertical incision rate, valleys may develop no terraces; short (i.e., $L_{\text{terrace}}/w_c <$
unpaired (i.e., $f_{paired} < 0.25$) terraces; or long (i.e., $L_{terrace}/w_c > 100$) and paired (i.e., $f_{paired} > 0.25$) terraces. The lack of significant terrace development in the San Juan River valley is consistent with the model prediction that any eroded surfaces are likely to be slip-off surfaces rather than terraces due to the slow pace of lateral erosion relative to vertical incision. If long, paired terraces are the signature of climate change, then this signature is unlikely to be confounded by intrinsic terrace formation by meandering in rivers with maximum lateral erosion rates less than 3 cm/yr. Moreover, bedrock rivers with high vertical incision rates (i.e., > 1 mm/yr) are unlikely to generate long, paired terraces because that would require unreasonably high lateral erosion rates (i.e., > 20 cm/yr). These results indicate that terrace geometries thought to indicate formation by climate change are more likely to develop intrinsically for some river valleys than for others. For example, the Wind River valley represents a more advantageous location for identifying signatures of climate change in terrace geometry than the Colorado River valley, which would be expected to develop long, paired terraces due its high rate of lateral erosion relative to vertical incision.

The terrace recurrence timescale offers another criterion for distinguishing terrace formation mechanisms. Figure 16 also indicates the minimum timescale for vertical incision sufficient to abandon a terrace ($t_{ver}$), which has an inverse relationship with the vertical incision rate (Eq. 2) and is typically 1-4 times shorter than the typical terrace recurrence time (Fig. 4A). Model results indicate that short, unpaired terraces are expected to have recurrence times of less than 1000 yr for vertical incision rates greater than 1 mm/yr and lateral erosion rates greater than 1 cm/yr, and recurrence times of greater than
1000 yr for lower vertical incision rates and lateral erosion rates. Intrinsically generated terraces that are long, paired, and occur at common timescales for climate change (e.g., 10 kiloyears) only form for vertical incision rates less than 1 mm/yr and lateral erosion rates greater than 2 cm/yr. If a group of terraces has a typical formation interval at a timescale for climate change, and long-term vertical incision rates and lateral erosion rates are predicted to form intrinsic terraces at much shorter or much longer timescales, then a climatic interpretation is more strongly supported. Thus, in order to identify terraces that record climate change, the best environments are those with terraces whose ages and geometries differ strongly from those predicted for intrinsically generated terraces. In one extreme, long, paired terraces with large time gaps (i.e., > 1000 yr) between terraces in a setting with very high vertical incision rates (~ 1 cm/yr) are not predicted to form by meandering if lateral erosion rates are moderate (< 1 m/yr). At the other extreme, short, unpaired terraces with relatively short recurrence times (i.e., < 1000 yr) and in a setting with very low vertical incision rates (< 10⁻⁴ m/yr) are unlikely to form by meandering with constant vertical incision rates, as the model predicts that this regime should be dominated by long, paired terraces with larger time gaps between terraces.

9. Conclusions

We utilize a numerical model of river meandering with vertical incision to identify controls on the formation frequency and geometry of river terraces that form with constant external forcing. Model results indicate that for a variety of constant vertical incision rates and lateral erosion rates, rivers can generate terraces due to the intrinsically unsteady patterns of lateral erosion by meandering. The ratio of channel vertical to lateral erosion
rate and the simulation time exert the strongest controls on terrace age and geometry.

The minimum time interval between unique terrace levels scales with the timescale of vertical incision required to generate sufficient relief to generate a new terrace, and this time interval between terrace levels increases with simulation time due to re-working of previously visited areas. Terrace formation ceases for high ratios of channel vertical incision to lateral erosion because eroded surfaces possess high surface slopes and are classified as slip-off surfaces. Simulations suggest that the intrinsically generated terraces possess several consistent properties, including (1) surface slopes that are commonly proportional to the ratio of vertical to lateral erosion rates during terrace formation; (2) dip directions oriented perpendicular to the valley orientation for low ratios of vertical to lateral erosion rate and long channel evolution times; (3) greater along-valley extents for low ratios of vertical to lateral erosion rate; and (4) a maximum in paired terrace formation for intermediate ratios of vertical to lateral erosion rate. Spatial variations in bank strength between bedrock and sediment cause terrace ages to be separated by shorter time intervals. These terraces are also smaller and more frequently paired than terraces formed in constant bank-strength cases, and also possess sub-linear terrace margins, similar to many natural river terraces.

Natural river terraces show an increase in terrace slope with the estimated vertical to lateral erosion rate ratio, but no consistent relationship between terrace dip direction and dimensionless vertical incision rate. Maximum terrace length is the most reliable geometric indicator of terrace formation by episodic vertical incision; for moderate to high values of dimensionless vertical incision rate, terraces formed by meandering with constant vertical
incision have relative limited lengths because successive generations of meander bends erode surfaces at different elevations. For landscapes without independent indicators of climate change, river terrace formation by intrinsic meandering processes should be considered as the null hypothesis. Long, paired terraces with millennial-scale intervals between terrace levels, which have been suggested to indicate formation driven by external factors, are likely to develop intrinsically in landscapes with relatively high lateral erosion rates and low vertical incision rates. Thus, efforts to identify terraces that record climate signals are best focused on environments where terrace ages and geometries are far different than would be predicted by a constant vertical incision model.
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## Tables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_c$</td>
<td>Channel width</td>
</tr>
<tr>
<td>$h_c$</td>
<td>Channel depth</td>
</tr>
<tr>
<td>$w_{ab}$</td>
<td>Initial alluvial belt-width</td>
</tr>
<tr>
<td>$w_{uab}$</td>
<td>Initial alluvial belt-width (unconfined)</td>
</tr>
<tr>
<td>$C_f$</td>
<td>Friction coefficient</td>
</tr>
<tr>
<td>$E_V$</td>
<td>Vertical incision rate</td>
</tr>
<tr>
<td>$E_L$</td>
<td>Lateral erosion rate</td>
</tr>
<tr>
<td>$E_{ls}$</td>
<td>Lateral erosion rate in sediment</td>
</tr>
<tr>
<td>$E_{lb}$</td>
<td>Lateral erosion rate in bedrock</td>
</tr>
<tr>
<td>$k_r$</td>
<td>Lateral erosion rate constant</td>
</tr>
<tr>
<td>$k_s$</td>
<td>Lateral erosion rate constant (sediment)</td>
</tr>
<tr>
<td>$k_b$</td>
<td>Lateral erosion rate constant (bedrock)</td>
</tr>
<tr>
<td>$f_b$</td>
<td>Fraction of bedrock in bank materials</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time step</td>
</tr>
<tr>
<td>$t$</td>
<td>Simulation time</td>
</tr>
<tr>
<td>$\Gamma$, $\Omega$</td>
<td>Channel migration rate weighting coefficients</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Distance along channel centerline</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Channel sinuosity</td>
</tr>
</tbody>
</table>

### Model non-dimensional variables

| $t^*$ | $\frac{tE_{ls}}{w_c}$ | Non-dimensional simulation time |
| $E_V^*$ | $\frac{E_V w_c}{E_L h_c}$ | Non-dimensional vertical incision rate |
| $E_{Vs}^*$ | $\frac{E_V w_c}{E_{ls} h_c}$ | Non-dimensional vertical incision rate with sediment banks |
| $E_{Vb}^*$ | $\frac{E_V w_c}{E_{lb} h_c}$ | Non-dimensional vertical incision rate with bedrock banks |
| $w_c^*$ | $\frac{w_c}{h_c}$ | Channel width-to-depth ratio |
| $w_{ab}^*$ | $\frac{w_{ab}}{w_{uab}}$ | Non-dimensional initial alluvial-belt width |

### Terrace age statistics

| $\Delta z$ | Size of elevation bin for distinguishing unique terrace levels |
### Table 1. Model variables and statistics for terrace age and geometry.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta t_{\text{terrace}}$</td>
<td>Distribution of time intervals between unique terrace levels (i.e., separated vertically by $\Delta z \geq 1$)</td>
</tr>
<tr>
<td>$\Delta t_{\text{terrace},90}$</td>
<td>90th percentile of time interval between unique terrace levels</td>
</tr>
<tr>
<td>$\Delta t_{\text{terrace},50}$</td>
<td>50th percentile of time interval between unique terrace levels</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Terrace dip direction (degrees), measured relative the to the mean azimuth of the valley centerline.</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Terrace slope (percent)</td>
</tr>
<tr>
<td>$L_{\text{terrace,max}}$</td>
<td>Maximum terrace length in the valley-parallel direction</td>
</tr>
<tr>
<td>$f_{\text{paired}}$</td>
<td>Fraction of paired terraces (i.e., terraces adjacent, on opposite sides of the channel, and with mean elevation less than 2 meters apart) in the model domain, weighted by terrace area</td>
</tr>
</tbody>
</table>
Each simulation with a unique set of parameters was run ten times, each with a different initial, sinuous channel planform geometry.

**Table 2.** Simulation parameters.
<table>
<thead>
<tr>
<th>Valley name</th>
<th>( w_c ) (m)</th>
<th>( h_c ) (m)</th>
<th>( E_L ) (m/yr)</th>
<th>( E_v ) (mm/yr)</th>
<th>( E_{v*} )</th>
<th>( t_{vert} = \Delta z/E_v ) (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>San Juan</td>
<td>53</td>
<td>2.1</td>
<td>0.003</td>
<td>0.15</td>
<td>1.26</td>
<td>6700</td>
</tr>
<tr>
<td>Mattole</td>
<td>102</td>
<td>4.1</td>
<td>0.03</td>
<td>1</td>
<td>0.86</td>
<td>1000</td>
</tr>
<tr>
<td>Colorado</td>
<td>275</td>
<td>8</td>
<td>0.15</td>
<td>0.25</td>
<td>0.06</td>
<td>4000</td>
</tr>
<tr>
<td>Wind</td>
<td>41.7</td>
<td>1.8</td>
<td>0.01</td>
<td>0.15</td>
<td>0.36</td>
<td>6700</td>
</tr>
<tr>
<td>Le Sueur</td>
<td>47.5</td>
<td>1.9</td>
<td>0.3</td>
<td>2</td>
<td>0.17</td>
<td>500</td>
</tr>
<tr>
<td>Clearwater</td>
<td>49.1</td>
<td>2.0</td>
<td>0.125</td>
<td>1.5</td>
<td>0.30</td>
<td>670</td>
</tr>
</tbody>
</table>

\(^a\)Estimated from Hancock and Anderson [2002].
\(^b\)Estimated from Wegmann and Pazzaglia [2002].
\(^c\)Mean vertical incision rate estimated from Gran et al. [2013] for the mainstem Le Sueur River.
\(^d\)Estimated assuming \( w_c/h_c = 25 \).
\(^e\)Estimated assuming \( wc/hc = 25 \).
\(^f\)Estimated from Gran et al. [2011].
\(^g\)Estimated from aerial photographs.

\(^h\)Blum [1992].
\(^i\)Estimated from stratigraphic data in Blum and Valastro [1994].
\(^j\)Smalley et al. [1994].
\(^k\)Estimated from Merritts et al. [1994].
\(^l\)Estimated from bedrock lateral erosion rates in similar geologic environments in Fuller et al. [2009] and Finnegan and Dietrich [2011].
\(^m\)Estimated from Wolkowinsky and Granger [2004].
\(^n\)Estimated for a mean lateral erosion rate in bedrock of 1 mm/yr, approximately one order-of-magnitude slower than in more erodible sedimentary rock [Montgomery, 2004].

**Table 3.** Estimated parameters for rivers shown in Figure 1 and the San Juan River.
Figure 1. A variety of river terrace morphologies. Shaded relief topography is overlain by terrace extents that have been previously mapped unless otherwise noted. Terraces are colored according to their mean elevation (green-yellow), and the range of mean terrace elevations is noted below. (A) The Clearwater River, Washington (47.6°N, 124.2°W; mapped by Wegmann and Pazzaglia [2002]; range in mean terrace elevation is 41 m). (B) The Mattole River, California (40.2°N, 124.2°W; mapped by Dibblee and Minch [2008]; range in mean terrace elevation is 48 m). (C) The Le Sueur River, Minnesota (44.0°N, 94.0°W; mapped automatically using methods described in Section 2; range in mean terrace elevation is 27 m). (D) The Colorado River, Texas (30.2°N, 97.5°W; mapped by Barnes et al., [1974a] and Barnes et al. [1974b]; range in mean terrace elevation is 31 m). (E) The Wind River, Wyoming (42.3°N, 109.1°W; mapped by Case et al. [1998]; range in mean terrace elevation is 119 m). Topography data is from the National Elevation Dataset digital elevation model (DEM; ~10 meter-resolution), except for the Colorado River valley, which uses a 5-meter resolution DEM based on LiDAR point cloud data from the Texas Water Development Board.
Figure 2. Schematic of river terrace formation by vertical erosion and unsteady lateral erosion, after Merritts et al. [1994]. (A) The cross-section of a channel with width $w_c$ and depth $h_c$. The channel migrates with a constant mean lateral erosion rate and constant vertical erosion rate, resulting in a sub-horizontal channel migration direction. (B) As the channel erodes laterally and vertically, it planes off a bedrock (hatched area) surface. Here, constant channel width is maintained by emplacing sediment (dotted area) on the trailing bank up to the flow depth. The arrow indicates the mean channel migration direction. (C) The direction of net lateral channel migration switches. (D) The direction of net lateral channel migration reverts to its initial direction. A strath terrace is preserved because the channel does not sweep a consistent distance across the valley.
Figure 3. The surface morphologies produced by the model for constant bank-strength, as a function of dimensionless simulation time ($t^*$) and dimensionless vertical incision rate ($E_v^*$). In each planview panel, flow is from left to right, the channel is indicated in blue, the background is the shaded relief of topography, and terraces are colored according to their mean elevation (green-yellow). The range of mean terrace elevations is noted below. The domain width is $120w_c$ and all mapview panels have the same scale. (A) For $t^* = 5000$ and $E_v^* = 0.003$, wide and long terraces form, and represent the amalgamation of numerous meander bends. Terrace elevation range is 15.3 m. (B) For $t^* = 108$ and $E_v^* = 0.7$, numerous terraces form and are generally bounded by abandoned meander cutoff loops. Terrace elevation range is 75 m. (C) For $t^* = 5$ and $E_v^* = 200$, no terraces form because surfaces eroded by lateral channel erosion are exceedingly steep. The topography consists entirely of slip-off surfaces and abandoned meander cutoff loops.
Figure 4. Dimensionless time interval between formation of unique terrace levels ($\Delta_{terrace,50}/t_{vert}$) for constant bank-strength cases, as a function of dimensionless simulation time ($t^*$) and dimensionless vertical incision rate ($E_v^*$). For simulation sets in which one or fewer terraces typically form, $\Delta_{terrace}$ is undefined and these cases are labeled “No terraces.” Terraces do not form either due to insufficient lateral channel migration (migration-limited) or insufficient vertical incision to generate relief for forming terraces (relief-limited), or because surface slopes formed by channel migration are too high for classification as terrace treads (high slopes). (A) $\Delta_{terrace,50}/t_{vert}$ vs. $t^*$ for the subset of simulations for fixed values of $E_v^*$. (B) $\Delta_{terrace,50}/t_{vert}$ vs. $E_v^*$ for fixed values of $t^*$. (C) Ratio of the 90th and 50th percentiles of $\Delta_{terrace}$ vs. $t^*$, for fixed values of $E_v^*$; and (D) $E_v^*$, for fixed values of $t^*$. 

- No terraces (relief-limited)
- No terraces (migration-limited)
- No terraces (high slopes)
Figure 5. Median terrace slope vs. (A) $t^*$, for fixed values of $E_v^*$; and (B) $E_v^*$, for fixed values of $t^*$. 
Figure 6. Terrace dip direction in simulations (\(\phi\); measured in degrees from of the downstream-directed, mean valley axis), as a function of dimensionless simulation time (\(t^*\)) and dimensionless vertical incision rate (\(E_v^*\)).

(A) Rose diagram of \(\phi\) for \(E_v^* = 0.002\) and \(t^* = 5000\), combining results from ten simulations with different initial channel planform geometries. Most probable terrace dip direction is plotted vs. \(t^*\), for fixed values of \(E_v^*\); and (C) \(E_v^*\), for fixed values of \(t^*\). In (B) and (D), positive and negative values of \(\phi\) indicate dip direction toward different sides of the valley axis, and are plotted separately. The strength of the preferred terrace dip direction, expressed as the ratio of the probability for the most probable dip direction divided by the median probability (\(P_{\text{max}}/P_{\text{median}}\)), is plotted vs. (D) \(t^*\), for fixed values of \(E_v^*\); and (E) \(E_v^*\), for fixed values of \(t^*\).
Figure 7. Maximum terrace length (normalized by channel width) vs. (A) dimensionless simulation time ($t^*$) for fixed values of dimensionless vertical incision rate ($E_v^*$); and (B) $E_v^*$, for fixed values of $t^*$. 
Figure 8. Fraction of paired terraces in the model domain, weighted by area ($f_{paired}$), vs. (A) $t^*$ vs. dimensionless simulation time ($t^*$), for fixed values of dimensionless vertical incision rate ($E_v^*$); and (B) $E_v^*$, for fixed values of $t^*$. 
Figure 9. Types of terraces produced by the model for variable bank-strength cases. The mean flow direction in all panels is from left to right and the channel is blue. Terraces are colored according to their mean elevation (green-yellow), and the range of mean terrace elevations is noted below. (A) The initial cross-section and planview geometry of the channel and alluvial belt, in schematic form. Because \( w_{ab}^* < 1 \) in this case, the initial alluvial-belt width \( (w_{ab}) \) is less than unconfined alluvial-belt width \( (w_{uab}) \), and initially the channel is constrained to the alluvial-belt boundaries. Within the initial alluvial-belt the banks are entirely sediment and the sediment depth equals the channel depth. Areas beyond the alluvial belt and below the elevation of the channel bed are all bedrock. (B) A simulation in which the channel erodes beyond the initial alluvial-belt and creates extensive terraces \( (E_{vb}^* = 0.02) \). The terrace elevation range is 6.8 m. (C) A simulation in which the channel entrenches in bedrock and paired terraces are abandoned, largely within the initial alluvial-belt \( (E_{vb}^* = 0.07) \). The terrace elevation range is 4.3 m. (D) A simulation in the
channel erodes vertically while largely confined to the initial alluvial-belt, resulting in minimal terrace formation ($E_{Vp}^* = 0.71$). The lone terrace has a mean elevation of -8.9 m.
Figure 10. Terrace formation frequency and geometry for variable bank-strength cases, as a function of non-dimensional vertical incision rate for bedrock banks ($E_{vb}^*$). For these simulations, the dimensionless simulation time ($t^* = 5000$) and dimensionless vertical incision rate for sediment banks ($E_{vs}^* = 0.002$) are fixed, so increasing $E_{vb}^*$ is equivalent to increasing bedrock bank strength. Model results for constant bank-strength control cases (with $t^* = 5000$ and $E_{vb}^* = 0.002$) are indicated with black stars. (A) Terrace formation frequency ($\Delta t_{terrace,50}/t_{vert}$) vs. $E_{vb}^*$. (B) Median terrace slope vs. $E_{vb}^*$. Simulations that did not produce terraces are not plotted. (C) Preferred terrace dip direction, measured in degrees from the valley axis, vs. $E_{vb}^*$. Simulations that did not produce terraces are not plotted. (D) Maximum terrace length (normalized by channel width) vs. $E_{vb}^*$. (E) Fraction of paired terraces in the model domain, weighted by area ($f_{\text{paired}}$), vs. $E_{vb}^*$. 
Figure 11. Examples of terrace formation by pulses of vertical incision (left and right panels) and constant vertical incision (center panels). (A-C) Vertical incision rate versus time. (D-F) Shaded relief topography and automatically detected terraces are highlighted in yellow. The channel is shown in blue and black line indicates the cross-section location, oriented from top-to-bottom across the model domain. Mean flow is from left to right. Total vertical incision is the same in both cases. Terraces are colored according to their
mean elevation (green-yellow); elevation distributions are given in panels J-L. (G-I) Topographic cross-sections indicating bedrock (hatched) and sediment (stippled). (J-L) Histograms of mean terrace elevation, binned at 1 m intervals. The time that corresponds to the center of each elevation bin is indicated in the top axis for each panel. Time axes in (J) and (L) are nonlinear due to the variable vertical incision rate for those cases.
Figure 12. The estimated median time between terrace levels ($\Delta_{terrace,50}$) versus the minimum terrace formation time ($t_{vert}$), both assuming a constant vertical incision rate at each site. The shaded area indicates the range of terrace formation times in the simulations with constant vertical incision rates.
Figure 13. Terrace slope for natural river valleys vs. estimated dimensionless vertical incision rate ($E_v^*$). Labels indicate terraces for the Colorado River (Co), Le Sueur River (L), Clearwater River (Cl), Wind River (W) and Mattole River (M). Error bars indicate the 90th and 10th percentiles of slope for different terraces in each river valley.
Figure 14. (A-E) Rose diagrams of terrace dip direction relative to valley orientation for natural valleys. A dip direction of 0° is oriented down-valley. (F) Preferred terrace dip direction vs. dimensionless vertical incision rate ($E_v^*$). Positive and negative values, indicating dip direction toward different sides of the valley axis, are plotted in gray (positive) and black (negative). The Mattole River is not included in (F) due to the small number of terraces (seven).
Figure 15. (A) Maximum terrace length (normalized by channel width) vs. estimated dimensionless vertical incision rate ($E_v^*$) for natural river valleys. Terraces with $L_{terrace}/w_c = 125$ are as long as the model domain. Error bars indicate the upper and lower bounds on terrace length; filled symbols are plotted using the mean of these bounds. The arrow indicates that the Wind River terraces have a range $L_{terrace,max}/w_c$ that is off-scale (150-450). Labels correspond to those in Figure 13. (B) Fraction of paired terraces, weighted by terrace area, vs. estimated $E_v^*$ for natural river valleys.
Figure 16. Summary of model predictions for terrace occurrence, pairing and length (gray) as a function of vertical incision rate and lateral erosion rate. Markers indicate estimated erosion rates for natural river valleys. The timescale for vertical incision sufficient to abandon a unique terrace level ($t_{\text{vert}}$) is indicated on the right. The time in between terrace levels can shift from $t_{\text{vert}}$ for relatively long simulation times and low dimensionless vertical incision rates (see Figure 4).
Chapter 5: Detailed stratigraphy and bed thickness of the Mars north and south polar layered deposits
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Abstract

The Mars polar layered deposits (PLD) likely hold an extensive record of recent climate during a period of high-amplitude orbit and obliquity cycles. Previous work has detected limited evidence for orbital signatures within PLD stratigraphy, but data from the High Resolution Imaging Science Experiment (HiRISE) permit renewed analysis of PLD stratigraphy at sub-meter scale. Topography derived from HiRISE images using stereogrammetry resolves beds previously detectable only as alternating light and dark bands in visible images. We utilize these data to measure the thickness of individual beds within the PLD, corrected for non-horizontal bed orientation. Stratigraphic columns and bed thickness profiles are presented for two sites within the NPLD, and show several sets of finely bedded units 1-2 m thick; isolated marker beds 3-4 m thick; and undifferentiated sections. Bed thickness measurements for three sites within the SPLD exhibit only one bed type based on albedo and morphology, and bed thicknesses have a larger mean and variance compared to measurements for the NPLD. Power spectra of brightness and slope derived along the measured stratigraphic sections confirm the regularity of NPLD fine bed thickness, and the lack of a dominant SPLD bed thickness. The regularity of fine bed
thickness of the NPLD is consistent with quasi-periodic bed formation, albeit with unknown temporal period; the SPLD thickness measurements show no such regularity.

1. Introduction

Atmospheric pressure on Mars fluctuates annually by thirty percent, causing significant interaction between the atmosphere and near-surface ice [Hess et al., 1980]. On $>10^4$ yr timescales, Mars’ high-amplitude, quasi-periodic orbital (i.e., orbit and obliquity) variations cause insolation cycles [Laskar et al., 2004] that may profoundly impact atmospheric circulation and water ice stability. Models predict ice redistribution from the poles to lower latitudes at higher obliquity [Forget et al., 2006; Schorghofer, 2007], and surface features—including mid-latitude mantling deposits [Head et al., 2003] and deposits reminiscent of terrestrial rock glaciers [Head et al., 2005]—may reflect such orbital states. Numerous authors have proposed that the polar layered deposits (PLD) respond to orbital cycles [Murray et al., 1973; Ward, 1973; Toon et al., 1980; Cutts and Lewis, 1982; Thomas et al., 1992], analogous to terrestrial Milankovitch periods driving glacial cycles [Hays et al., 1976]. Perron and Huybers [2009] noted that the apparent simplicity of Mars’ climate does not, however, guarantee translation of an orbital signal into a discernable bed sequence. Although the confidence attributed to detection of an orbital signal may depend strongly on the continuity of the stratigraphic record [Cutts and Lewis, 1982; Sori et al., 2011], repeating patterns of bed thickness and organization would lend support to the hypothesis of orbital control.

This study seeks such patterns in PLD stratigraphy with datasets that capture bed properties at the finest scale attainable from remotely sensed visible images. We address
three principal questions. First, are the bed thickness characteristics of the previously measured NPLD stratigraphic column [Fishbaugh et al., 2010b] found elsewhere in the NPLD? Second, what range of bed thickness exists in the south polar layered deposits (SPLD)? Third, how do spectral characteristics of the PLD relate to direct measurements of bed thickness and organization, using refined topographic data? Section 2 reviews general characteristics of the polar domes and previous work on PLD stratigraphy. Section 3 details methods used for topographic extraction and data analysis. Section 4 presents results of stratigraphic analyses at several sites within the PLD, which are compared to spectral estimates of PLD organization in Section 5. We discuss the measurements with respect to the orbital-control hypothesis in Section 6, and distill conclusions in Section 7.

2. Stratigraphy of the polar layered deposits

Both PLD are dissected by spiral troughs, which dominate the large-scale topography of the NPLD. The SPLD extend as far equatorward as ~70° S, and form a broad plateau from 70-82° S and 130-230° W (Fig. 1) [Kolb and Tanaka, 2001]. Several lines of evidence indicate that water ice comprises most of the PLD [Mellon, 1996; Nye et al., 2000; Bibring et al., 2004; Langevin, 2005; Zuber et al., 2007; Piqueux et al., 2008; Wieczorek, 2008]. Radar data suggest a <2% and <10% dust component by mass of within the NPLD and SPLD, respectively, and also reveal that the PLD are commonly 1-2 km thick [Picardi et al., 2005; Plaut et al., 2007; Phillips et al., 2008]. The SPLD likely harbors a buried CO₂ deposit comparable to the mass of CO₂ in the atmosphere [Phillips et al., 2011]. A collection of several beds discernable in visible images may produce a single reflection in the radar data; thus detailed stratigraphic study requires visible images of PLD
outcrops [Milkovich et al., 2009]. Unconformities pervade both PLD [Howard et al., 1982; Tanaka and Kolb, 2005], while faulting is rare [Byrne, 2009]. These parallels suggest that the NPLD and SPLD share a similar composition and origin. The two units differ, however, in stratigraphic context and age.

The NPLD unconformably overlie the Planum Boreum Cavi, which outcrops on the NPLD periphery and consists of beds of ice and locally cross-bedded sand [Herkenhoff et al., 2007]. A meter-thick, water ice residual cap unconformably overlies the NPLD and is seasonally draped by CO$_2$ and water frost [Tanaka et al., 2008; Byrne, 2009]. Few craters mark either PLD surface, particularly for the NPLD, whose surface age has been estimated at ~10$^5$ yr old or less [Herkenhoff and Plaut, 2000; Tanaka and Kolb, 2005; Banks et al., 2010]. In contrast, the population of relatively small craters implies a 10-100 Myr SPLD surface age [Herkenhoff and Plaut, 2000; Koutnik, 2002]. Pathare et al. [2005] suggested an age of several hundred Myr to $>$1 Gyr due to the removal of large craters by viscous relaxation. The SPLD base is roughly 6 km higher than that of the NPLD, and overlies Hesperian and Noachian surfaces, including the Dorsa Argentea Formation [Tanaka and Scott, 1987]. The SPLD are covered in places by an annually persistent CO$_2$ ice cap of a few meters thickness, and seasonal frosts of CO$_2$ and occasionally water [Byrne, 2009].

Several studies have used image analysis to construct conceptual models of large-scale SPLD accumulation. Byrne and Ivanov [2004] used the orientation of a widespread and prominent topographic bench to infer a domical structure. Milkovich and Plaut [2008] interpreted the SPLD to consist of three distinct units with different areal extents, which include (from stratigraphically highest to lowest) the Bench-Forming Layer sequence, a
distinct layered sequence termed the Promethei Lingula Layer sequence, and a buried unit inferred from radar observations [Plaut et al., 2007].

A number of theoretical studies have investigated connections between Mars’ climate and the growth of PLD stratigraphy. Toon et al. [1980], Cutts and Lewis [1982], and Jakosky et al. [1993, 1995] approached polar deposit evolution through one-dimensional energy balance models. More recently, Levrard et al. [2007] simulated PLD growth with meridional water vapor exchange calculated from a global circulation model, and parameterized dust activity; discrete beds formed with the aid of a sublimation dust lag effect. Models that involve dust can generally produce PLD beds in response to insolation variations, but have not been designed to reproduce the number, thickness, and albedo characteristics of beds at a particular location. Distinct beds could form in several ways, including through changes in the ice to dust ratio, variations in ice or dust grain size, or depositional hiatuses [Cutts and Lewis, 1982; Levrard et al., 2007]. Quasi-periodic forcing of ice deposition could result in ordering or clustering of bed thickness values. Noachian bedrock outcrops in Arabia Terra exhibit such periodicity: several outcrops possess narrowly distributed bed thicknesses, including a location in Becquerel crater where beds are topographically grouped in bundles [Lewis et al., 2008]. In addition to recording orbital forcing, trends in PLD bed thickness with depth could hold information on water or dust supply in different climate states and the influences of compaction and flow. For example, compaction should cause beds to thin with depth in a stratigraphic column due to increasing overburden.
Several previous studies have sought to identify an orbital signature in PLD stratigraphy, and image data acquired in the last decade has revealed the polar landscape in increasing detail. *Fenton and Herkenhoff* [2000] used photoclinometry and point-measurements of elevation from stereogrammetry using *Viking* images, as well as Mars Orbiter Laser Altimeter (MOLA) data, to identify beds between 10 and 100 m thickness in a single NPLD trough. Several investigators analyzed brightness profiles of the upper few hundred meters of the NPLD using higher-resolution Mars Observer Camera (MOC) images and MOLA topography, with the aim of capturing periodicity in the stratigraphic record. The interior troughs of Planum Boreum only expose this upper section of the NPLD, while larger sections are exposed closer to the perimeter *[Byrne, 2009].* *Laskar et al.* [2002] found a spectral peak at ~26 m in a MOC image, and tuned the time represented by the image brightness profile to the modeled insolation history in order to estimate ice accumulation rates. *Milkovich and Head* [2005], *Milkovich et al.* [2008], and *Perron and Huybers* [2009] assessed periodicity using the same datasets, but for a much larger suite of sites. Power spectra of NPLD brightness derived by *Milkovich and Head* [2005] and *Milkovich et al.* [2008] show peaks from 23-35 m wavelength in several images, but *Perron and Huybers* [2009] found that only a ~1.6 m wavelength signal consistently exceeds the red noise background common to PLD brightness spectra.

Correlation studies have also benefitted from increased image and topography resolution. *Fishbaugh and Hvidberg* [2006] used MOC images and MOLA topography to correlate two bed sequences within the upper 500 m of NPLD stratigraphy, and inferred that relative net ice accumulation rates varied by as much as a factor of two within each
sequence. *Kolb and Tanaka* [2001], *Malin and Edgett* [2001], and *Milkovich and Head* [2005] also report NPLD bed correlations across large distances. *Kolb and Tanaka* [2006] identified beds that were continuous over >150 km along canyon walls in Australe Sulci, while *Milkovich and Plaut* [2008] discontinuously correlated individual beds and bed sequences across the entire SPLD and found that individual sequence thicknesses varied by up to a factor of four over several hundred kilometers.

Relating the various unconformities with the SPLD to each other and the surrounding stratigraphy represents a prominent need for establishing stratigraphic relationships. SPLD unconformities range in elevation from 1500 to 3200 m, but have resisted correlation due to limited bed exposure stratigraphically above and below *Milkovich and Plaut* [2008]. In their study of the Promethei Lingula region, *Kolb and Tanaka* [2006] used mapping of bed orientations and unconformities to also infer three primary PLD accumulation periods separated by major hiatuses. Although at least one regional stratigraphic mapping study *Kolb and Tanaka* [2006] has established a framework for relating unconformities near one of our study sites (SP3), the intervening distance is too large to confidently correlate unconformities without extensive image analysis and is beyond the scope of this study.

Where High Resolution Imaging Science Experiment (HiRISE) [*McEwen et al.*, 2007] image pairs and MOLA altimetry data are available (below 87° latitude), stereogrammetry-derived digital elevation models (DEMs) have superseded the MOLA elevation dataset central to many of the aforementioned studies, and permit direct bed thickness measurements. A 400 m section of the upper NPLD [*Fishbaugh et al.*, 2010b]
shows undifferentiated sections, groups of fine beds (thicknesses 1-2 m) and dark, topographically prominent marker beds, so-named because similar beds have been observed to correlate over large distances [Malin and Edgett, 2001; Fishbaugh et al., 2010a]. Where appropriate we adopt the same bed classification, with the caveat that we do not evaluate whether the marker beds discussed herein are expressed elsewhere in the NPLD stratigraphy.

Beds within the SPLD are more uniform in albedo; the majority of the exposed stratigraphy has been mapped as a single layered unit, termed the Planum Australe 1 unit [Tanaka and Kolb, 2005]. The main correlated sequence [Milkovich and Plaut, 2008], the Promethei Lingula Layer sequence (after its type locality), also belongs to this unit. A relatively thin, overlying horizon has been distinguished by its pitted and knobby texture as the Planum Australe 2 unit [Tanaka and Kolb, 2005] and as the Bench-Forming Layer sequence [Milkovich and Plaut, 2008], after the horizon identified by Byrne and Ivanov [2004]. The work presented herein is focused on the Planum Australe 1 unit. Because beds within this unit lack textural or albedo differences with which to distinguish bed types, no facies-based stratigraphic columns are generated for the SPLD sites described herein. In contrast, the variability between the marker beds and fine bed sets in the NPLD enables mapping boundaries between these bed types. As noted by Byrne [2009], SPLD beds commonly form topographic benches, while in profile NPLD beds protrude less distinctly from trough slopes. As in the NPLD, some SPLD bed boundaries are gradational due to a combination of erosive and depositional processes (see Fishbaugh et al. [2010a]).
SPLD bed thickness and stratigraphic periodicity has garnered limited attention in previous work. Herkenhoff and Kirk [2001] derived bed thicknesses of ~10 m within the SPLD using MOC image photoclinometry, and suggested the presence of thinner beds. Byrne and Ivanov [2004] measured beds in Australe Mensa at several meters thick, while Milkovich and Plaut [2008] estimated bed thicknesses ranging from ~5-40 meters on the basis of ~17 m/pixel Thermal Emission Imaging System (THEMIS) images and MOLA topography. Milkovich et al. [2008] found a principal wavelength of 35 m in MOC image brightness at one SPLD location. Mars’ chaotic obliquity evolution limits inference of insolation prior to 10-20 Ma [Laskar et al., 2004], which likely precludes direct comparison of modeled insolation to SPLD stratigraphic columns. A periodic component to SPLD stratigraphy nonetheless remains possible.

This work presents stratigraphic columns and bed thickness distributions at two sites within the NPLD, as well as the first three bed thickness distributions within the SPLD at the scale of HiRISE image data. Because of the presence of undifferentiated sections limits the continuity of direct bed thickness measurements, and for comparison to previous analyses, we also perform spectral analysis of slope and image brightness to characterize the dominant spatial scales of bed organization.

3. Bed thickness measurement methods

3.1. Bed identification

With existing datasets, beds are definable using image brightness, meter-scale topography, or a combination of the two. Though previous studies of NPLD bed thickness have mostly utilized image brightness, this property has been demonstrated to vary with
lighting conditions, surface roughness, and the presence of frost or dust veneers [Fishbaugh et al., 2010a]. As an alternative method of bed delineation, high-resolution DEMs allow bed definition by breaks in slope in shaded relief maps, but the topographic irregularity from mantling deposits and erosive processes (including eolian modification, slumping, and sublimation pitting) is similar in magnitude to the stratigraphic thickness of the finest visible beds in the NPLD [Fishbaugh et al., 2010a]. Thus the topography does not consistently reveal distinct bed surfaces. In practice, light and dark bands observed in images are laterally continuous and commonly do coincide with slope transitions in the co-registered DEM. Consequently, in this study, where beds are apparent from image brightness but indistinct in shaded relief, we determine the brightness corresponding to the ledge (sub-horizontal surface) and slope of each bed as long as a locally high slope (in the DEM) occurs between the bright and dark bands (in the orthophoto). Where the beds are distinct in shaded relief, the shaded relief map is used to delineate bed ledges. The difference of successive ledges is taken as the apparent bed thickness (Fig. 2). We assume similar controls on image brightness of SPLD surfaces [Milkovich and Plaut, 2008] as has been investigated in the NPLD [Fishbaugh et al., 2010a], and that the topographic criteria used to identify bed ledges and slopes are equally applicable to beds in both PLD.

3.2. Image processing and DEM extraction

DEM’s are generated with methods similar to previous studies [Kirk et al., 2008; Lewis et al., 2008; Fishbaugh et al., 2010a]. HiRISE image resolution is typically 25 cm/pixel. Each pair of images undergoes radiometric calibration, correction for detector orientation and optical distortions, and mosaicking using the US Geological Survey’s
Integrated Software for Imagers and Spectrometers 3. Topography is derived from the images using BAE Systems’ SOCET SET following methods similar to Kirk et al. [2008] and Lewis et al. [2008]. The elevations of surface points common to each image are controlled using individual MOLA retrievals and gridded data. All DEMs possess residuals—the discrepancy between feature locations and their predicted locations based on the sensor model—with a maximum root-mean-square of 0.70 pixel. Initial DEM quality control entails plotting contours of the extracted topography over the source images to check alignment with the surface. Finally, one HiRISE image is ortho-rectified with respect to the DEM to correct the image for optical distortion. High-frequency vibrations unresolved by spacecraft orientation kernels cause decimeter-scale elevation discontinuities at CCD boundaries, and failure of the pixel correlation algorithm also contributes artifacts in limited regions, which are clearly visible in the shaded relief and avoided for analysis.

3.3. Correction for non-horizontal bed orientation

For each site, the orthophoto, DEM, and shaded relief map are examined concurrently (Fig. 2). An equidistant cylindrical projection centered on the latitude of the image is used at all sites. We measure bed orientation by fitting a plane to the bed ledge. Using the orthophoto and shaded relief map, the orientation of each discernable bed is measured by tracing a profile along the bed ledge, interpolating the DEM for elevation along the profile, and determining the best-fit plane using multiple linear regression. We fit the equation of a plane:

$$z = ax + by + c.$$  (1)
The dip azimuth ($\theta$) and magnitude ($\phi$) are determined from the regression coefficients using:

$$\tan(\theta + \pi) = \frac{b}{a}$$  \hspace{1cm} (2a)

$$\tan \phi = (a^2 + b^2)^{1/2}.$$  \hspace{1cm} (2b)

A bed ledge must have appreciable planform curvature or width to allow a well-constrained plane fit, so some beds do not permit meaningful orientation measurements. Therefore in moving up-section, we assume that a group of adjacent beds possesses a consistent orientation until a measurement higher in the stratigraphic section suggests a change in orientation. Any regression solutions for which the uncertainty in the fitted plane’s pole orientation exceeds $1^\circ$ are disregarded. Orientation information enables projecting the elevation of each bed ledge to a common stratigraphic reference frame. A dip correction yields the stratigraphic distance between bed ledges (i.e., derived true bed thickness).

Shallow topographic slopes enhance bed exposure; thus the effective stratigraphic resolution is generally finer than the typical 1 m horizontal resolution of the DEM and orthophoto. Consequently, any beds that escape detection would have to be much finer than a few decimeters in thickness [Herkenhoff et al., 2007; Lewis et al., 2008]. Topography has been modeled at five sites (Fig. 1 and S1-S5), based on the availability of HiRISE observations suitable for stereogrammetry, and the quality of bed exposure. Site-specific bed thicknesses and orientations are shown in Table 1. Stratigraphic sections are oriented to sample topographically distinct beds and to maximize section height.

**3.4. Bed thickness measurement error**
We consider error in bed thickness measurements from three sources: imprecise bed identification, uncertainty in bed orientation, and errors in the DEM (Table 2). To estimate the error in bed ledge identification, an independent investigator delineated bed ledges in previously measured locations at two sites (sites NP2 and SP1), which contained 30 beds with measured thicknesses from 1-12 meters (Fig. S6). Bed thickness measurements by different investigators using the plane differencing technique show no consistent trend in measurement error as a function of stratigraphic position. Although most beds less than 5 meters thick at site SP1 possess higher relative error than those at site NP2, this trend is inconsistent and may not be significant given the limited number of SP1 beds in that thickness scale range. We also conducted point measurements of true (dip-corrected) bed thickness over more than a kilometer laterally at these sites to characterize lateral bed thickness variability at the scale of stratigraphic horizon averaging. Both methods suggest a median relative uncertainty in bed thickness of about 10 percent owing to differences in where a bed ledge is sampled.

Surface roughness and bed ledge deviation from planarity contribute to uncertainty in a fitted plane’s orientation. We estimate the uncertainty in bed thickness arising from the planar fit using a Monte Carlo technique. For each group of beds assumed to share the same orientation, bed thickness is calculated using the subset of well-constrained orientation measurements. The average of the planar regression coefficients and their 1-σ confidence intervals are used to generate a population of 1000 normally distributed values of dip azimuth and magnitude (mean and standard deviation listed in Table 1). For each set of orientation angles, the bed thickness is calculated from the difference of stratigraphic
heights \( c \) in equation 1) for each ledge. We calculate the error as the standard deviation in thickness for each individual bed, as measured from the calculated population of orientations for the suite of beds. Our measurements show this relative magnitude of this error source to be \( \leq 1\% \) of bed thickness at all measured beds (Table 2).

An additional contribution to error in stratigraphic height results from errors in the DEM. The theoretical DEM vertical precision is a function of spacecraft position, image resolution, and pixel correlation error [see further Kirk et al., 2008; Fishbaugh et al., 2010a; Okubo, 2010], and is listed in Table 2 for each site. Although vertical precision at the study sites ranges from 0.4-0.9 m, we reduce the standard error by averaging stratigraphic height determined from equation 1 over at least 100 locations along a bed ledge, which reduces the error in ledge stratigraphic height by a factor of at least 10. Since bed thickness is determined using the difference of the upper and lower bed boundaries, the absolute error in thickness of each bed is determined using the following equation

\[
E_{t,i} = \sqrt{e_{a,UL}^2 + e_{a,LL}^2 + (e_{r,s} t_i)^2 + (e_{r,o} t_i)^2},
\]

where \( E_{t,i} \) is the absolute error in thickness in bed \( i \) with thickness \( t_i \), \( e_{a,UL} \) is the absolute in error upper bed ledge stratigraphic height, \( e_{a,LL} \) is the absolute error in lower bed ledge stratigraphic height, \( e_{r,s} \) is the relative error due to subjectivity in bed delineation, and \( e_{r,o} \) is the relative error due to uncertainty in bed orientation.

4. Stratigraphy and bed thickness within the PLD

4.1.1 Site NP2

Site NP2 (Fig. 1 and S1) occupies a trough wall with a rounded exposure of NPLD and relief in excess of 1 km. The exposed section lies within the Planum Boreum 1 unit
[Tanaka et al., 2008], which comprises most of the NPLD, and is near its periphery.

Bright frost, perhaps seasonal, obscures the highest beds at the site. An angular unconformity is present, and is extrapolated to a paraconformity within the measured section (Fig. 3); this may represent a period of erosion.

Three distinct sets of fine beds exist within the measured stratigraphic column. Structural measurements taken from the middle and upper fine-bedded sections indicate a consistent dip with an average magnitude of 0.6°. The lowermost thin bed set begins beneath the starting point of the column, and possesses a stratigraphic thickness greater than 45 m. Some beds of the lower thin bed set exhibit local slumping, but most remain intact; however, contacts between fine beds at the top of the set are gradational. Immediately above the lower fine bed set is a dark, topographically prominent marker bed, with some surface erosion. Undifferentiated sections bracket the middle fine bed set, which has a thickness of ~25 m. Following another undifferentiated section with partially obscured fine beds at the top, the top thin bed set proceeds upward for ~10 m before terminating in another undifferentiated section. As observed by Fishbaugh et al. [2010b] for site NP1, the bed types at site NP2 are sets of fine beds that alternate with thicker, darker marker beds, and undifferentiated sections. In places the undifferentiated sections show traces of smoothed fine beds [Fishbaugh et al., 2010a], while some sections bereft of apparent bedding might have been deposited as massive units. Bed thicknesses were directly measured where attainable, and compared to relative stratigraphic height within the measured section (Fig. 5a). All of the beds measured belong to fine bed sets, because of ambiguous marker bed boundaries. The directly measured beds all possess thicknesses
between 1 and 2 m, and are similar in thickness to the fine beds measured at site NP1 [Fishbaugh et al., 2010b]. The uppermost beds thin with depth, while the lowermost beds thicken with depth; however neither group contains enough beds for these trends to be statistically significant.

4.1.2. Site NP3

Site NP3 (Fig. 1 and S2) occupies a topographically complex region between two local highs. Thickness measurements and bed types were noted along the transect shown in Fig. S2. Structure measurements from beds in the lower and middle part of the transect, indicate a consistent dip with an average magnitude of 0.7°. As with sites NP1 and NP2, site NP3 lies within the Planum Boreum 1 unit [Tanaka et al., 2008]; the distance from site NP3 to the NPLD periphery is intermediate between the equivalent distances for NP1 and NP2 (Fig. 1). Small amounts of frost highlight particular beds, but other mantling deposits partially drape bed exposures. Some unit contacts are gradational, but many of the fine beds remain topographically well defined.

The stratigraphic column (Fig. 4) shows that four sets of fine beds are present, the lower two of which are each less than 10 m thick. The lower two fine bed sets are separated by an undifferentiated unit, which nonetheless contains a few faint, continuous horizons that appear to represent mantled fine beds. The upper two sets of fine beds possess similar collective thicknesses (~62 m for the lower, ~58 m for the higher). Except for the bottom fine bed set, all fine bed sets are overlain by an undifferentiated unit and then a marker bed above. Notably, the fine beds again cluster between 1 and 2 m thickness (Fig. 5b), whereas the marker beds form a distinct thickness population with thickness 3.0-3.6 m. Fine bed
thickness shows no trend with depth in the section. Measured bed thicknesses are comparable in magnitude to those at sites NP1 and NP2. The separation distances observed between marker beds (~74 m, ~67 m) are much greater than the 24-36 m separation distance which would correspond to the peak in spectral power at that wavelength noted by Milkovich and Head [2005] in many sections of the NPLD. Fishbaugh et al. [2010b] note that the 24-36 m separation distance corresponds to only half of the marker beds at site NP1.

4.2.1. Site SP1

Site SP1 (Fig. 1 and S3) occupies a trough in the interior of the SPLD [Tanaka and Scott, 1987]. The highest surface has a morphology similar to the broad, pitted surfaces of the Bench-Forming Layers (BFL) [Byrne and Ivanov, 2004] and exists within their mapped planview extent [Milkovich and Plaut, 2008], but all measurements at this site are made below the potential BFL horizon. The site contains over 20 beds exposed along the measured transect, and no angular unconformities are apparent. Structure measurements indicate a mean dip of 2.7°. We extracted measurements from two sets of locations along the transect, which are separated by a section where bedding is present but indistinct. The bed thickness distribution (Fig. 6a) shows a larger spread in bed thickness than observed for the NPLD sites, and a larger mean thickness. Bed thickness decreases non-monotonically with depth.

4.2.2. Site SP2

Site SP2 (Fig. 1 and S4) exhibits an outcrop with concentrically exposed beds, in the Ultimi Lobe near the margin of the SPLD [Tanaka and Scott, 1987]. This region, which
includes site SP3, is the principal zone of brittle deformation within the SPLD [Kolb and Tanaka, 2001; Murray et al., 2001; Milkovich and Plaut, 2008]; however no faults are observed at either of the study sites. Based on their planview location, the beds at these two sites belong exclusively to the PLL interpreted by Milkovich and Plaut [2008]. At site SP2, nine structure measurements show dip magnitudes ≤ 1.3° with widely varying azimuths; the well-constrained and small dip magnitude leads to a relatively small uncertainty in bed thickness measurements. The scatter in bed orientations results, at least in part, from the hummocky bed surfaces from which they are derived. A prominent angular unconformity intersect the study section near the transect area and likely transitions to a paraconformity within the measured section (Fig. S4). The thickness measurements show a similar spread in bed thickness compared to site SP1, but also include several beds with thickness greater than 20 m. As at site SP1, bed thickness decreases non-monotonically with depth (Fig. 6b); given the caveat of a small sample size, regression analysis indicates a significant association between depth and thickness at both sites SP1 (n=18, p=0.02) and SP2 (n=23, p=0.04).

4.2.3. Site SP3

Site SP3 (Fig. 1 and S5) also lies near the SPLD margin [Tanaka and Scott, 1987]. The site possesses substantial relief (>500 m) and generally well-exposed beds. Bed orientation measurements reveal structure not immediately obvious based on the image alone. The measured section possesses three groups of beds with different orientations. While dip magnitude ranges from 2.2-5.2° within the transect, dip direction varies markedly between, but not within, the three sections (Table 1). Although bed truncations
that would separate these sections are difficult to isolate in the image, we tentatively interpret each of these sections to be separated by angular unconformities based on the three distinct structural zones. We also note two more prominent angular unconformities, including one near the upper portion of the middle section (Fig. S5). The lower and upper sections show measured bed thicknesses ranging from 1 to 5 m, while the upper section ranges in bed thickness from roughly 5 to 27 m (Fig. 7). Bed thickness decreases with depth in the middle section, but increases with depth in the lower 50 meters. No robust trend in thickness is observed leading up to either unconformity.

5. Spectral estimates of PLD periodicity

5.1. Methods

In contrast to the direct measurements of bed thickness and the stratigraphic succession of bed types presented in the previous section, spectral analysis can be used to objectively infer the characteristic spatial scales associated with a stratigraphic section as a whole and can reveal scales of organization beyond the thickness of individual beds (e.g., Lewis et al. [2008]). We have performed spectral analysis of image brightness and slope profiles from each of the five study sites, using the multitaper method (Thomson, 1982), which limits leakage of spectral power into sideband frequencies. Brightness and slope are retrieved from the locations of the measured stratigraphic section at each site (Fig. S1-S5). Because multiple factors can influence surface brightness, we concurrently analyze slope derived solely from the DEM in order to determine if slope and brightness yield consistent results.
Climate time series commonly show enhanced power at low frequencies [Mann and Lees, 1996], a behavior mirrored by power spectra of PLD image brightness [Perron and Huybers, 2009]. Consequently, we evaluate the significance of spectral peaks with respect to a modeled red noise background, using the robust estimation technique of Mann and Lees [1996]. Red noise is modeled as a first-order autoregressive process

$$r_n = \rho r_{n-1} + w_n$$

where $r_n$ is red noise, $\rho$ is the lag-one autocorrelation coefficient, and $w_n$ is Gaussian white noise. The algorithm generates a modeled red noise spectrum from input data by (1) identifying and removing narrow-band peaks from the multi-taper power spectrum; (2) smoothing the power spectrum by replacing the power estimate at each frequency with the median of a window centered on that frequency; and (3) optimizing a red noise model, in the least-squares sense, for the remaining spectrum, for the lag-one autocorrelation coefficient and the average value of the spectrum. Confidence levels are computed assuming a $\chi^2$-distribution of spectral power with six degrees of freedom, where the degrees of freedom are proportional to the number of data tapers [Mann and Lees, 1996].

The brightness and slope data are corrected for topography and bed orientation, and sampled at 0.1 m$^{-1}$ frequency in the local stratigraphic reference frame. A linear trend is removed from the data and the derived spectra utilize three Slepian data tapers and a smoothing interval of 0.2 m$^{-1}$; derived spectra and confidence levels vary slightly using a reasonable range of these parameters, but remain qualitatively similar.

5.2. NPLD spectra
Power spectra from site NP3 show several peaks exceeding the 99% confidence level in both image brightness and slope (Fig. 8). Some peaks fall within the 1-σ range of measured bed thickness at the site, while others occupy shorter wavelengths. Power spectra at site NP2 show similar characteristics, with the brightness spectrum showing one peak at slightly longer wavelength than the 1-σ range of bed thickness at that site. When the sampling is restricted to portions of the stratigraphy which contain only fine beds, the most power is associated with beds that fall within the 1-σ range of measured bed thickness at both sites NP2 and NP3, and the spectral peaks are significant at the 99% confidence level (Fig. 9). This directly demonstrates the correspondence between a significant peak in spectral power and a direct thickness measurement in the PLD, a relationship suggested in previous studies [Perron and Huybers, 2009; Fishbaugh et al., 2010b]. Notably, the peak in spectral power associated with the repeating thickness of fine beds is much less conspicuous in a typical stratigraphic section that contains fine beds, marker beds, and undifferentiated sections. No repeating scale of bed organization greater than the 1-σ range of measured bed thicknesses is observed.

5.3. SPLD spectra

Power spectra of slope and brightness in the SPLD reflect the broad range of measured bed thicknesses. Figure 10 shows a representative power spectrum of slope for the measured stratigraphic section at site SP1. Only one peak exceeds the 99% confidence level. The direct bed thickness measurements do not show clustering around this peak, but rather span a range of greater thicknesses. This may result from difficulty in identifying bed boundaries in limited portions of the section. Power spectra of slope and brightness at sites
SP2 and SP3 (middle section) likewise show no dominant spectral peak; several peaks exceed the 99% confidence level, but show little correspondence to the measured 1-σ range of bed thicknesses at those sites. The SPLD power spectra confirm direct thickness measurements, which imply that the SPLD sites lack a repeating bed thickness.

Several derived power spectra contain peaks at long wavelengths from 30-250 m. These features could arise from large-scale changes in composition or surficial modification. However, the stratigraphic length-scales of the measured transects, at a few hundred meters, are too short to assert the periodicity of long-wavelength features. Therefore, although long-wavelength features do contribute to the spectral signatures of slope and brightness, they do not represent repeating stratigraphic features at the scales of probed by this study. In the specific context of identifying periodic signals in the stratigraphy, it is important to look for signals at similar wavelengths in different records because even a random signal will occasionally exceed the background. However, long-wavelength peaks are not observed to occur at the same wavelengths in either slope or brightness at any of the study sites, and do not correlate between sites. In contrast, the spectral signal of fine beds is observed in slope and brightness records at both NPLD sites, and the wavelength of the fine bed signal is much shorter than all stratigraphic record lengths.

6. Discussion

The stratigraphic columns and bed thickness measurements presented herein and in Fishbaugh et al. [2010b] suggest that beds of 1-2 m thickness are common within the Planum Boreum 1 unit of the NPLD. Taken together, the thickness of fine beds at sites NP2
and NP3 is consistent with a normal distribution at a 95% confidence level via the Kolmogorov-Smirnov test, comparing the observed distribution ($n = 39$) to a theoretical one with the same mean and variance [Lilliefors, 1967]. While fine bed thickness is tightly distributed, the fine bed package thickness varies considerably. The moderate side slopes of the PLD troughs strongly enhance stratigraphic resolution to a typical sample interval of ~10 cm, in principle allowing our analysis to detect periodic signals with a stratigraphic wavelength as short as ~20 cm. The reduced spectral power at these short wavelengths implies that any beds thinner than the thinnest measured here—1.0 m for the NPLD, 1.4 m for the SPLD—must be several times thinner [Herkenhoff et al., 2007].

Marker bed thickness, fine bed set thickness, and the separation distance between marker beds are less consistent than fine bed thickness, also in agreement with the findings of Fishbaugh et al. [2010b] for site NP1. Wavelet analysis of MOC images of the upper NPLD commonly indicates thinning with depth [Perron and Huybers, 2009], and Fishbaugh et al. [2010b] suggested that beds at site NP1 show a weak marker-bed thinning trend with depth. Among NPLD bed thickness measurements presented here, the only observed trend is a weak thinning with depth of the fine beds at site NP3. All of the SPLD sites show non-monotonically decreasing bed thickness with depth. The large magnitude of the thickness difference (a factor of several) between beds near the top of these sections versus beds near the bottom, as well as the trend’s reversal in the middle section of site SP3, argues against compaction serving as the dominant thinning mechanism. Rather, we speculate that the trends in thickness in the SPLD sections result from changes in deposition rates or bed preservation potential.
The beds of 1-2 m have been confirmed to correspond to the rise in spectral power above a modeled red noise background at ~1.6 m wavelength in several MOC images of the NPLD [Perron and Huybers, 2009], as suggested by Fishbaugh et al. [2010b]. The consistent thickness of individual fine beds across several columns is suggestive of a quasi-periodic control on fine bed thickness for the NPLD. Whether the consistent thickness of fine beds is related to self-organization within the Mars climate system, or to external forcing on orbital or sub-orbital [Weedon, 2003] timescales, represents an important and unresolved question. Numerous terrestrial sedimentary environments show high-frequency cycles in stratigraphy that may result from intrinsic organization [Einsele et al., 1991]. Alternatively, Levrard et al. [2007] suggested that several beds could form during one orbital cycle, particularly if ice and dust are sourced from multiple reservoirs. The meter-scale beds are considerably finer than those produced by the climate model of Levrard et al. [2007], in which beds are emplaced in response to orbital cycles and range in thickness from 10 to 80 meters. However, influences on bed characteristics from local topography, seasonal effects, dust cycles [Levrard et al., 2007], and the distribution and evolution of shallow subsurface ice at lower latitudes [Boynton et al., 2002; Schorghofer, 2007] remain to be considered in future models.

SPLD bed thickness measurements show much greater variability than corresponding measurements for the NPLD (Fig. 11), and the SPLD beds lack the morphologic and albedo differences that distinguish fine beds from marker beds in the NPLD. The large variance in bed thickness either argues against periodic forcing for generating the stratigraphy at the SPLD sites, or alternatively suggests that processes
inherent to bed generation overwhelmed any orbital forcing of ice and dust cycles. The large difference in stratigraphic exposure age implied by surface exposure ages [Herkenhoff and Plaut, 2000; Koutnik et al., 2002; Tanaka et al., 2008] likely has some influence on exposed stratigraphy, and could render fine beds relatively more susceptible to being obscured in the SPLD compared to the NPLD. However, partially obscured fine bed sets are uncommon in the measured SPLD sections, and the overall SPLD bed thickness distribution (Fig. 11) does include beds as fine as 1.8 m. Therefore, while we cannot rule out such processes, the observed stratigraphy does not obviously imply obscuring or amalgamation of fine beds.

Additional sites within the SPLD may yet reveal a class of beds similar to the fine beds at sites NP1, NP2, and NP3; sites SP2 and SP3 are located close to the margin of the SPLD and represent basal exposures. However, no evidence is found to suggest a change in the character of stratigraphy with depth or geographic location within the SPLD comparable to the difference between the NPLD and the Planum Boreum Cavi [Tanaka and Kolb, 2001].

Spectral analysis confirms the quasi-periodicity of fine beds in the NPLD. Several factors influence the brightness of the polar layered deposits, including roughness, outcrop-scale slope, and surficial modification [Fishbaugh et al., 2010a]. It would be surprising if brightness were independent of bed properties, including ice grain size and dust fraction. The extrinsic influences on brightness may thus complement, rather than completely overprint, compositional signals recorded in the remotely observable stratigraphy. If repeating patterns in brightness do occur and can be linked to independent measurements of
bed or unit thickness, as has been done in this study, then it seems likely that the signals in image brightness reveal bed properties. The brightness variations most likely reflect (1) slope variations dictated by the stratigraphy itself, or (2) intrinsic variations in bed albedo. Measurements of bed thickness, coupled with spectral analysis of brightness and slope, demonstrate that quasi-periodic bed sequences occur at multiple locations in the NPLD, and that in these areas brightness variations are unlikely to be an artifact of roughness, frost, or outcrop-scale slope. This suggests that fine bed sets within the PLDs are recording repeating events that have similar outcomes for the accumulation of ice and dust. In contrast, power spectra of slope and brightness show no consistent wavelength of stratigraphic organization at three SPLD sites, an observation that is also consistent with direct bed thickness measurements.

With a dataset expanded to include bed thickness measurements for three sites within the NPLD and three additional sites within the SPLD, the emerging picture indicates that the only discernable periodicity within the PLD is the consistency for fine bed thickness within the NPLD, a result consistent with previous analyses of the NPLD [Perron and Huybers, 2009] that is confirmed here with higher-resolution data. This interpretation is consistent with the SPLD sites analyzed here, which contain no bed-controlled, quasi-periodic signals, but other SPLD sites imaged by HiRISE do occasionally possess adjacent beds which appear fine and of potentially similar thickness (e.g., images PSP_004707_0990 and ESP_014360_0985). These locations also include basal exposures of the SPLD, as at sites SP2 and SP3. Such locations warrant further investigation with high-resolution topographic data, as apparent bed thickness can be deceptive without
detailed analysis to account for bed orientation and topographic exposure. If fine bed sequences are major components of the stratigraphy at other SPLD sites, this would suggest lateral variability in SPLD fine bed accumulation, as such sequences are not observed at the sites studied here. Such a result would contrast with the NPLD stratigraphy, in which thickness of individual stratigraphic horizons varies longitudinally [Fishbaugh and Hvidberg, 2006] but the facies types appear consistent across large distances; however, a spotty distribution of fine beds in the SPLD would be consistent with the finding that the large-scale stratigraphy of the SPLD reflects regional variation in net accumulation [Milkovich and Plaut, 2008]. If, as suggested by sites SP1-SP3, fine bed sequences are generally rare in the SPLD, it may represent a fundamental difference between the accumulation history of the NPLD and SPLD.

Future observations extending beyond the spatial scale of this study may alter or lend support to this trend. PLD stratigraphy has been shown to correlate laterally within portions of the NPLD [Fishbaugh and Hvidberg, 2006], but not yet at the scale of fine bed sets [Fishbaugh et al., 2010b]. Moreover, controls on the slope of PLD surfaces remain largely unexplored. Estimates from radar, gravity, and topography data indicate a dustier bulk composition for the SPLD than for the NPLD. We speculate that the difference in bed prominence may owe in part to dust content. If so, the departure of trough topography from a stair-stepped profile could be used to constrain bed composition [Byrne et al., 2011].

7. Conclusions

This study presents two quantitative stratigraphic columns of the NPLD, the first three bed thickness profiles of the SPLD using HiRISE data, and refined spectral estimates
of PLD brightness and slope using high-resolution digital elevation models.

Observations at three sites—separated from each other by hundreds of kilometers—suggest consistent stratigraphic characteristics of the NPLD at 1-meter horizontal resolution. Direct measurements of bed thickness show that beds 1-2 m thick are common at all three NPLD sites. Marker beds, distinguished by their topographic prominence and low albedo, exhibit thicknesses with greater mean and comparable variance. Neither the thickness of fine bed sets nor the separation distance of marker beds within the NPLD have characteristic values. Using the criteria of topographic prominence and albedo, the SPLD sites show only one type of bed, and the bed thickness shows greater mean and variance than observed for the NPLD fine beds. Data show little evidence for bed compaction at any site, nor waning bed thickness near unconformities. The consistent thickness of fine beds within the NPLD currently represents the only evidence for a quasi-periodic component of PLD stratigraphy.
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Tables
<table>
<thead>
<tr>
<th>Site</th>
<th>Location</th>
<th>Figures</th>
<th>Bed thicknesses measured</th>
<th>Mean bed thickness and std. dev. (m)</th>
<th>Mean dip azimuth and error (°)</th>
<th>Mean dip magnitude and error (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP2</td>
<td>85.1°N, 143.1°E</td>
<td>3, 5a, 9ab, S1</td>
<td>12</td>
<td>1.7 (0.3)</td>
<td>79.6 (0.7)</td>
<td>0.6 (0.1)</td>
</tr>
<tr>
<td>NP3</td>
<td>84.4°N, 253.1°E</td>
<td>4, 5b, 8, 9cd, S2</td>
<td>30</td>
<td>1.8 (0.6)</td>
<td>40.5 (0.3)</td>
<td>0.8 (0.1)</td>
</tr>
<tr>
<td>SP1</td>
<td>86.1°S, 172.0°E</td>
<td>6a, S3</td>
<td>18</td>
<td>5.7 (3.1)</td>
<td>73.2 (1.3)</td>
<td>2.7 (0.3)</td>
</tr>
<tr>
<td>SP2</td>
<td>76.2°S, 134.5°E</td>
<td>6b, S4</td>
<td>23</td>
<td>1.8-46.3 (range)</td>
<td>14.5-354.5 (range)</td>
<td>0.2-1.3 (range)</td>
</tr>
<tr>
<td>SP3</td>
<td>73.1°S, 133.5°E</td>
<td>2, 7, S5</td>
<td>25</td>
<td>12.2 (7.8)</td>
<td>36.9 (1.6) 226 (0.4) 4.0 (0.5) 4.7 (0.5) 3.8 (0.4) 2.5 (0.3)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Summary of bed thickness and orientation data.
<table>
<thead>
<tr>
<th>Site</th>
<th>DEM vertical precision (m)</th>
<th>Bed profile standard error from DEM (100 meas.) (m)</th>
<th>Bed thickness standard error from DEM (m)</th>
<th>Median relative error due to bed orientation (%)</th>
<th>Estimated relative error in bed ledge identification (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP2</td>
<td>0.5</td>
<td>0.05</td>
<td>0.07</td>
<td>0.2</td>
<td>10</td>
</tr>
<tr>
<td>NP3</td>
<td>0.4</td>
<td>0.04</td>
<td>0.06</td>
<td>0.1</td>
<td>10</td>
</tr>
<tr>
<td>SP1</td>
<td>0.7</td>
<td>0.07</td>
<td>0.09</td>
<td>0.7</td>
<td>10</td>
</tr>
<tr>
<td>SP2</td>
<td>0.4</td>
<td>0.04</td>
<td>0.05</td>
<td>0.3</td>
<td>10</td>
</tr>
<tr>
<td>SP3</td>
<td>0.5</td>
<td>0.05</td>
<td>0.08</td>
<td>Sect. 1 1.0</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sect. 2 0.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sect. 3 1.0</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.** Contributions to bed thickness measurement error at each site.
Figure 1. Locations of study sites in the polar regions of Mars. Base image is color-coded, shaded relief of Mars Orbiter Laser Altimeter (MOLA) topography. (A) NPLD sites. NP1 has been analyzed by Fishbaugh et al. (2010b). Sites NP2 and NP3 are analyzed herein. (B) SPLD sites SP1, SP2, and SP3.
Figure 2. Illustration of bed thickness measurement technique, using a single bed at site SP3. Pixel values are extracted along white profile lines, which delineate bed ledge surfaces. (A) Orthophoto produced using HiRISE image ESP_013277_1070. (B) Digital elevation model, which shows that right profile samples the lower bounding surface, and left profile samples the upper bounding surface. (C) Slope map. Bed risers possess relatively high slopes (red-orange), while bed ledges possess relatively lower slopes (blue-green).
Figure 3. Stratigraphic section of site NP2. Fine bed sequences are shaded white, undifferentiated units gray, and marker beds black. At right, the corresponding portion of orthorectified image PSP_010014_2650. Black lines demarcate unit contacts. White dashed line demarcates tentative marker bed contact. Sawtooth lower boundary on stratigraphic column indicates that fine beds continue below the lower edge of the image. Black dashed line shows extrapolated location of paraconformity (see Fig. S1). Maximum horizontal scale of image is approximately 500 m.
Figure 4. Stratigraphic section of site NP3. Column shading matches that in Fig. 3. At right, the corresponding portion of orthorectified image PSP_010004_2650. Black lines demarcate contacts. White line indicates measurement transect. Maximum distance across image is approximately 5.5 km.
Figure 5. Relative stratigraphic height versus bed thickness for NPLD stratigraphic sections. (A) Site NP2. The number of thickness measurements represents the number of directly measured beds; many other beds are present, but are more poorly exposed or more highly eroded. (B) Site NP3. The three beds with thickness greater than 2 m are all marker beds; the rest belong to fine bed units.
Figure 6. Relative stratigraphic height versus bed thickness for (A) site SP1, and (B) site SP2.
Figure 7. Relative stratigraphic height versus bed thickness for site SP3. (A) Upper section; (B) middle section; (C) lower section. Sections are grouped by bed orientation.
Figure 8. (A) Detrended image grayscale values for the stratigraphic transect at site NP3. (B) Power spectrum of data in (A). Shaded portion corresponds to 1-σ range of bed thickness measurements at same site. (C) Detrended slope, same location and reference frame as (a). (D) Power spectrum of data in (C). Shaded portion corresponds to 1-σ range of bed thickness measurements at the same site.
Figure 9. (A) Detrended image grayscale values for a section of fine beds at site NP2, in a stratigraphic reference frame corrected for topography and bed orientation. (B) Power spectrum of data in (A). Shaded portion corresponds to 1-σ range of bed thickness measurements at site NP2. (C) Detrended image grayscale values for a section of fine beds at site NP3, in stratigraphic reference frame. (D) Power spectrum of data in (C). Shaded portion corresponds to 1-σ range of bed thickness measurements at site NP3, including fine beds and marker beds.
Figure 10. (A) Detrended slope for the stratigraphic transect at site SP1. (B) Power spectrum of data in (A). Shaded portion corresponds to 1-σ range of bed thickness measurements at same site.
Figure 11. Summary of bed thickness measurements for sites within (A) the NPLD, binned at 0.25 m intervals, and (B) the SPLD, binned at 1 m intervals.
Figure S1. Site NP2. A 1 m-resolution digital elevation model is superimposed on orthorectified HiRISE image PSP_010004_2650 (stereo pair: image PSP_010374_2650). White line denotes location of stratigraphic transect. Arrows denote an angular unconformity, which is extrapolated to a paraconformity within the transect (see Fig. 3).
Figure S2. Site NP3. A 1 m-resolution digital elevation model is superimposed on HiRISE orthorectified HiRISE image PSP_010014_2645 (stereo pair: image PSP_010198_2645). White line denotes location of stratigraphic transect.
Figure S3. Site SP1. A 1 m-resolution digital elevation model is superimposed on orthorectified HiRISE image PSP_005076_0940 (stereo pair: image PSP_005207_0940). White line denotes location of stratigraphic transect.
Figure S4. Site SP2. A 1 m-resolution digital elevation model is superimposed on orthorectified HiRISE image PSP_005458_1035 (stereo pair: image PSP_005682_1035). White line denotes location of stratigraphic transect. Arrows denote an angular unconformity.
Figure S5. Site SP3. A 1 m-resolution digital elevation model is superimposed on HiRISE image ESP_013277_1070 (stereo pair: image ESP_013145_1070). White line denotes location of stratigraphic transect. Tick marks separate the lower, middle, and upper sections, in which beds are grouped by orientation. We tentatively interpret these three sections to be separated by low-angle two angular unconformities. Arrows denote two other prominent unconformities.
Figure S6. (A-B) Bed thickness data at sites NP2 and SP1, as measured by two different investigators. (C) The relative error for the combined set of measurements. Median relative error shown with dashed line.
Chapter 6: Conclusion

Meandering rivers exhibit a rich suite of interactions between flow, sediment transport, and topography that continues to motivate a large body of empirical and theoretical work [Seminara, 2006]. Yet apart from the processes occurring within meandering channels, the complex boundary geometry of evolving river meanders and their surrounding environment represents a key issue for predicting landscape evolution and stratigraphic development. As understanding of the underlying physical controls on meander evolution continues to develop, a robust framework also is needed to explore long-term model implications. Chapter 2 illustrates how interactions between meandering channels and their surrounding bank materials exert a fundamental control on landscape and stratigraphic evolution—and that numerical model predictions of this evolution can be highly sensitive to underlying numerical methods for tracking channel evolution.

Gradients in river properties such as flow velocity and bed topography are often relatively small in the along-stream direction, but the corresponding gradients in channel and valley properties in the transverse direction are much stronger. This disparity, combined with the evolving river bank geometry, underlies the difficulty of tracking bank-material properties—even utilizing a relatively simple, geometrically based model for channel evolution [Howard and Knutson, 1984]. The methods for tracking bank-material properties developed and employed in this thesis offer new insights into the geologic timescale implications of longstanding conceptual models of valley evolution [e.g., Davis, 1909]. In particular, Chapters 3 and 4 offer new, quantitative predictions for how meandering rivers generate large-scale valley topography and develop terraces as a
function of river kinematics, channel geometry, and bank-material properties. By
delineating the conditions under which particular valley and terrace types are likely to form
by meandering under constant external forcing, these studies offer a framework for
targeting field investigations to valleys where climate and tectonic signals are less likely to
be confounded by intrinsic patterns of landscape evolution.

In order to isolate the fundamental behavior of a migrating and vertically incising
meandering river—and most importantly, to treat the planform dynamics over geologic
timescales—the model that underlies the numerical experiments in Chapters 2-4 is highly
simplified. Several possibilities exist to incorporate additional complexity—for example,
by explicitly tracking sediment fluxes and by employing dynamic models for vertical
incision. Advances in understanding hydraulics, sediment transport, and erosion in alluvial
and bedrock rivers may yield improved models for of short-term channel planform
dynamics. Relating these short-timescale dynamics to long-term valley evolution will help
to fingerprint how rivers translate, preserve, and destroy external signals [Jerolmack and
Paola, 2010].
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