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ABSTRACT

Analysis of the data from the Heavy Nuclei Experiment on the HEAO-3
spacecraft has yielded the cosmic ray abundances of odd-even element pairs

with atomic number, 7, in the range 33<7Z <80, and the abundances of broad

element groups in the range 82 <7 <83, relative to iron. These data show that
the cosmic ray source composition in this charge range is quite similar to that
of Lhe solar system, provided an allowance is made for a source fractionation
based on first ionization potential. The observations are inconsistent with a
source composition which is dominated by either r-process or s-process
material, whether or not an allowance is made for first ionization potential.
Although the observations do not exclude a source containing the same mix-
ture of r- and s-process material as in the solar system, the data are best fit
by a source having an r- to s-process ratio of 1.22*J%P, relative to the solar
system. The abundances of secondary elements are consistent with the leaky
box model of galactic propagation, implying a pathlength distribution similar

to that which explains the abundances of nuclei with Z<29.

The energy spectra of the even elements in the range 38<Z7<60 are found
to have a deficiency of particles in the range ~1.5 to 3 GeV/amu, compared to
iron. This deficiency may result from ionization energy loss in the interstellar
medium, and is not predieted by propagation models which ignore such losses.
In addition, the energy spectra of secondary elements are found to be
different to those of the primary elements. Such eflects are consistent with
observations of lighter nuclei, and are in qualitative agreement with galactic
propagation models using a rigidity dependent escape length. The energy
spectra of secondaries arising from the platinum group are found to be much
steeper than those of lower Z. This effect may result from energy dependent

fragmentation cross sections.
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Chapter 1

Introduction

1.1. Cosmic Rays

By measuring the discharge rates of electroscopes carried aloft in bal-
loons, Hess (1912) first demonstrated the presence of an extraterrestrial
source of ionizing radiation. This radiation is now known to consist almost
entirely of charged particles whose sources lie beyond the scolar system, and
hence the name: cosmic rays. These particles have been observed with kinetic
energies from ~107eV to ~10% eV, and are comprised of 98% protons and
heavier atomic nuclei, with the remainder being electrons and positrons. The
nuclear component is stripped of atomic electrons at all but the lowest ener-
gies, and at 1 GeV/amu consists of roughly 87% hydrogen, 12% helium, and 17%
heavier nuclei (Simpson, 1983).

Cosmic rays appear to be a pervasive feature of the Galaxy, and in the
interstellar medium have an energy density similar to that of starlight (~1 eV
cm™3). From measurements of the abundance of the radioactive isotope '°Be,
their mean lifetime is inferred to be ~10 million years (Wiedenbeck and

Greiner, 1980).

Cosmic rays provide one of the few direct samples of material from
beyond the solar system, and thus their composition provides an important
clue to the chemical composition of the Galaxy as a whole. This thesis reports
a new measurement of the abundances of cosmic ray elements with atomic
number, Z, greater than 33. For historical reasons, nuclei heavier than helium
are classified in groups: nuclei with Z > 30 are referred to as “ultraheavy",
while those with 21<Z<30 are "very heavy”, those with 10<Z<20 are "heavy",
those with B<Z<9 are "medium", and those with 3<Z<5 are "light". Ultraheavy
cosmic rays were first observed in a study of particle tracks in meteorites

(Fleischer et al., 1967).
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1.2. A Model of Cosmic Ray Origin and Propagation

The results of this thesis will be discussed in the context of a standard
model of cosmic ray origin, acceleration, and propagation. This model
represents an explanation of the observed abundances and energy spectra of
the nuclei up to and including iron, and is in reasonable agreement with those
data. It has been developed over a considerable period of time by a number of

investigators, and has gradually evolved as new data became available.

The first step in this model is nucleosynthesis, in which nuclear reactions
within astrophysical objects synthesize heavy nuclei from precursor material.
Later, the synthesized material is injected into an astrophysical particle
accelerator. Injection may occur by the expulsion of material from objects
such as novae or flare stars, or it may occur directly from the interstellar
medium. It may also involve the ionization of neutral atoms, which in turn

may result in a fractionation of the less easily ionized elements.

Following acceleration to relativistic velocities, the particles diffuse in the
galactic magnetic field, occasionally colliding with atoms in the interstellar
medium. These high energy interactions result in the fragmentation of the
original nuclei {primaries) to form lighter nuclei (secondaries), and thus
change their relative abundances. The combination of diffusion and fragmen-

tation is referred to as galactic propagation.

Following propagation in the interstellar medium, and their passage into
the heliosphere, the cosmic rays diffuse in the interplanetary medium. The
diffusion of particles with rigidities g4 GV into the inner solar system is
strongly dependent on the solar wind speed and the density of magnetic irre-
gularities in the interplanetary medium, which in turn depend on the degree
of recent solar activity; hence the term "solar modulation”. At higher rigidi-
ties, the flux of cosmic rays at earth is unaffected by the interplanetary

medium.

The final part of the journey involves propagation in the Earth's magneto-
sphere and through any residual atmosphere above the detector. The

geomagnetic field shields large areas of the upper atmosphere from lower
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energy particles (e.g. Fermi, 1940). Particles with rigidities below a particular
cutoff value are unable to completely penetrate the magnetosphere and are
thus not observed. This geomagnetic cutoff depends on the magnetic latitude
of the detector, the arrival direction of the particle in question, and the
height of the detector above the surface, and has a maximum value of ~80 GV
near the equator, for positive particles arriving from the east. The removal of
low energy particles by the geomagnetic cutoff greatly modifies the observed
rigidity spectrum.

Alternatives to this standard model do exist. For example, some workers
believe that there is evidence for reacceleration of the cosmic rays after they
have been propagating for some time. This idea naturally extends to continu-
ous acceleration, in which the acceleration of particles occurs everywhere in
the interstellar medium. At present the experimental data are insufficient to

distinguish between the standard model and these alternatives.

Those parts of the standard model leading up to a particle's arrival in the
outer heliosphere (i.e., nucleosynthesis, injection, acceleration, and galactic

propagation) will now be described in more detail.

1.2.1. Nucleosynthesis of Ultraheavy Elements

The most popular theories of cosmology predict that the early universe
contained almost no nuclei heavier than helium. However, the modern
universe contains substantial quantities of heavy elements: on earth and
other planets, in the sun, and in other stars and galaxies. The nucleosyn-
thesis required for this chemical evolution is believed to have occurred within
stars, and the theory was systematized in the historic work of Burbidge, Bur-
bidge, Fowler and Hoyle (1957). The understanding of the processes responsi-

ble for nucleosynthesis is a major goal of cosmic ray studies.

The fusion of light nuclei to make heavier ones is a generally exothermic
process up to %Fe, provided that the reactants have sufficient kinetic energy
to overcome the Coulomb barrier. Thus a sufficiently massive star will proceed

through the stages of hydrogen, helium, carbon, neon, oxygen, and silicon
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burning before forming a core composed mostly of *®Fe, then collapsing and
exploding as a Type 1l supernova (e.g. Clayton, 1968). Less massive stars are
unable to develop the extreme temperatures needed to burn the heavier
nuclei and do not reach the supernova phase. In a supernova, further
nucleosynthesis occurs as the shock wave moves out through the outer layers

of the star, and the local interstellar medium is subsequently enriched in the
heavy elements contained in the ejected material. Later, new star formation
makes this material available for further processing and the chemical compo-

sition of the galaxy as a whole evolves towards the heavier elements.

The existence of elements much heavier than iron in the solar system
requires the operation of additional nucleosynthesis processes. Burbidge et
al. (1957) proposed two extreme neutron capture processes which are able to
synthesize most heavy nuclei observed in the solar system. In the "s", or slow
neutron capture process, a seed nucleus is allowed to capture neutrons until
an unstable species is formed. The time between successive captures is
sufficiently large that this nucleus undergoes B decay, raising its charge, Z,
before a further neutron capture occurs. The time scale for neutron capture
is set by the B decay lifetimes which are mostly less than 100 years. The
nuclei made in the s-process lie on a path in the valley of stability on a (Z,N)

diagram.
The relative abundances of neighboring s-process nuclei are controlled

by their neutron capture cross sections. In the case of an exponential neu-

tron flux distribution,
Naga = Na—10a—y + KNpy, (1.1)

where K is chosen to fit the observed abundances of pure s-process nuclei in
the solar system, N, is the abundance of the nucleus of mass number A, and o,
is the neutron capture cross section of that nucleus. Although refinements
are needed to precisely explain the solar system abundances, this simple
model fits the data in a qualitative way. From (1.1), we see that the nuclei with
the smallest capture cross sections will be produced in the greatest abun-

dance by the s-process. These are the "magic" nuclei, for which either the
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proton number, Z, or the neutron number, N, have the values 50, 82 or 126.
The heaviest nucleus that can be synthesized by the s-process is ?°®Bi, since
the next nucleus on the s-process path, ?'°Bi, decays by alpha emission with a

5 day half life, and thus breaks the chain.

Not all nuclei observed in the solar system can be synthesized by the s-

process, and in particular none of the actinides can be made in this way. At
the oppsite extreme is the alternative rapid, or r-process. In this case the
seed nuclel are exposed to such a large neutron flux that there is insufficient
time for decay back to the valley of g-stability. A given nucleus captures neu-
trons without decaying until equilibrium is reached between the (n,7) rate and
the inverse (7,n) rate, at the neutron drip line. Eventually a 8 decay occurs,
increasing Z. During the neutron exposure, the nucleosynthesis path lies far
from the valley of stability, and the nuclei decay back towards the valley when
the neutron flux falls. It is now recognized that the r-process is an extreme
case of a more general n-process, in which the neutron flux is insufficient to
reach the (,n) equilibrium point, while still well beyond the valley of stability.

This relaxes the constraints on the astrophysical site somewhat.

These neutron capture processes require a neutron source. In the s-
process, a likely candidate is **Ne(a.n)®Mg, among others (Truran and Iben,
1977), and spectroscopic observations have shown that s-process products
exist in the outer regions of red giant stars. The site of the r-process is less
certain but the extreme conditions necessary require a cataclysmic event,
possibly a supernova or black hole-neutron star collision, for example

(Schramm 1982 and references therein).

At present it is impossible to calculate the abundances produced by the
r-process with precision because the capture cross sections and lifetimes of
nuclei with such large neutron excesses have not been measured. Instead,
abundances of r-process nuclei are usually estimated by subtracting the
results of an s-process calculation from a set of measured abundances, such
as the measured composition of the solar system, and assuming that the

difference represents the r-process contribution. Figure 1.1 plots the results
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of such a decomposition, performed by Fixsen and given in the appendix of
Binns et al. (1985). Of particular note are the abundance peaks in the Z = 50-
58 region and Z = 76-82 region: the elements s¢Ba and gzPb are mainly syn-
thesized in the s-process, while 52Te, s4Xe and ;40s—3gPt are mainly syn-
thesized in the r-process. A few rare nuclei can only be synthesized by proton

capture and have been excluded from the abundances shown.

It is possible that the particular sets of r and s-process abundances
derived for the solar system also describe the results of galactic nucleosyn-
thesis 1n general, and thus represent a universal set of these abundances.
Measurements of the abundances of heavy and ultraheavy elements in the
cosmic rays have so far indicated a source composition which is broadly simi-
lar to that of the solar system, but with some detailed differences which are
not well understood (Binns et al., 1984). A goal of the work described in this
thesis is to improve the measurements of the cosmic ray abundances of as
many elements as possible so that the nature of galactic nucleosynthesis may

be better understood.

1.2.2. Injection

There is considerable evidence that elements with high first ionization
potential (FIP) are suppressed in the cosmic rays relative to those with low
first ionization potential. This FIP fractionation may be caused by an injection
mechanism which requires charged particles rather than neutral atoms. Such
a mechanism has been found to operate in the solar corona, where a step
function FIP dependence has been found necessary to explain the observed
abundances of solar flare particles. In that case the dependence may result
from the outward convection ofionized atoms, while neutral atoms fall back to
the surface and are therefore depleted in the solar corona, where accelera-
tion takes place. The solar data are well fit by a step near 10.2 eV, the
Lyman-a energy {e.g. Breneman and Stone, 1985). Many workers also prefer a
step function FIP fractionation for galactic cosmic rays, but with the step at a

lower energy. An example of this is the sloping step of Letaw et al. (1984):
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1.26 FIP < 7.0 eV
f(FIP) = { 8.37 exp(—0.27xFIP) 7.0<FIP< 138 eV (1.2)
0.21 FIP > 13.6eV

1.2.3. A Digression: Energy vs Rigidity

The terms "energy" and 'rigidity” will be used somewhat interchangeably
in this thesis. The term energy as used here means kinetic energy per atomic
mass unit (amu), which is almost the same as Kinetic energy per nucleon. Any
two particles with the same kinetic energy per amu have identical velocities.

The units of energy will generally be MeV/amu or GeV/amu.

Rigidity means magnetic rigidity, and describes the difficulty of deflecting
a particle with a magnetic field: two particles with the same rigidities will have
the same gyroradii in a given perpendicular magnetic field. Rigidity is defined
as R = pc/Ze, where p is the particle’s momentum, c is the velocity of light, Z
the charge state, and e the elementary charge. The measurement of p in

GeV/c leads to a value of R in GV.

Kinetic energy per amu is a natural variable in processes which are func-
tions of velocity, such as ionization energy loss, nuclear fragmentation, and
Cerenkov radiation. Rigidity is a natural variable in processes governed by
magnetic fields, such as the diffusion of particles in the interstellar medium

and the acceleration of particles by shock waves in a magnetized plasma.

The conversion between rigidity and kinetic energy per amu, E, is given by
Mz ) #
E= I[KGR] +r_nzc*] ~ mc? (1.3)

where A is the atomic mass of the particle and m is one amu. Z/A varies from
0.48 at %%Fe to 0.39 at 2C8Pb, implying that a rigidity dependent process will

also be charge dependent when operating on ultraheavy nuclei.



1.2.4. Acceleration

In the standard model of cosmic ray origin the acceleration mechanism is
assumed to provide particles with the energy (or rigidity) spectrum necessary
to explain the observations. The acceleration sites are not specified. In the
reacceleration models the accelerators must have a large surface area, in
order for sufficient particles to be reaccelerated after diffusion. Obviously an
important goal of cosmic ray studies is to determine the nature of the cosmic

ray acceleration mechanism, as well as identify the sites where it occurs.

The idea that magnetohydrodynamic shock waves can accelerate charged
particles is now well established, and shock acceleration appears to be a com-
mon phenomenon in astrophysics. In the solar system, particle acceleration
occurs at the bow shocks associated with planetary magnetospheres, in solar
flares, and in corotating interaction regions in the interplanetary medium
These accelerators provide modest kinetic energies: from a few keV in plane-
tary magnetospheres, to 1 GeV or more in the largest solar flares. On a much
larger scale, shock waves from supernovae and other violent processes are
prevalent throughout the galaxy. Particle acceleration by shocks may
account for the bulk of the galactic cosmic ray energy density, and produce
the observed energy spectrum at all but the highest observed energies. In the
theory of shock acceleration a strong shock accelerates particles with an R*
spectrum, where R is the rigidity, while weak shocks result in softer spectra,
with a larger spectral index. The spectra of the accelerated particles are later

modified by galactic propagation.

1.2.5. Galactic Propagation

The simplest diffusion model which adequately describes the observations
of light and medium nuclei is the leaky box model (Cowsik et al., 1967). This is
a one dimensional model in which the particles are assumed to be generated
at a constant rate everywhere in the galaxy and then to diffuse within the
galactic volume. From time to time a given particle encounters the galactic

boundary, and is assumed to have a finite chance of escaping at each
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encounter. The mean column density of interstellar material traversed before
escape is referred to as the escape length, A,. In the steady state, the distri-
bution of material encountered by the particles is given by an exponential:

f(x) = ;Texp(—x/x.,) (1.4)

where x is the pathlength traversed between the cosmic ray source and the

detector.

With this pathlength distribution, the probability per unit pathlength of a

primary nucleus traversing a distance x without escape or interaction is

REE 11
P(x) = If+g :4—-): (1.5)

exp {—x

where A, is the fragmentation mean free path. Some elements, such as Li, Be,
and B are thought to be absent in the cosmic ray source. The ratios of the
abundances at earth of these purely secondary nuclei to their primaries
(mostly C, N, and 0O) give the value of A, which is found to be in the neighbor-

hood of 7 gecm™ of pure hydrogen at energies of order 1 GeV/amu.

The secondary to primary ratios are found to decrease at higher ener-
gies, implying that the escape length is rigidity dependent. Such a decrease is
to be expected, since both the diffusion and confinement of cosmic rays in the
galaxy are controlled by magnetic fields. The energy spectra of all species are
steepened by the rigidity dependent pathlength, compared to the case of rigi-
dity independent confinement. Further energy dependences of primary to
secondary ratios may be introduced by energy dependent cross sections,
although these are expected to approach a constant value above 3 GeV/amu.
The relevant cross sections have mostly not been measured, but must be

inferred from semiempirical models.

Below about 2 GeV/amu, the flux of particles at a given energy is
significantly reduced by ionization energy loss to the interstellar medium
Since the energy loss per amu is proportional to Z®/ A to first order, the

energy spectra of the heavier nuclei are more affected by this process. As an
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example, the energy loss of a 2 GeV/amu Fe nucleus in 7 gcm™? of molecular
hydrogen is about 400 MeV/amu, while a 2 GeV/amu Pb nucleus loses about 1
GeV/amu in the same amount of material. At higher energies the effect of
energy loss is less severe and it is often ignored when comparing propagation
calculations with high energy data.

Measurements of secondary to primary ratios below iron indicate that the
pathlength distribution is truncated, i.e., that the shortest pathlengths are
mussing from the pathlength distribution. This is to be expected if the major-
ity of the cosmic ray sources lie in dense regions such as molecular clouds,
where all nuclei must traverse a substantial amount of material before escap-
ing into the interstellar medium. However, there is so far no evidence that
truncation is necessary to explain the ultraheavy secondary to primary ratios

{Klarmann et al., 1983, 1985).
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Chapter 2

The Heavy Nuclei Experiment

2.1. The Instrument

The Heavy Nuclei Experiment was a large cosmic ray detector on HEAO-3,
the third High Energy Astronomy Observatory spacecraft. Since this experi-
ment has been described by Binns et al. (1981), and by Krombel (1983), the

discussion here will concentrate on those features not previously discussed.

Charge-sensitive detectors generally have a response of the form
S = kbZ?#(g), (2.1)

to first order, where S is the detector output, k is a constant, b is the
particle's pathlength in the detector, Z is the particle charge and g its velocity
divided by the speed of light. The pathlength dependence is easily removed by
using hodoscopes to determine the particle trajectory, and in principle we can
eliminate the velocity dependence by using two detectors having different £(g8),
allowing us to solve for Z if k is known. The Heavy Nuclei Experiment uses the
the dE/dx-Cerenkov technique where one set of detectors measures ioniza-
tion energy loss (more correctly energy deposit) and the other observes the
Cerenkov radiation in a suitable medium A particle traversing the detector
may have a significant chance of undergoing a charge-changing nuclear
interaction, making it desirable to incorporate some redundancy in the
charge measurement. In the Heavy Nuclei Experiment a plastic Cerenkov
detector was preceded and followed by gas-filled ionization modules, together

with four layers of multi-wire ionization hodoscopes, as shown in Figure 2.1.

The rectangular shape of the instrument was chosen to maximize the
geometry factor within the constraints imposed by the spacecraft geometry.
This in turn imposed a constraint on the ion chamber windows: to support ~1
atmosphere pressure over a large area while using the smallest possible thick-

ness of material, the windows were made from aluminum honeycomb with
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Figure 2.1 A schematic view of the Heavy Nuclei Experiment, showing the four

hodoscopes, six ion chambers, two Cerenkov radiators, and the four honeycomb

windows.
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aluminum face sheets glued to each side. The honeycomb cells measured
0.125" from flat to flat between the inside faces, and were 3.42" deep, with a
wall thickness of 0.001325", with double walls in one direction. Particles arriv-
ing at normal incidence and passing through the center of a honeycomb cell
traversed about 0.8 g cn™® of material in each of the four ion chamber win-
dows. Particles arriving at some other angle, ¥, traversed an amount of
material t sec®, where t is generally between 0.6 and 1.6 g cm™ and depends
on the precise trajectory. This feature complicated the analysis of the cali-

bration described in Section 2.3.

lon chambers used in balloon experiments generally use a thin material
such as aluminized mylar for the electrodes to minimize the amount of
material. However, concerns about the reliability of the electrical connections
led instead to the use of screenwire. The material used was a woven sheet
made from 0.010" diameter aluminum wire with a 0.0625" center to center
spacing. The use of screenwire electrodes had important consequences for

the ion chamber resolution, which will be discussed further in Section 2.2 .

The energy loss of a charged particle per unit pathlength is approximated
by the Bethe formula (e.g. Ahlen, 1980):

aE _, 22| 2me?pR o
dx—k[ﬁzlln Toa g% -5 (22)

where m is the electron mass, c is the velocity of light, I.q; is a logarithmic
mean ionization potential of the medium g is the particle velocity divided by
the speed of light, ¥ = (1-g%) % and S corrects for atomic shell effects when
the particle velocity is comparable to the atomic electron velocity (Barkas and
Berger, 1964). (2.2) has the same form as (2.1) and is strictly proportional to
Z2. 1f we consider the energy lost by the incident particle in a thin slice of the
detector, roughly half occurs in "close” collisions, producing energetic secon-
dary electrons ("knockons"), which can then diffuse out of the slice. The
cross-section for the scattering of a free electron by a massive spinless point

nucleus of charge 7 is given in the first Born approximation by
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where T is the knockon energy and the kinematic maximum energy transfer is
Tmex = 2mec?By? if the nucleus mass M>»m. For sufficiently low primary ener-
gies the detector is thick compared to the maximum knockon range and the
outward diffusion from our thin slice is balanced by inward diffusion from
other points on the trajectory, resulting in a state of "equilibrium"”, where
local energy deposit is equal to local energy loss. At higher primary energies
the detector thickness becomes less than the maximum knockon range, caus-
ing the total energy deposit (and the resulting ionization) to be less than the
energy loss. In the Heavy Nuclei Experiment this nonequilibrium effect
becomes important for primary energies 21 GeV/amu and will be discussed

later.

In the theory of ion chambers the charge collected at the electrodes is
given by

dx (2.4)

b
_edE _V(x)
= W‘{ dx (X) Vo

[1
deposit

where x is the distance along the trajectory, V(x) is the electric potential, Vj is
the total potential between the electrodes, e is the electron charge, and w is
the mean energy deposit required to make an electron-ion pair. For plane

paraliel electrodes and a constant rate of energy deposit (2.4) simplifies to

= S8 (2.5)
|deposit

The measured value of w for protons, alpha particles, and electrons varies, but
i1s ~26 eV/ion pair in pure argon, and ~28 eV/ion pair in pure methane
(Sharpe, 1964). The Heavy Nuclei Experiment used P-10 gas, a mixture of 90%
argon and 10% methane, with ~0.5% helium added for leak detection. For
heavy particles at very low energies the value of w rises because the particle
loses energy to Coulomb scattering of the atomic nuclei, in addition to the

atomic excitation processes which lead to ionization, however at the energies
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of interest here, w is expected to be almost constant (Ahlen, 1980).

The Cerenkov light produced by a charged particle is given to first order
by

1
f; = kcz2[1 - P ] (2.6)
for 8 > 1/ n, where n is the effective refractive index of the medium. In our
case the medium is Pilot 425, which is plexiglass with a waveshifter incor-
porated to optimize the photomultiplier tube response, and a quenching
material to minimize scintillation of this waveshifter. The total thickness of

the Cerenkov radiators is 1.165 gem™.

Figure 2.2 shows the relationship of the ionization and Cerenkov signals
for the even charge elements near iron, using a model developed by Krombel
(1980, 1981), with parameters chosen by Garrard (1982) to fit the signals from
2gF'e nuclei observed in flight with energies between 0.3 and 0.8 GeV/amu. In

this model, the Cerenkov response is given by the sum of three terms:

(1) Cerenkov radiation of the primary nucleus, equation (2.8) with n = 1.528.
This value is higher than the values of 1.44 to 1.49 often quoted, however
Ahlen et al. (1978) obtained a value of 1.518 in a fit to ;gNe data. This
value represents an integral over the frequencies of the emitted photons,
weighted by the spectral response of the medium and the phototubes.
Since the actual refractive index is frequency dependent, different
results are possible. The value n = 1.52B corresponds to a Cerenkov
threshold energy of 300 MeV/amu. Because of ionization energy losses in
the detector, particles at the Cerenkov threshold have energies at the
top of the detector which range from ~350 MeV/amu for a ggFe nucleus at

normal incidence to ~570 MeV/amu for a gpU nucleus at 60°.

(2) Cerenkov radiation of the energetic knockon electrons, assumed to be
produced according to the first Born cross section, Equation (2.3), with

the light output calculated in the manner described by Lezniak {1976).
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(3) Scintillation of the radiator material, assumed to be proportional to the
ionization energy loss of the primary particle in the radiator. The nor-
malization chosen for this term gives a scintillation contribution of ~3% of
the total light output for a g = 1 particle.

The ion chamber response is assumed to be given by:

(4) The ionization energy loss of the primary nucleus, using the proton tables

of Barkas and Berger (1984).

(5) A correction for the energy carried in and out by knockons, using the

first Born cross section.

Each term is assumed to scale as Z? at any particular energy. The square
roots of the signals are plotted to give displacements proporticnal to the par-
ticle charge, and each curve represents a particular element with energy a
parameter along the curve. Several points should be noted: first that the ioni-
zation signal has a broad minimum around 2.4 GeV/amu, secondly that the
Cerenkov signal is nearly constant above about 5 GeV/amu, and thirdly that
various corrections, not all proportional to Z?, must be applied to equations
(2.2) and (2.3) to fully describe the response. The ionization scale normaliza-
tion in Figure 2.2 has been chosen so that the square root of the pathlength-
corrected ionization signal, Z;, is 26 "charge units” for a minimum ionizing ggFe
nucleus. Likewise the Cerenkov normalization has been chosen tc give the
square root of the pathlength corrected Cerenkov signal, Zc, a value of 26
charge units for a zgFe nucleus having a kinetic energy of ~10 GeV/amu.
Because the response of both detectors is proportional to Z? to first order, the

square roots of the signals are proportional to the particle charge.

Had the spacecraft been flown in an equatorial orbit, the effect of the
earth's magnetic fleld would have limited the observation to particles with rigi-
dity 27.8 GV, corresponding to kinetic energy 2 2.2 GeV/amu, for A/Z = 2.5,
where A is the nuclear mass. Because the cosmic ray energy spectrum is still
rising below this energy, many more particles can be observed if an inclined
orbit is used. For the HEAO-3 orbit inclination of 43.6° and altitude of 496 km,
the minimum cutoff rigidity was ~1200 MV, corresponding to 120 MeV/amu,
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although of course the average cutoff was much higher than this. An approxi-

mate rigidity spectrum of the observed particles will be derived in Section 3.4.

The data obtained by the instrument can be conveniently subdivided into
several classes. Firstly, those particles whose trajectories imply a high
geomagnetic cutoff rigidity must have a high kinetic energy, so that Z¢ alone is
a good estimate of the particle charge. The remaining particles can be
classified by the ratio Z¢/ Z; Particles with Z¢g/ 7Z; < 0.8 lie on the low energy
branch of the (Z¢, Z;) curves, while those with O.B(Zc,zl<0.9 are somewhat con-
taminated by extremely energetic particles of a lower charge. Particles with
0.9<Z¢/ 721<1.08 lie in the ambiguous ''crossover’ region where any one of
several different elements could have produced the observed signals, when the
curves of Figure 2.2 are combined with the finite instrument resolution. In
this thesis, the high cutoff particles have been combined with the ambiguous
group to maximize the total number. The ambiguocus class contains more than

half of the particles observed by the Heavy Nuclei Experiment.

Because accelerator beams of relativistic heavy nuclei heavier than iron
were unavailable, the Heavy Nuclei Experiment was launched without calibra-
tion. The lack of a calibration does not pose a significant problem for data
analysis if the abundant s¢Fe peak can be identified and if the charge resolu-
tion and numbers of particles are sufficient to see individual elements and
hence define the charge scale. Because even-charged elements are generally
more abundant than odd elements these requirements are satisfied for Z <42,
for example see Binns et al. (1983a), which also shows that the assumption of
Z= s'caling is an excellent approximation in this charge range, at least for the
high rigidity and low energy data sets. With fewer particles and a less favour-
able even-odd ratio above Z=42, there is no immediate proof that 72 scaling
still holds, however the situation improves again in the Z = 50-58 region where
even charge peaks are discernable in the Cerenkov signals of high energy par-
ticles (Krombel, 1983, and Binns et al., 1983b). Above the Z~50 region the
statistics decline again and with the resolution continuing to deteriorate, pre-
vious work to determine abundances in the platinum-lead region was only able

to discern the general abundance minimum in the low 70s, the ,60s—Ir—73Pt
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peak, the gPb peak and the "actinide gap' (Binns et al., 1985). Because a
charge difference of one represents a change of only 2.5% in the signals at
7Z=B0, it is necessary to understand the corrections to equations (2.2), (2.3),

and (2.8), and also to understand the charge dependence of the instrument

resolution.

2.2. Non-Z? Effects

A more complete form of equation (2.2) is given by Ahlen (1980 and 1982)
and summarized by Waddington et al. (1983, 1985):

2
dE _ 4nNZme4 ZeﬂIln[anzﬁz‘}z] J (2.7)

= _ g -S-D+M-B+R
dx mc? .821 lLaj | 5 ?

where dE/ dx is in MeV em™ and N is the number density of absorber atoms
having mean atomic number Z, Zer is the effective charge of the projectile

caused by electron pickup and is given by Pierce and Blann (1968) as
Zet = Z{ 1 —exp( —1308Z%9) (2.8)

S = C(B.Jagj)/ Zm is the atomic shell effect of Barkas and Berger (1964).
For an argon medium, this correction is of ~0.03% at 400 MeV/amu and

smaller at higher velocities.

D = 6(ZmPB.lag)/ 2 is the relativistic density effect correction, which
becomes important at a few GeV/amu in solids and at tens of GeV/amu in

gases near atmospheric pressure.

M = G(Zen.B.laq;)/ 2 is the correction for Mott scattering of the atomic
electrons by the distributed charge on the projectile. This term accounts for
the extra production of knockon electrons, beyond that predicted by the First

Born cross section of (2.3).

B = f(Zega/ B) is the Bloch (1933) correction for electron binding in close

collisions, evaluated in a non-relativistic way.

Rp = C(Zeq.8,8.A) is the relativistic Bloch correction, which has been
derived in the third Born approximation by Ahlen (1982). ¥ and A are
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parameters of the theory and must be chosen.

J = F(B.Zr) is the low-velocity correction of Jackson and McCarthy (1972)
and deviates from unity only at energies lower than used here.
Evidence in favor of the use of all terms in Equation (2.7) has been pro-

vided by Ahlen and Tarlé (1983) for 4,U nuclei in a copper medium, and most

recently by Waddington et al. (1985) for s.Xe, g;Ho, 79Au, and ;U in emulsion.

Because knockon electrons deposit energy away from the primary trajec-
tory, it is important to understand how their propagation and energy loss
affects the instrument response, noting that the Mott cross section for their
production rises substantially faster than the Z? scaling of Equation (2.3). In
the case of the ionization measurement there are two knockon effects: first
the nonequlibrium effect mentioned in section 2.1, in which knockons created
by a high-energy particle will leak out of the chamber with an insufficient
replacement from above; and secondly from the screenwire electrodes. There
are 11 such screens in each ion-chamber module and although the mean areal
density of each screen is only 0.0213 gcm’z. the local density fluctuates from

2 2

almost zero to 0.070 gem ~ at the wire crossings and is 0.035 gem = at the

thickest point of the wire elsewhere.

Consider an incident particle which passes thrmigh a hole in a particular
screen. The cloud of associated knockons diffuses out to a radial extent
greater than the 0.16 cm grid size of the screen and thus suffers a more or
{ess uniform attenuation as it passes through a screen layer. Now if instead
the primary particle had passed through a wire a large amount of rnaterial
would have been traversed and the following chamber would receive relatively
more knockons than in the case where the particle traversed a hole Thus the
measured ionization will depend on the precise trajectory in a way which can-
not be determined from the data, providing a limit to the ion chamber resolu-

tion additional to that given by ionization statistics.

The response of a real Cerenkov detector is also more complex than sug-
gested by equation (2.6). Firstly there may be higher order terms in the

Cerenkov process. From quantum electrodynamics we might expect higher
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even powers of Z in (2.8), however Salamon et al. (1980) have found no evi-
dence for either a Z® or Z* term for Z<R26. A second contribution to the
Cerenkov light output is from the energetic knockon electrons accompanying
the primary particle. For a 10 GeV/amu zgFe nucleus, this contribution is cal-
culated to be equal to 11.4% of the signal from the nucleus itself, in the Z?
model described in Section 2.1. In the non-Z? model described in Appendix A,
this contribution rises to 13.5%, because the knockon production cross sec-
tion rises faster than Z®. The third contribution to the light output comes
from the scintillation of the detector medium. One might expect the scintilla-
tion to be proportional to the ionization energy deposit in the Cerenkov detec-
tor, however saturation at high levels may reduce the total light for the heavi-

est and slowest nuclei.

2.3. The First Bevalac Calibration

When high energy beams of nuclei heavier than iron became available at
the Bevalac accelerator at Lawrence Berkeley Laboratory in late 1982, we were

able to calibrate a model of the instrument consisting of the following:

(1) The ion chamber development unit ("DVU”), which was identical to the two
ion chamber modules flown, i.e., consisting of three dual-gap ionization
chambers, two complete planes of hodoscope wires, and two honeycomb
windows. This module also contained the necessary high voltage power
supplies, and the three ion chamber preamplifier uniis, together with
their pulse height calibration capacitors. A rectangular hole of ~3 by 4
inches was cut in the honeycomb windows on each side of the DVU, leav-
ing the inner solid face sheets intact. These holes were made to compare
the response to particles which passed through the honeycomb with
those which did not.

(?) A Cerenkov detector made from a spare flight radiator cut in two and
mounted in a light collection box of the same depth as the flight unit but
of only half the area. The box was viewed by eight photomultiplier tubes

of the same type as those used in flight. A minor difference was that the
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Cerenkov box was made from stainless steel rather than aluminum alloy.

{3) The second ion chamber module was replaced with two dual-gap labora-
tory ion chambers ("balloon chambers'”), with aluminized mylar elec-
trodes, a total gap width of 10cm each, and filled with P-10 gas.

Figure 2.3 shows the general experimental setup, which included a multiwire

proportional chamber ("mwpc') to provide a system trigger and give the parti-

cle positions. Because of space limitations, the beam was steered onto the
instrument with the spectrometer magnet located immediately upstream of

the B40 experimental area at the Bevalac.

The instrument response was studied with beams of 2Mn at 1713
MeV/amu and }§Au at 1009 MeV/amu. Lower energy beams were obtained by
placing Ta, Cu, and Pb absorbers in the beam path immediately upstream from
the detector. The Ta absorbers were placed in the beam with a remote con-
trolled "plate dropper” built at the University of Minnesota, thus reducing the
number of entries into the target area, while the Cu and Pb absorbers were
only required for the Mn beam. The use of absorbers in this way provides no
protection against lower Z fragments from nuclear interactions inside the
absorbers: the use of high Z absorbers is required to maximize the dE/dx to
fragmentation cross section ratio. The particle energies at various points
along the trajectory were calculated using Equation (2.7) and a detailed model

of the composition and structure of each piece of material encountered.

Figure 2.4 is a histogram of the mean pulse height in the three DVU ion
chambers for the highest energy Mn beam, calculated to have a mean energy
of 1685 MeV/amu at the midplane of the DVU. The pulse heights in Figure 2.4
have been corrected by multiplying by the cosine of the angle of incidence,
10.3° in this case. The calculated value of dE/dx in P-10 leads to a value of w
of (33+3) eV/ion pair, somewhat higher than the value of 26.6 eV obtained by
Binns et al. {1981), who based their result on the pulse heights observed for
minimium ionizing Fe nuclei observed in flight, as well as Z? scaling from the
proton dE/dx tables of Barkas and Berger (1964). The uncertainty in the

value of w arises because the absolute value of the calibration capacitors
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Figure 2.3 A schematic drawing of the instrument calibrated at the Bevalac in
1962, showing the tantalum absorber stack, the multiwire proportional chamber,
the DVU ion camber module, the Cerenkov detector and the "balloon" ion

chambers. Not to scale.
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{nominally B8 pF) is unknown, although their ratios have been measured by

Jones (1983) and have been found to vary by ~10% from unity.

The most striking feature of Figure 2.4 is the relatively poor resolution,
with a full width at half maximum (FWHM) of 12.1% of the signal, corresponding
to about 1.5 charge units. The full widths at half maximum of the individual
chambers are 16.6%, 15.2%, and 14.1%. One third of the quadrature sum of

these values is 8.9%, which is 0.73 times the FWHM observed for the mean sig-
nal, implying a substantial correlation between the three pulse heights.

Figure 2.5 shows the mean signal in the DVU ion chambers for ;gAu nuclei,
at an angle of incidence of 10.3° and calculated midplane energy of 922
MeV/amu. This peak has a FWHM of 14.3%, corresponding to 5.6 charge units,
and the individual chambers had widths of 17.4%, 15.8%, and 16.7%. One third
of the quadrature sum of these is 9.6%, 0.67 times the observed FWHM, imply-
ing a greater correlation than with Mn. The percentage resolution of the Au
signal is slightly higher than for Mn, showing that ionization statistics are
unimportant here: for the 11.6 times larger signal of Figure 2.5 compared to
Figure 2.4, the percentage resolution would have been a factor 3.4 smaller if

ionization statistics dominated the resolution function.

Table 2.1 summarizes the FWHM data for the maximum energy Mn and Au
beams at 10.3° and 59.2° angles of incidence, and compares the quadrature
mean {i.e., one third of the quadrature sum) of the individual chambers with
the observed width of the mean pulse height distributions. This table shows
that the high angle runs have better resolution, by a factor roughly equal to
the square root of the ratios of the cosines of the angles of incidence. Table
2.1 also shows the widths of the pulse height distributions obtained for beams
which passed through the holes cut in the honeycomb windows. Owing to a
preamplifier failure, there were no recorded pulse heights from chamber 1
during the Mn hole run. In all cases, the width of the mean pulse height distri-
bution is greater than would be expected if the individual signals were statisti-
cally independent. The ratio of the observed width to that expected for

independent chambers varies from 1.36 to 1.68, for the three-chamber
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Table 2.1
DVU chamber quadrature FWHM of
Beam 0
1 2 3 mean summed signals
10.3° 16.8 | 15.2 | 141 8.9 1.1
2sMn 59.2° 11.4 | 10.0 | 12.% 6.6 9.6
0°%hole | — | 129 | 14.2 9.6 1717
10.3° 174 | 158 | 16.7 9.6 14.3
oAU 59.2° 10.8 | 12.0 | 15.2 7.4 10.5
0%hole | 135 | 1R2 | 162 7.9 13.3

Table 2.1 Full widths at half maximum of DVU pulse height
distributions, expressed as a percentage of the signal at the

distribution peak.

examples in Table 2.1.

One possible explanation for correlated pulse heights might be that the
particles encounter variable amounts of material in the honeycomb windows,
leading to energy straggling or other effects, however reference to Table 2.1
shows that removal of the honeycomb window had only a slight effect on the
resolution compared to the 10.3° data. The 10.3° angle of incidence was
chosen, rather than normal incidence, because the path length in the honey-
comb is the same for 987% of the particles at this angle. A much larger varia-

tion would have been encountered at 0°, partly because of imperfections in
the honeycomb.

In addition to the variable amount of material introduced by the honey-
comb, the particles encounter further variations in the screenwire electrodes.
For the 1885 MeV/amu Mn beam, the energy loss incurred in traversing a sin-

gle wire diameter is 1.25 MeV/amu, causing an increase in dE/dx in the
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following gas layer of 0.0037%; for the 922 MeV/amu Au beam, these figures
are 4.0 MeV/amu and 0.083% respectively. Hence the poor DVU ion chamber

resolution is not caused by energy straggling introduced by the screen wires.

The remaining explanation for the poor resolution is the screenwire-
knockon effect described in Section 2.2, which can be tested using the data
from the balloon ion chambers, with their homogeneous electrodes. Figure 2.8
shows the distribution of the mean pulse height in the two balloon ion
chambers, for the high energy Mn beam at 10.3°. The mean particle energy
midway between the two chambers was calculated to be 1834 MeV/amu for
this run, and the calculated value of dE/dx gives a value of w of (31+£2) eV/ion
pair. The FWHM of the pulse height distribution is 8.0% of the signal, a factor
1.5 better than the DVU. The individual chambers have widths of 9.4% and
9.77%, yielding a quadrature mean of 6.8%, which is 0.85 times the FWHM of the
mean signal. The fact that the balloon chambers did not use screenwire elec-
trodes appears to account for their better resolution, however they are not
completely devoid of screenwire: the entire balloon chamber module was
enclosed in an electrostatic screen made from screenwire, which would have
contributed a variable knockon component to the signals. This may be the
cause of the correlation observed. Most of the variable knockon component
from the DVU upstream would have been eliminated by the 2.7 gcm™® of
material between the interior of the DVU and the balloon chambers, since the

maximum knockon energy for this beam is 6.8 MeV.

Figure 2.7 shows the distribution of balloon chamber pulse heights for the
highest energy Au beam, again at 10.3°. The mean energy at the balloon
chamber midplane was calculated to be B25 MeV/amu for this run. The FWHM
of this peak is 8.6%, better than that for the Mn case, although still not as
good as if ionization statistics dominated. The individual widths were 8.9% and
9.0%. with a quadrature mean of 5.7%, 0.86 times that observed. The intrinsic
resolution of the balloon chambers is in fact significantly better than that
implied by Figure 2.7: Figure 2.B shows a histogram of the mean balloon
chamber pulse height for the high energy Au beam at an angle of incidence of

169.7°, i.e., with the particles entering the balloon chambers first. The
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midplane beam energy in the chambers is calculated to be 960 MeV/amu, and
the peak is much narrower, with a FWHM of 4.4% of the mean signal. The indi-
vidual chambers have widths of 6.3% and 5.3%, giving a quadrature mean of
4.1%, implying only a small correlation between the chambers. There was no
corresponding run at this angle for the Mn beam, owing to beam time con-
straints. Table 2.2 summarizes these balloon chamber results, as well as those
obtained from the hole runs. It is apparent that the honeycomb has little
effect on the balloon ion chamber resolution for the Mn beams, but may

account for some of the degradation in the case of Au.

Table 2.2

chamber | FWHM of

Beam )

10.3° 9.4 | 9.7 8.0

2sMn
0%hole | 9.1 | 9.9 7.5
10.3° 69 | 9.0 6.6
wAu | 0°hole { 85 | 6.4 5.0

169.7° | 6.3 | 5.3 4.4

Table 2.2 Full widths at half maximum of the balloon
chamber pulse height distributions, expressed as a percen-

tage of the mean signal.

Several conclusions may be drawn from the preceding results:

(1) The use of screenwire electrodes in the flight ion chambers introduced a
serious degradation of the resolution, compared to that achievable with

homogeneous materials.
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(2) The presence of the DVU with its eleven layers of screenwire and two
honeycomb windows was sufficient to degrade the resolution of the bal-
loon chambers downstream. Because of the intervening (and homogene-
ous) Cerenkov counter, this effect is probably not caused by screenwire-
induced fluctuations in the knockon cloud. A more likely explanation is
that the energy straggling of the beam caused by thickness variations in
the screenwires and honeycomb is greater than simple estimates would

predict.

(3) Although angle dependent, the resolution of the flight ion chambers is
well approximated as a fixed fraction of the pulse height, independent of
Z.

Figure 2.9 shows the observed mean DVU pulse heights for the Mn and Au
beams as a function of energy at the midplane. These data are for an angle of
incidence of 10.3°, and have been scaled by 1/Z% The solid curve represents
the value of dE/dx for psMn nuclei in P-10 gas, normalized to the highest
energy Mn point. The lower energy Mn data fit this curve well, showing that
the calculated energy loss of the Mn nuclei in the absorbers and detector is
probably not seriously in error. The dashed curve represents dE/dx for 3Au,
and shows a large positive non-Z? effect in the relativistic rise region and a
small negative non-Z? effect at low energies. The observed ionization at the
highest energy Au point is (6+2)% higher than that predicted by Z? scaling, as
well as being higher by the same amount from the value predicted by the
dE/dx calculation. This non-Z? effect is equivalent to 2.4+0.6 charge units,
and cannot be caused by a gross error in the calculation of the Au energies
since the total energy loss from the beam exit window to the midplane of the
DVU is only 87 MeV/amu, for the highest energy Au point. Even a 20% error in

the energy loss would be insufficient to move the Au data over to the Mn curve.

Because of the uncertainties in the amount of material traversed, it was
not possible to reliably determine the size of the non-Z? effects, if any, in the
balloon ion chambers. Had there been a manganese run with the beam enter-

ing the balloon chambers first, such a measurement would have been
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posssible.

The results on the DVU are less useful than was hoped: from Figure 2.9 it
is unclear whether the non-Z? effect persists at higher energies, where most of
the flight data lie. It should be noted that the response in the relativistic rise
region is expected to be less than indicated by dE/dx, owing to the knockon

nonequilibrium effect described in Section 2.1. At the Bevalac there was
sufficient material, both within the front window and upstream, for there to be

no evidence of the nonequlibrium at energies up to ~1700 MeV/amu.

Resolution problems caused by inhomogeneity were not confined to the
ion chambers: because of its extreme velocity sensitivity at energies below 1
GeV/amu, the results from the Cerenkov detector were inadequate to enable a
conclusion about the existence of non-Z? effects at higher energies. There
were few well resolved Cerenkov peaks owing to the velocity spread at the
detector, and in addition, small changes in the assumed thickness of the vari-
ous detector elements have a significant effect in the calculation of the Au

beam energies.

2.4. The Second Bevalac Calibration

When more time became available at the Bevalac, we returned with a new
detector designed to study the physics of ion chambers and Cerenkov detec-
tors without the complications experienced in the first calibration. Figure
2.10 is a schematic drawing of the new instrument and the experimental
setup. Six dual gap ion chambers were built at Washington University, with an
electrode spacing similar to that of the Heavy Nuclei Experiment. These
chambers used windows and electrodes made from aluminized mylar of thick-
ness ~0.Bmgcm™ to minimize the amount of material and reduce areal nonun-
iformities. The Cerenkov detector, built at the University of Minnesota, used a
piece of Pilot 425 from the same batch as the flight radiator. The 1984 cali-
bration used beams of pgFe, 3gKr, 54Xe, g;Ho, 79Au, and goU at maximum energies

ranging from 1686 MeV/amu for Fe to 889 MeV/amu for U.
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Figure 2.10 A schematic view of the 1984 calibration setup, showing the upstream

Cu absorbers, the spectrometer magnet, the multiwire proportional counter, the

six ion chambers, and the Cerenkov detector. Not to scale.
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Lower beam energies were obtained by placing copper absorbers in the
beam line, upstream from the spectrometer magnet, rather than downstream
as in the first calibration. This procedure had two advantages. Firstly, the
degraded beam energies were much better determined since we could deter-
mine the energy directly by observing the magnet current required te place
the beam spot on our instrument, thus avoiding most of the uncertainties
involved in calculating the energy in each detector element. Secondly, any
fragmentation products having rigidities different to the primary beam were
effectively removed, thus contributing to the beam purity. Although frag-
ments initially have almost identical velocities as the parent nuclei, they can
have different rigidities both by having a different A/Z and by slowing less

rapidly in the following material, because the value of Z?/ A is lower.

The disadvantage of upstream absorbers is that the amount of energy
loss in the absorber must be well known in advance to determine the magnet
current required for a particular absorber thickness. In practice, we deter-
mined the nominal energy steps beforehand, together with the predicted mag-
net settings. The amounts of copper required for these noninal energies were
calculated using Equation (2.6) and the (just) measured primary beam energy.
Using small energy steps, we were able to adjust the nominal magnet settings
to keep the beam spot centered on the multiwire proportional chamber. This
procedure broke down slightly for the lowest energy steps with the Au beam,
because some nuclei had one or two attached electrons, resulting in mutilple
charge states. Electron attachment was quite severe with the U beam, where
multiple charge states were always present, requiring some judgment as to

which spot, if any, was "correct”.

Figure 2.11(a) shows the Cerenkov pulse height distribution for the iron
beam, with an energy at the center of the radiator of 1840 MeV/amu. while
Figure 2.11(b) shows the pulse height distribution for the uranium beam at
750 MeV/amu (assuming that the principal beam spot had a charge state of
91+). The pulse height in both cases is in arbitrary units, which have been
scaled down by Z?. The full width at half maximum of the iron distribution is
2.4%, implying an rms resolution of 0.13 charge units. The full width at half
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maximum of the uranium distribution is 2.1%, implying an rms resolution of
0.40 charge units. Although not applicable to the flight data because of the
different construction of this detector, these excellent figures enabled meas-
urements of the partial cross sections for charge changing interactions. The
fragmentation data is currently being analyzed at the University of Minnesota,

and some preliminary results are given in Kertzman et al. (1985).

Figure 2.12 shows the Cerenkov signals of ggFe, ,9Au, and ggU, divided by
Z*® and plotted as a function of 1/8% B was calculated at the center of the
Cerenkov radiator. In the case of uranium, the results are shown for two
assumptions about the charge state within the magnetic spectrometer: either
90+ or 91+. Because of the difficulty of distinguishing between the multiple
charge states present, the uranium data must be considered with caution.
The straight line in Figure 2.12 represents the result of a linear fit to the Fe
data for 1/ 8% < 2.3, and shows that the Cerenkov response is well approxi-
mated by a function proportional to Z?/ 8% in the energy range 0.3 to 1.6
GeV/amu. Furthermore, there is little evidence for a non-Z7? scaling law, at

least between Z=286 and Z=79.

Despite the attempts made to reliably determine the energy of each
beam, it was still not possible to determine the Cerenkov response with
sufficient accuracy for extrapolation to flight energies. Although each beam
showed a 1/ 8% response similar to those given in Figure 2.12, there was a
significant amount of scatter present in the pulse heights at the highest ener-
gies, and the threshold energy appeared to vary from beam to beam in a ran-
dom fashion. Attempts to independently measure the beam energy with a time
of flight systemn gave results inconsistent with that measured using the mag-
net on some runs. For both types of measurement the measured energies
were found to depend critically on the precise beam geometry. For example,
in the initial Xe runs the beam spot was observed to move when it was
defocused, implying that it was not correctly centered in the quadrupcle mag-
nets. It is not known whether such effects were present in the earlier runs
(Fe, Kr, and Au), since no defocusing test was tried. These problems made it

impossible to determine the precise Z dependence of the Cerenkov radiation.



= 42 -

'B)ep WNTURIN 3] JO UOISSNOSIP 10] 1X3] 338 ',7 /1 £q pajeds uaaq aaey sjyday
asind ay], ‘19[oNU [} pUe ‘MY ‘9 Jo sWeaq Joj ‘Jojelped ayj Jo JajUad 3Y) e pIale]

-nofeo g /1 Jo uonounj e se uonnquisip 1Ydey asmnd aoqusday ayl, 212 aandiy

(peuenbs ®3eq) /¥

E 8'e 9’2 v'e c'e c 8't 9t vy e’y ¥
--aa—q-c-j-ucq-q--i- —---ﬂqdddd\qdﬂa---<-d:1ﬁ1-141--—¢<--1-44.—3-1--4--4--1
[ $ O 4 ]
C o B8+t 1
[ ]
b e
[ ]
-~ 1
- E
i 1
I 1
3 (+¥v6) n ° ]
b -
s (+06) n *° 4
- . :
3 ~
i ny ]
” oy ¥ .
- b
ﬂ-..-.-.-u..-phpnhrh-----—--.....-hrnnn-n-r—-----—.-....bbbhunn»r--—..---n—-.--.b-

T°0

c'o

E'O

Fo

(paJenbs 7) 7/ 3ybBtey asind



- 43 -

Since the ion chamber response with energy is much weaker than the
Cerenkov detector, some useful results may be obtained. Figures 2.13(a) and
2.13(b) show histograms of the pulse height in chamber 1 for zgFe and ;gAu
nuclei with ~1 GeV/amu kinetic energy. The full widths at half maximum of
these peaks are 5.7% and 2.8% respectively, compared to the best value of ~57%
observed for Au in the balloon ion chambers in the 1982 calibration. The sim-
ple model of Epstein et al. (1971) predicts that knockon fluctuations will result
in a full width at half maximum of 5.4% of signal, in the limit of a zero thick-
ness lid, for zgFe at 1 GeV/amu. The width goes as 1/7Z in that model, implying
an expected fwhm at Au of 1.B%, about 0.7 times the observed value. Since the
simple model is based on Z? scaling of the knockon production cross section,
the discrepancy is not surprising. These widths correspond to rms resolutions
of 0.31 and 0.44 charge units at Fe and Au. The much improved resolution in
the 1984 caiibration appears to be due to the use of homogeneous materials in

the beam path.

Figure 2.14 shows the response of chambers 1, 5, and 6 to ygFe nuclei as a
function of the energy at the midplane of the appropriate chamber, and com-
pares their signals to the calculated dE/dx, arbitrarily normalized at 500
MeV/amu (requiring 27.9 eV per ion pair in the P-10 gas used (90% argon, 10%
methane)). It is apparent that the signals fall below that predicted by dE/dx
at energies above 700 MeV/amu. This loss of signal is somewhat surprising
since at these energies we would expect knockons escaping from the exit win-
dow to be in equilibrium with those arriving from above, particularly for
chambers 5 and 6 which have ~2 g cm™ of upstream material. However, some
of the decrease in observed signal may be due to knockons escaping from the

sides of the chambers.

By interpolating to a particular energy we can construct a plot of signal
versus Z at that energy. At low energies, the heaviest nuclei have an effective
charge, Zegy = Z[1—exp(—1308Z7%/3)], due to electron capture (Pierce and
Blann, 1968). Figure 2.15 shows the pulse heights, scaled down by Z%;, at four
energies for Z = 26-79, using ion chambers 1, 5, and 8. The uranium data have

not been included because the charge state in the magnetic spectrometer was
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Figure 2.14 Pulse heights in chambers 1,5, and 6 as a functicn of energy, for Fe
nuclei. The curve shows the calculated value of dE/dx, with a normalization

corresponding to 27.9 eV/ion pair.



P L

O.|6 T T T T T T T T I
[ ( 400 MeV/amu
L l [ - }—
Q.15 F _
S 0.4} -
N%
N 600 MeV/amu
= |
B O.|3 T . I 'I' =
c 1 l l B J.
o
)]
O.l2f 800 MeV/amu
+ I I T
1 T
- . T 1000 MeV/amu
O.ll | 1 o
20 40 &0 80 100

Z

Figure 2.15 Interpolated pulse heights as a function of Z for four energies. The
values represent the mean pulse heights in chambers 1, 5, and 6, with the energy
calculated at the midplane of each chamber. The pulse heights have all been

scaled by 1/ Z?, and the lines are weighted linear least squares fits to the data.
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too uncertain for those beams whose energy had been degraded significantly.
The straighu lines represent a linear fit to the data, and it is apparent that
there is a smal!l negative non-Z? effect. The charge of an ;gAu nucleus would
be underestimated by 07+05 charge units at 1 GeV/amu using these
chambers, in contrast with the charge overestimate of 2.4+0.6 charge units

observed in the calibration of the DVU.

At first sight the result from the 1984 calibration appears to contradict
that from the 1982 calibration. Chambers without screenwires appear to show
a small negative non-Z? effect at energies < 1 GeV/amu, while those with
screenwires show a larger positive effect. The simplest interpretation is that
the basic response of ion chambers at these energies is slightly iess than that
predicted by Z? scaling, while the screenwires add a signal which rises faster
than Z2 The latter effect is plausible firstly because the use cf scresnwires
instead of thin homogeneous electrodes results in a larger signal for those
particles which hit a wire, and secondly because the cross section for knockon
electrons rises more rapidly than Z®. In any case, the extrapolation of the ion
chamber response to higher energies is uncertain, and we must attempt to
infer the deviations from Z® scaling directly from the flight data itself.
Chapter 3 describes the results of this approach, and its application to the
determination of cosmic ray elemental abundances. Evidence suggesting that
there is little deviation from Z* scaling at flight energies will be presented in

Sections 3.2.2 and 3.4.7.
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Chapter 3
Data Analysis

3.1. Preliminary Analysis
This section describes the reduction of the raw data to a compact and
highly refined set which is then used as a starting point for the final analysis.

This work was performed at California Institute of Technology.

3.1.1. The Library Generator

The raw data from the HNE were processed with the library generator
program LIBGEN, described in Krombel (1983) and Garrard (1979a). This pro-
gram classified the various types of events (e.g. calibration pulser, internal
radicactive source, "real" particie, etc.) and determined the particle trajec-
tories from the hodoscope information. Using these trajectories, cutoff rigidi-
ties were calculated using the spacecraft orbit and attitude information, and a
model of the geomagnetic field (Garrard, 1979b). Because the instrument did
not distinguish between "upward" and "downward’ moving particles, the cutoff

rigidities were calculated for both directions.

The LIBGEN output is stored on computer tapes, each 2400 feet long and
of 1800 bits per inch density. There are some 600 such tapes, one for each

day of the mission.

3.1.2. The Gold Data Set

In order to reduce the library to a data set of manageable size, a series of

selections was applied (Garrard, 1983):

1) Events occuring during the spacecraft passage through the South Atlan-
tic Anomaly were rejected because they may be heavily contaminated by

accidental coincidences with trapped protons.
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2) Events with data transmission errors were eliminated.
3) Source and electronic calibration events were removed.

4) Particles were assigned preliminary estimates of Z; and Z;. 1/40 of all
particles with Z; > 19.5, chosen at random, were tagged as "lucky"” and
saved to make a normalization set. These particles are mostly iron nuclei.

5) Particles with Z; > 30.5 or 11.0 Z;+6.0 Z¢ > 500 were defined to be "high Z",
and saved. The high Z set includes all particles having Z = 32, as well as
some of lower charge, but none of the iron. Some of Lhese particles are

also lucky.

8) A further small class of particles which were neither lucky nor high Z was

saved because of an error in a selection algorithm.

Most of the data were eliminated by these charge cuts, since there are so few
nuclei with Z > 30. In addition to these selections, this part of the analysis
obtained improved trajectories for those particles with hodoscope pattern
problems, such as extra or missing wires, and corrected Z; and Z; for areal
nonuniformities (mapping) and time dependent gain variations. The signal
from any ion chamber in which the trajectory passed closer than B8 cm to a
wall was ignored to reduce any edge effects. A number of useful parameters
were calculated, and will be discussed as they are used. The refined data set,
known as the Gold set, consists of 2,348,498 events residing on 21 tapes, and

has been used for all of the following analysis.

3.2. Final Selections

Further selections were applied to the Gold data set to obtain the final
data set. These selections were deliberately kept as loose as possible to max-

imize the number of particles available for analysis.
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3.2.1. Trajectory Cuts

Selected particles were required to have a valid signal in at least one of
the three ion chambers on each side of the Cerenkov delector, i.e., one ion
chamber in each module. This "two module" requirement allows the signals
from the fore and aft modules to be compared later to eliminate events in
which a fragmentation interaction occurred within the Cerenkov detector or
the interior ion chamber windows, as well as some events in which there was
an accidental coincidence with a second particle which traversed a single ion

chamber module.

This selection also reduces the number of particles which entered the
instrument through a sidewall. These particles may have undergone a large
amount of fragmentation, as they traversed a large and variable amount of
material in the sidewall, in the electronic packages attached outside, and in

the spacecraft body.

The two module requirement eliminated 71.2% of the original particles,
leaving 6B0,564. Since one module completely failed five months before the
end of the mission, this selection reduced the exposure time to 454 days. Par-
ticles were also required to have a trajectory passing through both Cerenkcv
radiators. This selection automatically excluded particles which passed
through any part of a photomultiplier tube, and eliminated 0.4 % of the
remaining particles, leaving 678,182. 10.8 % of the remaining events were nei-

ther lucky nor high Z. These events were rejected, leaving 606,311.

3.2.2. Cerenkov - lon Chamber Agreement Cuts

If both the Cerenkov and ion chamber signals scale purely as Z? then the
ratio Z¢/ Z1 should be a function of energy alone. The distribution of Z¢/ 7 1s
shown in Figure 3.1 . The main peak corresponds to particles whose ionization
signal is near the minimum and whose Cerenkov signal is close to saturation,
i.e., particles in the range 2-5 GeV/amu. This range corresponds to the peak
of the energy spectrum at the detector and thus the observed particles pile

up. The sloping tail region on the low side of the peak is comprised of
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particles in the 1.2-2 GeV/amu region, together with those above 5 GeV/amu,
where the Cerenkov signal is saturated but the ionization signal is in the rela-
tivistic rise region. Below Z¢/ Z; = 0.83, there is a wide plateau, corresponding
to particles which are above the Cerenkov threshold at ~300 MeV/amu, but
below 1.2 GeV/amu.

The peak at Z¢/ Z; = 0.17 corresponds to the scintillation region, in which
the particles are below the Cerenkov threshold. Both Z¢ and Z; have a weak
energy dependence in this region, and hence the pileup of particles in the
peak. This peak is larger than would be expected from the particle energy
spectrum. The reason is that Fe nuclei in the scintillation region have 7
greater than 30.5, and thus were saved as "high 7", rather than being sub-
jected to the 1/40 "lucky" selection. The lowest peak in the Z¢/ 7 distribution

corresponds to noise at the Cerenkov discriminator threshold.

Figure 3.2 shows histograms of Z¢/ Z; in the range 0.90 to 1.08 for various
intervals of Z;. The shapes of the peaks at high Z are quite similar to the
shape of the iron peak, and the peak position is independent of Z up to the
charge 50-60 region, with only a small shift beyond that. From this we con-
clude that both Z; and 7Z; scale with Z in a very similar way. In the distribution
of Z¢/ Zr shown in Figure 3.1, there is a plateau to the right of the peak. This
plateau is caused by particles which have inconsistencies within the individual
ion chamber signals, or within the individual Cerenkov signals. Particles hav-
ing such inconsistencies were removed with cuts to be described later, and the

histograms of Figure 3.2 were made after these cuts had been applied.

The iron peak in Figure 3.2 has a full width at half maximum of 6.2% of the
peak value. From Table 2.1, the fwhm of a single ion chamber is expected to
be ~11% for iron nuclei; adding the signals from two modules and taking the
square root yields a fwhm of 3.9% for Z;. Combining this with the rms resolu-
tion of Z¢ of 0.338 charge units (to be obtained later in this chapter) implies
that the fwhm of Zy/ Z; for a monoenergetic beam will be 4.9%. From this we
conclude that the Z¢/ 7Z; peak is significantly broadened by the instrument

resolution. As a result of this broadening, the distributions of Figure 3.2 are
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right: 23-27, 33-39, 47-61, and Z¢>74.5. Particles were weighted as described In

Section 3.2.6.
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less useful for studying the energy spectrum than they might otherwise be.
The double valued ionization response further complicates such a study, since
particles both above and below minimum ionizing lie to the left of the peak.
The width of all the distributions in Figure 3.2 is approximately the same; this
is a consequence of the energy dependences of Z¢ and Z; and the observation
in Chapter 2 that the ion chamber resolution is a constant fraction of the sig-

nal, to first order.
Particles were selected to have similar values of Z¢ and 7;, as follows:

1) Particles with Z¢/ Z; < 0.9 were eliminated. Most of these particles have
kinetic energy £ 1.5 GeV/amu. At such low energies the relative values of
the Cerenkov signal and the signals from the two ion chamber modules
have strong energy, angle, and charge dependences, resulting from the
large energy losses in the detector materials. Including these very low
energy particles would complicate the analysis. The Z¢/ Z,= 0.9 require-
ment also excludes a few particles with kinetic energy 2 80 GeV/amu.
44.1 7% of the remaining particles were eliminated by this cut, leaving
339,142,

2) A particle with Z¢c/Z; > 1.08 has an anomalously high Cerenkov signal
caused by an accidentally coincident particle striking the window of a
photomultiplier tube. The Cerenkov light produced in the window is
observed by the other tubes as well, increasing the effect. This cut elim-

inates 13.0 % of the remaining particles, leaving 295,170.

3.2.3. The Hodoscope Cut

Many events have hodoscope patterns in which more wires were triggered
than expected from geometry. The hodoscope readouts provide trigger infor-
mation for patterns up to 18 wires wide, together with an overflow bit. In order
to eliminate particles whose trajectory may be grossly incorrect, a pattern
width selection was made. A given hodoscope plane is considered to be "good"
if the pattern is no more than eight wires wide in each coordinate, and in

order to be accepted for analysis, a particle must have at least two good
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planes. Although this cut is loose, the selected events with wide patterns show
good charge resolution, and the distribution of Z; is insensitive to variations in
the allowed pattern widths. This cut eliminates 0.8 % of the remaining parti-

cles, leaving 292,936.

3.2.4. lon Chamber Consistency Cuts

An individual ion chamber may have an anomalously high signal because
of an accidental coincidence with a second particle crossing the chamber at a
large angle to the instrument axis. To eliminate these events, we define the
quantities dz123 and dz456:
1|5L=Iz

[
dz123 = 1+100%| =—
2| Ligg

(3.1)

L 1[kls
21 Iz

2] 172

where Iljpg is the mean of the three ion chamber signals I;, Iz, and I3 in one
module, and dz456 is similarly defined for the other module. If one of the
three signals is unusually large then the value of dz123 will be correspond-
ingly large. For those particles with only two good ion chambers in a module,
only one term was used in (3.1), and dz123 was set to 1 for particles with only

one good chamber.

Figure 3.3 shows the distribution of dz123 observed in flight. This distri-
bution has a long tail resulting from accidental coincidences and fragmenta-
tions within the gas and the electrodes. The main peak lies at a value of 3.5,
thus implying an rms width of ~11% for each chamber individually. The distri-
bution of dz4568 is similar. Most contaminated events were eliminated by
requiring the values of dz123 and dz456 to be less than 18. This cut was
chosen at the transition from the near-gaussian peak to the non-gaussian tail.
The dz123 and dz456 cuts remove 4.9 % of the remaining particles, leaving
278.671.

To remove events in which a fragmentation interactioa occurred within
the Cerenkov detector, we can define the quantity dzfa = Zj 23 - Zy4s6. Where
Z1 125 is the value of Z; calculated for the 123 module only. The first Bevalac

calibration showed that to a good approximation the ion chamber resolution is
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a constant fraction of the signal and independent of Z, hence dzfa/ 7Z; should
have a distribution independent of Z. Figure 3.4 shows the values of dzfa/7;
with cuts at + 0.1 being sufficient to eliminate the long tails frem interactions.

These cuts eliminated 7.7% of the remaining particles, leaving 257,088.

3.2.5. The Cerenkov Consistency Cut

If all particles passed through the detector at normal incidence, then the
total Cerenkov light would split between the eight tubes in fractions which
depend only on the trajectory position (x,z) in the plane of the radiators. In
order to check the light distribution, we have used the parameter relct,

defined as follows (Garrard, 1984):

(C2+Cg)/ (C3+Cy)
ratiomap(x,z)

(&4-&)/ (C4+Ca) .
ratiomap(x,z)

1

21k
] (3.2)

where C; and C;,4 are the signals from a pair of tubes in a particular corner,

relct = 1+ 100x[

the ratios are to the pair in the diagonally opposite corner, and ratiomap(x,z)
is the average value of these ratios. Thus relct is a measure of the deviations

of these ratios from their expected values.

Because the ratio maps were made using particles arriving near normal
incidence, the distribution of relct is angle dependent. To investigate the
angle dependence, the data were binned by angle of incidence and the relct
distributions compared. The value of relct at the half maximum peint was
found to vary smoothly from 12 to 19 as the angle increased fom 0° to 70°, so
the raw value of relct was corrected by the factors shown in Table 3.1. Figure
3.5 shows the distribution of the corrected value of relect. This distribution

shows a narrow peak at low values and a flat tail at high values.

The reict cut was chosen so that particles were rejected if their corrected
value of relct was greater than 14. To see how such a value might arise, con-
sider a particle passing through the center of the Cerenkov plane, where the
signals from the eight tubes should be approximately equal. Now suppose that
the signal from one tube is raised by an amount A from its expected value.

From (3.2), we have
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Table 3.1
angle correction factor
0° - 20° 1.000
20° - 40° 0.923
40° - 50° 0.857
50° - BO® 0.750
over B0° 0.632

Table 3.1 Factors applied to relect to correct for the varia-

tion of the distribution width with angle of incidence.

relct ~ 1+50% (3.3)
where C is the signal from one tube. Then a relct of 14 implies that
A/7C=0.26, and the fractional increase in the total Cerenkov signal is
A/ BC = 0.033. At Z = 50, this corresponds to a maximimum error of 0.8 charge
units in Zg, about twice the intrinsic resolution. Thus the inclusion of parti-
cles with values of relct as high as 14 does not severely compromise the
charge resolution. The relct cut eliminated 5.0 % of the remaining particles,
leaving 244,221. These are the particles used for the abundance analysis to be

given in Section 3.4,

3.2.6. Livetime Weighting

Each major frame of the data stream from the experiment contains up to
128 events and represents 40.96 seconds of exposure. Events were recorded
with either normal or priority status depending on the ion chamber pulse
heights and the presence of a Cerenkov discriminator signal. The signal levels
required were such that any particle with Z > 33 and a Cerenkov signal above
threshold was given priority status while most Fe nuclei were classed as nor-

mal. A priority event was able to overwrite a normal event in the data buffer,
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thus giving different livetimes for the two types of events during periods of
high event rates. A more complete discussion of the event control logic and
data readout systems is given in Binns et al , {1281).

Each normal event is assigned a statistical weight equal te the number of
normal events triggering the instrument within its major frame, divided by the
number of normal events actually recorded in that major frame, and thus
correcting for the recording inefficiency of normal events relative to priority
events. The livetime weight of priority events is 1. The total weight of the
selected data set is 401914.3, implying a mean livetime weight per particle of
1.85.

The weights of those particles which were lucky but not high Z were
further increased by a factor of 40 to compensate for their selection bias.
With this factor applied the total weight of the selected data set is 13,911,805.
This is the estimated number of particles which traversed the instrument and
would have met the selection criteria if all events had been recorded at the

same efficiency as priority events.

3.3. The Rigidity Spectrum

Chapter 1 describes the various rigidity dependent processes thought to
occur between the cosmic ray source and a detector placed in karth orbit.
The relative abundances of primary and secondary elements depend on the
particular rigidity at which propagation occurred and these effects must be
properly accounted for when comparing the observed abundances with those
predicted by propagation models. Here we derive the rigidity spectrum of par-
ticles arriving at the detector after the exclusion of many low rigidity parti-
cles by the geocmagnetic field. Because the HNE detector provided no direct

indication of particle rigidity, an indirect method was required.

During the first pass analysis, particles were assigned cutoff rigidities for
each of the two possible directions, as described in Section 3.1.1. These
cutoffs are the lowest possible rigidities for particles from those directions.

Using the same selections as before, but without the lower Zg/7Z; limit, a
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histogram of cutoffs was generated as follows:

1)

Particles with zenith angle less than 35° are known to have come from

above the horizon and the appropriate cuteff was used.

For the remaining particles the direction ambiguity cannot be resolved,
however it is more likely that they came from the direction of the lower
cutoff. By assuming a particular interplanetary spectrum we can weight
the two cutoffs by their probabilities. If N(R) is the flux of particles of
rigidity R or more in interplanetary space, then the probability that the

higher of the two cutoffs is correct is

_ N(Rrex)
" N(Rmin) +N(Rmax)

(3.4)

where Ry, and R,y are the two cutoffs. The interplanetary spectrum
N(R) was approximated by a piecewise power law, using values tabulated
at Washington University (S.D. Barthelmy and M.D. Jones, private commun-
ication), which in turn were derived from the compilation of iron spectra

presented by Webber (1982). The piecewise power law is given by:

RL7 if R>300 GV
0.56229 R~1887 — 4 3792x107% if 27 GV <R<300 GV

N(R) = l 0.13376 R-1916 — 1 6953x10-% if B.3 GV <R<27 GV (3.5)

0.10017 R9710 _ g 4102x10 3 if R<B3 GV

This approximation was chosen to fit the lowest observed fluxes at the
lower rigidities, since the HNE was operating during solar maximum, when

the solar modulation is greatest.

The higher cutoff was weighted by f, and the lower by (1-f); the resuiting histo-

gram is shown in Figure 3.8. Each bin in Figure 3.6 contains particles with

rigidity greater than or equal to the lowest cutoff in that bin. If n; is the

number of particles in a particular bin of Figure 3.6, and R; is the mean cutoff

in that bin, then the number of particles in that bin whose actual rigidities lies

between R; and Rp, with R;<R,<Rg, is given by

N(R,)-N(R,)

H‘i(Rl-RZ) = N(Rl) nj .

(3.8)
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The total number of particles in the rigidity interval [R;,Rz] is then given by
> 'my, where the sum is over all of the bins having Ri<R, in Figure 3.6. Figure
3.7 shows the result of this deconvolution, using the same interplanetary spec-
trum as before. The lower energy limit of the particles selected for abundance
analysis is ~1.5 GeV/amu, which corresponds to a rigidity of order 5 GV.

The propagations to be discussed in Chapter 4 use ten rigidity intervals,
chosen so that each interval contains an equal number of particles in a
differential rigidity spectrum proportional to R™2. Table 3.2 lists these rigidity
intervals, together with the fraction of particles observed in each interval at
the detector. The Z¢/ Z; cut at 0.9 imposes an upper rigidity limit of about
170 GV on the data. however only about 1 % of the particles are eliminated by
this cut. The resulting error is small compared to the uncertainties in the

propagations.

3.4. Elemental Abundance Analysis

3.4.1. Overview

In the following analysis, Z¢ has been used as the charge estimator for all
particies. This is because the ion chamber resolution has been observed to be
an approximately constant fraction of the signal, as discussed in Chapter 2.
From Table 2.1, the signals from each ion chamber module have a full width at
half maximum of ~11%. Approximating the resolution function by a gaussian
leads to rms widths in Z; of 0.43 charge units at Fe and 1.36 charge units at
Pb, which is insufficient to distinguish adjacent elements. The Cerenkov reso-
lution at Fe is ~0.34 charge units and is nearly constant with Z, as will be

shown in a later section.

Figure 3.8 is a histogram of the distribution of Z¢, in bins of 0.25 charge
units, and covering the entire range from Z¢ = 20 to Z¢ = 90. Each particle
was livetime weighted as described above, and as expected this plot shows the
large fall in abundances from iron to the elements in the mid-30's: from pgFe

to g4Se the abundances fall more than four orders of magnitude, with a futher
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Figure 3.7 The rigidiLy spectrum of pariicles arriving at the delector, inferrcd

from the cutoefi distribution as described in tne text.
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! Table 3.2
Interval | Limits (GV) | fraction of total

1 5.000-5.556 0.0493
A 5.5658-6.250 0.0568
3 6.250-7.143 0.0705
4 7.143-8.333 £.0857
5 B8.333-10.00 0.1064
6 10.00-12.50 0.1271
T 12.50-18.67 0.1436
8 16.87-25.00 0.1538
] 25.00-50.00 0.1379

i 10 50.00-e= 0.0688

Table 3.2 The rigidity distribution of the observed particles,

in bins having equal widths in an R spectrum.

factor of 5 drop into the charge 40-60 region and beyond. Figure 3.8 also
shows many individual element peaks, which will be examined in greater detail

in the f[ollowing sections.

3.4.2. Abundance Fitting

Flemental abundances may be obtained from the histogram of Figure 3.8
by using the Maximum Likelihood fitting technique, with Poisson statistics for
the count in each bin. This technique is preferred over the more common
Least Squares technique (i.e., Maximum Likelihood with Gaussian statistics)
because it correctly treats the bins with low counts and generally preserves

the area under the fitted distribution {(Baker and Cousins, 1984).
For a Poisson distribution,

I(u]n) = £2= (3.7)
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is the likelihood of u being the mean of the parent distribution where n is the
observed count. For a histogram with N bins, the likelinood funclion 1s given

by
L= fi ez ) (3.8)

where g, is the expected number of particles in a bin. The parameters con-
trolling the values of the u; may then be adjusted to rnaximize the value of L.
For ease of computation, the logarithm of the likelihood may be maximized,

rather than the function itself.

Assuming that the resclution function is gaussian, the u,; are given in gen-

eral by

ZC.l'H ZC'(me) sz

r

' (A} 1 1

w= [z [ aaeS GHEE) Fmg 0|5
Zer  O(Eam) 2 o

Bz IF

5 (3.9)

where Z¢; and Z¢;+; are the bin edges, Eqnn and Epey are the minimum and
maximum energies corresponding to the selected data, dNz/ dE is the number
of particles of charge Z per unit energy interval (i.e., the differential energy
spectrum), and o(Z;') is the rms resolution of the Cerenkov detector. In (3.9),
the energy integral should really be somewhat more complicated than written,
since the maximum and ininimum energies depend on Lhe ratio Zg/ Z;, which in
turn depends on the resolution of both the ion chambers and the ferenkov
detector. However, there are relatively few particles close to the Z¢/7Z; = 0.9

boundary, and any effects should be unimportant.

3.4.3. The Iron and Sub-iron Region

Figure 3.9 is a histogram of particles with Z¢ in the range 20-30, using
bins of 0.125 charge units. This histogram shows peaks at the even elements
20Ca, 22T, z¢F'e, and ggNi, as well as an indication of a peak at 3V. The Fe peak
is severely skewed towards the low side owing to the presence of many low
energy particles, for which the Cerenkov signal is not saturated. In order to

obtain the total number of iron nuclei in the data set, this distribution fitted
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with a set of model distributions for each element, based on the following

assumptions:

1)

Each element has the rigidity spectrum given in Figure 3.5, but with a
lower limit of 5 GV (i.e., 1.57 GeV/amu for a °®Fe nucleus at the top of the
detector). This limit corresponds approximately to the lower energy limit

of the data. The assumption that each element has the same energy
spectrum is not strictly correct because the sub-iron elements have been
shown to have generally steeper spectra than iron (Engelmann et al.
1983, Jones 1985, and Jones et al. 1985), however the effect on the derived

Fe abundance is small.

The Cerenkov signal is assumed to be given by (2.6), with an additional
term proportional to Z?/ 8% to account for scintillation, and a further
term calculated by Krombel (1980) in the manner of Lezniak (1976) to
account for the light resulting from knockon electrons. The relative size
of the knockon term is given by the model with no adjustable The
knockon term is also proportional to Z? and accounts for 11% of the cal-
culated light at g = 1. Its relative size is given by the model with no adju-
stable parameters. The size of the scintillation term was allowed to vary,
and the best fit was obtained with a contribution of 3% of the total light at
8 = 1. The effective value of the refractive index was assumed to be 1.528,
as given by Garrard (1982). The form of the scintillation term used here
was found to fit the data better than the term proportional to dE/dx used

in section 2.1.

The Cerenkov resolution function was assumed to be a gaussian with a
fixed value of g, independent of Z and 8. ¢ is expected to be constant if
the resolution is dominated by photoelectron statistics. The value of o
was varied to obtain the best fit, and a value of 0.338 charge units
cbtained. This figure corresponds to 2.2 photoelectrons per singly
charged particle at § = 1, and is a factor 1.27 better than the ion

chamber resolution at iron.
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The meodel distribution for each element was obtained by randomly sampling
100,000 particles from the inferred rigidity spectrum at the detector, Figure
3.7, using only rigidities above 5 GV to approximate the lower energy limit of
1.5 GeV/amu. For each particle, the energy at the midplane of the Cerenkov
detector was calculated after allowing for energy loss in the detector maleri-
als. The particles were all assumed to have angles of incidence of 20° the
results are not sensitive to angle in the iron region. Next, Z¢ was calculated
using the model outlined above and a random sample of the gaussian response
function. The reference distribution is obtained by binning according to Zc.
In each iteration of the fit the elemental reference distributions were multi-
plied by the current value of the abundance and then summed to yield the g
of (3.9).

Because the mean weight per particle in Figure 3.9 is of order 50, the
fluctuations in each bin are mmich larger than Poisson statistics would indi-
cate. To compensate for this effect, the fit was made to the unweighted histo-
gram corresponding to Figure 3.9, with the value of the likelihood function at
each iteration being calculated after dividing each of the g; by the mean
weight per particle in its corresponding bin. The relative abundances of each
element were adjusted for the best fit, and the procedure repeated for various
choices of the other parameters. As shown in Figure 3.9, the fit is a reason-
able match to the observed distribution, althoughn il appears that the true iron
distribution has fewer particles on the low side of the peak than the model
assumes. In turn, this suggests that the derived iron spectrum has too many
particles at low rigidities. The weighted number of iron nuclei obtained with

this fit is 8.00 + 0.24 million (statistical uncertainty only).

Particles can be selected to have high geomagnetic cutoff rigidities, so
that the Cerenkov signal is almost saturated and the shape of the peak domr-
inated by the intrinsic resolution. An example of this is shown in Figure 3.10,
in which a minimum cutoff of 10 GV was required, corresponding to a minimum
energy of 3.8 GeV/amu. The Fe peak in Figure 3.10 is nearly symmetric, how-
ever the total number of particles selected with this cut is only 32,497, a

reduction of 86.7 % from the previous data set. Rigidity cuts ranging from 5 to
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8 GV have been used in all earlier analyses of the HNE data, with the exception
of the actinide analysis (Binns et al.,, 1982). In Figure 3.10, the fwhm of the
iron pealt is approximately 0.75 charge units, implying an rms resolution of
0.34 charge units, which is consistent with the value obtained above.

The dotted curve in Figure 3.10 represents a fit to the data over the range
Zc = 24 to Z¢ = 28, assuming that the particles followed gaussian distributions
for each element, and letting the resolution ¢ be a parameter, again assumed
to be the same for each element. The best fit value of o was 0.362, slightly
larger than the value implied by the fwhm because the fit attempted to accom-
modate the asymmetry on the high side of the peak.

3.4.4. The »,Co to 33As Region

Figure 3.11 shows this region, in which the dominant feature is the rapid
fall in the abundances by four orders of magnitude. Superimposed on this are
peaks at the even elements pgNi, 30Zn, and 3,Ge, together with an indication of
a peak at 3;Ga. The elements from Z = 29 to Z = 33 inclusive are not well
resolved in this data set, and fitted abundances depend critically on the form
of the fitting function used. Because of this, no attempt to determine reliable
abundances has been made here, aithough the abundance of 32Ge has been
previously determined in a more restricted data set (Binns et al., 1983a). The
resolution of the ggNi peak is better than it appears in Figure 3.11 because of

the logarithmic scale used.

3.4.5. The 3483 to wb Region

This region is shown in Figure 3.12, where the data are now binned in 0.25
charge unit intervals. The even elements 3,5e, 35Kr, 358r, and 4,Zr appear to be
resoived in this histogram, together with g;Rb. However, there is an overlap

resulting from the many low energy particles present in the data set.

The upper dotted curve in Figure 3.12 represents the best fit to these
data, based on the same set of assumptions that were used to fit the iron

region in Figure 3.9, i.e., assuming that the Cerenkov signal scales as Z?, that
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all elements have the same rigidity spectrum as iron, and that the resolution
is independent of the signal size. The lower dotted curve represents the con-
tribution of ggSr tc the fit function. The calculated distribution has small

fluctuations resulting from the Monte Carle method used to generate it.

In order to determine the goodness of fit, a x? test may be used. For Pois-
son distributed data, the x® test is strictly valid only as the predicted count in
each bin becomes large, however, a predicted count of 5 or more is usually
considered large enough (Eadie et al., 1971), and this criterion is met in Fig-
ure 3.12. Letting Q® = ) (nj—u)?/ w;, we obtain a value of Q® of 38.27 for 26
degrees of freedom (36 bins less 10 fitted abundances), using only the data
from Z¢ = 33 to 42. From the x? distribution, the probability of Q?® being this
large or larger by chance is only 7.7%. This low probability reflects the fact
that the shape of the peaks does not follow the fitting function very well; in
particular the 3gSr and 4Zr peaks appear to be significantly sharper than the
model allows. The abundances from Z = 33 to Z = 38 resulting from this fit are
given in Table 3.3. An alternative approach to fitting these data will be

described in Section 3.4.8.

Table 3.3
|
Z | element | fitted count
33 As 86
34 Se 302
35 Br 79
38 Kr 197
37 Rb 5
38 Sr 298

Table 3.3 Fitted abundances of elements with charge 33 to
38 inclusive, obtained using the iron energy spectrum. Note

that the odd elements are not resolved; see Table 3.8.
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3.4.8. The 42Mo to ggNd Region

Figure 3.13 shows this region, again using 0.25 charge unit bins. This plot
shows clear peaks at every even element from 4;Mo to goNd, with the possible
exception of s54Xe. This resolution was entirely unexpected given the large
spread of pulse heights resulting from the expected energy spread of the par-
ticles, as shown by the lower dotted curve, which represents the expected dis-
tribution of the 5,Sn nuclei if their spectrum was the same as iron. The upper
dotted curve represents the fit resulting from this model, and it is clearly
unable to reproduce the shape of the distribution. Using the data from Z¢ =
42 to 82 (so as to avoid the overlap with the previous histogram) and the fitted
abundances of elements 42 to 62, the value of Q® is 22.36, with 7 degrees of
freedom. The probability of obtaining a value of Q® this high or higher by
chance is 0.2 7%, confirming that the data are poorly fit by the model.

Inspection of Figure 3.13 shows that the data have a much greater peak
to valley ratio than predicted by the model. The absence of a strong peak to
valley ratio in the model results from the large number of low energy parti-
cles, for which the Cerenkov signal is unsaturated. Thus a possible explana-
tion for the sharp peaks in the data is that in this charge range there are
fewer low energy particles present, compared to iron. An alternative explana-
tion is that the energy dependence of the Cerenkov signal is very different to
that assumed, at least above 1.5 GeV/amu. However, below 1.0 GeV/amu the
calibration described in Section 2.4 suggests that the response agrees well
with the simple model. In addition, a Z dependent change in the shape of the
Cerenkov response would also be expected to result in a non-Z? scaling law.
From the locations of the peaks in Figure 3.13 there is no evidence for a sys-
tematic deviation from Z? scaling, although some of the peaks in Figure 3.13
do appear to be shifted from their nominal positions, as will be discussed in
Section 3.4.8. Thus the most likely explanation for the sharp peaks is that the

spectra of these elements are different to those at iron.
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3.4.7. The Z > 80 Region

Figure 3.14 shows the heaviest nuclei ocbserved in this data set, now using
bins of 0.5 charge units. The most noticeable feature of this plot is the
absence of well resolved peaks. This effect may have several causes, such as a
worsening resolution, a larger fraction of odd charged nuclei, or a greater

number of low energy nuclei than in the 40-80 region, and these problems are
compounded by the small number of particles. The data show a dip in the
abundances in the ,Yb-,zHf region, a broad peak at ;30s-771r-7gPt, and a peak
at gzPb. The width of the latter peak is ~2 charge units, suggesting that either
the resolution has worsened compared to the charge 50-80 region, or that
there are a larger number of low energy particles present. Additional peaks
appear at gzEu and ggEr. If these peaks are real, rather than statistical
fluctuations, then they imply an upwards shift in the charge scale of ~0.5

charge units, which is not inconsistent with the position of the Pb peak.

Because of the poor statistics and absence of well defined peaks, no
attempt was made to fit this region. Instead, we count the number of particles
in broad charge groups, chosen for consistency with the previous study of this
region by Binns et al. (1985). These groups and their counts are shown in
Table 3.4.

Table 3.4
group Zc range count | relative to 10® Fe
Light Secondary (LS) 61.5-69.5 48 6.00+0.87
Heavy Secondary (HS) | 69.5 - 73.5 15 1.88355%
Platinum (Pt) 73.5 - B0.5 36 4.50+£0.75
Lead (Pb) 80.5 - 86.5 8 1.00494¢9

Table 3.4 Numbers of particles in various charge groups, as

taken from Figure 3.14.
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3.4.8. Gaussian Peak Fitting

Returning to Figures 3.9, 3.12, and 3.13, there appears to be a smooth
change in the shape of the peaks as Z increases, with the most likely explana-
tion being a relative absence of lower energy particles at the heavier ele-
ments. Moreover, many peaks in the Z = 34 to 80 region are well approximated
by gaussian distributions. This section describes the use of gaussian distribu-

tions to determine the abundances.

These fits use a histogram of particles from Z¢ = 31 to 62 in 0.25 charge
unit bins, with the abundances of the elements from 30 to 62 adjusted to
obtain the best value of the likelihood. In those cases where the best fit value
of a particular abundance would be less than zere, the fitting program con-
strained the value at zero. This occurs with the elements ,gln, s;La, and sPr,
and is primarily caused by low statistics. The effective constraint of these
abundances is ignored for the purposes of calculating the number of degrees

of freedom

Each element was modelled by a distribution of variance ¢ and mean
Z — Az. The Az terms allow the peaks to be offset from their nominal positions,
as might happen if the energy spectra were different for different elements.
Adjustment of all the oz and Az gives a result with too many free parameters,

so some constraints were used.

Two fits were tried, with the results of the first fit being used to guide the
second. In the first fit, the values of g were set to a single value, o, which was
allowed to vary. The best fit value of o was 0.388, 15% higher than the value
obtained for the non-gaussian fit to the iron distribution (Figure 3.9). Since
they are expected to have softer spectra, and hence lower median energies,
the values of Az of the odd elements were all fixed at -0.3, while those for the

even elements were allowed to vary.

Inspection of Figures 3.12 and 3.13 suggests that there is a correlation
between the offset of a peak and whether an element is mostly primary or
mostly secondary: gz3Sr and sgBa are mostly primary and have small offsets,

while most of the other elements have substantial secondary contributions
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and do appear to have significant offsets. To investigate this apparent corre-
lation, the best fit values of A; were plotted as a function of the primary frac-
tion at earth, as given by a particular propagation calculation. This calcula-
tion, of the type described in Brewster et al. (1985) and in more detail by
Brewster (1984), was performed at the University of Minnesota (M. Kertzmann,
private communication). It assumes a source composition identical to the
solar system composition given by Anders and Ebihara (1982), with the step
function FIP fractionation given in (1.2). The pathlength distribution was
assumed to be the exponential of (1.4), with the escape length chosen to be 7
gem™ of pure hydrogen. The resulting primary fractions of the elements from
Z=30 to 61 are given in Table 3.5.

The open circles in Figure 3.15 plot the fitted offsets of the even elements
as a function of their primary fraction. The uncertainties in the fitted values
of the Az are not shown in this figure, although they are quite large, ranging
from a minimum of +0.04 charge units for 3,3e to a maximum of +0.15 at s4Xe,

comparable to the scatter in the values.

Despite the large amount of scatter, the data in Figure 3.15 do appear to
be correlated. The rank correlation coefficient has a value of 0.4549, which is
significant at the 90% level (two tailed t-test, 12 degrees of freedom). In order
to test the model dependence of this correlation, the calculation was repeated
for propagation calculations assuming no FIP dependence, and for a calcula-
tion which assumed the exponential FIP dependence given in Brewster et al.
(1985). The values of the rank correlation coefficients in these cases were
0.2264 and 0.3870 respectively, with significance levels of 56 and 80%. Thus

the correlation depends on the assumption of a FIP dependence.

The straight line in Figure 3.15 represents an unweighted least squares fit
to the open circles. This line was used to fix the values of Az for the odd ele-
ments in the final fit, according to their primary fractions. In this fit, the
value of gz was no longer assumed to be independent of charge, but rather

have the form given by

of = of + 0877 (3.10)
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Table 3.5

Z | element | fraction || Z | element | fraction
30 Zn 0.943 48 Pd 0.234
31 Ga 0.685 47 Ag 0.346
32 Ge 0.826 48 Cd 0.253
33 As 0.319 49 In 0.161
34 Se 0.635 50 Sn 0.488
35 Br 0.318 81 Sb 0.221
36 Kr 0.330 52 Te 0.606 .
37 Rb 0.687 a3 I 0.215
38 Sr 0.799 54 Xe 0.336
39 ) § 0.751 55 Cs 0.562
40 Zr 0.805 58 Ba 0.782
41 Nb 0.322 57 La 0.627
42 Mo 0.477 58 Ce 0.620
43 Te 0.0 59 Pr 0.455
ad Ru 0.370 80 Nd 0.585
45 Rh 0.194 61 Pm 0.0

Table 3.5 The primary fractions of each element from Z=30
to 61, after propagation through 7 gcm ? of pure hydrogen.
This calculation assumes a solar system source composition

and the step function FIP fractionation given in (1.2).
where o, represents the resolution due to photoelectron statistics and oz
allows for mapping uncertainties. Some rearrangement leads to
0§ = of, + 02(Z%—-26%) (3.11)

The value of op, was fixed at 0.338, obtained in the earlier fit to the iron data

with no rigidity cutoff. The values of Az for the even elements and the value of
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oz were allowed to vary.

The offsets of the even elements 34-60 obtained with this fit are more
correlated with the primary fraction than after the initial fit. The values of
the rank correlation coefficients in the no FIP, exponential FIP, and step FIP
cases are 0.3011, 0.5780, and 0.4110 repectively, with significance levels of 70,
97, and B6%. The best fit value of gz was 0.0044, implying an rms resolution of
0.351 charge units at Z = 34, increasing to 0.413 charge units at Z = 60. The
solid circles in Figure 3.15 show the final offsets as a function of the primary

fraction in the case of a step FIP dependence.

We now consider the meaning of the peak offsets. If we assume that the
nominal peak position (i.e., at Z¢ = Z) corresponds to particles at =1, we can
calculate the values of § and the corresponding energies for various offsets of
the peak at charge 50. This is equivalent to supposing that the particles of
each element have a well defined modal energy. These energies were calcu-
lated assuming that the Cerenkov response is completely given by (2.6), and
are shown in Table 3.6. The value of the refractive index was assumed to be
1.52B.

Table 3.6
offset in c.u. g E (GeV/amu)
-0.1 0.9973 i1.9
-0.2 0.9947 B.1
-0.3 0.9921 8.5
-0.4 0.9895 5.5

Table 3.8 Peak offsets at charge 50 for monoenergetic parti-

cles at various energies.

From Table 3.4, we see that quite large shifts in the peak position can arise

from relatively modest changes in the modal energy. This is because these
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shifts are rather small fractions of the total signal at these high charges. As
mentioned in Chapter 1, secondary elements at lower Z have been found to be
less abundant at higher energies relative to their primaries, and hence have
lower modal energies. Thus it is at least plausible that there might be some
correlation between the peak position and the primary fraction, as we found

above.

[igures 3.16a and 3.16b show the final fit to the data using the gaussian
distributions. The data appear to be well fit by the gaussian distributions, with
the peak to valley ratios in the Z = 40-50 region being much better repro-
duced than when the iron distribution was used. Again applying the x? test
with adjacent bins grouped to obtain w; > 5, the value of @ was 35.77. With 37
degrees of freedom, the probability that x* is this high or higher is 52.6%,
implying an excellent fit. The corresponding probability for the initial fit was
65.2%. The reason that Q® is larger in the final fit is because the form (3.11)
forces a larger value of ¢ than is strictly necessary in the 50s as a result of
compensating for the non-gaussian shapes of the 30s peaks, while being fixed

at iron.

3.4.9. Estimmation of Uncertainties

Near the maximum in logL(ﬁ) we may transform variables to a new space
uz(Az), in which loglL is parabolic in each variable, i.e., L{Qd) is a multivariate
gaussian in this new space. Furthermore, if L is the maximum value of L, then

(uz—ugz)?
207

L{uz) = Lg exp (3.12)

where ¢# is the variance of L in the variable uz. Then the probability that the
true value of ug lies in the interval [ugz—oz , ugz+oz] is 68.3 %, provided the
other components of @ remain fixed at their most likely values. The value of

logL at the limits of this confidence interval is given by
logL(ugz+0oz) = logLg—% (3.13)

Thus, without knowing the specific transformation between A and 1, we can
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find a 68.3 % confidence interval for Az by the numerical solution of

logL(Az+) = loglo—% (3.14)

where Az, corresponds to upz+oz and Az_ to ugz—o7z.

For some elements the lower confidence limit from (3.14) is negative.
Since negative abundances are unphysical, the abundances of such elements
are unresolved and we can only determine an upper limit, using a more gen-
eral confidence interval. Given the likelihood function L(A), we can define a

one dimensional confidence interval [a,b] for a particular Az by

b
SL(R)dA,
S ﬁ (315)
L(A)dAy

of s

where f is the probability that the true value of Az lies within [a,b]. Setting
g = 0.883 and requiring L(a)=L(b) reproduces the same limits as (3.14). In the
case of upper limits, we require the interval [0, A'z] such that g8 = 0.841, so
that the probability that the true value of Az lies above the stated interval is
15.9 % for both resolved and unresolved elements. Table 3.7 gives the abun-
dances of the elements from Z = 33 to Z = 60 using the gaussian fit, together
with their confidence intervals from (3.14). In those cases where the abun-
dance is unresolved, the fitted value of the abundance is given in square
brackets, together with the upper limit calculated using (3.15). It should be
noted that this approach to cobtaining one dimensional confidence intervals
results in the enclosed volume containing a fraction ~BY of the total probabil-
ity, where M is the number of elements being fitted. This is only a small frac-

tion of the total probability if M is large.

If the uncertainties in the observed abundances were normally distri-
buted then the ¥? distribution could be used to draw conclusions about the
nature of the cosmic ray source, by comparing the observed abundances to
those predicted by various models. Although the abundances in Table 3.7 are

not normally distributed, for most elements the deviation from normality is
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Table 3.7 |
Z element | fitted count Z element | fitted count
33 As 13948 47 Ag 148152
34 Se 22418 48 cd 82.5388
35 Br 127414 49 In (0]<79
36 Kr 156*18 50 Sn 41.0X48
37 Rb iy b’ 51 Sb 10.4344
38 Sr 1898 52 Te 30.2188
39 ¥ ot 53 I 108258
40 r 75119 54 Xe 18.0138
41 Nb | 48 B 55 Cs ¥.1 438
42 Mo 33.8:54 56 Ba 39.289,
43 Te 22.5152 57 La [0]<5.0
44 Ru 27.034 58 Ce 18.31%¢8
45 Rh 7.48, 59 Pr [0] <34
48 Pd | 34.918§ 80 Nd 12.0237 |

Table 3.7 Fitted number of particles of each element, as-
suming that Z¢ has a gaussian distribution. Confidence in-
tervals were obtained using {3.14) and (3.15). Numbers in
square brackets refer to the fitted number of particles
where the confidence interval includes zero. The abun-
dances of odd elements in this table are unreliable and
must be combined with those of the even elements: see text
and Table 3.8.

not great. There also are correlations between the abundances of adjacent
elements, which must be considered when combining abundances or taking

ratios.
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Comparison of the results in Table 3.7 with those of Table 3.3 shows that
in the charge range Z = 33-38 the odd element abundances are very sensitive
to the fitting assumptions, with the even element abundances less so. In this
region, the distributions are probably in transition from the iron shape to the
nearly gaussian shape in the 50s. Thus the correct representation of these
distributions should have more particles on the low side of the peak, and if
these particles are absent from the fitting distribution, then the derived abun-
dances of the odd elements inciude a contribution from the next higher even.
The agreement between the two sets of abundances improves if the elements
are grouped in pairs: each odd with the even above it. Because the gaussian
assumption is a better fit to the data, we choose to adopt the abundances
resulting from it 2fter pairing adjacent elements. This procedure works well
for all elements below charge 61, with the exception of the 41-42 pair As
shown in Figure 3.18a, the large fitted abundance of 4;Nb is due to the unex-
pected peak in the bin beginning at Z¢ = 40.5. This peak is almost certainly a
statistical fluctuation, and is more likely to result from Z = 40 particles than
either 41 or 42. Thus the pairing procedure was modified by grouping ele-

ments 39, 40, and 41 together and leaving 42 ungrouped.

The difficulty with grouping adjacent elements is that the uncertainty in a
group abundance can be easily calculated only by assumung that the data in
each bin are normaily distributed, ralher than Poisson. We now make this
assumption to derive the uncertainties in the group abundances below charge
61. Let

2
— _ 0°logl 3.18
Hzz 9Az0Az (3.18)
Then H is known as the information matrix and is equal to the inverse of the

covariance matrix V (Eadie et al., 1971):
Vzz = (HDzz (3.17)
The uncertainty in the quantity f(&) is then given by

of of
gl = N 7 o s (3.18)
® = 23 Ver 5, iy
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Elements whose best fit abundances were zero were excluded from the calcu-
lation of the covariance matrix, and in those cases the uncertainty in the
group is assumed to be that of the even element alone. The grouped abun-
dances are listed in Table 3.8, together with their uncertainties calculated
using (3.16), (3.17), and (3.18).

The uncertainty in each of the abundances of the 33-34, 35-36, and 37-38
groups has been increased by adding in quadrature the difference between
the abundance shown in Table 3.8 and that derived from the fit using the iron
spectrum, given in Table 3.3. Thus these uncertainties include estimates of
the systematic uncertainties resulting from approximating the actual Z¢ dis-
tributions with gaussian distribrutions. The Z>60 groups are also shown in
this tabie, and were obtained from Table 3.4, together with their uncertainties
due to counting statistics. The normalization to iron is also sheown in this
table, using the fitted count of 8.00+0.24 million obtained in Section 3.4.3, and

ignoring the possible spectral differences between iron and the heavier ele-

ments.



Table 3.8
% number of particles | abundance (Fe=10%)
33-34 363+33 45.4+4.1
35-36 283+19 35.4+2.4
37-38 306+19 38.3+2.4
39-40-41 199+156 24.8+1.9
42 33.6+£7.2 4.20+0.90
43-44 49.5+8.6 6.2+1.1
45-48 42.3+7.4 5.29+0.93
47-48 47.3+£7.2 5.91+£0.90
49-50 41.1+6.7 5.14+0.84
51-52 40.6+6.9 5.08+0.86
53-54 28.8+5.9 3.60+0.74
55-586 46.3+7.0 5.79+0.88
57-58 18.3x4.3 2.29+0.54
59-80 12.1+£3.5 1.51+£0.44
62-69 48.04888 6.004887
70-73 15.028] 1.8B438
74-80 36.028¢ 4504873
80-83 B8.0*38 1.00+948

Table 3.8 Abundances of charge groups, with uncertainties
calculated from the information matrix for Z<60. For Z>80,
the groups of Table 3.4 are given, with uncerlainties

obtained using counting statistics.
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Chapter 4

Discussion

4.1. Comparisons With Other Data

Previous results from the HNE have been given for the Z = 32 to 42 region
(Binns et al., 1983a). the 50 tc 58 region {Krombel 1983, Binns et al., 1983b
and Stone et al. 1983), the 62 to B3 region (Binns et al., 1965), and for the
actinides (Binns et al., 1982) The only other experiment with comparable
resoluticn and statistics is that on the UK. spacecraft Ariel VI, which has
obtained abundances for all elements with 33<7<4B, and even charge ele-
tnents for z=48 (Fuwler el al., 1985a and 1985b). Table 4.1 lists Lhe weighied

numbers of iron nuclei in these varicus data sats

| Table 4.1
{
! 1
Charge Range | Number of Iron E Reference
: Z ; (million) |
| - '
| | |
| 8R-a2 ; z4 | Binns et al., 1983a
|
| 50 - 58 B9 ! Stone et al., 1983
: 62 - 82 96 | Binns et al., 1985
| Z=90 | ~29 l Rinns et al., 1982
L |
T
33 - 48 3.40 ! Fowler et al., 1985a
!
48 - B2 8.68 | Powler et al., 1985b
i
34 - 82 8.00 This work

Table 4.1 Equivalent numbers of irwir nuclei in various data

sels.
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4.1.1. Comparison With Previous HNE Data

Table 4.2 compares the charge group abundances obtained in Chapter 3
with the results of previous studies of the HNE data, and for Z<60 these data
are plotted in Figure 4.1. In the charge 33-42 region, Binns et al. (1983a)
fitted a one dimensional histogram of data selected for good resolution and
obtained finite abundances for both even and odd elements although the odd
abundances were sufficiently uncertain that they were presented as upper
limits. In this comparison adjacent elements have been grouped, and the
uncertainties have been assumed Lo be the same as those quoted for the even

elements alone.

In the 33-42 region the agreemeont is very good except at 42Moe, where the
new result is nearly a factor of two below the previous value Some of this
discrepancy may have resulted from adding the Z = 41 abundance to the 39-
40 group. if some low energy charge 42 particles were counted as 41s then the
apparent abundance of 42 would be lower than the true value. Since the
actual abundance of charge 41 is expected to be ~0.4 times thal of 42, such a
misassignment would account for only a small part of the discrepancy. The
Binns et al. (1983a) data set consisted of two subsets of roughly equal sizes,
one of which was composed of particles chosen for high rigidity (gecinagnetic
cutoff greater than B GV), while the other subset was chosen for low c¢nerzy
{less than ~900 MeV/amu) by requiring Z¢/ Zj to be less than 0.R. The charges
of the particles in the low energy set were estimated using an algorithm which
considered both Ze and Zp as well ac the cencrgy loss within the instrument
(Krombel 1980, 1981). Because these charge estimates relied on Z;, and hence
on the relatively poor ion chamber resolution, the possibility of spillover from
3g5r and 49Zr into 4 Mo must be considered. However, the ratios
(41.0<Zc<43.0)/ (37.0<Zc<39.0) for the two subsets individually are 0.21+U0.07
aud 0.22x0.06, and thus the low energy subset does not appear to be arfected
b spillover any more than the high rigidity subset. The new value for the 4 :Mce
abundance does agree well with the propagation model which best fits the

other elements; this will be discussed in Section 4.2.1.
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Table 4.2
Charge pair | This work | Previous HNE
26 1.00x10% 1.00x108
33-34 45.4+4.1 521§
35-36 35.4+2.4 3042
37-38 38.3+2.4 4340
39-40-41 24 8+1.9 21%p
42 4.20+0.90 8%
43-44 6.2+1.1
45-46 5.29+0.93
47-48 5.91+£0.90
49-50 5.14+0.84 5.7+1.83
51-52 5.08+0.86 3.4+1.0
53-54 3.60+0.74 3.5+0.9
55-56 5.79+0.88 6.2+1.0
57-58 2.29+0.54 2.8+0.9
59-60 1.51+0.44
62-69 6.001887 3.54'383%
70-73 1.881592% 1.043845
74-80 4 504878 4,381811
81-83 1.002542 1.0439%

Table 4.2 New abundances of element pairs, compared to previously published
HNE data. Both sets are normalized to 108 Fe nuclei inside the detector. Pre-
vious abundances in the 33-42 region are from Binns et al. (1983a), with the
fitted odd abundances added to the evens, and the uncertainty interval of the
even element used for the group. Previous abundances in the charge 50-58
region are from Stone et al. (1983), and those above charge 60 are from Binns

et al. (1985).
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In the charge 50-58 region, the even element abundances from Stone et
al. (1983) are used in Table 4.2, normalized to their stated number of iron
nuclei inside the detector. The principal difference between the two sets of
abundances is in the amount of s5;Te present: the new value is a factor 1.5
times that found previously. The data set used by Stone et al. (1983) is
described in detail in Krombel (1983), and contained four subsets, none of
which showed good charge resolution on its own. In the Stone et al data set,
42% of the particles with Z:>35.0 came from a subset of particles with
minimum cutoffs less than 8 GV, but which were chosen to be "high energy” by
requiring Z¢/ Z; to be greater than 0.964. Reference to Figure 3.2 shows that
this cut lies almost at the peak of the distributions and thus the apparent
relative abundances of adjacent elements could he affected by spectral
differences, or by statistical fluctuations in the distributions of individual ele-
ments. Inspection of the histogram in Krombel (1983) corresponding to Lhis
subset shows that it contains very little Te relative to 50,Sn and  gBa, presum-
ably because most of the Te lies just outside the Z¢/ Z; cut. This observation
probably results from a statistical fluctuation rather than different spectra
since although Te has a greater secondary component than Ba, and hence a
softer spectrum, Sn has an even greater secondary component and hence an
even softer spectrum, and would be even more supressed than the Te il ils

Z¢o/ 7y distribution were appreciably different.

Using the same data set that was used to determine the 5C-58 abun-
dances in Stone et al. (1983), Klarmann et al. (1983) found the secondary to
primary ratio (44-4B)/(50-56) to be 0.70+0.10 inside the detector. Using Lhe
results of Table 3.7 and the covariance matrix, the present value of this ratio
is 0.89+0.10, which is somewhat higher The difference is consistent with a
secondary to primary ratio which decreases with energy, since the present
data set allows particles to have energies as low as 1.5 GeV/amu while that
used by Klarmann et al. had few particles below 2.5 GeV/amu because of its
higher Z¢/ Zy cut.

In the Z>60 region, the results of Binns et al. (1985) have been normal-

ized to the stated number of iron nuclei. There is a large difference here in
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the abundances of the two secondary groups: the new abundances for the L3
(Z = 82-69) and HS (Z = 70-73) groups are ~1.B times those previously
cbtained, while the abundances of the Pt and Pb primary groups agree very
well. The principal differences between the data set of Binns et al. and the
present one are that they imposed a 5§ GV minimum cutoff rigidity, and also
allowed events with good ion chambers only on one side of the Cerenkov
detector (one module events). The inclusion of the one module events would
have been expected to increase the number of secondaries since it allows
more particles to traverse the sidewalls and the unknown material outside
them, as well as reducing the discrimination against fragmentation within the
instrument. [t thus seems likely that the discrepancy in the HS and LS abun-

dances results from the geomagnetic cutoff sclection.

The selection for analysis of those particles whose geuvmagnetic cutoff is
greater than some specified minimum reduces the number of particles of all
rigidities, but it reduces thie number of lower rigidity particles relatively more
than the number of higher rigidity particles. This effect is illustrated in Fig-
ure 4.2, which shows two "geomagnetic transmission functions” derived
specifically for the HNE orbit at Washington University and given by Olevitch
(1985). The upper curve in Iigure 4.2 shows the fraction of particles which
reach the detector, as function of their rigidity, in the case when no minimum
cutoff is imposed in the data analysis. As expected, this curve is quite similar
te that cbtained when the inferred rigidity spectrum at the detector, Figure
3.7, is divided by the assumed rigidity spectrum in interplanetary space, equa-
Lion (3.5). The lower curve shows the fraction of particles transmitted when a
5 GV minimum cutofl selection is imposed in the data analysis, and each curve
is normalized to 1.0 at rigidities above 60 GV. Many more particles of low rigi-
dity are transmitted when no cuteff seleclion is applied, and Lhe transmission
functions differ by a factor of two even at particle rigidities as high as 7.5 GV

(which corresponds to ~2.3 GeV/amu in the Z>60 region).

We conclude that the elements between 7 = 62 and Z = 73 have an appre-
ciably larger fraction of their particles in the range 1.5 to 2.5 GeV/amu than

does iron or the platinum-lead group. This effect is consistent with the loss of
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resolution in the Z¢ histogram above charge 60, and the observation that
secondary elements with Z<26 have softer spectra than the primary nuclei
from which they were made. The spectrum of the HS+LS group can be
estimated using the transmission functions and their observed abundances
relative to iron. If the data are selected to have some minimum cutoff K¢, then

the total number of iron in that data set is given by

dN Fe

Fe(Rc) = k(Rc) f (R) t(R.Rc) dR (4.1)

where dNpe./dR is the differential rigidity spectrum outside the magneto-
sphere, t(R.R¢) is the transmission function, and k(R¢) is a factor which
accounts for the total exposure of the instrument. The lower limit of 5 GV
corresponds to the approximate lower energy limit of the selected data. We

can write a similar expression for the number of Pt secondaries observed:

dNs

S(Re) = k(Rc) f (R) t(R.Rc) dR (42)

where k(R¢) is the same factor in both cases. If we let

dNs
drR

dNFe

= f(R) (4.3)
then the secondary to iron ratio with a particular cutoff selection is given by

y f(R
/ aNee SR 1(R Ro)aR

S -
To(Re) =

% dNpe
{ & t(RROAR

Using the rigidity spectrum outside the magnetosphere, (3.5), and the
transmission functions given in Figure 4.2, the integrals can be evaluated for
assumed functions f(R) in the cases of no cutoff selection and a 5 GV cutoff

selection, and the ratio

o)
Fe')
o)
ﬁ(iﬂ
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compared with the observed value of 1.72 for the HS and 1.3 groups combined.

First, we assume that f(R) = ¢cR™?. Solving for 7 yields the value 2.4+1.0,
with the uncertainty calculated from the uncertainties given in Table 4.2, and
assuming that the two data sets are uncorrelated, since only ~25% of the par-
ticles in the new data set are common to both. Since the spectrum of the Pt-

Pb primaries appears to be approximately the same as iron, this this value of ¥
would require the rigidity dependence of the secondary to primary ratio te be
much stronger than is the case for lower charges. For Z<29, the value of 7 is
0.7+0.1, and can be explained by using a leaky box model with a rigidity
dependent escape length (Ormies and Protheroe, 1983).

Because the rigidity dependence of the secondary to primary ratio is
much larger than expected, the possible energy dependence of the fragmenta-
tion cross sections must be considered. For example, Kaufman and Steinberg
(19B0) have measured the fermation cross seclions of scme of Lhe spallation
products formed by bombarding 3§7Au nuclei with protons, and find that the
cross sections peak between 0.9 and 1.5 GeV/amu for producis in the charge
range 65-72. As the energy increases, the cross sections fall to about half
their peak value by 3 GeV/amu, and then remain ccnstant at higher energies.
If the fragmentation cross sections of the other primary nuclel in the plati-
num group behave similarly then the energy dependence of the cross sections
will increase the energy dependence of the secondary to primary ratio. In
order to see whether energy dependent cross sections can account for the

observed rigidity dependence, we can let

O

Craq_ —
S R)R it R<BGY (4.5)
cR™” otherwise '

£(R) =
This form of f(R) is intended to approximately model the effect of energy
dependent cross sections: at 5 GV it is equal to twice the value of R™?. Again
solving for 7, we obtain the value 1.7+0.8, which is closer to the low Z result.
From this we conclude that for Z>60 the enhanced number of secondaries at

low energies may result from the combination of a rigidity dependent escape
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length with energy dependent cross sections.

4.1.2. Compariscon With Ariel Data

The next comparison that may be made is with the Ariel data. The Ariel
team has quoted abundances of all charge pairs having Z=33 (Fowler et al.,
1985a,b), however these abundances are quoted after being corrected for
fragmentation in the lid of the detector. In order to properly compare the
results of the two experiments, the data of Table 3.8 must be corrected for
fragmentation within the lid. This calculation is also necessary for any com-

pariscn with galactic propagation models.

The fragmentation crecss sections of ggKr, s4Xe, gylo, and »gAu on alumi-
num were all measured at ~1 GeV/amu during the second Bevalac calibration
described in Chapter 2. Preliminary work by Kertzman (private communica-
tion) has indicated that the fragmentaticn cross sections of these nuclei are

well represented by
Oaz = a(AZ)™® (4.6)

where g,7 is the partial cross section in millibarns for a charge change AZ, and

a and b are given by
a = 2.15x7 + B84.88 (4.7)

b = 0.00457xZ + 0.365

N
o))
~

with Z the charge of the nucleus being fragmented. For AZ = | only, the value
of a must be multiplied by a factor 1.15. The total cross section for all charge
changing interactions is given by a modified form of the formula due to West-

fall et al. (1979):
2
ar{A) = 10mr§ | AY3 + AY3 — 0.209 (A+A,)Y/3 (4.9)

where A is the mean mass of nuclei with charge Z, rg = 1.35, Ay = 27, and o7 is

in millibarns. These cross sections are assumed to be independent of energy.
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Using these cross sections, the individual element abundances in Table
3.7 were propagated backwards through 1.5 gcm™ of aluminum to obtain the
abundances outside the detector. They were then regrouped and normalized
to iron to yield the corrected abundances shown in Table 4.3. For those ele-
ments above charge B0, the groups of Table 3.8 were decomposed by assuming
that each element was represented in the same fraction as that resulting from
the galactic propagation of a solar system source composition, after fractio-
nation by the step FIP dependence given in (1.2). The group was then recom-
bined after each abundance was corrected for fragmentation within the lid.
The uncertainties quoted in this table are assumed to be the same as those on
the original groups since the abundance changes were all less than 5% relative

to iron.

The final column in Table 4.3 shows the published abundances from the
Ariel group, and for Z<80 these are shown together with the HNE data in Fig-
ure 4.3. Below charge 48, the Ariel abundances are subject to a downwards
correction for electron showers. However, none of the abundances is changed
by more than 10% (P.H. Fowler, private communication). Even with these
corrections applied. the Ariel abundances are significantly higher than the
HEAO abundances for Z<42, with the exception of 3gSr. Inspection of the Ariel
histogram in Fowler et al. {1985a) shows that Z = 38 is the only peak which is
clearly resolved in their data. Thus it is tempting to suggest that the higher
Arie! abundances are due to spillover from the much more abundant lower ele-

ments.

Alternatively, the energy spectra of these elements may be rather
different to that of iron, with an enhancement of particles at ~1-3 GeV/amu in
the 30s relative to iron. Because its orbit was inclined at 55° rather than the
43.6° of the HEAO orbit, the Ariel experiment observed a greater fraction of
low energy particles. However, the Ariel group obtained their Z<48 abun-
dances from a data set restricted to particles observed in spacecraft locations
where the vertical cutoff was greater than 3.4 GV. For the HEAO orbit, the
minimum vertical cutoff was approximately 2.8 GV, and thus the HEAO data

with no cutoff selection applied should have more, rather than fewer low
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Table 4.3
Charge Group | This work Ariel
26 1.00x10% | 1,00x10°
33-34 44.9+4.1 TeED
35-36 35.1+2.4 43+4
37-38 3B.1£2.4 38+4
39-40-41 24.7+1.9 35+4
42 4.16+0.90 9+6
43-44 6.1+1.1 3+£2
45-46 5.19+0.93 6+2
47-48 5.85+0.90 5.7+1.3
49-50 5.07+0.84 5.5+1.0
51-52 5.05+0.86 7.5+1.0
53-54 3.56+0.74 | 4.4+1.1
55-56 5.82+0.88 B.0£1.2
57-58 2.26+0.54 1.9+1.0
; 59-60 1.46+0.44 2.4+0.8
IS 8.0115&7 7.4+0.9
HS 1.8728%% 1.9+0.5
Pt 4 603978 5.7+0.8
Pb 1.04+949 2.0+£0.8

Table 4.3 The abundances of the charge groups of Table 3.8,
after correction for fragmentation within the lid of the
instrument, compared to those for the Ariel 6 experiment
as taken from Fowler et al. (1985a,b). The uncertainties in

the Ariel group abundances above charge 60 have been

estimated using counting

statistics.
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energy particles than the Ariel data with the 3.4 GV cut. Thus it is unlikely
that the higher Ariel abundances are caused by spectral effects, particularly
since the shape of the HNE peaks for Z = 3B-80 suggests a considerable

deficiency of particles in the 1.5-2.5 GeV/amu range, relative to iron.

For Z=49, the Ariel abundances are systematically higher than the HNE
abundances, by a factor of 1.25+0.11 relative to iron. This ratio does not
appear to be charge dependent, and suggests that there is a problem with the

overall normalization to iron in one of the experiments.

4.2. Comparison With Propagated Sources

The abundances given in Table 4.3 may be compared with the results of
galactic propagation models. The particular model that will be used here fol-
lows the scheme outlined in Chapter 1, and is described in Brewster et al.
(1983, 1985), and 1n more detail in Brewster (1984). This model takes a given
set of source abundances, which are then fractionated by a specified FIP
dependence before being accelerated with an R™® rigidity spectrum. The
charge spectra are allowed to propagate in ten rigidity bins, each of which has
an equal number of particles in an R spectrum. These bins are given in
Table 3.2 . The particles then propagate in a leaky box with the rigidity
dependent path length distribution of Ormes and Protheroce (1983), before
being passed through the geomagnetic transmission function of Table 3.2 to
give the abundances at an earth orbiting detector. The calculation uses the
serniempirical fragmentation cross sections of Silberberg and Tsao (1973a,b),
which are calculated at 2.3 GeV/amu and assumed to be independent of
energy. Strictly speaking, the propagations should be carried out an isotope
by isotope basis, but this would result in an excessive amount of computation,
so the calculations use weighted sumns of isotope cross sections in order to
obtain elemental cross sections, as described in Brewster et al. (1983). The
icnization energy loss in the interstellar medium is assumed to be negligible in

this calculation.
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4.2.1. Comparison With a Solar System Source

Anders and Ebihara (1982) have provided a recent compilation of the
relative abundances of elements in the solar sysiem as a whole. These abun-
dances have been determined from meteorite studies and solar spectroscopy,
and for most elements have uncertainties of 20% or less. Here we consider the
results of propagating this source composition with three different assump-
tions about the FIP dependence of the injection process. First, Figure 4.4
shows the ratio of the abundances outside the detector to the propagated
charge spectrum with no FIP dependence, for 7 = 34 - 80. In this figure, the
propagations have been normalized so that the ratio of the observed abun-
dance of iron to the propagated abundance is ! 0 The propagated abun-
dances agree remarkably well with the observations, implying Lhal Lthe cosmic
ray source composition is quite similar to the solar system composition. There
are some significant differences, however: the observed abundances of g4Se
and sgKr are many standard devialions below that predicted, while the abun-
dance of ;Mo is ~2 standard deviaticns above that predicted, and the abun-

dance of 54Xe is over 3 standard deviations below.

If we let

o 3 LAz(obs)-Ar(prop)F

. (4.10)
groups UZ

then @7 should be distributed approximately as x thus providing an estimate
of how well the propagation calculation describes the data. This procedure
ignores the correlations between the abundances of adjacent groups. How-
ever, inspection of the correlation matrix defined by (3.17) shows that the
magnitudes of the off diagonal terms linking two adjacent even elements are
less than 4% of the diagonal ternis for those elements, and hence their efTect

should be unimportant.

For the solar system source with no FIP dependence, the value of Q? is
478.4, with 18 degrees of freedom. Although the probability of a value of ¥*
this high is vanishingly small, we have ignored the uncertainties in the propa-

gation calculation, which might be expected to appreciably lower the value of
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Q?, and which will be discussed below. The value of @ still enables a relative
comparison of the goodness of fit of various propagation calculations.

In previous analyses of the HNE data, the preferred form of the FIP

dependence was an exponential:
f{FIP) = 9.31 exp{ —0.288 F'IP] (4.11)

This function strongly suppresses the noble gases zgKr and s4Xe, leading to
much better agreement with their observed abundances, as shown in Figure
4.5. However, the exponential FIP dependence strongly enhances the
acceleraled abundances of the low FIP element ggSr, destroying the previously
good agreement. The agreement is also not as good for the relatively low FIP
clements soSn and sgBa. The value of Q° tor this fit is 258.5.

As a third example of FIP dependence, Figure 4.8 shows Lhe comparison of
the cbserved abundances with the results of a propagation calculation using
the sloping step function of Letaw et al. {1984), which was given in (1.2). The
value of Q? for this propagation is 58.98, subsiantially beller than either of the
two previous examples, although the x° probability of a value this large or
larger is still extremely small: 3x107®. For Z<60, the most serious disagree-
ment is in the abundance of g43e, and 1f this element is excluded the value of
Q° falls to 43.17. The abundances of ggKr, 47r, 4sCd, and 5,Sn all differ by ~2

standard deviations from the value predicted by the propagation.

Above charge 60, the abundances of the two secondary groups and the
platinum group are all greater than preaicted by the propagalion, by a factor
whose mean is 1.83. The cbserved lead abundance contrasts strongly, how-

ever, since its value is only 0.44 '§#! that predicted by the propagation.

It 1s important to note that only the errors in the cosmic ray observations
have been shown in Figures 4.3, 4.4, and 4.5. Two other important sources of
error haves been ignored, namely the uncertainties in the source abundances
and the uncertainties in the fragmentation cross sections. The uncertainties
ziven in the solar system abundances of Anders and Ebihara (1982) range

from 5-10 7% of the value for important primary elements. While the inclusion
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of these uncertainties would not be sufficient to bring the observed abun-
dance of g43e into agreement, it would nonetheless improve Lhe overall fit.

The errors in the cross seclions are polentially much larger, with the
nominal value being ~35%, although recent work by Letaw et al. (1985) sug-
gests that the errors are rather smaller than this for Z<29. Kertzman et al.
(1985) have shown that some of the partial cross sections of s4Xe at 1.2
GeV/amu are greater than those given by Tsao and Silberberg (1979) by a fac-
tor of 1.7, although for small charge changes the discrepancies are less
severe, with the observed cross sections about 20% lower than predicted
Although the parameters used in the cross secticn calculations are being
updated as new experimental data become available, the propagation model
used nere does not incorporate any adjusiments made aiter 1979, il is impor-
tant Lo note that the predicted abundarnces are quite seusitive to the crocs

certion values, particularly for Z>60

Another possible source of error is in the iron normalization, which has
ceen sct Lo 1.0 1n ail of these coniparisons. ii the iron norinalization i
adjusted in the comparisen to the solar system scurce propagated with a step
TP dependence. Figure 4 6, the lowest value of Q? is obtained with all of the
propagated avundances lowered by 6.3% relative to iron. With this adjustment
there 1s a small improvement in the fit, with the value of Q? falling from 58.98
to 53.73. If 4,8e is excluded from the fit, the value of Q* falls further, to 42.71.
i Lius case, the normalization relative Lo wwou rails vy only 2.0%.

Because Lhe ultraheavy celements are formed by nuclevsynliiusis
processes which are different to those which produce iron, there is no particu-
lar reason whv the overall normalization should work out so well. over an
abundance range of six orders of magnitude. Furthermore, the elements in
the charge range Z = 3B8-60 appear to be deficient in particles in the energy
range 1.5-2.5 GeV/amu, relative Lo iron. This deficiency introduces a further
uncertalnty in the iron normaiizaction because it becoines energy dependent.
Tiven all of these uncertainties, the overall agreement shown in Figure 1.8 is

quite remarkable.
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4.2.2. Comparison With an s-Process Source

In this section the observed abundances of ultraheavy cosmic rays will be
compared with the results of propagation calculations which use a pure s-
process source. The source composition we will use was obtained by Fixsen,
and given in the appendix of Binns et al. (1985). The even element abun-

dances in this source are given in Figure 1.1. Because the parameters used in
the calculation were chosen for the best fit to the abundances of the pure s-
process nuclei in the solar system, we shall refer to this as the "solar system

s-process’’, to distinguish it from possible variations elsewhere in the galaxy.

Figure 4.7 shows the ratios of the cosmic ray abundances to those
predicted by propagating the pure s-process source, with no FIP dependence.
We have excluded 4,Se from this plot because it 13 is not a pure neutron cap-
ture element, some is thougit to be synthesized in the helium burning phase
of stellar evolution. Although iron is not synthesized in neutron capture
processes, we have retained the overall normalization so that the source
abundance of a pure s-process nuclide is the same, relative Lo iron, as inn the
solar system. Because there is no particular reason for constraining the
overall normalization in this way, we are free to adjust it to obtain the best fit.
i1iis is shown in Figure 4.7, where the norizontal line represents tie best fit Lo
the normalization, and indicates lhat the s-process source abundances should
be increased by a factor of 0 &56. With this normalization, the value of Q% is
07,00, which is not as goud as the vaiue of 42.71 which is obtained for the solar
systcm step FIP propagation with both 3,3e deleted and the iron normalization
optimized. The value of the normalization factor is largely controlled by the
elements ggKr, 3gSr, and 4Se because the uncertainties on their abundances

are much smaller than those of the heavier elements.

Figure 4.8 shows the agreement between the observed abundances and
those of the propagated sclar system s-process source after fractionation by
the step funclion P dependence. The FIF fractionativn has destroyed the
previcus cenzistency between the three lewest Z groups, and as a result the

value of Q? is higher at 131.1, including the best fit iron normalization factor
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of 0.737. Thus we conclude that if the cosmic ray source is dominated by s-
process material, then it is less likely that there is a TIP {ractionation of the
ultraheavy elements. This conclusion is consistent with that of Binns et al.
(1983b), although they used the exponential FIP dependence given in {4.9),

rather than the sloping step function used here.

4.2.3. Comparison With an r-Process Source

in this section we compare the observed abundances to those obtained by
propagating the sclar syvstem r-process, again as given in Binns et al. {1985).
These values were obtained by subtracting the s-process abundarnces from the
solar system composition, ignoring the rare p-proress nuclei in doing so  Fig-
dre 4.9 shows Lthe comparison beiween the cosinic ray opservations and Lhese
propagated abundances, again with the r precess to iron normalization fixed
al the solar system vaiue. The horizontal line indicates the best fit normaiiza-
tlon, which occurs if the r-process is suppressed by a factor 0.433 reiative to
the solar system. The fit is very poer, with the value of Q® being 433.1. This
high value is mainly due to the large scatter of the points from Z = 36 to 40

[igure 4.10 shows the comparisan if the source is fractionated bv the step
taaciion I'IP dependence used earlier. With r-process now ennailced by a best
fit factor of 1.034 relative tc the solar system. the value of Q¢ improves to
167.4, which is still not as good as that obtained for the s-process. with or
without a FIP fractionation. It is itierescng, however, that the abundences oi
the Pt arcup and both of its sercndary groups agree very well with the nor-
malization shown. Since the primary nuciei in these groups are mainly pro-
duced in the r-process, there does appear to be a modest enhancement of r-
process material in the source in this charge range, compared to the solar
system

it i1s clear that the ultrahecavy cosmic ray source material 1s not dom-
wated LY ©-process material, as shown by tie large overabundances of Jhe
primarv nuclei ggSr, 4pZr. and 56Ba in Figures 4 9 and 4.10. These nurli=i occur

at or close to magic neutron numbers and are thus produced in large amounts
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in the s-process.

4.2.4. Comparisons With Mixtures of r- and s-Process Material

In this section, we compare the observed cosmic ray composition with
that of linear combinations of propagated r- and s-process sources, in a
manner similar to that of Krombel (1983). Such comparisons are permissible
because the propagation calculations consist of matrix multiplications, which
are inherently linear, and hence a linear combination of the prepagation
results is equivalent to a linear combination of the sources. Strictly speaking
these propagations should be done on an isotope by isotope basis, especially
since the r- and s-processes often produce different isotopes of the same ele-
ment. However, the unceriainly vesuiting [rom propagating by cleticuls (s
theught to be ~5% (Krombel 1983), and thus not important for Z>4G.

Following Krombel, we take thé linear combination of the r- and s-process

abundances:

X =2[t5+ (1-DOR]

,‘
S
i
N

g

where X is a particular abundance distribution. R and S are the propagated
solar system r- and s-process compositicus and the mixing pararmeter [ takes
values between 0 and 1. If £ = 0.5 then X has the same compositicin as the
solar system, including the correct normalization to iron. In this sectinn we
will independently normalize each X to obtain the best fit to the data, and thus
acsume that the r- and s-process contributions to the cosmic ray source are
independent of the iron contribution. The auantity
—f

n=— (4.13)

gives the ratio of r-process material to s-process material in the source rela-
iive to that in the solar system and thus provides a measure of the r-process
enhancement; a value of 1 greater than one indicates that the cosmic rays are
enhanced in r-process mateiial, whiie a value less than one indicates a deple-

tion of r-process material, relative to the solar system.
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Figure 4.11 shows the value of Q? as a function of f, in the case where
there is no FIP fractionation. The minimum value of Q% occurs at f = 0.918,
implying that the best fit is to a source composed almost entirely of s-process
material. The value of Q® at the minimum is B0.02, which is approximately
twice as large as the value obtained using a solar system source composition
and FIP fractionation. [f we assume that Q? is distributed as x?, then the limits
of a 68.3% confidence interval far f are given by Q® = Q% + 1. The limits on f

obtained in this manner are 0.884 and 0.947; substitution in (4.11) vields

n(noFIP) = 0.092°83%,

At the best fit value of f, the best overall normalization requires that the
abundances of the ultraheavy nuclei be reduved by a faclor of 0.844 relative
to iren. This normalization is shown as the straight line in Figure 4.12, which
plots the ratio of the observed abundances to the propagaten source. [nspec-
Llion of Figure 4.12 confirms that the model does not fit the data very well, with
a cystematic deviation in the 38-44 region due c not allowing a FIP depen-
dence, and with the Pt group overabundant by a factor of ~2.5 relative to the

best fit normalization.

igure 4 13 shows Lhe variation of G° with f in the case where the step
function FIP frastionation is used. The best fit cccurs at a value of f of 0.451,
implying a small excess of r-process material relative to the solar system. The
lowest vaiue of Q? is 39.89, somewnat better than the best value obtained with
a solar system source The probatbility of x* being this highk or higher for 18
degrees of freedom is still only 1.0%x1073. The 68.3% confidence limits on f are

0.405 and 0.499, implying that
n{stepFIP) = 1.22+83%

Ihus the solar system mix of r- and s-process is only excluded at the 15.9%
level. If the uncertaintics in the source abundances and prepagaticn were
included in this calculation, the observed cosmic ray abundances would be
expected to be even more consistent with a solar system mixture of r- and s-

process material. The comparison with the data with this propagation is
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shown in Figure 4.14, which also shows the best fit normalization at 0.980. As
expected, this plot is very similar to that of Figure 4.6.

4.3. Conclusions

In this section we interpret the observations within the framework of the

standard model of cosmic ray origin and propagation, as outlined in Chapter 1.

4.3.1. The Abundances of Primary Flements

The observed abundances of those elements which are mostly primary
show that the cosmic ray source composition is quite similar to that of the
solar system, provided that there is a source fractionation based on first ioni-
zation potential. This similarity is maintained between elements widely spaced
in charge, and also between the ultraheavy elements and iron. The step func-
tion FIP fractionation of (1.2) is in better agreement with the observations

than the exponential FIP dependence of (4.11).

The cosmic ray source composition is inconsistent with a source whose
composition is dominated by either r- or s-process material, regardless of
whether a FIP fractionation occurs at the source. A small enhancement of r-
process material, relative to the solar system, is the most likely interpretation

of the data using current propagation models.

The abundance of 34Se is lower than that predicted, by a factor of order
0.75 (Figure 4.8), and it is thus possible that the cosmic ray source is depleted
in this element. Because selenium can be synthesized in the helium burning

process, it was not included in the r- and s-process decompositions.

The abundance of the platinum group is greater than that expected, by a
factor of order 1.68. Such an effect would suggest an r-process contribution
which increases with charge, relative to the solar systemr-process. The abun-
dance of the lead group is lower than that predicted by any model which
explains the lower Z data. Because these elements are quite sensitive to cross
section uncertainties, it is possible that future propagation calculations will

resolve the discrepancy.



- 127 -

‘uo1yisoduwoD 1a)sAs Jejos © Sasn Yaiysm

‘g aandi Jo 1ey) 03 Jeuuis a3nb si jo[d STY], ‘UOTRUONORI] [ UONIUN] dais

v Jo 8sed 2y} Ul 'adniXmu sscooad-s pue -1 1y 153q Y} guisn jopow uonyededoud e

£q payorpaad asoyy 03 ¢ 31qe], Jo saduepunqe dnoad ayj jo soryed ay], ¥y aundy

Z

P8 08 9./ 2, B89 P9 09 95 2SS 8Br vF OF O9E ZCEZ

T

T

o

T

I

I

T

T

1

T

T

P T T . |

== r

]

[ |

—t—y

i

4

®

|
[N

030t%

(dI4 da3s)

1307

3t4 388Q/HI



- 128 -

4.3.2. The Abundances of Secondary Flements

The abundances of the secondary elements are in good agreement with
the predictions of the leaky box model using the pathlength distribution which
best explains the observations at lower Z. The abundance of 53n is a factor
~0.7 lower than the predicted value, while that of ,3Cd is higher by a factor
~1.4. These discrepancies may be resolved by future improvements in the

propagation models.

4.3.3. Energy Spectra

The spectra of the even elements from ggSr to ggNd inclusive show
markedly fewer particles in the energy range 1.5-3 GeV/amu, relative to iron.
The evidence for this is the sharp peaks in the histograms of Figures 3.12 and
3.13, especially when compared with the distributions of Z¢ expected from the
iron spectrum These peaks were quite unexpected and were not predicted by
the propagation models used here. These models ignore ionization energy
losses in the interstellar medium. Energy loss can be quite large at modest
energies (see Section 1.2.5), and must be included in the propagation models
before any conclusions can be drawn regarding the primary spectra. There is
no evidence that the spectra of the primary elements in the Pt-Pb group are

different to that of iron, within the limited statistics available.

Secondary elements have spectra which fall more rapidly with energy
than those of the primary elements, as do the secondary spectra at lower
charges. For Z = 3B-60 ihe evidence for softer spectra is the correlation
between the peak position and the primary fraction, as shown in Figure 3.15.
For the platinum-lead secondaries, the evidence is the rigidity dependent
secondary to primary ratio discussed in Section 4.1.1. Such differences are in
qualitative agreement with the predictions of the leaky box model with a rigi-
dity dependent pathlength, since particles of lower rigidities traverse more
material on the average, and thus have a greater chance of [ragmenting
before escape. The spectra of secondary elements may also be affected by

energy dependent fragmentation cross sections, and it appears that such an
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explanation is required to explain the energy dependence of the secondary to

primary ratio for Z>60.

4.4. Requirements for Future Experiments

Future experiments to measure the abundances of ultraheavy elements

must have a number of features in order to resolve the questions arising from

the HNE data analysis. Some of these features are outlined here.

1)

R)

Better resolution. Although the ~0.34 charge units resclution achieved
by the HNE is adequate to resolve most adjacent elements, a lower figure
would enable more reliable abundance measurements at the precipices in
the abundance distribution. It would also enable the measurement of the
abundances of some odd elements, such as 5;Rb, which is expected to
have a large source component, and which is produced almost entirely in
the r-process. The use of homogeneous materials is necessary in order to

achieve high resolution in detectors of ultraheavy nuclei.

Better statistics. Because of the rarity of ultraheavy elements, future
experiments must have either a large geometlry factor or else be
sufficiently reliable that a long exposure time is achieved. If there were
100 times as many particles available, the statistical limits on the abun-
dances would enable the detection of subtle details in the source compo-
sition. When combined with better resolution, an increase of this magni-
tude would enable most of the odd element abundances to be measured,
and would also enable a much more precise measurement of the Pt/Pb
ratio. Although not discussed in this thesis, the actinide abundance is of
particular interest as it provides a measure of the contribution of freshly
synthesized r-process material to the cosmic ray source. The HNE
discovered only one actinide candidate in ~B800 days of data, which was
insufficient to distinguish between freshly synthesized and aged r-process

material.



3)

4)
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Energy Measurement. The results presented in this thesis suggest that
the energy spectra of the ultraheavy elements differ from the iron spec-
trum, especially in the Z = 38-80 region. In order to study the spectra,
the particle energies must be measured with reasonable accuracy.

Direction Sensing. The Heavy Nuclei Experiment was unable to determine
the sense of a particle’'s trajectory. This made the geomagnetic cutoff
less useful for the measurement of rigidity spectra than it might other-

wise have been.

Isotopes...
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