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ABSTRACT 

An instrument, the Caltech High Energy Isotope 

Spectrometer Telesco pe (HEIST), has been developed to 

measure isotop i c abundances of cosmic ray nuclei in the 

charge range 3~ Z S 28 and the energy range between 30 and 

800 MeV/nuc by employing an energy loss-- residual energy 

technique. Measurements of 

energy I osses are made using 

counter hodoscope and a 

particle trajectories and 

a multiwire proportional 

stack of Cs I ( T I) crysta I 

scint i llators, respectively. A detailed analysis has been 

made of the mass resolution capabi I ities of this 

instrument. 

Landau fluctuations set a fundamental l i mit on the 

attainable mass resolution, which for th i s instrument 

ranges between ""·Ol AMU for Z"-'3 and ""·2 AMU for Z.v2b. 

Contributions to the mass resolution due to uncertainties 

in measuring the path-length and energy losses of the 

detected particles are shown to degrade the overall mass 

resolution to between ..v.l AMU (Z N3> and I'V.3 AMU 

(Z-v2b>. 

A formalism, based on the leaky box model of cosmic 

ray propagation, is developed for obtaining isotopic 

abundance ratios at the cosmic ray sources from abundances 

measured in I oca I i nterste I I ar space for e I ements having 
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three or more stable isotopes, one of which is believed to 

be absent a t the cosmic ray sources. This purely 

secondary isotope i s used as a tracer of secondary 

production dur i ng propagation. This technique is 

i I lustrated for the isotopes of the elements 0, Ne, S, Ar 

and Ca. 

The uncertainties in the derived source ratios due to 

errors in fragmentation and total inelastic cross 

sections, in observed spectra I shapes, and in measured 

abundances are evaluated. It is shown that the dominant 

sources of uncertainty are uncorrelated errors in the 

fragmentation cross sections and statistical uncertainties 

in measuring local interstellar abundances. 

These results are applied to estimate the extent to 

which uncertainties must be reduced in order to 

distinguish between cosmic ray production in a solar- I ike 

environment and in various environments with greater 

neutron enrichments. 
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1. INTRODUCTION 

Measurements of the nuclear composition (both 

elemental and isotopic) of material on the earth, in 

meteorites, in the sun and stars, and in the i nterste I I ar 

medium have contributed greatly to our understanding of 

the astrophysica l conditions under which this material was 

synthesized. I n fact, such measurements have been 

essential to the development of the theory of 

nucleosynthesis. The material observed in these sites 

generally exists in thermal equilibrium with its 

~urroundings and this has probably been t he case ever 

since it was synthesized. 

The nuclei i n the cosmic radiation form a sample of 

matter which can be observed at kinetic energies greatly 

in excess of th e rmal energies 

observed at energies up to 

(cosmic rays have been 

J,.O 10 eV (Brownlee et al., 

19l0>>. At present it is not clear whether this material 

is formed in sites different from those whic h produce the 

matter observed in the solar system, or whether the same 

sites produce both populations of matter with the cosmic 

rays simply be ing that smal I fraction which subsequently 

gets accelerated to near-relativistic energies. Not o nly 

is it possible that the cosmic rays w i I I provide 

information con cerning astrophysica l objects o ther than 
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those which produced the solar system material, but they 

also may contain information concerning the time evolution 

of such sources. Measurements of radioactive nuc I ides in 

the cosmic rays (Hagen et al., lqll; Garcia-Munoz et al., 

19llb; Webber et al ., 19ll> lead to estimates of 

-10
6
-107 years as the age of the cosmic rays. This i s 

much younger than the age of solar system material, which 

has been estimate d to be ~Y-Sx1 09 years. 

Improvements in the instrumentation used for 

measurements of the nuclear component of the cosmic rays 

have led to measurements of 1> the abundances of 

individual elements in the cosmic rays in the charge range 

Z ~28, 2> isotop i c abundances of the elements Hand He, 3> 

elemental abundances in the charge range Z > 28, Y> mean 

masses of elements with 3~Z~28, and 5> isotopi c 

abundances of e I ements with 3 ~ Z ~ 8. Reviews of these 

improving measurements of the elemental and isotopic 

composition of the cosmic rays have been presented by 

Garcia-Munoz <1 9 l 3>, Stone <19l3>, Lund <19l5>, Meyer 

<19l5> and Waddington <19ll>. In addition, a number of 

instruments wh i ch should be capable of isotopic abundance 

measurements for alI elements up through Ni have recently 

begun making measurements or wi I I soon do so. It is 

believed that such measurements of the isotopic 

composition o f the cosmic r a ys wi I I further our 
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understanding of the astrophysical processes involved in 

the synthesis and acceleration of this material. 

In section 2 of this thesis we discuss the 

deve I opment of one such instrument and present a deta i I ed 

analysis of the i nfluence of a variety of instrumental 

parameters on t he mass resolution attainable with this 

instrument. In addition to evaluating the expected 

performance of our instrument, this analysis serves to 

indicate those aspects of the measurement in which 

improvements in the instrumentation can significantly 

improve the capabi I ities of this instrument or of other 

instruments of similar design. 

Techniques which have been used for cosmic ray mass 

determination involve measuring two parameters such as 

tot a I energy, range in a selected absorbing mater i al, 

velocity, magne ti c rigidity, specific ionization rate or 
v 

intensity of Cerenkov I ight emission. Each of these 

quantities can be expressed as a product of a function of 

velocity and a function of the particle's charge and/or 

mass. The fact that only a I imited number of discrete 

va I ues of charge and mass are poss i b I e a I I ows one in some 

cases to determine both of these quantities from 

measurements o f on ly two to the parameters isted above. 

Techniques f or measuring c ha rge and mass using 



combinations of measurements of total energy, specific 

ionization and Cerenkov emission have been reviewed by 

Stone <19lY>. 

High Energy Isotope Spectrometer The Caltech 

Telescope (HE IST> is designed to measure the mass of 

cosmic ray part i c I es in the charge range 3 !E. Z := 28 with 

energies between 30 and 800 MeV/nuc (the energy interval 

varying with particle charge within these li mits). 

energy-loss - residual energy technique is employed. 

An 

This 

technique involves measuring the amount of energy that the 

particle loses in passing through an absorber of known 

thickness and measuring the residual energy wi th which the 

part icl e emerge s from this absorber. This technique has 

been employed by a number of investigators for measuring 

both elemental and isotopic abundances. References to 

pub! ications describing these measurements can be found in 

the reviews I i sted above. 

Several inn o vations have been included in the HEIST 

instrument. Cs i (TI) crystal sci nt iII ators are used to 

make the energy lo ss measurements. The use of crystal 

scinti I lators rather than the commonly used plastic 

scinti I lators s hould significantly reduce th e degree of 

saturation o t the sc inti I I at ion efficiency when the 

scintillator i s ex posed to the hea vily ionizing particles 
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of interest here. The effects of scinti I lator saturation 

on mass resolution are discussed by Webber and Kish 

Also, a stack of eight scinti l l ators of 

progressively increasing thickness have been employed. By 

summing the energy losses in all detectors prior to the 

one in which a particle stops we can insure that the 

absorber thickness is a large fraction of the particle's 

range. This tec h nique significantly improves the mass 

resolution over that obtainable using a thin dE/dx 

detector followed by a thick total energy detector. A 

multiwire proportional counter <MWPC) hodoscope is used to 

make precise measurements <<r ,....1 mm) of the particle's 
"'wPc. 

trajectory. These measurements make it possible to make 

corrections fo r t he particle's angle of incidence and for 

variations of thickness and I ight collection efficiency 

with position in the scintillators. Also a technique 

whereby signals from two different dynodes of each 

photomultiplier tube are analyzed using a logarithmic 

pulse height analyzer allows us to achieve the large 

dynamic range required in order to measure signals 

throughout the charge range of interest wh i I e st i I I 

maintaining an adequate pulse height resolution throughout 

that range. 
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Instruments such as the one which we describe should 

be capable, even with the limited statistics normally 

obtained in cosmic ray experiments, of determining whether 

local isotopic abundance distributions originate in a 

source which is drast i cal l y different from that which 

produced the solar system materia I. However, it i s 

possible that di f ferences between the cosmic ray sources 

and a solar-! ike source may be reasonably subtle, arising, 

for example, from differences in the state of evolution of 

the seed material which prov i des the fuel for a common 

nucleosynthesis process . If it is necessary to 

distinguish source differences which are not dramatic, 

then it wi I be necessary to significantly improve the 

statistical accuracy of the cosmic ray measurements and 

also to obtain more precise values of the nuclear cross 

sect ions requ i red for calculating the secondary 

contributions to the observed fluxes. 

In section 3 of this thesis we present a formalism 

which can be used in certain cases for obtaining i sotopic 

source abundance ratios and their uncertainties. This 

treatment is based on the "leaky-box model" of cosmic ray 

propagation <Gioeckler and Jokip i i, 19b9; Meneg uzzi et 

al. 19ll>. We use an isotope which is believed t o be 

absent at the cosmic ray so urc es as a tracer of the 

production of seco nd ar y cosmic rays during propagation. 
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Measurements of the abundances of this isotope and of two 

other isotopes of the same element in local interstellar 

space can then be used to derive the relative abundances 

of the latter two isotopes at the cosmic ray sources. 

This type of analysis makes it possible to interpret 

measurements of the isotopic make-up of a single element 

in a way which should not be affected by charge-dependent 

processes which may be involved in the acceleration of the 
, 

cosmic rays (Cas se et al., 19l5a). 

We consider in detail the interpretation of the 

isotopic compos i tion of the elements 0, Ne, S, Ar and Ca. 

These elements should provide significant astrophysical 

information. In particular, they should make possible the 

determination of the neutron enrichment of the cosmic ray 

sources and the state of evolution of the seed material 

whi ch has been processed by these sources. 

For the case of a solar-1 ike cosmic ray source, we 

evaluate the contributions of uncertainties in a variety 

of parameters--local isotopic abundances, composition of 

parent species, nuclear cross sections and spectral 

shapes--to the uncertainty in the calculated source 

abundance ratio s . In this way we identify dominant 

sources of unc ertain ty. We find that uncertainties in the 

interpretation of i soto pe me as urement s obtained with 
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instruments now being developed and 

dominated by two sources of error: 

flown should be 

1> by statistical 

errors in the measured isotopic abundances and 2 ) by 

uncertainties i n the fragmentation cross sections 

necessary for ev a luating the secondary contributions to 

the observed fluxes. 

We then narrow our consideration to these two sources 

of error and eval uate, for a wider range of obse rved flux 

ratios, the re lative uncertainties which they wi I I produce 

in the derived source abundance ratios. These results are 

obtained using typical estimates of the counting 

statistics and cross section errors which can presently be 

achieved. However, the uncertainties which we obtain can 

easily be scaled for other conditions. The deta i Is and 

limitations of such scaling are also examined. 

We have app I i ed our uncertainty estimates to the 

problem of determining the extent to which statistical and 

cross section errors must be reduced in order to 

distinguish between cosmic ray production in a solar-like 

cosmic ra y source and production 

environments. In particular, we 

in various non-solar 

derive the number of 

cosmic ray events of the elements S and Ca and the level 

of uncertainty 

must be achieved 

in the fragmentation cross sections which 

in order to distinguish various levels of 
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neutron enrichment over a solar-! ike environment. This 

treatment is based on a model for the production of the 

elements S through Ca in an explosive oxygen burning 

process, as presented by Woosley et al. Clql3>. We find 

that present uncertainty levels should permit one to 

distinguish a source environment enriched in neutrons by a 

factor of ~ 3 over the solar composition by using 

measurements of the isotopic composition of cosmic ray 

sulfur. In the case of the ca l cium isotopes, 

that reduction of the important uncertainties 

it appears 

w i II be 

required even to d i st i ngu ish a so I ar-1 ike source from a 

source having as much as a factor of S enhancement of 

neutron excess over the solar value. 

F i n a I I y , we m a k e e s t i m a t . e s o f t h e 

corrections which must be made for 

magnitude of the 

solar modulation 

effects in order to app I y this forma I ism to measurements 

made in the vicinity of the earth. 
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2- INSTRUMENTATION 

2-1 Measurement Technique 

The HEIST instrument is designed to determine the 

mass of cosmic ray nuclei impinging upon it by means of an 

energy-loss - residual energy measurement. The basic 

detector geometry is illustrated in figure 1- The e nerg y 

loss in the first detector is referred to as ll.E and -:- he 

energy deposited in the second detector is referred to as 

E'. The measurement reI ies up on t he fact that wh i I e the 

specific ionization of a charged particle depends only on 

its charge and its velocity (or equivalently its energy 

per nucleon), particles of mass numbers A and A+1 th a t 

have the same energy per nucleon wi I I have total kinetic 

energies with a relative difference of 1/A. This 

difference is less than 2% for the isotopes of nickel, the 

heaviest nuclei which we are trying to identify. 

As a charged heavy particle passes through matter it 

loses energy predominantly by means o f coli isions with 

atomic electrons in the medium . In the energy ran ge of 

interest here, ~1-1000 MeV/nuc, the specific ionization 

is given by (Barkas and Berger, 19bY; Janni, 1966> 
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_FI_G~-R~l 

Schem a t i c i I lustration of geometry for 

~E-E 1 measurement of particle mass. 
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zl. z_ 
= 0. 30 7 c m:l;/~ (J~ if\ (t) 

expression, 

z 

M 

~ 

1l 

lA 

'I 

ln 

~ 

1' 
_.2.~(. 

7l ~ • 

i s the particle's charge in units of the 

proton charge, 
-19 

l.b02x10 Coulombs, 

i s the particle's mass in units of the 

proton mass, mp=938.28 MeV/c::t, 

is the density ( g/ cm3 ) of the abso rber, 

is the atomic number of the absorber, 

is the atomic weight of the absorber, 

is the ionization potential of the 

absorber, 

is the electron mass, n.s11 MeV/c~, 

is the velocity of the charged particle in 

units of the velocity of I i g h t, 
10 

c=3.00x10 em/sec, 
I 

is the Lorentz factor, rc ~~~I , 

is a correction for the fact that the 

electrons of the medium are bound in atomic 

shells, 

is a polarization correction which accounts 

for the fact that the presence of the heavy 

i o n distorts the shape of the electron 
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cloud of near-by atoms in such a way as to 

partially shield these electrons. 

The polarization and she! I corrections are smal I for the 

range of energie s of interest and wi I I be neglected below. 

In addition, it should be noted that if the square root in 

the logarithm is neglected (it varies by N0.1% from unity 

for protons at 1 GeV), then equation 1 can be written in 

the form: 

Here the function s(E/M) is the specific ionization (or 

mean rate of energy loss per unit of matter traversed) of 

a proton in the materia I of interest, and is expressed in 

MeV/(g/cm">. The mean range of a particle is obtained 

from the integral: 

Here R <E/M)::: R, <E/M) is the range of a proton of energy f' ,I 

E/M. Numerou s tabulations of Rf vs. E/M are available 

<Barkas and Berger, 1gb4; Janni, 1gbb; Northcliffe and 

Schilling, 1glo> . 
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The above d i scussion assumes that the charge, Z, of 

the ion does not change as the particle slows down. 

However when the ion slows to a point where its velocity 

is comparable to the velocity of atomic e le ctrons in their 

orbits, it become s possible for the ion to pick up atomic 

electrons there by altering Z. For Z=28 this occurs for 

energies in the range E/M ~10 MeV/nuc (Northcl i ffe and 

Schilling, 19lO>. This effect, although significant 

enough to be con s idered in the present measurement, w i I I 

for the sake o f simp I icity be neglected in the following 

discussion. 

The function R~M(E/M) can be approximated with 

reasonable accuracy by a power law in E/M over -3 decades 

variation of E/M . We can write 

kM (f)a -v:M 
where k=.01Y2 mm of Csl and a=1 -bbY. 

exact form as we II 

Figure 2a shows the 

as this power law 

approximation. Figure 2b shows the fractional difference 

of these two quantities. By noti ng that the part icle's 

range and energy after passing through a layer of 

thickness L are RlM(E/M)-L and E' respectively, we can 
) 

write: 
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£:__1 G_U 13_ ~ 2_ 

Proto n range in Csl vs. particle 

energy. 

a) Solid curve is exact relation as 

given by Jann i <19bb), dashed curve is 

power law approximation. 

b) Fractional difference between exact 

relation and power law approximation. 



ll 

100 

,-...,. 
H 
(/) 

u 
'+-
0 

10 
E 
E ......_, 

w 
<..9 
z 
<( 
0:: 

z 
0 
I-
0 
0:: 
0... 

. I 

.01 I 
10 100 1000 

PROTON ENERGY (MeV) 



![) - . 0 - . 
![) 

0 

18 

0 0 

3JN3tf3.:L:J I 0 39Ntft:l l tfNO ll.Jtft:f.:) 

![) 
- . 

-0> 
0 Q.) 

-~ 

>­
(.9 
0:: 
w 
z 
w 
z 
0 
1--
0 

00:: 
0... 



19 

(3) 

or 

hl:! (b)ct 
z~ M . 

By eliminating R <E/M) between 2 and 3 we obtain an 
Z, M 

implicit relation forM in terms of Z and the measurable 

(tt) 

In the power law approximation we can explicitly solve for 

M: 

(It') 

In what f ollo ws we shall assume that the particle's 

charge, Z, is kno wn. This is reasonable since, due to the 

discrete nature of the nuclear charge and mass, both of 

these quantities can be determined from measurements of ~E 

and E'. Experiments employing the ~E-E' technique have 

already succeeded in resolving individual elements with 

Z =28 (see, for example, the review by Garcia-Munoz, 
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The uncertainties in the masses which we wi I I d'3riv e 

can be expressed as 

cr: l.. = 
M 

+ (5) 

In this equation, cr. ( is the uncertainty in the energy 
A~ La,...dat.<) 

loss in the ~E detector due to statistical fluctuations in 

the ionization energy loss process, and 

n- are the uncertainties in our measurements of ~E, E' Vt.. 

and L respectively. Equation 5 applies only if the 

various contributions to the mass uncertainty are 

statist i ca I I y independent. This condition is not strictly 

correct for our measurement, but the error made i n us ing 

it should not be significant. Equation Y ca n be used to 

obtain the required partial derivatives of M with respe ct 

to the measured quantities. Table 1 summarizes these 

derivatives. The measurement uncertainties wi I I be 

evaluated in the course of the discussion of the 

instrument. 

This section wi I I discuss our mass resolution 

requirements and the I imits on the ma ss re so luti on 

attainable using the ~E-E' technique. It is possible to 

plot I ine s of constant mass, M, on a DE vs. E' graph. 
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This formal procedure can be carried out even for 

non-integral values of M. By dividing the ..1E-E 1 plane in 

this way the events corresponding to a particular element 

can be binned to form a mass histogram. In our discussion 

of our ab iIi ty to obtain isotope 

histogram we wi 1 1 treat the simple 

ratios from such a 

case in which only two 

isotopes have non-negligib le abundances. If we know that 

the mass peaks have Gaussian shape and if we accurately 

know the mass resolution, ~ , of the instrume.nt then we 

can use the method of least squares to ob tain the 

abundance ratio of these two species. In addition, the 

uncertainty in 

curvature of the 

this 

~~ 

ratio 

at its 

Mathews and Walker, 1910>. 

are discussed in appendix A. 

can be obtained from the 

minimum (Bevington, 19b9; 

The deta i Is of this procedure 

Figure 3 sho ws as a function of the abundance ratio, 

r, the number of events required to obtain relative 

uncertainties of 10%, 20%, SO% and 100% in our estimate of 

this ratio. The number of counts is weakly dependent on 

the mass resolution as wei I. The solid curves in the 

figure are calculated for ~ =0.3 units and the dashed 

curves are calculated for a;; =0.25 units (where the 

separat ion between the centers of the t wo Ga u ssian 

distributions is defined as one unit). In addition, a 

pair of dott e d curves are included in the figure to 
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_F I_G~_E 3_ 

Number o f events required to determine 

abundan c e ratios with uncertainties of 

10%, 20%, 50% and 100%. Curves are 

shown f or mass resolutions of Q.25 and 

0.30 ti mes the mean separation between 

the distributions. Dotted curves 

indica t e comb i nations of N and r which 

yield 1 and 10 events of the less 

abundan t spec i es . 
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indicate those combinations of r and N which yield 1 and 

10 counts in the peak having the smaller abundance. It is 

not expected that this type of ca I cuI at ion of cr; w i I I be 

reliable when there are ~10 counts in the less abundant 

peak for reasons mentioned in appendix A. 

It should be noted that although distributions of 

known shape can be separated by fitting techniques even 

~hen they have a large degree of overlap (as indicated by 

the weak dependence of cr;. on ~ in figure 3>, it is 

important that we be able to achieve a reasonable degree 

of separation. This is because this measurement is 

subject to various systematic errors which w i I I tend to 

produce non-Gaussian distributions whose precise shape is 

difficult to determine. As an estimate of the required 

mass resolution we have calculated the mass resolution for 

which an inflect i on point is obtained between two Gaussian 

distributions whose means are separated by one unit, as a 

function of the ratio of the number of counts in the two 

distributions ( Stone, 19l3; Hagen, 19lb>. The deta i Is of 

this calculation are outlined in appendix A and the 

results are summarized in figure~-

If the iron produced in the cosmic ray sources 

consists of a single isotope, A, one expects a ratio 

N(A-1>/N(A) ~0-1 at earth due to spallation reactions in 
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Relativ e abundance in two Gaussian 

distributions for which an inflection 

point i s obtained as a f unction of the 

ratio o f standard deviation to peak 

separat i on. 
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the i nterste I I ar medium. Thus we need to achieve a mass 

resolution of ~0.30 AMU. There are, however, instances 

where the mass peaks which we are attempting to resolve 

are separated by two atomic mass units. For a given 

element nuclear pairing effects (Evans, 1955; Preston, 

19b2) enhance t he stabi I ity of nuclei with even numbers of 

neutrons ( N) • Hence, there are cases where an odd-N 

isotope ies between two isotopes of interest, and this 

isotope can be neglected either because 

( e . g • , 
31 

A r ) o r b e c a u s e i t s p r o d u c t i o n i s 

it is unstable 

suppressed in 

the astrophysical environment of interest and it is not 

produced 

during 

in sign i ficant amounts by 

'tl 
propagat i on (e.g., Ca). 

spallation reactions 

In such cases we can 

resolve the two even-N nuclei with a mass resolution as 

I arge as ""'0. 5 AMU. 

The fundamental I i mit on the mass resolution 

attainable by the bE-E' technique is due to the 

statistical nature of the ionization energy loss process. 

This results in Landau fluctuations--a d i stribution of 

possible ~E values for a monoenergetic beam of identical 

particles incident on the detector. The energy losses of 

interest here are sufficiently large in comparison with 

the energy tha t the particle can transfer in a single 

co I I is ion so that the Landau distribution is accurately 

approximated by its Gaussian I i mit (Seltzer and Berger, 
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19bY; Rossi, 1952>, 

~here 

L thickness of AE detector (em) , 

"' 
= 
~ 

(Lorentz factor), 

S' = density of the detector material (g/cm.l.), 

il. = mean atomic number of the detector 

material, 

lA mean atomic weight of the detector 

material 

This expression applies only for L sufficiently small so 

that the particle's specific ionization does not change 

significantly as it traverses the ~E detector. 

The ~E detectors of int e rest here are thick enough so 

that a correction must be made for the deceleration of the 

particle. We introduce a "deceleration factor", 0, in the 

above expression for Cl to ma ke this correction 
C.E (Lnnd<>u) 

(Hurford, 19lLJ>. 0 .is always greater than unity, since an 

energy loss larger (smaller) than the mean energy loss 

ear I y in the DE detector w iII re sul t in a particle of 

lower (higher) than average energy and hence of h igher 

(lower) than average specific ionization. This particle 

w iII a I so tend to have a greater ( sma II er) than avera ge 
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energy I oss I ater in the .1E detector. D is a function of 

L/R (the ratio of the ~E detector thickness to the 

particle's range) which increases from 1 at L/R=O to ,....,.3 

for L/R AAo.gs. The deceleration factor which we employ 

differs slightly from that used by Hurford since we 

inc I ude the ve I oc i ty dependence of G-.t.E.(LanJou) in obtaining 

this correction. 

So far the thickness, L, of the 6E detector has not 

been specified. The effect which Landau fluctuations and 

energy measurement uncertainties can have on the mass 

resolution of the instrume nt can be minimized by an 

appropriate choice of this thickness. Figure 5 

i I lustrates this point. U50 Th e long 1 

a I ine of constant energy, 1550 MeV. 

line in figure Sa is 

The point along this 

line at which a given particle falls depends on the rati o, 

L/R, of the particle's path-l e ngth in the AE detector to 

i ts range. The pairs of I ine segments intersecting the 

constant energy I ine are constant mass I ines corresponding 

q 10 to the isotopes Be and Be as they would appear for 

various choices of the thickness L0 • The notable features 

of this graph are 1> the se parati on between ne ighboring 

isotopes decreases as E ' approache s E (or equivalently as 

L approaches 0> and 2> for E' "'0 the constant mass I ines 

become para I I e I to the constant ene rgy line while f or 

E' I'J E they become para I I e I to I i nes of constant LiE. 



31 

Example i I lustrating the effects of various 

choices o f AE detector thickness, L, for the 

case of Be isotopes at a tota I kinetic energy 

of 15 50 MeV ( 'I Be range i s Y Y • 8 m m of C s I ; 10 Be 

range is l11 . l mm of Csl). 

a) Constant mass ines for the isotopes 9 Be and 

10 Be for s everal values of the ~E detector 

thickness. Separation between isotope tracks is 

greatest when L 

particle's range. 

is a large fraction of the 

b) Energy changes required to produce a change 

of 1 AMU in the calculated mass. 

labeled as f ollows: 

The curves are 

LlE -Change in t\E with E I constant. 

E I -Change in E I with LlE constant. 

Landau -Change i n 6E with .6E+E' constant. 

Also shown i s the uncertainty in ~E due to 

Landau fluc t uations. 
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shows, as a function of L , the amounts Figure Sb 

which AE and E 1 must separately be altered (as wi I I be 

caused by 

to alter 

errors in measuring these quantities) in order 

the mas s which we wou l d calculate for the event 

by one mass un it. Also shown is the amount which AE must 

be varied with ~E+E' constant (as wi I I be caused by Landau 

fluctuations) to produce a one mass unit change. In 

addit io n the f i gure shows the rms change in bE (and E') 

that wi I I be caused by Landau fluctuations in the AE 

detector. It c an be seen that the increasing separation 

of the mass tracks adequately compensates for the 

increasing Landau fluctuations as we i ncrease the 

thickness of the ~E detector. 

In order to keep AE "'E we uti I i ze a stack of eight 

separate scinti I I at ion counters for energy measurements. 

The sci nt i I I a tor in which a part i c I e stops is treated as 

the E 1 detector and the energy I osses in a I I the ear I i er 

detectors are s ummed to form the AE measurement. The 

thicknesses of the 

obtain L/Rt!.O.l i n al 

scinti llators are chosen so that we 

but the first few detectors. Table 

2 summarizes the thicknesses of the Cs I ( T I) sci nt i I I a tors. 

Figure b shows, f or selected isotopes, the I i mit i ng 

mass resoluti o n attainable with the HEIST instru ment. It 

is assumed tha t f or a particle stopping in Dn the energy 
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Contr i b ution of Landau fluctuations to 

the uncertainty in measured masses for 

normall y incident particles. A I I 

detectors prior to the detector in which 

the par t icle stops are summed to form 

the AE measurement. 
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losses in DO thro ugh Dn-1 w iII be added to form the AE 

measurement. The sawtooth pattern is pr imar i I y due to the 

variation of the L/R ratio as discussed above. 

In addition to precise measurements of dE and E 1 , it 

is necessary to precisely measure the trajectories of the 

cosmic ray particles. Since a given fracti onal 

uncertainty in L , the partic l e's path-length in the aE 
detector, result s in the same f ractional uncertainty in 

the calculated mass <see table and since L is 

proportional to the secant of the particle's angle of 

incidence, 8, i t is essential to precisely measure f). 

Also, it is important to know the position at which each 

particle p a ssed through the scintillato r stack since 

corrections mu s t be made for pos i tional variations in the 

thickness and I ight collectio n efficiency of each 

in scintil lator. 

detai I below. 

These corrections wi I I be discussed 

2.2 Instrument -- Overal I Description 

Fig ure l shows a cross sectional view of 

instrument. It consists of two basic parts. 

hodoscope consisting of eight multiwire 

the HEIST 

On top is a 

proportional 

chambers (M WPC' s ) oriented so that alternate chambers 

mea s ure x a nd y coor dinates a l o ng a particle's trajectory. 
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Cross s ectional view of the HEIST 

instrume nt. The cross section is taken 

along a d i agonal of the proportion a l 

count e r hodoscope. The I ight pipes and 

attached photomu It i pI i ers I i e off of 

this p l ane and are shown projected onto 

it. 
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Beneath the hodoscope is a stack of nine thin, large 

diameter Csl (TI) crystal scinti llators. The uppermost 

eight scinti llators are used for making precise 

measurements of a particle's energy losses. Each of these 

scinti llators i s co u p I e d to a 1 3 0 m m ( 5 '' ) p hot om u I t i p I i e r 

tube by means of an adiabatic lucite I ight pipe. The 

n i nth s c i n t i I I at or i s d i r e c t I y v i ewe d b y a 3 8 m m ( 1- 1 I 2 '' ) 

photomultiplier a nd is used to 

did not stop i n the upper 

identify particles which 

eight scintillators. In 

addition, two p l astic scinti I lators located below the 

crystal stack are used in anticoincidence to reduce the 

background of wide angle particles that can exit from the 

side of the crystal stack. Figures 8a and b are schematic 

views from above and from one edge of the detector stack 

showing the re l ative spacing of the various detectors. 

The various sensors are identified as follows: X1 through 

XY are the MWPC ' s used for measuring the x-coordinates of 

a particle's tra j ectory, Yl through YY are the MWPC's used 

for measuring t he corresponding y-coordinates, and DO 

through Dl are the Cs I ( T I) sci nt i II a tors used for making 

energy loss measurements. Table 3 I ists the relative 

positions of the sensors shown in figure 8b. 

Figure 9 i I l ustrates, for particles wit h M=2Z, the 

intervals of charge and energy over which the HEIST 

instrument is ca pable of mass measurements. Two sets of 
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Scale drawings of particle detecting 

regio n s of the HEIST instrument. 

a) View from above. 

b) Vi e w taken through section A-A 

indicat e d in figure 8a. Note that th i s 

v i ew 
0 

i s at YS to that shown in figure 

l . 
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TABLE 3_ ----

Positioning of HEIST Sensors 

em inches - ·- ---- -

Bottom of hod oscope base plate"* 0 n 
Bottom of YY cathode 0.9l5 2.Ylb 

Bottom of xy cathode 1.8Sl Y.l1l 
Bottom of Y3 cathode 2.l39 b.95l 
Bottom of X3 cathode 3.618 9.190 
Bottom of Y2 cathode 13.02Y 33.081 
Bottom of X2 cathode 13.90l 3S.32Y 
Bottom of Y1 cathode 1Y.l89 3l.SbY 

Bottom of X1 cathode 11.blR 39.322 
Top of DO sci ntillator -O.bY8 -1.bY6 
Top of Dl s c i ntillator -O.l83 -1.989 
Top of 02 sci ntillator -0.918 -2.332 
Top of D3 sci ntillator -1.0Yb - 2.65l 
Top of DL1 s c i ntillator -1.214 -3.084 

Top of os sci ntillator -1.Y53 -3.691 

Top of Db scintillator -l.llO -4. Y9 b 

Top of Dl scintillator - 2. 245 -S.l0 2 

Top of D8 sci ntillator - 2.916 -l.Ynl 

* Referenc e l evel. 



Interva l s of charge and energy at the 

top of the earth's atmos phere which are 

accessible to the HEIST instrument for 

norma l ly incident particles. Curves 

indicati ng the upper and lower imits of 

the e ne rgy intervals which can be 

detected are shown for atmospheric 

depths of 0, 3 , b and 
~ 10 g/cm . 

Out I i ned regions correspond to f I i ghts 

at 1500 MV magnetic cutoff and b g/cm~ 

atmospheric depth (sol i d box) and at 

800 MV cutoff and 3 g/cm~ depth (dashed 

box) as discussed in the text. Energies 

corresponding to magnetic rigidities of 

800 and 1500 MV are ind icate d by arrows 

for p a r t icles with M/Z=2. 
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curves are included. The curves in each set are labeled 

according to the amount of overlying material (air plus 

material above the scintillator stack in the gondola). 

The lower set shows the energy which a norm a I I y incident 

particle must have at the top of the atmosphere in order 

to just pe 1~ etr ate to the 00-01 boundary in the 

scintillator stack. The upper set of curves is for 

particles which just penetrate to the Ol-08 boundary. For 

normally incident particles of a given charge the energy 

interval above the atmosphere from which the HEIST 

instrument w i I I accumulat e stopping particles is simply 

the interval between the two curves corresponding to the 

appropriate amount of overlying material We a I so 

indicate the energies which correspond to geomagnetic 

cutoff rigidities of 800 and 1500 MV . In figure 9 we 

i I lustrate charge and energy regions viewed by the HEIST 

instrument in two cases. The so I i d box corresponds to a 

flight at a 1500 MV cutoff with 6 g/cm~ of residual 

atmosphere~ The relatively high magnetic cutoff in this 

case restricts observations to elements with z~5 and 

severely restricts the energy interval obtained for 

elements with Z$13. The dashed box corresponds to a 

* Such a flight was made on 6 June 19ll from Aberdeen, 
s. 0. 
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flight with a cutoff rigidity of 800 MV at an atmospheric 

depth of 3 g/cm~. In this case the cutoff has I ittle 

effect and elements can be observed alI the way down to 

the instrumenta l limit of Z=3. It is clear from figure 9 

that it is des i rable to fly this instrument at northerly 

latitudes i n order to obta i n a geomagnetic cutoff 

~800 MV. 

In normal o peration, a stopping particle must trigger 

at least one x a nd one y MWPC in both the upper and lower 

halves of the ho doscope, must tr i gger two of the first 

three scinti I l a t ors and not trigger either the bottom 

crystal or the p l astic anticoinc i dence counter. Figure 10 

shows the integral geometrical factor <geometrical factor 

at angles less than a specified maximum angle) for 

accumulating st o pping particles 

the instrument a s a function of 

in two of the ranges of 

the particles' maximum 

accepted incide nce angle. These geometrical factors are 

the result of a Monte Carlo calculation (Sui I ivan, 1911> 

and the error bars 

trajectories u sed in 

instrument is capable 

angles, the qual i ty of 

larger angles due to 

of i ncidence and to the 

just 

the 

of 

the 

ref l ect the finite numbe r of 

calculation. Although the 

accepting events out to large 

data wi I I decrease at the 

increasing uncertainty in the angle 

increase d amount o f atmosphere 

whi c h these par ticle s must tr a vers e bef o re reaching the 
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FIGURE l_Q 

Geometr i cal factor for collection of 

parti c l e s impinging on the detector 

stack a t angles less than the indicated 

maxim um angle. Geometrical factors are 

shown for particles stopping i n 

detectors Dl and Dl. The error bars are 

the r e s ult o f the fin i te number of 

traject ories used in the Monte Carlo 

c alcula t ion. 
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instrument. 

Table Lj shows the number per day of cosmic ray 

particles of each of the eleme nts from Li through Ni that 

are expected to stop in the instrument after traversing 

the overlying atmosphere without having undergone a 

nuclear i nteraction. Only events with angles of incidence 

<30° from the axis of the instrument are inclu ded. The 

values in table are calculated using 

interplanetary spectra based on 

reported by Garcia-Munoz et al. 

the oxygen 

<19lla> and 

local 

spectrum 

on the 

elemental abundance ratios campi led by Silberberg et al. 

<19lb> from the work of a number of investigators. 

In table Lj rates are shown for geomagnet i c cut o ffs of 

800 MV and 1500 tv1 V, typical of launch sites in southern 

Canada and the northern United States respective l y, as 

we I I as thicknesses of residual 

atmosphere. 

two fo I d: 

for a variety of 

The effec ts of the residual atmosphere are 

first, ionization energy l oss in th e air causes 

a given energy interval at the instrument to map in to a 

higher energy interval at the top of th e atmosphere, 

thereby causing particles which had higher rigidity above 

the atmosphere to be observed, and second, nuclear 

interactions between cosmic ray particles a nd the air 

deplete the population of s urvivin g cosmic ray s while 
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producing atmospheric secondaries. The fraction of the 

particles which have undergone nuclear interactions at 

various depths in the atmosphere can be seen by comparing 

the rates I iste d for a 800 MV cutoff in Table Y for these 

depths with 

Calculations 

the rate with no residual atmosphere. 

by S i I berberg and Tsao ( 1 gll) indicate that 

the isotopic composition of most elements does not vary 

greatly with a t mospheric depth. However, it is clearly 

desirable to mi nimize the fraction of atmospheric 

secondaries co I I ected in order to reduce the uncertainty 

involved in e xtrapolating abundance ratios to 

interplanetary space. 

The total thickness of the crystal stack, 

25.3 g/cm~ i s not negligible compared to the 56 g/cm~ 

nuc I ear intera cti on I ength of Fe in Cs I. In the I onger 

ranges approx i mately l/3 of the incident iron particles 

wi I I undergo a nuclear interaction and become unusable for 

mass determinat i on. This I imit excludes the possibi I ity 

of extension o f t he AE-E' technique to measurement of 

cosmic ray 

GeV/nuc. 

isotopes at energies greater than a few 
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2-3 Trajectory Measurement 

The hodos c ope consists of eight identical multiwire 

proportional chambers. Figure 11 shows a detailed view of 

a s ingl e chamber and table S summarizes the mechanical 

characteristics of the chambers. The sensitive area of 

the chamber is Y8c m x Y8cm <2300 cm!l. area). The frames on 

which the proportional counter planes are constructed are 

machined out of G-10 epoxy-g l ass material. Printed 

circuit boards wi th copper pads to which the chamber wires 

can be soldere d are inlaid in the frames. The anode plane 

is composed of 20 ~m diameter stainless steel wires spaced 

Y-2 mm apart. The re are two cathode planes, each spaced 

Y mm away fr o m the anodG plane. The upper cathode 

consists of a s he et of b-Y ~m thick aluminized mylar and 

serves on I y to estab I ish the appropriate vo I tage 

difference across the Y mm cathode-to-anode gap. The 

lower cathode is composed of 

steel wires spaced 2-1 mm apart. 

25 ~m diameter stainless 

This plane is used both 

to obta in the required potential 

(in one dimension) the location at 

difference and to sense 

which the avalanche 

takes place. The cathode wires are oriented perpendicular 

to the anode wires in order to allow position measurements 

with f i ner res o lution than the spacing between wires, as 

w iII be discu ssed be I ow. The bottom pI ane in each MWPC is 

another sheet of b-Yj'm aluminized mylar. This plane, 
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Expan de d view of a s ingle multiwire 

propo r t i onal counter. Thicknesses are 

e x pan de d Yx over the indicated scale for 

c l arity . Wire spacings are not drawn to 

scale . 
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which we ca I I a suppressor, is operated at approximately 

3/LJ of the anode vo I tage and serves to co I I ect charge 

deposited in t he region below the cathode wires. We 

employ a cat hode coupled delay ine readout of the 

Perez-Mendez des i gn (Grove et al., 19l0, 19l2, 19l3). 

The operation of multiwire proportional chambers has 

been reviewed by Charpak <19lQ). Electrons which are 

detached from atoms of the chamber gas by the passage of a 

charged particl e through the sensitive volume of the 

chamber rapidly drift toward the nearest anode wire . In 

the region of large electric field near the anode wire 

they avalanche. The resulting secondary electrons are 

collected on the anode wire, and as the remaining sheath 

of positive ions drifts slowly <"'150 nsec) through the 

region of large field near the anode wire an image charge 

is induced on the cathode wires. The centroid of this 

image charge d i stribution in the direction perpendicular 

to the cathode wires represents the location a t which the 

cosmic ray particle traversed the chamber since the 

primary electrons have not drifted in this direction. 

The image charge is distributed on the cathode wires 

approximately according to 

1 (") 



bO 

where 10 is the cathode-to-anode spacing, x ,.. is the 

location of the n~ cathode wire and x is the x-coordinate 

of the cosmic ray trajectory (Lacy and Lindsey, 

This expressio n i s easily derived by integrating the image 

charge distrib ut : on on a conducting plane (the cathode 

plane) due t o a point charge (the avalanche) located a 

distance 10 abov e the pI ane a I ong para I I e I strips of equa I 

widt h (the wire s ). We have measured this distribution in 

a prototype of our proportional chambers by puls e height 

analyzing signals on a single cathode wire pro duced by a 

col I i mated source of 5.9 keV x-rays (5SFe). The distance 

of the source f rom the wire being analyzed was varied in 

precisely kno wn steps. The resu l ting variation of pulse 

height with s o urce position can be seen in figure 12. In 

addition, the predictions of equation b are s hown. We 

have used the independently determined value of 

1"=5.52 mm, but have adjusted the height and center 

position of the curve to fit the data. 

For our f I i ght chambers 10 is Y mm and the spacing 

between adja cent cathode wires is 2.1 mm, so 2/3 of the 

total image charge is distributed over N5-b cathode wires. 

The centroid of this distribution can be interpolated to a 

fraction of the wire spacing. The cathode signal is 

capac i tively coupled onto an electromagnetic delay I ine, 

resulting i n a pair o f pulses travelling in opposite 
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Distribution of ima ge charge on MWPC 

cathode wires due to avalanche at the 

anode. The data were accumulated us ing a 

coil imated 55 Fe source of 5.9 keV 

x-rays. Error bars represent 

uncertainties in determining the mean of 

the accumulated distributi ons of p u I se 

heights. The solid curve shows the 

expected shape of this distribution, as 

discussed in the -text. 
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directions down the I i ne. Measurement of the difference 

of the arrival t i mes of these two pulses allows one t o 

determine one coordi nate of the cosmic ray's trajectory. 

The delay I i nes which we use are modeled after those 

developed by 

Perez-Mendez 

the Perez-Mendez group 

and Parker, 1914). 

(Grove et a I . , 

Table b I i sts 

1913; 

the 

characteristics of our delay l ines. It should be noted 

that the delay and attenuation measurements were obtained 

while the delay line was clamped to the printed circuit 

boards of the chamber cathode, thus they include any 

effects due, for example, to added capacitance to ground. 

Figure 13 shows pulses obtained at one end of the delay 

I i ne from identical signals injected at three positions 

along the I ine--near each of the ends and near the center. 

It is clear from the picture that not on ly does the pulse 

suffer attenuation by a factor ~3 as it traverses the 

entire length of the line, but its shape is not iceab ly 

altered as wei I. The timing circuitry requires that the 

signals rece ived at the two ends of the delay I ine be of 

approximately the same shape and amplitude. The variation 

shown in figure 13 caused excessive variation of the time 

difference obtained by these circuits as the signal 

amp I itude was vari ed at a fixed position along th e delay 

I i ne. 
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FIGURE Ll 

Pulse shapes received at one end of 

53 em l ong delay line for identical 

p u lse s i nject e d near the receiving end 

(a), ne ar the center (b) and near the 

oppos i t e end (c). Tick marks on the 

horizontal axes are separated by 

100 nsec and those on the vertical axe s 

are separated by 4 mV. 
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To reduce the magnitude of this effect a system of 

taps was dev i sed. The delay l i ne is divided into thirds 

as shown in figure lY. Signals fro m one end of the delay 

I i ne and from the de I ay I i ne tap I ocated nearest to the 

opposite end of th e I ine ' are connected together at the 

input to a preamp! ifier located midway between these 

points. Similar l y signals from the other end and the 

other tap are co nnected at the input of a second preamp. 

In obtaining the time differences for an event the timing 

circuitry ignor e s all but the first pulse from each 

preamp, so the position measurement is unaffected by the 

eventual arriva l of 

input to the preamp. 

the delay I ine (the 

the delay I ine pulse at the second 

Also, reflections from the ends of 

preamps have input imped ances much 

less than the cha racteristic impedance of the 

not affect the measurement. 

I in e) w iII 

With this arrangement of taps the maximum time 

difference corresponds to 1/3 of the entire delay I ine and 

the degree of attenuation and distortion of the pulses is 

reduced. However, an ambiguity has been introduced--any 

given time dif f erence wi I I correspond to three different 

positions in the chamber. In order to resolve this 

ambiguity a syste m of charge sensitive amplifiers and 

the comparators was introduced. A fixed time after 

passage of a charged p a rticle through t he instru ment the 



Block d iagram 

circuitry. 

b8 

FIGURE l_j_ 

of position sensing 
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outputs of the s e sector preamps are examined and the 

number of the sector having the largest signal is encoded 

and inserted into the data stream for that event. 

Figure lY is a block d i agram of the position sensing 

circuitry an d figure 15 shows how a digital time 

difference is ob t ained from the two delay line pulses. 

The output of a delay I ine preamp goes into a "high level 

amplifier" which differentiates and amplifies the pulse. 

The output of th i s amplifier goes two places: first, to a 

discriminator wh i ch wi I I produce a logic pulse at the time 

of the zero crossing of the differentiated pulse if the 

pulse ampl i tud e i s sufficiently large, and second, to 

another stage of amplification followed by an identical 

discriminator. The tw o discriminator pulses are "ORed" to 

produce the pul se which defines one end of the time 

i nterva I. This dual amplifier and discriminator 

arrangement is required to handle the large dynamic range 

of signals expected from the hodoscope, "'130:1. 

When the pulse is large enough to trigger the high 

level discriminator, the timing wi I I be done using this 

pulse since propagation delays through the low level 

amplifier ens ure that the high level pulse will arrive 

first . The di s criminator pulse i nitiates the charging of 

a capacitor b y t he time stretch e r circuit. When the next 
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FIGURE 15_ 

Examp l e i I lustrating the processing of 

delay ine pulses to obta in a digital 

time differe nce. 
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pulse from the 33-33 MHz clock arrives the time stretcher 

starts to discharge this capacitor at 1/29 of the charging 

rate. During the discharge time clock pulses are gated to 

the "A-scaler". The f ina I count in this sea I er represen-ts 

the time interval (measured in nanoseconds) between the 

arrival of the pulse from the delay ine and the 

occurrence of the next clock pulse. The other delay I i ne 

pulse is treated in an identical manner resulting in a 

second vernier me asurement in the "8-scaler". Finally, 

the "C-scaler" counts the number of clock pulses between 

the arrivals of t he two delay I ine pulses. This C-scaler 

count gives the g ross time interval (in units of 30 nsec), 

and the combinat i on 30C+A-B is the total time difference 

in nanoseconds. 

We have fou nd that in order to obtain position 

resolution wh i ch is not imited by the spacing of the 

cathode wi res i t 

outside of the 

is essential that the charge deposited 

active volume of the chamber, beyond the 

pI ane of cathode wires, not be a I I owed to drift to the 

anode. The suppressor plane was introduced to achieve 

this result. If this charge were permitted to drift to 

the anode, it would distort our measurements of the 

positio n of the cos mic ray's track since the electric 

field lines wh i ch the e lectrons f ollow in this region have 

a component in the direction which we are trying to 
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measure. This effect is iII ustrated in figure lb. A 

prototype chamber was i I luminated by an uncol I imated ss Fe 

source and 

accumulated. 

distributions of the resulting positions were 

The data in figure lba were accumulated with 

the suppress o r grounded. The resulting d i stribution 

consists of a number of peaks produced by the effect 

described above added to a smooth distribution obtained 

from x-rays wh i c h interacted in th e normally active vo lume 

of the chamber. 

suppressor bia s e d at 

Data in figure lbb were taken with th~ 

1500 volts. The peaks have been 

eliminated since the suppressor can now collect the charge 

deposited in t he volume between the cathode plane and the 

suppressor. I n both distributions the smooth large scale 

structure is due to non-uniform i lumination by the x-ray 

source. When the chamber i s i I luminated with charged 

particles the effect of the suppressor is less dramatic, 

since in this case each event deposi ts charge in both the 

active region and in the region between cathode and 

suppressor pl anes. When the suppressor is not biased the 

measured posit i on wi I I be an average of the positions at 

which the charge from the norma I I y active region and the 

charge from the reg io n between the lower cathode and the 

suppressor arr i ve at the anode of the chamber, weighted by 

the magnitudes o f the charges. 
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S5 MWPC r esponse to uncoil imated Fe x-ray 

sourc e . The spacing between adjacent 

catho de wired is indicated. 

a) No b i as app I i ed to suppressor. 

b) Suppressor biased at 1500 volts. 
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We use a mi xture of lO% Ar plus 30% CO~ as the 

proportional chamber gas. We have measured the gain 

characteristics of our chambers when stimulated with 

various sources of radiation. Figu re ll s hows the charge 

collected on tf-te chamber anode a s a function of the anode 

voltage for each of these rad i ations. Where error bars 

are in c I uded t he y indicate the range of charges co I I ected 

when a numbe r of different proportional c ounters were 

tested. These gain differences are be I i eved to be due to 

small variations in the chamber geometry (which will alter 

the chamber capacitance and t hereby alter the static 

charge on the anode and the chamber ga i n) an d possibly in 

part to a smal I degree of contamination of the chamber 

gas. 

Our estimates of the energy deposited in the 

1-3~ mg/cm~ a c t i ve thickness of the chamber a re indicated 

in the figu re. At any given value of the an ode voltage, 

the measured char ges do not inc re ase i n proportion to the 

energy deposited. The dashed I ines in the fi g ure indicate 

the magnitude of the static charge on sect i ons of the 

anode wire Q.S mm and 1.0 mm in length. Dool i ttle et al. 

<19l3> estima te that the effect iv e length along the anode 

wire of the d i stribution of charge produced in the 

avalanche wil ie within th ese limits f or a chamber 

geometry si mi l ar to ours. Whe n the charge in the 



Charg e 

exposed 

l8 

co I I ected on MWPC anode when 

to various sources of radiation 

a s a f unction of anode voltage. The 

error bars, where present, indicate the 

range o f measurements obtained from a 

number of chambers that were tested. 

Also i n d icated are the charge levels 

(indi c a t ed by dashed ines) at which 

space c harge effects are expected to be 

signi f i c ant, as discussed in the text. 
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avalanche is comparable to this static charge, a reduction 

in the gain of t he chamber is expected since the charge in 

the electron cloud reduces the e l ectric field seen by late 

arriving elect r ons. 

Ideally, t he position measurements made using the 

techn i ques de s cribed above should be independent of the 

ampl it ude of t he pulse being measured. Howev e r we observe 

a residual pea k-to-peak time variation of ~15-25 nsec 

when we stimul a te the chamb~rs with pulses of various 

amp I i tudes at a fixed position. The main dependence on 

pu I se amp I i tud e o f the technique which we use to measure 

position is c a used by failure of the analog circuits at 

the two ends o f t he delay I ine to precisely track one 

another due to a t tenuation of the delay I ine pulses. 

Figure 18 s hows the transfer function (time vs. 

position) obtained in one of the hodoscope planes. These 

data were obta ine d by accumulating distributions of times 

wh i I e exposin g the chamber to a beam of co I I imated a I pha 

p a r t i c I e s o b t a i ned f rom t he de cay o f 
41 ;~. B i ( a s h or t I i ved 

descendant of ~4~Th) . This source was mounted on a 

movable stage driven by a precis i on lead screw. After the 

desired number of events ( typ i ca I I y '-1000-5000) had been 

accumulated at a given source posi tion, the source was 

moved a selec te d distance and the next distribution was 
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MWPC t ransfer function (time vs . 

posit i o n ) 

o(-sou r c e. 

measured using coli imated 

The errors in measuring both 

the po s i t i on and t i me d i fference are too 

s mal I t o be d i splayed on this scale. 
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accumu I ated. The figure shows that there is a sizeable 

deviation from linearity near each of the taps. 

Distortion of the transfer fu n ct i on is to be expected at 

positions located closer to a tap than the width of a 

typical delay I ine pul se 1 

At these places pulses 

(,..150-200 nsec or ~10-13 mml. 

both directions travel ing in 

arrive at the most distant delay ine preamp close enough 

in time to overlap and cause the shaping amp l ifier to 

slightly alter the time of the zero-crossing of the 

differentiated delay I ine pulse. 

Figure 19 shows a more detailed view of the response 

of one pair of hodoscope plane s over a 10 mm interval near 

the center of the chamber. These data were accumulated at 

source positions 0.2 mm apart. Figure 19a is a plot of 

time vs. position, figure 19b shows the standard 

deviation of the time distributions obtained, and figure 

19c shows the deviations of the means of the distributions 

from a least squares stra i ght I ine fit. The fact that the 

deviations from a straight I ine are small, at least over 

distances as large as 1 em , shows that a relatively small 

number of calibration points are required to obtain the 

transfer function of each hodoscope plane to the accuracy 

that we require . 



BY 

MWPC r e s ponse over a I imited section of 

the c ha mber <1 em), measured wit h a 

co I I i ma t ed 0(-source. 

a ) Me a n time (?) vs. 

funct i o n . 

position transfer 

b) St a n dard deviation < cr> 

measure d position distributions. 

c) Devi a tion (A) of transfer 

from be s t-fit straight I ine. 

of the 

func t ion 
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Figure 20 shows the MWPC resolution (rms) as function 

of signal ampl i tude. The points indicated by dots and 

triangles were obtained by using a pulser signal with a 

150 nsec rise-time injected onto one of the cathode wires. 

The shape of this curve is the result of random noise in 

the input st a ges of the delay line amplifiers. Also 

included on th e plot are points obtained by using a 

collimated 
;l.IO 

Po alpha source and varying the chamber high 

vo I tage in order to vary the pu I se amp I i tude produced. 

The correspondence between pu I ser amp I i tude and anode 

charge was obtained by observing pulses from both the 

pulser and from charged particles at the output of the 

delay I ine preamps. The rms widths of the 0( 

distr i butions track those of the pulser wei at I ow 

amp I i tudes, but then level ott at ""Y nsec 

(FWHM,...9.LJ nse c ). This is predominantly the result of the 

finite size of the col I imator being used. 

In figure 21 we show typical time d istribut ions 

acquired using various sources of radiation. A co IIi mated 

source of alpha particles <8.l85 MeV kinetic energy) from 

the decay of :l.i;I..Bi was used to produce the distribution in 

figure 21a. F i gures 2lb and c show histograms of time 

differences o f x-coordinates measured in t he Xl and X2 

proportional counters when the ho doscope was exposed to 

p a ral l e l beam s of fully stripped ~0 • f Ar ions at energ 1 es o 
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of the rms position Depen dence 

resolut i on 

ampl it ude. 

in a sing l e MWPC on pulse 

Measurement s are shown for 

the c hamber stimu l ated with an 

elect r o n ic pulser and wi th a col I im a ted 

s o urc e o f ~-partic l es. The insert s hows 

the c o I I i mator geometry used. 
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FIGURE 

Time distributio ns illustrating rv1WPC 

resolut i on. 

a) Chamber st i mu I ated b y a co I I i mated 

s o urc ~ of ~-particles. 

b) Ch a mber stimulated by a parallel beam 

of norma I I y incident, f u I I y stripped 

'to Ar i ons at 8l0 MeV/nuc . The absc i ssa 

is the difference between posi t ion 

measurements in the Xl and X2 

proportional counters. The areas of the 

hodoscope from which events are selected 

is discussed in the text. 

c) Same as (b) for 155 MeV/nuc 
~0 

Ar. 
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8l0 MeV/nuc an d 155 MeV/nuc respectively. Events selected 

for inclusion i n these plots I ie within a band extending 

2000 nsec <-13 em) in the y direction and 33 nsec (<v2 mm) 

in the x di r ection. By using the difference Xl-X2, we 

eliminate the me a n variation of the measured time over 

this 33 nsec x in terval. Since both X1 and X2 are subject 

to random errors and these errors are independent and are 

assumed to com e from distributions of the same standard 

deviatio n, we mu s t divide the standard deviat i on obta i ned 

from the dis t r i bution of X1-X 2 by ~in order to obtain 

the resolution of a single plane. The 

resolution o b t a ined using 

hodoscope 

e nerget ic 'to Ar ions is 

significantly l a rger than that obtained using alpha 

particles (where the r esolution ob tained is I i mited by the 

size of the co l l i mator employed). This may be related to 

the production of knock-on ele c trons in the former case. 

However, this possibility has not been thorou g hly 

investigated. 

The trajecto ry of a particle passing through the 

hodoscope can be determined from two measurements of its x 

position and two measurements of its y position along its 

track. For each event we make four measurem e nts of x and 

four of y. These redundant measurement s permit a 

consistency ch ec k of the hod osc ope data. In addit i on, 

doub I i ng the n umber of positio n measurements i mprov es the 
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overal position resolution by a factor of approximately 

In appendix B the uncertainties in sece and in the 

position at which the particle's track passed through the 

various scintillators are derived from the hodoscope 

resolution and the geometrical configuration of the 

instrument. For the hodos cope geometry used in this 

experiment the relative uncertainty in our determination 

of sec e is found to be 

<T;e, 8 

sece 

where e is the particle's angle of incidenc e and ~lt\lj>C is 

the position resolution in a single proportional counter 

in mi II imeters. This contribution to our thickn ess 

uncertainty is sho wn in figure 22. 

Also shown in figure 22 is the contribution to our 

thickness uncertainty due to the cr y s tal thickness 

variations (to be discussed later). This contribution 

depends o n th e precision with wh ich we can determine the 

position at which the particle passed through each of the 

scinti llators . In appendix B we sho w that the uncertai nty 

in the x and y positions at which a particle's trac k 

intersects a given I eve I in the sc i nt i I a tor stack varies 

between O.Bl and 1. 09 times ([" 
MWI'C. • 
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FIGURE 

Relativ e uncertainty (rms) i n AE 

detec t or thickness, L , along with 

contr i b utions due to angular uncertainty 

and to thickness mapp i ng uncertainty. 

These uncertainties are plotted as a 

funct i o n of the particle's angle of 

inciden ce, 8. 
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2.Y Energy Measurements 

A detailed view of the scintillator stack is shown in 

figure 23. Each scintillator is a disk of Csi(TI) 

(Harshaw Chemica l Company, Solon, Ohio) eleven inches 

<2l . 9 em) in d i ameter. The thicknesses vary from 3 mm 

<1.35 g/cm~) to 1l mm <l.6l g/cm~). The top and bottom 

faces of each disk have Harshaw's "standard crystal 

poI ish" wh i I e t he circumferences are unpo I i shed. Each 

crystal is connected to a luc i te I ight pipe. The I ight 

pipe is coupled to the crystal along 1/2 of the crystal's 

circumference through a RTV-602 transparent si I icone 

rubber gasket. The opposite edge of the crystal is in 

contact with a thin strip of M i I I i pore f i Iter paper (type 

HAWP) which acts as an efficient diffusely reflectin g 

surface at the wave lengths of the Csi(TI> em i ssion. This 

f i Iter paper is backed by another RTV-602 gasket which 

acts as a deformable 

frame. A pair of screws 

force the light pipe 

cushion attached to a PVC plastic 

pul I this assembly together and 

into optical contact with the 

scintillator. The light pipe is divided into six lucit e 

strips which are bent so as to adiabaticly transport I ight 

to the face of a 13n mm <5"> photomultiplier tube <EMI 

953QR> · 
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FIGURE 

Mechanical assembly of the scintillator 

stack. 

a) Co u p ! ing between Csl <TI) scintillator 

and luc:te light pipe. 

b) Material used to separate adjacent 

cryst als (not to scale). 
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a 
Csl( T ..e) 

LIGHT PIPE RTV-602 GASKET 
TYPE HAWP 

0 

0 

IOcm PVC FRAME 

b 



Successive scinti I lators are separated by two sheets 

of Mi I I ipore and a single sheet of aluminized mylar. The 

tota I amount of materia I between crysta Is is app r oximate I y 

l mg/cm.;t. The aluminized mylar is used to ensure that 

I i ght produced in one crysta I w iII not be transmitted into 

an adjacent crys t al. The M i I I i pore sheets in contact with 

each of the cr yst al faces improve the transport of I i ght 

to the I i gh t pipes. Tests indicate that diffuse 

ref le ction by th e Mi II i pore dominates internal reflection 

at the crystal-air interface, presumably due to inadequate 

polishing of the crystal surfaces. On some of the 

crystals an add i tional "compensation piece" of aluminized 

mylar was added over a fraction of the crystal surface 

between the c r y s tal and the Mi II ipore. This piece serves 

to reduce the I i g ht co I I ect ion efficiency in areas where 

it otherwise wo uld be excessively large. 

smaller I ight collection gradients. 

The result is 

It is necessary to obtain thickness maps of each of 

the scinti llators. Low resolution maps were made for each 

of the crysta l s by looking at the variation of the 

attenuation o f a beam of co I I i mated, I ow energy 't-rays. 

The crystal to be measured was positioned between the 

source 
133 

Ba with t-ray 

E1 =356 keV) and a smal Nai(TI) scintillator <2.SY em 

diameter x 2.SY em thick) mo un ted on a pm tube. The 
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counting rate i n the photopeak seen in the Nai(TI) 

scintillator was measured with the Csl (TI) crystal in a 

number of positions. The difference in thickness between 

two places on the crystal can be obtained from 

where Az is th e t hickness difference, is the r-ray 

absorpt i on coe f f icient of Csi ( TI) at the energy of the 

t-ray being used , and N0 and N are respectively the number 

of counts obta i ne d in a fixed time interval at a reference 

position (the center of the disk) and at the position of 

interest. The number of counts required in order to 

obtain an unce r tainty of ~~ in the thickness difference 

measurement is 

where we have us e d the fact that N
0 

tv N for the thickness 

differences which we are considering. In order to obtain 

thickness differ e nces with uncertainties less than 0.1% of 

the crystal thickness it was necessary to obtain between 

lx10
5 

and 8xlO' counts at each position, depending on 

which crystal was being mapped and which of the r-ray 

sources was be i ng used. Each thickness measurement was an 

average over an a rea ~2 to 3 em i n diameter. 
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One of the resulting maps is shown in figure 2LJ. The 

maximum thickness gradients obtained over the area which 

we were able to map ranged between 1-2 and 2 -q~m/mm on 

a I I crystals except 05. The 115 crystal exhibited 

thickness variat i ons as large as b ~m/mm. If we estimate 

the thickness gradients in the various combinations of 

crystals to be used for the AE measurement (that i s, in 

the combinati on DO through Dn-1 for the case where a 

particle stops in On) by simply summing the maximum 

thickness gradients in each of these crystals, we find 

that this overal ' gradient is less than 0.1% of the AE 

detector thickness per mm in all cases. This gradient 

combined with our position resolution yields a relative 

thickness uncertainty of 

~{ih:ckness) 
L 

4. 0.001 ,..J 

Here we have assumed that uncertainties in the thickness 

at any given point in the crys ta I can be ca I i brated with 

an uncertainty ;S 0. 03% so that the uncertainty in 

obtaining thicknesses wi I I only depend on the precision 

with wh ich we c an determine the point at which a particle 

passed through the crystal and on the thickness gradients. 

This condition should be obtainable from a heavy ion 

calibration wit h reasonable counting sta t istics . In 

figure 22 it can be seen that the thickness uncertainty is 
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Thickne s s contour map of D2 

scint i l l ator. Thicknesses shown are 

d i fferences from thickness at the center 

of the crystal. 

of thi s crystal 

The nomina I thickness 

is 3 mm. Thickness 

gradi e nt s are also indicated. 



CONTOUR INTERVAL = 25 fLm 
GRADIENTS ARE IN fLm/mm 
NOMINAL THICKNESS= 3mm 

102 

02 SCINTILLATOR THICKNESS VARIATION 



103 

comparable to t he uncertainty in L due to the finite 

angular resolution of the hodoscope. 

Figure 25 shows the nominal response of the 

scin ti llators to various normally incident particles 

stopping in Dl. The maximum energy loss of interest in Dl 

is 20 GeV for no rma I I y inciden t part i c I es and 22 GeV for 

particles in c ident at 30°. At low energies we should be 

able to detect particles which have penetrated only a 

sma ll distance into Dl. Failure to detect such particles 

would cause them to be treated like part ic les which 

stopped in Db a nd would introduce an error into our 

measurement of ~·. If a partic l e were to penetrate l OJ"m 

into Dl and no t b e detected, a Q.b% error in our estimate 

of the energy l oss in Db (E') would result. This amount 

of material is a small fraction of the total thickness of 

the E' detector and therefore f ew particles wi I I stop i n 

this I ayer, so it is not unreasonab I e to exc I ude from 

analysis thos e particles which stop sufficiently near the 

boundary of tw o detectors that it is unclear in which 

detector they s to pped . If we do exclude such events, the 

sma I I est signa I of interest w iII be that produced by our 

t-ray calibra tio n sources, to be discussed later. The 

ca I i brat I on source mounted on the Dl pm tube produces 

pulses approx i ma tely equivalent to an energy loss of 

l·b MeV in the Dl crystal. Th e overall dynamic ran9e 
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Nominal .AE vs . E' tracks for 

stopping 

norma l l y 

in Dl are i ncid e nt particles 

shown by solid I ines. Lines of constant 

parti c l e range are also shown (dotted). 
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required in Dl (assuming no saturation of the 

scintillation at large energy losses) is 
't 

"'l.YxlO 

Figure 2b sho ws the circuitry used to analyze the 

photomultiplier s ignals. Dynodes 8 through 11 of the 

photomultipliers are connected to the anode since for the 

large signals produced by heavy ions a large tube gain is 

not required. Signals f rom dynodes 3 and l are connected 

to separate arnpl ifier chains. This arrangement is 

necessitated by t he large range of energies deposited in 

the scinti I lators by the cosmic rays in which we are 

interested. Th e photomultiplier gain up to the stage 

being analyzed must be large enough so that electronic 

noise will not produce a large uncertainty in our energy 

measurements, e v en for the sma I I est signa Is of interest. 

However, we do not want to analyze signals from a dynode 

at which extreme space charge saturation is occurring. 

Due to the long decay time of the Csl <TI) scintillation 

<~ljoCsec) relat i vely la rg e amounts of charge can be 

delivered to the dynode without saturation occurring. 

However, the onset of saturation occurs near the upper end 

of the range of pulse heights which 

dynode. 

we analyze on each 
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Block d i agram of pulse height analyzer 

circuitry. 
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Figure 2l i I lustrates the saturation characteristics 

of dynodes 3 an d lin one of our photomultipliers. In 

this figure the ratio of the charge, Q, collected at the 

dynode of interest to the intens i ty of the I ight pulse, I, 

incident on th e c athode of the tube is p l otted as a 

function of Q. The tube was biased with YSO vol ts between 

the cathode an d dynode 1 (for focusing purposes) and with 

80 vo l ts betwee n each adjacent pair of dynodes up through 

the dyl-dy8 pa i r. Dynodes 8 through 11 were connected to 

the anode. This biasing arrangement yielded a ra tio of 

109 between the charges collected at dyl and dy3 for a 

I i ght input small enough so that dyl exhibited no 

saturation. The cathode of the tube was i I luMinated by a 

I ight emitting diode (LEO) p u lsed in such a way as to 

produce an approximately exponentially decaying I i gh t 

pulse with a l ;usec time constant. The LED was placed at 

the focal point o f a lens situated between the LED and the 

face of the photomu ltiplier. The lens served to produce 

an approximately parallel beam of I ight incident on the pm 

tube face. Bet ween the lens and the tube face were 

inserted various combinations of neutral density filters 

for varying the I i ght intensity. Each combination of 

f i I ters used was ca I i brated usin g the pm tube response in 

the reg i on wher e no space charge effects can be observed. 
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FIGURE 2J 

Satur a t i on characterist i cs of EMI 953QR 

pm tube signals. The bias network used 

is discussed in the tex t . Uncertainties 

in t he plotted points are dominated by 

systema t ic uncertainties in determi n ing 

the I i g ht intensity incident on the pm 

tube c a t hode . 

a) Saturation of signals measured on 

dynod e l. Open circles indicate data 

taken a fter set-up was mod if ied to 

permit measurements at larger pulse 

heights. 

b) Saturation of signals measured on 

dynode 3. 
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As can be seen in figure 2l the onset of space charge 

effects occurs at dynode l for a charge ~lO pC and at 

dynode 3 for a charge N10 pC. This difference is 

probably the result of the large space charge density at 

I ater dynodes when dynode 3 is co I I ect i ng charges ;:1 0 pC 

(when dynode 3 is collecting 10 pC, dynode l wi I: be 

co I I ect i ng ""' 550 pC). It shou I d be noted that we are ab I e 

to operate our pm tubes with a certain degree of 

saturation without significantly degrading the performance 

of the i n s t r· u me n t . Since we are using logarithmic pul se 

height analyzers to compress the signals, additional 

compression due to pm tube saturation can be tolerated if 

its e f feet is sma I I compared to the I ogar i thm i c 

compression by the analyzers. Note, however, that pm tube 

saturation w i I I comp! i cate the interpretation of our pu I se 

height measurements. In particular, a gain change (due, 

for example, to a change in the pm tube's temperature) 

wi I I produce a different factor change in the obse rved 

signal size f o r pulses which cause pm tube saturation than 

for those which do not. We estimate that this effect wi I I 

alter the pm tube temperature coefficient by ~10% for the 

largest signals of interest. 

The analog circuits used to analyze the pm tube 

signals have a dynamic ran ge of app r ox imately 100 : 1. 

Also, the voltag e distributions on the dynodes yields a 



ratio 

and 3. 
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~100:1 be tween the signa l s obtained from dynodes l 

On each d ynode signals in the range 1 pC to 100 pC 

are analyzed, s o that an an overal I dynamic range of 

~10~:1 is obt a i ned . Logic circuitry determines which of 

the two dynode s i gnals wi I I be pulse height analyzed based 

on whether the dy node 3 signal is large enough to trigger 

the disc r imin a t o r. The pulse height ana l yzers have a 

log a r i thmic tr ansfe r function with an average channel 

width of G-129%. 

The process of detecting a nd encoding the energy 

losses in the scinti llators involves the fol l owing steps: 

1> production o f I ight as ion-el ectron pairs produced by 

the passage of a charged particle are recombined, 2> 

transport of I i ght from the poin t of production to the 

I ight pipe, 3> transport of I i g ht down the I ight pipe to 

the face of the pm t ub e , Y> production of photoelectrons 

as the I i ght i mpinges on th e photocathode, S> gain by 

me ans of secondary emission at e ac h of the dynodes, b> 

amplification and shaping in the analog stages of the 

pulse height analyzer, l) digiti z ation in the 

analog-to-digita l converter. Each of these stages 

introduces add i tional uncertainty into the measurement. 

The major sour ces o f uncerta i nty are described in the 

follo wi ng s ect i ons. Figure 28 s hows the ener g y dependence 

of each of these sources of uncer tai nty i n the energy 
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Energy measurement uncertainty in a 

single detector vs. energy deposited. 

Various contributions to the overal I 

energy measurement uncertainty are also 

shown, as described in the text. 
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measurement. In addition the overall energy measurement 

uncertainty is shown. 

The transport of photons to the photocathode and the 

production of electrons by photoelectric absorption and 

then by secondary emission constitute a chain of 

statistical processes . The compound!ng of the statistical 

errors in such a chai n is treated in d eta i I by 

Breitenberger <1955>. The overall statistical uncertainty 

is dominated by the stage where the signa l i s being 

transported by the fewest carriers--that is . by the 

production of photoelectrons at the cathode. The 

fractional uncertainty in the signal is approximately 

1/.JN', where N is the number of carriers (photoelectrons) 

at this stage. We obtain a photoelectron yield of 

approximately 150 per MeV deposited in our sc inti I I ators. 

This estimate of the yield is uncertain by a factor of 

about 2. Thus photoelectron statistics lead to an energy 

measurement uncertainty 

-
where ~E is the energy loss in t1eV in the scintillator of 

interest. In figure 28 we show this relationship of 
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In order to interpret the signals measured by the pm 

tubes it 

collection 

is necessary to 

efficiency vs. 

have a precise map of 

position in each of 

ight 

the 

scinti 11ators. Such maps w i 1 ultimately be obtained from 

heavy ion calibrations at the BEVALA C at the Lawrence 

Berkeley La0oratory. Preliminary maps were made by 

looking at the amp I itude variation of the photopeaks 

obtain ·'3d using a co I I imated :l.o7 B i r-ray source to 

I luminate selected areas of the crystal Figure 2q shows 

light collection contours obtained in this manner. It is 

emphasized that although this map was obtained in a test 

configuration prior to assemb I y of the f I ight stack, we 

believe that the essentia l characteristics of this map a r e 

simi I ar to those of the crystals in the flight stack. It 

can be seen from the figure that over more than lS % of the 

crystal area the I ight collection gradients are <0.2%/mm, 

and increase to ~O.S%/mm at the sides transverse 

I ight pipe's viewing direction . 

Since flight data must be corrected using 

to the 

I i g ht 

collection maps made during an a c celerator cal i bration, 

and since the calibration and th e flight may occur 

anywhere from several months to more th a n a year ap a rt, it 

is e s sential that the resp o nse map not change over 

rea s on a b l y long pe riods of time. It is common in this 

type of e x periment t o us e two or mor e photomultip l i e rs t o 
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Relative I ight collection efficiency 

contours measured using a coli imated 

6'- r a y s o u r c e ( .w 7 B i ) f o r D l1 s c i n t i I I a t o r 

in a test set-up. Light collection 

gradients are also shown 
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view a single scintillator and to sum the resulting 

charges at the input of a charge sensitive amplifier. 

However, as w i I I be discussed below, photomultipliers 

exhibit gain var i ations with temperature. Furthermore, 

the deta i I ed temperature characteristics of pm tubes vary 

between tubes of identical construction and even vary with 

time for any particu lar pm tube. Thus the relat ive 

weighting of the contributions from each tube to the 

overall response can change i n an unknown manner and 

thereby alter the I ig h t collection map. In order to avoid 

this problem we h av e chosen to have only one pm tube 

viewing each scintillator. Gain changes in the tube wi I I 

not affect the I ight collection of one area of the 

scinti I lator relative to another but rather wi I I just 

cause an overall normalization error in the pulse heights. 

Techniques by wh i ch the normalization can be obtained 

during flight wi I I be discussed later. 

Since the l i ght collection efficiency varies from 

point to point in the crystals, uncertainties in the 

energ y loss measurement are produced due to uncertainties 

in the determination of a particle's trajectory. Light 

collection gradients of 0.2%/mm combined with 

uncertainty of 1 mm yield 

<J7E(I;~~tcolktt:o") rv 0.003_ 
cSE 

a position 
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The pulse height analyzer circuitry introduces 

several sources of uncertainty into our determination of 

the energy depos i ted in a scinti I lator. ~andom electronic 

noise in the linear amplifier stages is respons ib le for an 

uncerta inty eq uiv alent to an ene r gy loss of ~.011 MeV in 

the low range of the pulse height analyzer and to an 

energy loss of 1 . 1 MeV in the high range, so we include a 

relative uncerta i nty of 

o.oll Me.V 
~£ 

J.l MeV 
SE. 

$£ <: J,.oo MeV 

$£ >~OoMeV 

in our calcul a t i on of the overal I energy measurement 

uncertainty. The various sources of background which 

stimulate the pm tubes (primarily the r-ray calibration 

sources) cause the early stages of the pulse height 

analyzers to be cont inually active at a low signal I eve I . 

Although these pulses are too smal I to trigger the 

discriminators they are capable of causing smal I base I ine 

shifts in the arrplifiers. For the Dl sci nt i I I a tor, which 

is subject to + he largest background, we measure 

o.lf MeV 
$E. 

The analog-to- d i S1 1tal conversion introduces uncertainty ln 

the e nergy me a s ur e ment due to the finite channe l width. 
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Our logarithmic analyzers have a channel width equal to 

0-129% of the puls e height being measured. so we obtain 

0.0003 7 

There are a number of systematic effects which wi I I 

introduce significant e rrors if they cannot be eliminated 

by appropriate calibrations. The gain of 

photomultipliers is subject to temperature variations as 

large as -0.8%/°C. However the pm tube gain is not a 

strictly reprodu cib le function of temperature, so a 

knowledge of the pm tube temperature is not sufficient for 

making corrections to the pm tube ga in. The scintillation 

efficiency of the Cs i<TI> crystals is also subject to 

temperature variations es timated to be NO.l%/°C (Birks, 

19bl1>. The gain of the pulse height analyzers also 

exhibits a temper ature dependence up to .vQ.3%/°C. 

Three types of in-flight calibrations are planned for 

purpos es of correcting for these gain changes . Periodic 

pulser ca libration s o f the pulse height analyzers at a 

number of amp I itudes should allow us to make co rr ec tion s 

for any e lectr o nically produced variations in the signal 

sizes. In order to calibrate the photomu ltipli er ga in s a 

calibration source consist in g of a smal l piece of Cs I (TI) 

a n d a 2 j-tC i 
13 7 C s so u r c e h a s b e e n c o u p I e d d i r e c t I y t o t h e 
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face of each pm tube. The logic is designed to 

periodically record non-coincident events, primarily 

t'-rays. Approx ' mately 3000 r-ray pulse heights wi I I be 

recorded per hour from ea ch of the eight pm tubes. 

Fitting techniques should allow us to determine changes in 

the pm tube g a ins with a prec i sion of a few tenths of a 

per cent about once per hour. 

I f such a calibration is t o be sufficient it is 

essential that any variat io ns o f the pm tube temperature 

on time scales shorter than one hour be smooth. To 

produce this condit ion the pm tubes have been enclosed in 

the r m a I I y i n s u I at i n g boxes made of 2 '' t h i c k s I a b s of 

polyethylene foam . Two thermistors have been mounted in 

contact wi th each pm tube to monitor the temperature 

variations seen by the tube. Figure 30 is a plot of the 

temperature me asured a t one of the pm tubes during a 

balloon f I i ght 
I 

of 12:1. hours duration at float, launched 

from Aberdeen, South Dakota on 6 June 19ll. The variation 

of the temperature was smooth and the maximum temperature 

gradient reached was Q.Sl°C/hour. This gradient combined 

with a photom ulti plier temperature coefficient of n.8%/°C 

yields a v a ria tio n of gain with t ime of Q.S%/hour. 
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Tempera t ure variat i on of pm tubes during 

a ba I I o on f I i ght on b June 19ll. The 

maxi mum temperature grad i ent i s 

indicated. 
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Additiona l information on the variation of the 

scintillation e f ficiency and photomultiplier gains can be 

obtained from cos mic ray data itself. The log i c assigns 

penetrating events--those which trigger the D8 

scintillator (::>r i marily relativistic carbon and oxygen)--a 

lower priorit y than stopping events . These events are 

read out only if no stopping event is ava il able for 

readout. The ex pected penetrating rate <6 ~Z ~10> is 

appro ximately 1500/hour. Landau fluctuations lead to an 

uncertainty of N2 -5% in the ene rg y loss of a relativistic 

carbon nucleus in the scinti I lators. So the mean signal 

produced by s uch particles should be obtained to ~0-1% 

approximately once per hour. In est i mating the 

uncertainty in our energy measurements we assume a rms 

gain uncertainty of 0.1% due to the I imited pr ecision of 

our gain ca librat ion resulting from finite counting 

statistics, thus 

It can be seen in f l gure 28 that at I ow energy I osses 

( .S 25 MeV) the energy measurement uncertainty is dominated 

by base I ine shi ft effects, at energ i es between /'J 25 MeV 

and ""1-5 GeV the uncertainty due to p hotoelectron 

statistics dom i nates, and at the energies above 1 -S GeV 



12l 

the uncertainty due to I ight collection variation with 

position dominates. 

The energy measu rement uncertainties described above 

apply separatel y to energy me asurements in each of the 

scinti I lators thro ugh which a pa r ticle passes. So when we 

combine th e e nergy loss measurements from several 

detectors to for m ~E we must add the uncertainties in 

these measureme n+s in quadrature to obtain the uncertainty 

in .AE. For those contributions to the energy measurement 

uncertainty which are proportional to the measured energy 

this compound i ng wi II reduce the magnitude of the 

contribution relative to that which would have been 

obtained in a single thick ~E detector. For contributions 

proportional to ,[fE the resulting uncertainty wi I I be 

unchanged and for those which are 

the uncertainty wi I I be increased. 

independent of energy 

and 

I n f i g u r e 31 we show for the i sot opes 11 Be , '' 0 , .:tiS i , 

s~ 
Fe the mas s resolution as a function of the depth to 

which the part i c I e penetrates in the Csl ( T I) s tack. These 

results are obtained by evaluating equation 5 using the 

partial derivatives In Table 1 and the uncertainties 

discussed in the preceding p a ragraphs. A 15° angle of 

incidence has been assumed in these calculations. In 

addition the contributions to the mass reso l ution due to 
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Mass resolu tion calculated for 99e, ~0, 

and 

funct i on 

'"Fe 

of 

incide n t at 15° as a 

depth of penetration 

(q/secEn into the sc i nti I later stack. 

Contrib utions due to unce rtainties in 

measuri ng AE, E I and L are shown, as 

wei I as the contribution due to Landau 

fluct ua ti ons. The mass resolution 

require d to separate adjacent isotopes 

with vario us relative abundances is 

indicated. The discont i nuities in the 

~Be curves are due to electronic noise 

near the high level discriminator 

threshold (see figure 28>. 
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Landau fluct u a + ions, thickness uncertainties, and 

uncertainties i n the measurements of AE and E' are shown. 

Tick marks on th e right hand sides of these plots indicate 

the mass resol u t i on required to o btain an inflection point 

between Ga u ssi a n distr i butions whose centers are separated 

by 1 AMU for var i ous abundance ratios. 
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3. CALCULATIONS 

Measure me nts of the isotopic composition of the 

cosmic rays are expected to place significant constraints 

on theories of the synthesis, acceleration and propagation 

of the cosmic rays. Such measurements should make it 

possible to refine estimates of astrophysical parameters 

which have beer obtained from elemental abundances and 

should allow determination of additional parameters which 

cannot be obta i ned from elemental abundances alone. In 

section 3-1 we wi I I briefly review the various classes of 

information which can be obtained from measurements of 

cosmic ray isotopic abundances. More detailed discussions 

of potential applications of isotopic composition 

measurements have been pub I i shed by a number of authors 

(Meyer, 19l5; Raisbeck et al ., 

S i I berberg, 19l5b; S i I berberg 

19l5a , 19l5b; Shapiro and 

et al., 19lb ; Woosley, 

19lb>. In section 3.2 we discuss the "leaky box model 1
' of 

cosmic ray propagation and the assumptions up o n which it 

is based. In section 3.3 we show how in the context of 

this model one can obtain cosmic ray source abundance 

ratios of isotopes of individ ua l elements. We go on to 

evaluate the uncertainties in the ratios caused by 

uncertainties in various measurable parameters and we 

present curves which can be used to directly estimate 

source ratios a nd their uncertai~ties in several cases. 
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3-1 Information from Isotopic Composition 

3-1·1 Source Abundances 

Theories of nucleosynthesis 

abundances of large numbers of 

predict the relative 

nuclides which wi II be 

synthesized ..Jnder particular astrophysical conditions. 

From measurements of these abundances it is possible to 

derive values for important astrophysical parameters. In 

the case of the cosmic rays , abundance 

measurements have been largely 

however, 

restricted to the 

separation of 

difficulties in 

individual 

resolving 

e I em en t s, 

isotopes. 

due to experimental 

A grea t deal of 

information i s lost if only elemental abundances can be 

measured. 

reduced, 

First, when the number of obse r ved species 

one's ability to stringently constrain 

i s 

nucleosynthesis theories is diminished. 

astrophysical 

Second, 

the 

the 

influence of certain 

example, the neutron excess 

reflected 

weakly in 

in the synthesized 

the elementa l 

parameters--for 

in the source--is strongly 

isotopic abundances but only 

abundances. Consequently 

information concerning such parameters 

if only elemental abundances can be 

is largely obscured 

measured. Woosley 

<19lb> 

isotopic 

ha s investigated 

ratios among the 

determining the degree of 

the importance of measuring 

iron peak elements for 

neutron enrichment of the 
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material from wh i ch these species were synthesized. 

Furthermore , the elemental abundances ob s e rv ed at 

earth can be obt a ined from a wide range of isotopic source 

compositions. Therefore, it is necessary to measure the 

local isotopic c omposition in order to deduce the isotopic 

composition at t he sources. In fact, there are cases 

where the is o topic composition must be measured in order 

to obtain even the elemental composition at the sources. 

For example, in a cosmic ray source composed of solar-like 

material, the ca l cium will be composed almost entirely of 

However the spallation of 5"Fe would produce 

substantia I amounts of secondary .,,Ca, ~£lea, '~3 ca and lf~t-ca 

as well as ~Ca. As a result, the observed calcium would 

be approximatel y half primary and h a I f secondary i n 

origin. On the o ther hand, if one can observe the isotope 

'*0 ca a I one, then one w i I I be dealing with a 

primary-to-secondary ratio in excess of 5-to-1. 

Additional motivation for the measurement of the 

isotopic composition of the cosmic rays has been provided 

by the suggestion of several authors that the cosmic rays 

are subject to elemental separation effects prior to being 

accelerated. Ev i dence has been presented (Cass~ et al ., 

19l5a; " Casse and Goret, 19llb> which suggests that the 

dif f erences in e l emental composi t ion between the cosmic 
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rays and solar system material could be predominantly due 

to such selective acceleration effects. The relative 

abundances of th e various isotopes of a particular element 

wi I I not be af f e c ted by such charge dependent selection 

mechanisms. It i s therefore desirable to use measurements 

of the isotopic composition of individual elements as a 

source of information which w i I I not be altered by 

charge-dependent separation effects. 

3 . 1 . 2 Secondary Production and Propagation 

Muc h of the present knowledge re ga rding the 

propagation o f the cosmic rays through the i nterste I I ar 

medium has been derived from t he abundances of those 

elements which are believed to be absent at the cosmic ray 

sources. Oue to I ack of deta i I e d information concerning 

the interaction of the cosmic rays with the 

electromagnetic f ields in the propagation medium and of 

the boundary co nditions appropriate for describing this 

medium, the propagation of cosmic rays has generally been 

treated by assum i ng a distribution of path-lengths through 

which the part i c l es 

their sources t o 

have passed 

the point of 

during transport 

observation. If 

from 

the 

path-length di s tr i butions described by such a model can be 

characterized by a sing le parameter (for example, the 
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thickness of a s l ab or the characteristic length of an 

exponential d i stribution) then it is possible to evaluate 

this parameter b y using 

cross section s and the 

available nuclear fragmentation 

observed abundances of a single 

purely seconda r y species and of i ts progenitors. Once the 

path-length d i s t ribution is known, it becomes possible to 

calcu l ate the se c ondary contribu t ions to other species and 

then to obtain t h e primary contr i bution by subtracting the 

seconda r ies fro m the observed abundance. The source 

abundances can then be obtain e d by applying corrections 

for the nuclea r destruction of these particles in passing 

through i nters t e I I ar matter. 

I f , i n applying this technique to determine the 

primary compone nt of a particular element, one must use 

only elemental abundances, then it may be necessary to 

uti I ize an e l ement relatively far from the element of 

interest as t he tracer of secondary production. The 

elements below iron which are believed to be entirely of 

secondary orig i n are the I ight elements Li, Be, and B and 

the elements Sc, V and Mn i n the iron group, plus the 

elements F and Cl. There are no elements which are 

obviously of purely secondary origin near some of the 

elements which one wou l d like to investigate, for example 

Mg. A pa th- lerg t h 

refle c t th e spalla ti o n 

derived fr om the I i ght e I ements w i I I 

of carb o n and oxygen, wh i I e a 
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path-length deri ved from the iron group e I ements w iII 

reflect the sp all ation of iron. The secondary magnesium, 

however, is produced predominant l y by spallation of Si and 

S. So o ne is forc ed t o make an additional assumption--for 

example, that the d i stribution of path-lengths is the same 

for alI specie s --in order to ob t ain abundances of many 

elements at th e co smic ray sources. 

In cases where isotopic abundances can be measured it 

i s possible t o a void this difficulty. Many of the even-Z 

elements have o ne or more isoto pes which should be of 

pur ely second ary orig i n. By us i ng a secondary isotope of 

the element for which we want to obtain source abundances 

as a tracer of the secondary production during 

propagation, we ob tain a correct i on which is appropriate 

for this element . 

3.1.3 Radioactive Species 

Various information can be ob tained from radioactive 

species in the cosmic rays ( Soutoul et a I • , 19lS; 

Raisbeck et al., 19l5a, 19l5b>. Isotopes which r-decay 

with ha If I i ves " 7 ~10 -10 year s can be used as a measure 

of the t ime since their production. If these isotopes are 

not produced a+ the cosmic ray sources one obtains a 

measure o f the resid en ce time of cosm i c rays i n the galaxy 
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(as determined by the rate of loss due to nuclear 

destruction and the escape from the galaxy). From 

~-unstable species which are predominantly of primary 

origin one obtains a measure of the time since synthesis 

of these nuclei i n the sources. Unfortunately in the 

region Z~28 most ~-decay nuclei are not expected to be 

produced in the cosmic ray sources. Possible exceptions 

are (Waddingt o n, 19lS>. However, these 

species have rather short half ives compared to present 

estimates (Hagen et a I., 19ll; Garcia-Mun oz et al., 

19llb; Muller et a!., 19ll; ~Jebber et a I., 19ll) of the 

residence time of cosmic rays f ?:.10
6 

in the galaxy o ·- ye ars 

(for ~"Fe r.J 6 
'~ =3x10 yr and for 

L 
~~ is est im ated to be 

"'2xlOS yr (Casse', 19l3> when the absence of orbital 

electrons precludes the possibi I ity of electron capture 

decay). Thus these nuclei should only be of value above 

several GeV/nuc where time dilation wi II extend th e 

effective I ife time to b 
""10 years. 

Nuclei which can only decay by means of orbital 

electron capture can be used as probes of various 

astrophysical conditions. Those e I ec tron capture nuc I id es 

which are synthesized in the source region can be used to 

measure the time between synthesis and acceleration to 

relativistic energies (Casse an d So utoul, 19l5b; So ut o ul 

et al., 19l5; Soutou I et · a I., 19 ll > since only during 
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this time ar e they expected to have orbital electrons 

ava i I ab I e for cap ture . Electron capture nuclei which are 

entirely of secondary origin wi I I 

propagation medium since after 

probe the density in the 

picking up an orbital 

electron from t f-) e i nt erstella r gas the nucleus wi II decay 

h a I f only if a time comparable to its electron capture 

I ife can elapse before encounter i ng an atom of the gas and 

undergoing an i n ~ eraction which wi I I re-strip the electron 

from the nucleus. 

In most c ase s, measurements of elemental abundances 

are o f I ittle use in addressing these questions of the 

s urv iva I or decay of r ad i oact i ve isotopes. Other isotopes 

of the same e I ements genera I I y have significant abundances 

and the differ e n ce between complete survival and complete 

decay of the radioactive isotop e may only be a few tenths 

of the observed elemental abundance. Uncertainties in the 

abundances of parent nuclei, in nuclear frag mentation 

cross sections a n d in estimates of the path-length in the 

interstellar me d i um can easily o b scure differences of this 

magnitude. 
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3-2 Cosmic Ray Propagation -- Leaky Bo x Mode l 

As mentioned above, various simplified models of the 

propagation of cosmic rays between their production and 

their arrival at earth have been used for unfolding the 

cosmi: ray source composition from the effects of 

spallation during propagation. Of these models, the 

" I e a k y box mode I " ( i n trod u c e d by Cows i k e t a I . , 19 6 l ) i s 

part i cuI ar I y appea I i ng both because it can be obtained 

from a transport equation by invoking a number of simple, 

physically reasonable assumptions and because it has been 

applied with considerable success to observations o f 

elemental abundances. In this section we w iII briefly 

review the leaky box model and the assumptions on 1vhich it 

is based. 

The propagation of cosmic rays can be described by 

the transport equation (Gioeckler and Jokipi i, 1969; 

Meneguzzi et al., 19ll> 

In this equation n.(r,E,t) is the number per 
I 

unit volume 

per unit energy per nucleon of partic l es of species at 

position t, energy per nucleon E, and time t . The left 

hand side describes l oca l changes in this density due t o 

change of position and energy, while the right hand side 
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describes changes of a non-local character (i.e., not 

described by a differential operator) which are due to 

creation an d destruction ( D; ) of particles. The 

creation term, C 1 , is used to describe the production of 

particles of species in the cosmic ray sources and by 

spallation of heavie r species, while the destruction term, 

D;, describes ~ he destruction of particles by inelastic 

nuclear intera ctio ns wi th the interstellar gas and by 

rad ioa ctive deca y . Th is equatio n assumes t hat the spatial 

transport of cosmic rays i s a diffus i ve process 

(presumably res ul ting from the s cattering of particles by 

irregularities in the galactic magnetic 

the cosmic rays a re isotropic~ 

f i e I d) and that 

Due to our la ck of knowledg e concerning the spatial 

d i stribution of cosmic ray s o urces and of interstell ar 

magneti~ fields and gas we assume the diffusion 

coefficient, K the rate of energy loss, (d E/dt);, and 

the rates of par ti cle creation, Ct , and destruction, D i , 

are independent of position. Then the spatial dependence 

* Measurement s of cosmic ray ani sotropies at energies 
of 1 0 11 e V y i e I d v a I u e s < 2 x 1 0 -'t ( see , for exam p I e , E I I i o t e t 
al., 19lO>. At lower ene rgies it Is only possible to set 
an upper I im i t o n the galactic cosmic ray anisotropy from 
measurements made near earth since interact ions with the 
solar wind can produce local ani sotropies in ex cess of the 
galactic value. 
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of nr can only arise from the boundary conditio ns o n this 

equation, which are yet to be specified. In the I eaky box 

model it is assumed that the boundary of the confinemen t 

volume acts as a surface which reflects most of the 

particles incident upon it, but has a smal probab iIi ty of 

letting a particle escape from t he volume. 

It is conventional t o make the additional assumption 

that the diffusion term in the transp o rt equat i on can be 

neglected. In this cas e n 1 is treated as a constant 

throughout the confinement regi o n and the loss of 

particles at the boundary is accounted for by the 

inclusion of a position independ e nt probabi I ity of loss 

per unit time in the term D. • By making these 

approximations one obtains 

dYl; -dt 
_?__ [ (.~) 11;] + c. - o, dE o(t ; 

This appro x imation can be j ust ified i f the cosmic 

rays move freely about the confinement volume, 

encountering its surface many times before fina l ly 

escaping. The typical amo unt of material traverse d by 

cosmic rays before escaping is r-.~S.S g/crn:l., as deduced 

from measurem e nts of the abundances of purely secondary 

cosmic rays relative to their pri ma ry proge nit o rs (fo r 

example, Li+Be+B/C+N+O). For an interstellar density of 1 
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H atom and 0.1 He atoms per cm 3 , this amount of material 

corresponds to a distance of 800 kpc (approximately 100 

times the 

center). 

distance between 

Since the various 

the sun 

regions 

and the galactic 

suggested for the 

confinement of the cosmic rays have scale sizes on the 

order of the galactic radius or smaller, it should be 

possible to neglect spatial gradients if the cosmic rays 

are not strongly scattered wh i I e traversing the 

confinement 

indications 

region. We should note that there are 

(Cesarsky et al., 19ll> that there may be a 

significant gradient of cosmic ray density in our galaxy. 

If these results are borne out by further observations, it 

wi I I be necessary to consider the c o nfinement of cosmic 

rays in a region smal compared to the size of the galaxy 

if the I eaky box mode I is to be retained 

formulation. 

in its present 

Next we assume 

estab I i shed so that we 

that a 

can set 

steady state 

'dn:/dt=O to give 

has been 

The major e nergy changing process affecting cosmic 

ray nuclei is ionization energy l oss due to collision with 

electrons in the interstellar gas. Thus we write 
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where ~ is the density ( g/cm3) of the i nterste I I ar gas and 

the other symbols have been defined in section 2 of this 

thesis. Note that although ionization energy loss i s 

actually the result of a large number of discrete 

coli isions, we can approximate it by a continuous rate of 

energy loss since other relevant length scales are much 

larger than the t ypical distance between col I is ions with 

i nterste I I ar e I ectrons. For example, a particle with 1=2 

<E/M=931 ~eV/ n uc) loses 90% of its energy in co I I is ions 

which transfer less than 150 keV to an i nterste I I ar 

electron (Ross i, 1952>. The par tic le's rate of specific 

ionization wi I I be no less than Lj.1 MeV/(g/cm~) (the 

minimum dE/dx for a proton), so o n the average it w i I I 

travel no farther than 35 mg/cm 4 before I os i ng 150 keV. 

This distance i s to be compared with nuclear interaction 

lengths which range between 2 and 8 g/cm~ and the escape 

mean free path o f ~5.5 g/cm~. Note also that the maximum 

energy which a heavy particle with f=2 can transfer to a 

free electron is "'3 MeV. Such coli isions are rare, but 

energy losses of this size wi I I not significantly alter 

either the ion i z a tion rate or the nuclear i nteraction 

cross sectio ns for particles at the energies being 

considered her e. 
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The term, Di , which accounts for the destruction of 

particles of species can be written as (Meneguzzi et 

al., 19ll> 

(7) 

where n" and n K~are the number densities of H and He, 

respectively, in the interstellar medium, <:Jf, and~: are 

t h e cross sect i o ns for breakup o f species i in a col I ision 

with an inte r s t ellar H or He nucleus, respectively, ~sc. 

is the mea n ti me for escape from the confinement volume, 

and~ is the rr~ e a n time for radi o active decay in the frame 

in wh i ch the p a rticle is at rest <'t"t~oo fo r stable 

species). Th e three terms on the right hand side of 

equation l repre s ent loss by means of nuclear destruction, 

escape from t he confinement reg i on and radioactive decay, 

reading f r om l e f t to right. 

The creat i o n term, C:, is writte n 

(, = Q, + '[_ );(E') [ 'h~Ofjt (E,E')+ l'ltte~Je,E')] ~ c d£; 
; 0 

where Or is th e rate of production (per unit volume, per 

unit energy per nucleon) of cosmic rays of species i by 

the cosmic ray sources and 0C:J
1
( E ,E') and O:Ji(E,E') are 

t he cros s sec +io ns fo r species j at at energy per nucleon 

E ' to produce s pe cies i at ener g y per nucl e on E in a 
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coli ision wit h interstellar H o r He, respectively. There 

is evidence (Gre i ner et al., 1915> that at the energies of 

interest here ( ~100 MeV/nuc) spallation products are 

predominantly produced with vel ocity (or ene r gy per 

nucleon) near l y equal to that of the incident heavy 

nucleus. Therefore we obtain 

ci = Ct + r h; [ }1~ ~,(E) ~ n~e~l (E)] ~ c. 
J 

It is convenient to replace the cosmic ray density ni 

by the omnid i rectional f l ux, .e;=n 1 ~c/Lj'lf, and to define 

I n t h i s e quat ion we have w r i t ten /\esc.= ~ ~ c 'tesc and we have 

assumed that we are not dea li ng with any radioactive 

species, so we can neglect destruction by radioactive 

decay. Equation 8 is the basic equation relating observed 

cosmic ray fluxes <~:) to source abundances ( q • ) 
• 

in the 

leaky box model. 
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To simplify notation we will make the following 

definitions: 

1\ s. 
' 

Then we obtain 

-- <T;; 4- (-n .. ~/n)i) a;; 
Mfi + (YlHeln.,) MHe 

3. 3 Secondary Tracer Forma I ism 

, 

We wi II now specialize to the case of the various 

isotopes of a single element . Thus we wi II drop the 

subscript on the nuclear charge, Z, in equation 9. Note 

that in equation 9 the fllc are the cosmic ray fluxes 

measured in loca l interstellar space and the "secondary 

" so u r c e t e r m '' , s. , 
• 

depends only on these fluxes and on 

nuclear cross sections. Thus the only quantities in 

equation 9 which we cannot directly measure are the source 

abundances, q, , and the "escape mean free path", Aesc. . If 

we know that a particular spec i es is not produced in the 

cosmic ray sources ( q.=O) then we can obtain 1\escin terms • 

of measurable q uantities (Reames , 19lY), 
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If we substitute this value of ~es~ obtained from species 

into equation 9 written for species j, we obtain 

q. -=- f,&) S. - S· +(PJ.) ~ ~E (s(E) ¢:) 
DJ ~·.¢, ' J ftlt M: o 

- - - s(& - - - - . z'J. 0 (I I ) 

M; dE ( ) ~) "~D: 1\~.i ?1; 

This equation can be simplified by approximating JZf.·, .¢.J 

and s(E) in the vicinity of the energy of interest, E0 , by 

Then the ionization energy loss terms reduce to 

Substituting 11 into 10 yields 

We can write +he analogous expression for the source 

abundance, qk, of a third species, and the ratio of source 
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abundances can be written in the form: 

1- ~ s~c +[J_ .. J.- + ~ ~toJ11: .. M-'+tk- ~rJl fd: 
!iflf. 5: 1\.,ok /\~r Mk E \ '\ Mz J Mi ~ '!; 

(1~ 
The right han d side of equat i on 12 depends only on 

measurable q ua ntities (local interstellar cosmic ray 

fluxes, spectr al indicies and nuclear cross sections). 

Below we wi I I discuss the degree of precision to which 

these quantiti e s must be known in order to obtain useful 

estimates of t he ratio of source abundances qj/qk. 

In evaluat in g equat i on 12 we employ fragmentation 

cross section s obtained from the semi-empirical formulas 

of Silberberg a nd Tsao <19l3a> wi th modifications given by 

Silberberg et al. <19lb>. Total inelastic cross sections 

are obtained us ing the formulas (Tsao and Silberberg, 

19l5; Cheshire et al., 19l4>: 

~ ( -o.lf) cr;. == Stt rnb M: 1- o. '+7 Mi , 
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Notice that in evaluating equation 12 we require 

ratios of the fluxes of parent species (used in 

calculating s: , sj and s .. > to the fluxes of the isotopes 

under conside r a t ion . However, at present, only elemental 

abundance rati o s are available. For this reason we sha I I 

assume that the three isotopes of interest constitute the 

entire local a b undance of the e l ement being considered. 

This is an a de q uate approximat i on in alI the cases which 

we sha l I exami ne if the source abundances are not vastly 

different fr o m the solar system abundances. This 

assumption w i I I not be a imitation when isotopic 

abundance obse r vations of the elements which we are 

considering be c ome ava i lable, since it w i II then be 

possible to a ppropriately r e normalize the elemental 

abundances. 

Note tha t the secondary tracer technique for 

obtaining source abundance ratios can only be applied in 

the case of eleme nts having an isotope which is believed 

t o be absent a t the cosmic ray sources. Among such 

elements there a re several wh i ch are of considerable 

importance for the theory of nucleosynthesis, for example 

"' S, Ar and Ca (Casse and Meyer, 19lla>. 
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3.3.1 Analysi s of Uncertainties --Motivation 

Before begin ning a deta i I ed treatment of the ef feet 

of uncertainties in the mea su red quantities in equation 12 

on the deduced source ratio we wish to mot i vate this 

treatment by mea ns of a semi-quantitative discussion of a 

simplified cas e . For this purpose we shal I make the 

following assum ptions: 1 ) io ni zation energy loss is 

negligible <s< U=O >, 2> the tota l inelastic cross sections 

for the species of interest are equa I < 1\tJo, = AIJoj = 1\~»k >, 3 > 

isotope k is s i g n ificantly more abundant in the local 

cosm i c rays t h a n species j or ( )if.,_>> j6J ~If: ) , Lj) the 

observed flux o f species j is largely secondary in origin 

while that of species k is largely primary in origin, and 

S> cross secti o n s for species i, j and k to make one 

another are ne g ' igible. Using assu mptions <1> and <2> we 

can reduce equ a t i on 12 to 

~ - ~ (s;/.5;2 
..0k - Pl (s~;.s,) 

Assumption (Lj) allows us to writ e 

- !:- (5•) 
A f. 

This e xpr ess io n i I lustrates the difficulties involved i n 

obtaining prec i se valu es of cosm ic ray so urc e ratios. The 

assumption tha~ t he obser ved flu x of species j is largely 
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of secondary origin implies that the difference of the two 

terms on the right hand side of this equation is 

significantly l ess than either of these two terms 

individually. Therefore a small relative error in e ithe r 

of these two terms wi I I translate into a relative error in 

is larger by a factor of app roximate ly 

I n order to make this discussion more precise, we can 

calculate the uncertainty in the calculated source ratio 

due to uncerta i nt ies in the measurement of the local 

fluxes fl: 
J and and in the determination of the 

II A 
secondary correction factor, R'E! ( SJ/5 1 ). To simplify the 

notation we wi ! I write rjk =Jtfl;!• , rtk =fl:lflk and o(J,.=q.;/qk . 

Our assumptions <3> and <5> allow us to treat r
3
Jc, r~k and 

R as statist i c a I I y independent. We obtain 

If we now use ass umptions <3> and (~) and also assume that 

the uncertainties in the observed fluxes are entirely 

statistical and giv en by <r;
1
k =~r;~tt•N and cr;

1
k =iri,_·N·, we can 

write 

t (J_ + ....L) + l~)l. N Yjk \'ik \T 

where N is the observed number o f events of species k (and 
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approximately equal to the combined total number of events 

This expression explicitly shows of species i, j and k). 

the magnification of both the statistical errors in the 

measured fluxe s and the errors in the calculated quantity 

R by a factor of rjlt/C(.ik which is likely 'to be ~5 for 

most of the cases examined below. 

3 . 3 . 2 Source Ra~io Uncertainties 

We now wish to consider i n deta i I the effects of 

uncertainties in the measurable quantities--local fluxes, 

spectra and nucl e ar cross sections--on the uncertainty in 

the source a b undances that we deri ve using the secondary 

tracer technique. By so doing it is possible to identify 

those areas in wh ich more precise measurements can improve 

our abi I ity to derive cosmic ray source abundances. 

For purposes of this discussion we restrict our 

attention to a particular set of possible source 

abundances. In particular, we use the elemental source 

ratios obtained by Silberberg et al. <19lb> from 

ava i I ab I e cosm i c ray e I ementa I abundance measurements near 

earth and from the assumption that the propagation is 

described by an e xponential distribution of path-lengths. 

We to I I ow the i r proce d ure <Tsao et a I., 19l3 ; Shapiro et 

al., 19l5a> of d i stributing the s ource abundance of each 
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element among i ts stable isotopes in proportion to the 

solar system a b undances compiled by Cameron <19l3>. We 

then set the source abundance of the istotopes which we 

are using as t r a cers to zero. Table l ists t he resulting 

source abu ndan~es. For the tracer isotopes we i ndicate in 

parentheses th e so urce abundances which we had before 

setting th ese abu ndances to zero . 

The source abund ances are then propagated through an 

exponential path-length distribution with " = 5 . 5 g I c m:t /\esc 

in a medium composed of Hand He in a ratio He/H=n.1 by 

number of atoms. This calculation was performed for an 

i nterste I I ar energy of lOO MeV/nuc and ionization energy 

losses were neglected. Ta b le l also shows local 

abundances obtained using this procedure. 

In table 8 we summarize the effects of various 

uncertainties on the source rat i o predictions obtained by 

applying the secondary tracer te chni que to isotopes of the 

elements 0, Ne, s ' Ar, and Ca. The I oca I abundances 

li sted i n tabl e l are employed a s a basis for ca lcula ting 

source abundances using equation 1 2 . Since the local 

abundances in table l were calculated neglecting 

ionization ener g y loss, when equation 12 is applied using 

these local ab undances it should only reproduce the source 

abundances (a lso show n in the table) if we again assume 
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Tab_!__~} 

Source and Local Abundances* 

Isotope Source Local Isotope Source Local 
N i -b"Ci-- :mrq-- -=lriTYI2 A"r=-qrr-- rr-- ---- -:-o-crs-z 
Ni -62 .Q3 .0142 Ar-38 . 1 3 .bb1 
Ni -61 . 01 .00598 Ar-3l 0 .2Sl 
Ni-6 0 . 21 ·101 Ar-36 .6l .l98 
Ni -59 0 .oosol C1-3l .:JO .300 
Ni-5 8 .54 .261 Cl-35 .og .46l 
Ni-56 0 .00136 S-36 . ooo y . 0506 
Co-59 0 .00352 S-3Y . 1 3 .Sl Y 
Co-5l 0 .0208 S-33 0 ( . 0 2) .39 Y 
Fe-58 .Ql .03ll S-32 2.8S 2.15 
Fe-Sl .Ljg .242 P-31 .2n .b2 0 
Fe-56 20.1l 9.86 Si-30 .65 .903 
Fe-55 0 .S1l Si-29 .99 1.08 
Fe-5Lj 1· 28 .905 Si-28 19.36 13.0 
Mn-55 .10 . 3 3l A1-2l 2.30 2.89 
Mn-5Lj 0 .331 Al-26 0 .528 
Mn-53 0 .521 Mg-26 2.68 2.38 
Cr-5Lj . 01 .0606 Mg-25 2.Y3 2. 8 2 
Cr-53 .Q4 .2 39 Mg-2Lj 18.89 14. l 
Cr-52 . 3 3 1.0Lj Na-23 .90 2. l1 
Cr-51 Q .S9Y Ne-22 1· b 3 2·81 
Cr-50 .Q2 .341 Ne-21 0 <. Qlj> 1. 5 l 
V-51 0 ·116 Ne-20 13. 3 3 11.Lj 
V-50 0 .281 F-19 0 2 ·1 s 
V-Y9 0 .566 0-18 .23 1.98 
Ti-50 .oo5 .0369 0-1l n ( .OY> 1· 89 Ti-lj9 .006 .109 0-16 110 .l 89.01 
Ti-Lj8 . Ql .l1Y N-15 . ~3 11.04 
Ti-ljl .DOl ·bbl N-1Y l.9l 13.8Y 
Ti-Ljb .008 .588 C-13 1 .11 ~.on 
Ti-Ljlj 0 .0308 C-12 98. 89 9Y.OO 
Sc -L~S ~ .Ljglj B-11 0 1l·b 
Ca-Lj8 .QQLj .Q0225 B-10 0 8 .13 
Ca-46 .Q000 3 .OOllb Be-10 0 1.69 
Ca-Ljlj .os .Lj16 Be-9 0 2.80 
Ca-Lj3 0 <.0 03) .393 Be-l 0 5.oy 
Ca-Lj2 ·02 .Yb2 Li-l 0 6.~9 
Ca-Y1 0 .109 Li-b 0 8.3l 
Ca-LjQ 2.33 1.3Lj 
K-Y1 .DOl . 2'10 
K-YO 0 .2Y2 
K- 39 .09 .Lj9b 
*--Nor-maTfzed so t "l at carbon=100. 
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that s<E>=Q. I n I ine 1 of table 8 we show the source 

abundance rati o s from table 

3 'fs/ 3 ;LS, 3 r.Ar/ 14Ar, '~ca;'*'"ca and 

l <'~~'of ''o, :t;l...Ne/"'0 Ne, 

'fif C a I Ita C a ) for the cases 

which we are examining. Line 2 shows the values of these 

ratios which a re obtained by ap p lying equation 12 with 

s<E>= O to th e local abundanc e s isted in table l. The 

the agreement betw een I i nes 1 and 2 is not perfect, 

res idu al differences of ~ 2% bei ng artifacts of the two 

numer i cal cal:u l ations. These differences ar e sma I I 

compared to t he important ef f ects which we wish to 

examine. 

Having inve s tigated our abi I ity to reproduce source 

abundance rat ios using equation 12 we now wish to include 

the e ff ects of ionization energy loss, since only when we 

do so w i I I we be able to investigate the effects of 

uncertainties in the spectral shapes of the species of 

interest. In I ine 3 we show the source ratios resulting 

from the re-ev alu ation of equation 12 with the inclusion 

of the correct values of s < E > (at lOO MeV/nuc, 

s<E>/E ~.QQb cm:t/g) but sti I us i ng the local abundances 

shown in table l. The differences in the values of the 

source ratios calculated with and without the effects of 

ionization ener g y lo ss range up to 18% in the cases 

examined. Clearl y the approximation that s<E>=O should be 

avoided even a t energies as lar ge as lOO MeV/nuc. In the 
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analysis which f ollows of other sources of error in 

calculating the source abundance ratios we have included 

the effects of i onization energy loss. Therefore the 

resulting rat i o s , shou l d be compa r ed with the 

values shown i n I ine 3 of table 8 rather than with those 

in I ines 1 and 2. 

In calcul a t i ng the effects of the various sources of 

error we hav e used a Monte Carlo technique in which the 

parameter bein g i nvestigated is varied with an appropriate 

d i stribution a n d the remaining parameters are held fixed 

at their nomin a l values. We generate 200 such cases and 

calculate the rms deviation of the values of 

obta i ned from e quation 12. 

3.3.2.1 Abund a nces of Parent Nuclei 

"' The secon dary source term, S. 
I 

is of the form 

\ r o;.,, + (n .. efill()o;J .. J ;zf. 
L L MH + (l'llf~/n")M"~ J. 
J 

where the summ a tion is overal I species which can produce 

species by col ision with i nterste I I ar hydrogen or 

he I i um. Since it is experimentally more difficult to 

r e solve t he i s o topes of elements of hi g her atomic number 

than those of lo wer atomic number (see, f or example, 
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figure 31>, it is important to address the question of 

whether detailed knowledge of the isotopic composition of 

" parent nuclei is required in evaluat ing S:, or whether 

the elemental abundances which are presently available 

(Benegas et al., 19l5; Ormes et al ., 19l5; S i I berberg et 

al., 19lb; Ca ldwel I and Meyer, 19ll; Garcia - Mun oz et 

a I • , 19lla> are adequate. In order to answer this 

question we have assumed that the local abundances of the 

three isotopes of interest are known and have used values 

of these local abundances from table l. However we also 

assume that only elemen tal abundances of the heavier 

(parent) species are known. In order to evaluate equation 

12 we must make some assump ti on about the isotopic make-up 

of the parent elements. \~ e have chosen to ass um e that 

there is no a priori preference for one isotope of a 

particular parent e l ement over another. Using this 

assumption we investigate the i mportance of knowing the 

isotopic compositi o n of the parent elements. In 

evaluating equation 12 we have used nominal values of 

cross sect i ons, spectral indicies and el e mental abundances 

while r a ndomly varying the isotopic composition of each 

parent e l ement. The isotopes that are stable in the 

cosmic rays are randomly assign e d fractions of the total 

e l emental abundance with e qual we i ghts. Having assigned 

abundances, we calcul ate an d t h e n evaluat e q. / q 
J k 
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for the flux rat i os }ajlfi!1k and fd;lfiJ~c obtained from table l. 

This procedure was repeated 200 times to obtain a mean 

value of qj/q~ and a standard deviation due to isotopic 

variations in parent nuclei. The resulting means are 

shown in I ine 4 o f table 8, while the standard deviations 

are shown i n I i ne 5. 

I t can be s e en that the mean value of qj/qk (line lj 

of t able 8 ) obtained while varying the isotopic 

composition of the parent elements is in some cases 

significantly d i fferent from the value in I ine 3 of the 

table, this d i f ference sometimes being several times 

larger than th e rms deviation (I i ne Sl resulting from this 

variation. Th i s is due to the fact that isotopes which 

are dominant i n the solar abundances are those having the 

smal l est neutro n excess, at least up through Z=22 

<Cameron, 19l 3l and that spa I I at ion reactions which form 

produ c ts which have neutron excesses close to that of the 

parent nucleu s are more probable than reactions which 

sign i ficantly a lter the neutron excess. The largest such 

error occurs in the case of the isotopes of Ar . In this 

case the secondary production is largely due to spallation 

of calcium. The ratios of cross sections for producing 

the isotopes 3f.Ar , nA r , 3iAr and '
0
Ar in a p + Y"ca 

reac t ion are 1 : 1 . lj 1 . lj : 0 wh i I e in a p + 't~Ca 

r e action t hey a r e 1 : 0 . 2 : 5 : l < S i I berberg and Tsao, 
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19l3al. Because of this wide variation a knowledge of the 

isotopic abundance of Ca in the cosmic rays is essential 

for interpreting the observed abundances of the Ar 

isotopes. 

In most cases the dominant contributions to the 

secondary pr o d ucti on of an element come from other 

elements with a tomic numbers close to that of the element 

of interest. For example, the secondary 0 is I arge I y 

produced from ~e and Mg, the secondary Ne from Mg and Si, 

the secondary S from Ar and Ca, the secondary Ar from Ca 

and Fe, and th e secondary Ca from Fe. It should be 

possible for an instrument capable of measuring the 

isotopic composi t ion of the element of interest to also 

obtain measurem e nts of the isotopic composition of these 

dominant parents. The use o f such measurements i n 

A 

calculating S; should significantly reduce the uncertainty 

(both the rms uncertainty and the systematic shift) in the 

secondary correc ti ons required. 

It should be noted that uncertainties in qj/q- due to 

uncertainty in isotopic composit ion of the parent elements 

can be significantly reduced without having to resolve 

individual isotopes of these elements. Mass distributions 

with mass reso l ut ions as large as 1 AMU should be of 

considerable val ue, s ince spallation cross s ections tend 
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to vary smooth ly with particle mass. In some cases such 

distributions are already available (Fisher et al., lglb>. 

In the case of Ar where the dominant parent, Ca, has many 

stable isotopes , it should be particularly useful to 

e I i m i nate some of these isotopes as major contributors to 

the production of secondary Ar. 

In addit i o n to the present lack of information 

concerning the isotopic abundances of the heavier elements 

<Z~lO>, ther e are uncertainties in the elemental 
j< 

abundances wh i chwil produce uncertainties in the S. and 

hence 

et al 

in q /qk . 

<1 9l b) 

• 

We have used the tabu I at ion by S i I berberg 

of local elemental abundances and their 

uncertainties, bas ed on the measurements of a number of 

investigators at rigidit i es (energies 

~12l5 MeV/nuc ) . Local abundances of the var ious elements 

were allowed to vary independently with Gaussian 

distributions wi th standard deviations equal to the 

uncertainties given by Silberberg et al. <1 9lb). These 

uncertainties range between 2% for the most abundant 

elements (such as oxygen) to 50% for elements with smal I 

abundances (such as scandium). The isotopic compositions 

of a I I element s were simultaneously varied in the manner 

described above . Since the isoto pi c and elemental 

composit ions were varied inde pe ndently, we obtained the 

unc ertai nty in due to elemental composition 
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uncertainties alone by quadratic subtraction of the 

uncertainty from varying only the isotopic composition 

from that obta i ned while varying both elemental and 

isotopic compositi ons. In a I I the cases considered it was 

possible to ob~- ain a statistically significant result by 

using 200 events . The uncertain t y obtained in this manner 

is shown in line b of table 8. 

In compar i ng I ines S and 6 o f table 8 it can be seen 

that the unc e r t ainty in estimating qj/qk due to present 

uncertainties i n elemental abundances is comparable to the 

uncertainty du e to our total lack of information 

concerning the i s otopic make-up of the various parent 

elements. Thus a detailed knowledge of the isotopic 

t hese parents w i I I not in most cases composition of 

significantly improve the accuracy of calculations of 

source abundances unti I the elemental composition can be 

measured with i ncreased precision. Yowever, presently 

operating particle spectrometers have sufficient elemental 

resolution so t hat increased exposure above the earth's 

atmosp here wou l d make it possible to reduce the elemental 

composition uncertainties to a point where some knowledge 

of the isotopic composition of 

usefu l . 

parent spec i es w iII be 
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3.3 . 2.2 Fragmen t ation Cross Sections 

In order t o investigate the effects of uncertainties 

in the fragmen t a t ion cross s ections, cr;.l': and cr;1:, on the 

calcu l ated sou r ce abundances we h ave varied these cross 

sect i ons i n se ve r al wa y s . First , we have assumed that the 

uncerta i nt i es in these cross sections are entirely 

sys temat i c, a n d i n particu l ar that t here are no 

unc e r t aint i es i n the r a tios of t h e cross sections to one 

ano t he r but t h a t there is simply an overall normalization 

error. One can obtain estimat e s of the magnitude of 

possib l e norm a l i zation errors by examining ratios of 

value s obtaine d f or the same cro s s s ections from different 

exper i ments o r calcu l ations. L in d strom e t a I . <19l5a> 

found an avera g e ratio of 1.22 be tween their measurements 

of cross sec t i o ns for the prod uction of I ighter isotopes 

by the sp a I I at i o n of ' :I.e and ''0 and the va I ue obtai ned 

fr om th e s em i - e mpiri c al formu I as of S i I ber berg and Tsao 

<19l 3a >. In I i ne l of table 8 we show the uncertainty i n 

obtaine d due to a 20% u ncertainty in the abs o lute 

no rm a lization o f the f r agmentati o n cross sect ions. Even 

for a norma I i zat ion uncerta i nty of thi s size, the 

uncertainty pr o duced i n is comparable to 

un ce rta i ntie s d ue to various other effects and at pre s ent 

i s no t a I Imit ati on o n our abi I i t y to obt a in cosmic ray 

so ur ce a bundan ce s . 
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Second, we have assumed that the uncertain ties in the 

various spallation cross sections are entirely 

uncorrelated. We independently make a random selection of 

each of these cr os s sections from a Gaussian distribution 

wit h mean equal t o the cross section calculated using the 

formulas of S i l~erberg and Tsao and a selected fractional 

standard deviation. L i n d strom e t a I . <19l5a > obtain a 

standard deviat i on of 3l% in the distribution of the 

ratios of their carbon and oxygen spa! lation cross 

sections to those calculated using the formulas of 

S i I berberg and Tsao. Also, comparisons by Silberberg and 

Tsao <19l3a> of their values to the measurements on which 

the semi-emp i r i cal formulas are based indicate 

uncertaint ies o f ~30-YO%. The r esulting uncertainties in 

the c a I c u I ate d v a I u e s of qj I q k a r e shown i n I i n e 8 a of 

table 8 for 35 % standard deviations in the fragme ntation 

cross sections. 

In most of the cases being considered the 

uncertainties i n qj/qk due to uncorrelated cross section 

errors is at I e a s t as I arge as the va I ue of qJ/qk i tse If. 

In section 3-3-Y we wi I I examine the exte nt to which these 

errors must be reduced in order to derive meaningful 

parameters cha r a c terizing the cosmic ray sources. In that 

calculation we wi I I assume that t he source ratio errors 

scale in proportion to t he un ce rtainty in the 
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fragmentation cross sections. In order to estab I ish the 

validity of such scaling of the errors 

proportion to the fractional uncorrelated uncertainites in 

the fragmentat i on cross sections, we have recalculated the 

values in line 8a of table 8 by assuming cross section 

errors of 3.5% a nd then multiply i ng the resulting error in 

q~/qk by a facto r of 10. These errors obtained from this 

"I i near approx ima tion" are shown in I i ne 8b of tab I e 8. A 

comparison of I i nes 8a and 8b sh o ws that I i near sea I i ng of 

the errors in qj/q~ for cross section errors less than 35% 

is reasonable e xcept in the case of argon. The failure of 

this sealing in the case of argon is due to the fact that 

even the mos t abundant isotope, .36A r , has a large 

secondary component, so that the denominato r in equation 

12 is relative l y small. The variation of our estimate of 

the secondary c orrection due to large <~35%> Gaussian 

errors in the f ragmentation cross sections results in a 

non-Gaussian d i s tribution of qi/qk values. The long tai I 

on this distribution grossly affects the calculation of 

the rms spread o f the distribution. 

Third, we ha ve assumed that ratios of cross sections 

for producing d ifferent isotopes from a single parent 

species can be precisely determined but that the absolute 

magnitude of these cross secti ons is uncertain by 35%. 

Such a situation should result wh en fragmentation cross 



lbb 

sections for producing various isotopes are measured in a 

single experime nt such as those performed by Heckman and 

collaborators (L indstrom et a I • , 19l5a>. In such 

experiments deta : Is of the experimental set-up such as 

target thickness and beam flux w i I affect the absolute 

cross sections obtained but should only weakly affect 

cross section ratios. In I i ne 9 of table 8 we show the 

uncertainty in qJ /q" produced by a 35% error of this type. 

vie have also calculated these uncertainties using a I i near 

extrapolation from those obtained assuming a 3.5% cross 

section error. Good agreement between these two 

calculations i s obtained in each of the cases being 

considered. 

A compari s on of values in ine 9 with those in I ine 8 

shows that an improvement by a factor of between 3 and 10 

in the effect of fragmentation cross section e rrors on the 

uncertainty in calculating source abundance ratios wi I I 

result if the cross sections from a s ingle parent can be 

obtained with hi g h relative precision. 

In evalua t ing the effect of cross section 

uncertai nt ies on source ratio calculations we have used 

cross section e rrors based on comparisons between the 

semi-empirical cross sections of S i I berberg and Tsao and 

various measure d cross section s . These errors are 
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appropriate f or the present cal c ulation since the lack of 

measurements of mos t of the requ ir ed cross sections forces 

us to ut i l i ze the semi-empirical results. However, it 

should be not e d that f requent ly the unce r tainties in 

measured fragmenta tion cross sectio ns are somewhat less 

( S i I berberg and Tsao, 19l3b; than t he 35% a s sumed here 

Lindstrom et a l. , 19lSa; Perron , 19lb>. Thus measurement 

of cross section s for those reactions which dominate the 

secondary production of species which we are considering 

should signi f i cantly improve the accuracy of the 

calculations. Note a lso that t he secondary production of 

many co smic ra y species may be dominated by con tribut i ons 

from a few nearby parents. In this case substantial 

achieved reduction of t he uncertainty in qj/qk may be 

improved measurements o f a few key cross sections. 

by 

In the 

present study we have not attempted to identify these key 

cross sections . 

3.3.2.3 Total Inelas t ic Cross Sections 

We have e valuated the contributions to the 

uncertainty in qJ/qk which result from uncertainties in 

the total inelastic cross sections, <r,": and 0";; . As wa s 

done in the c ase of fra gmentati on cross sect i ons, we have 

examined two e xtreme cases--cros s sections subject to a 
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normalizat i on error but no relative error and cross 

sect ions subject to uncorrelated errors. Comparisons of 

total inelast i c cross sections measured by fragmenting 

beams of C, 0 a n d Ar on a variety of targets (Ches hire et 

a I • , 19lY; L indst rom et a I • , 19l5b> wi th simp l e 

geome t r ic al mo del s shows that such models yield cross 

sect io ns accurate to N1Q%. \~e have used 10% as an 

estimate of both the normalization error and the 

uncorr elated e r r o rs in the total inelastic cross sect ions . 

The u n c e r t a i n t i e s i n qj I q k res u I t i n g from these errors are 

shown in I in es 10 and 11, respectively, of table 8. It 

can be seen t hat these errors make relatively 

contr i butions to the overal I unc e rta i nty in ql/qk. 

3.3.2-Y Spectra l lndicies 

Uncertain ties in the spe ctral indicies of 

sma I I 

the 

observed flux e s of isotopes o f the elements of interest 

contribute to the uncertainty in the derived source rat io 

s i nce ionizat i on energy loss continua I I y reduces the 

energy of indi v i d ual cosmic ray particles resulting in a :1 

effective sin k (o r source) of particles at any particular 

energy. The magnitude of this e f fect depends on the slope 

of the equ i I i br i um spectra. We have assumed that at the 

energies of interest the I oca I i nt erste I I ar spectra of the 
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species which we are considering are proportional to the 

proton and alpha particle spectra obtained by Garrard 

<19l3> from near-earth measurements and calculations of 

the effects of solar modulation. Garrard found a spectrum 

of the form 

with m=931 MeV/nuc. He obtains ;<-<=0.25:1:0.2. From this 

spectral shape we obtain the spectral index at lOO MeV/nuc 

as 

1 = I. 3 3 :i: 0. I ~ . 

It should be recognized that this value and its 

uncertainty can only be treated as an indication of those 

which should be obtai nable from near-earth spectra of th e 

species of interest if these spectra can be measured with 

greater statis tical accuracy tha n they have been measured 

at this t ime . In order to reduc e the uncertainties in the 

spectral indicies it will be necessary to refine our 

understanding of the solar modulation process or to make 

abundance measurements outside of the solar cavity. 

In I ine 12 of table 8 we sho w the uncertainty in 

qj/qk wh ic h results from independent uncerta i nties of 0.2 

in the spectra ! i ndicies of both of the primary isotopes 
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and of the secondary tracer isotope. For the cases which 

we are considering this source of uncertainty wi I I become 

important wh en the uncertainty due to uncorrelated 

fragmentation cross section errors can be significantly 

reduced. It should be noted that since the spectral 

indicies appear i n equation 12 multiplied by s(E>/E, the 

effects of uncertainties in these indicies wi I I decrease 

with increasing energy. 

3.3.2.5 Is otopic Abundances 

Finally, we show in I ine 13 of table 8 the 

uncertainty in qJ/qk 

isotopic ratios ~~~~ 

due to uncertainties in measuring the 

We assume in this and in 

alI subsequent sections that the uncertainties in these 

ratios are ent i rely statistical (i.e., that measurements 

can be made with good mass resolution). We have 

calculated the uncertainties in qj/qk for the case of 1080 

events observed among the three species ( i, j, and k). It 

can be seen from table 4 that for the element s considered 

here the HEIST instrume nt wi I I accumulate between 100 and 

5000 events per day over its entire energy range. The 

uncertainties sho wn in table 8 due to uncertainties in the 

measured isotopic ratios are pro po rtion al to 1/.JN', where N 

is the number o f events observed, so this uncertainty can 
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eas i I y be sea I ed to the number of events actua I I y observed 

in an experiment . 

The uncerta i nties in measuring isotopic abundance 

rat i os are gen e r a lly the most si gnificant contributions to 

the uncertaint y i n the calculated source ratio along with 

the uncerta i n t y due to uncorrelated errors in 

fragm e ntation c r o ss sections (as s uming 1000 events are 

observed). In order to reduce this uncertainty it wi I I be 

necessary to obtain increased exposure factors 

(geometrical f actor times dur a tion of exposure) and to 

obtain suffic i ent mass resolu t ion so that systematic 

errors in the measurement wi I I 

reduce the uncer t a i nty 

statistical lim it s . 

in the 

not I imit one ' s abi I ity to 

measured ratios to the 

3.3.2 . b Summary of Uncertainties 

At presen t , the precision attainable i n deriving 

isotopic sourc e ratios i s I i m i ted primarily by 

uncertainties i n fragmentation cross sections and by the 

I imited counting statistics obta i ned by typical cosmic ray 

experiments. The first of these uncertainties can be 

improved by i dentifying tho s e cross sections which 

dominate t he pr o c uction of the e lement of i nterest and 

then making h ig h precision mea s urements of t he ratios of 
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these cross sect i ons. In fact, significant progress has 

been made bo th at Berke I ey (Lindstrom et a I., 19l5a) and 

at Orsay (Perron, 19lb; 

19llb> 

Raisbeck and Yiou, 19lla; 

Raisbeck et a I . , i n the past few years and it 

shou ld soo n be possible to uti I i z e measured cross sections 

rather than ~- hose obtai ned from the semi-empirical 

formulas in ma ny cases. The unc e rtainty due to I i m i ted 

counting stat i s ti cs wi I I be reduced when it becomes 

possible to fly e xperiments with large geomet r ical factors 

<;::;10 0 em sr) for extended periods on spacecraft outside 

of the earth's a t mosphere. 

The systema t ic uncertainty wh ich is present in some 

cases due to uncer tain t y in the i sotopic make-up of parent 

elements ca n be r educed, as ment i oned above, by using low 

resolution ma s s spectra to e stab I ish 

distribution o f parent isotopes. Clearly, 

improvement wi l l result if isotopes of 

parent species can be individ ual l y resolved. 

imits on the 

e ven greater 

t he important 



ll3 

3.3.3 Curves f or Interpreting Local Abundances 

We now wish to extend the t r eatment of source ratio 

uncerta i nties in section 3.3.2 to a range of local 

isot op i c abun da nces other tha n those which would be 

obtained from a s olar- 1 ike s ource. By so do i ng it wi II be 

possible to c h a racterize the dependence of source 

abund a nce unce r t a inties on the ma gnitudes of the abundance 

rat io s observ e d i n l ocal i nt e rste I I ar space. These 

resu l ts used i n conjunction with models which predict the 

dependence o f the source abundances on various 

astrophysical pa rameters make it possible to evaluate the 

significance o f conclusions con cerning these parameters 

wh ich are der i ved from c o smic ray observations. 

Conversely, thes e results can be utilized for the purpose 

of designing e x pe riments capable of d i stinguishing between 

alternative a s trophysical 

significance l e ve l. 

mode l s at a predetermined 

We separa t e l y consider the following triplets of 

isotopes: '"o, tr0 , 1'1 0 ; .to Ne, ~a.Ne, .:l.1Ne; 3.:ts, 3lf s , 

33 5 ; 'toe a, ct-t a, lt3c a ; and 'tac a , 'fie a, He a. In each 

case the last isotope I i sted i s assumed to be absent at 

the cosmic ray source. The isotopic abundances of these 

species can yi eld i nformat i on concerning both the 

nucleosynthesl s processes responsible for th e production 
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of the cosmic rays and the state of evolution of the 

material from which the cosmic ray s are derived. In 

section 3.3.y we w i I discuss how I ocal abundances are 

affected by one of the important source parameters. 

For each case we 

curves. First, we 

dependence of qj/qk on 

and ~/914 . In so 

have obtained three fami I ies of 

use equation 12 to obtain the 

the lo cal 

doing we 

abundance ratios J1 lfi!5k 

have assumed an energy of 

lOO MeV/nuc, have included the effects of i o nization 

energy loss and have us ed nominal values of cross 

sections, spectr al indicies and elemental abundances of 

parent specie s . However, we have individually randomized 

t he I o c a I i sot o p i c com p o s i t i on o f each parent e I em e n t i n 

order to avoid biasing the resu Its to1~ard a so I ar-1 ike 

abundance distr ibut ion. As shown i n section 3.3.2.1 

systematic shift s of the calculated s o urce abundances can 

be produced by varying one 's ass umption concerning the 

local isotopic composition of the parent elements For 

this reason we note that if observational info rmation 

cancer n i ng the isotopic make-up of the dominant parent 

elements is available it may be inapp rop riate to use the 

curves which we w i I I present wh en attempting t o derive 

sour ce ratios from cosmic ray abundance measurements. 

Instead, these curves should be recalculated incorporating 

as many data as are available regarding the isotopic 
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composition of the parents. However, the curves which we 

present are useful for investigating the dependence of the 

various uncerta i nties discussed in section 3.3.2 on the 

source and loc a l ratios. 

The other two fami I ies of curves which we present 

show the dep e n dence on the local abundance ratios of the 

dominant uncertainties in the derived source ratios. 

These uncerta i nties are due to statist i ca I errors in the 

measurement of the local abundan ces and to uncertainties 

in the parame t ers in equation 12. The calculation of the 

statistical uncertainties extends the results presented in 

section 

source. 

restrict 

errors 

present 

3-3-2-5 for the case of a so I ar-1 ike cosmic ray 

In eval uating the 

our a t tention to 

calc u lation uncertainties we 

the effects of uncorrelated 

in th e fragmentation cross sections. At the 

level o f uncertainties the effect of these errors 

significantly exceeds the combined effects of the other 

errors 

lo wer 

discusse d above. However these other errors set a 

imit on the level to which the uncorrelated cross 

section errors can be reduced before the curves which we 

present can no longer be interpreted as representing the 

overall calcul ational uncertainty in obtaining qj/qk. 
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3 . 3 . 3 . 1 Source Ratio Curves 

The curves relating the source ratio qj/qk to the 

local abundance ratios f/11/pk and ~/¢k are obtained in the 

follow i ng mann e r . Using nominal values of cross sections, 

spectral indi c i e s and element a l abundances of parent 

species, but r a ndomly varying the isotopic composition of 

each parent e l e ment, we have evaluated equation 12 a 

number of time s ~ or each of a large number of combinations 

of the observed ratios, pj;lp1.,. and ¢.J·/¢k. For each such 

pair of local iso tope ratios, the resulting values of the 

source ratio, qj / q~, were averaged to obtain an unweighted 

mean of those s ource ratios which are consistent with the 

observed elemen t al abundances of heavier species. For 

selected value s of the source ratio, qJ/qk, interpolation 

has been per f ormed to obtain the locus of po i nts in the 

~~~ vs. qJ/qk plane which can be obtained from a cosmic 

ray source in which the species is absent and which 

yields the des i r e d local ratio, ~/pj.,_, after propagation. 

In addition, these combinations of source and local 

abundance rat i o s are consistent with a leaky box 

propagation model and with observed values of local 

spectra and eleme ntal abundances of parent nuclei. These 

curves are pI o t ted as so I i d I i ne s in figure 32a through e. 
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FIGURE 3_2_ 

Fami I i e s of curves showing the relationship 

between co s mic ray abundance ratios in local 

interstellar space and abundance ratios at the 

sources ( so I i d curves). Also shown are the 

uncertainties which result when source ratios 

are calculated 

1> statis tic al 

from observed abundances due to 

errors in the measured local 

abundances (dotted curves ) and 2) erro r s in 

calculating the secondary corrections to the 

observed 

nuclear 

curves). 

f l uxes due to uncertainties 

fragmentation cross sections 

Calculations are based 

in the 

(dashed 

on the 

secondary tracer technique (see text) as app I i ed 

to triplets of isotopes (k, j, i) of a single 

element. Species is assumed to be absent at 

the cosm ic ray sources. 

source abundance ratio, 

The ordinate is the 

wh i I e the 

abscissa is the corresponding local ratio, 

The so I i d curves are parameterized by 

the loca ! ratio ftfr!¢.,_, which characterizes the 
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propagation . 
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secondary 

The dotted 

source ratio uncertainties 

production during 

curves, showing the 

due to statistical 

errors in the flux measurements are based on the 

observation of 1000 events distributed among the 

three isotopes of interest. The indicated 

fract i ona l uncertainties c an be sca l ed in 

proportion to 4[000/N' f or observations of N 

events. The dashed curves, showing 

uncertainties due to uncorrelated fragmentation 

cross sec+ ion errors, are b a sed on cross section 

errors of 35%. The i ndicated fractional 

uncertain t ies can be scaled in proportion to 

f/0.35 for relative cros s section errors of 

<lOOxt>%. 

In each case we indicate the point 

correspon d ing to cosmic rays obta i ned from a 

source having a solar-like isotopic composition, 

as given by Cameron <19l 3>. See table l. In 

cases (c) and (d) we show the abundances which 

would result from production of the elements S 

respectively, by explosive oxygen and Ca, 

burning i n environments having various degrees 

of neutron enrichment, '7 • as presented by 

Woos l ey et al. <19l3>. See section 3.3.Y of 
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the text. 

The isotopes ( k , j , i ) treated in the 

various p lot s are as fol lows: 

a) tb0 • 'Eo, "o 

b ) ;t1N e , ;~.,.N e, .l.l N e 

c) -&:~.s , a"s, ns 

d ) lfac a, 'I~ a, 't3c a 

e) lla 'H ltac Ca, Ca, a. 
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A number of features are common to alI of these 

figures. Fir st, notice that along the I ine flJ;Ifllt.,=O we 

This is be cause of our assumption 

-tha-t species is absen-t a-t the cosmic ray sources. I f 

species i is a l so absent in the l ocal cosmic rays, then 

the amount o f interstellar material traversed during 

propagation mu s t be neg! igible and the source abundances 

wi I I be the same as the observed abundances. 

Second, a t a fixed value of the source ratio, 

the slopes o f the various curves of constant 

increases as one goes to larger values of This 

i ncr e as i n g sen s i t i v i t y of q J I q k to the I o c a I rat i o ft{·l fl{k 

results from the fact that as ~ increases relative to ~. 

the fraction of the flux ¢s wh i ch is of secondary origin 

also increases. Therefore a given absolute change i n {P,· 

w iII correspond to an increasingly large relative change 

i n q . a s o n e i n c r e a s e s fll: I flltt . 
J 

Third, for each value of ~/pk there is a minimum 

value of Pf!Jlf,._ which can be attained (corresponding to 

If the measured ratio ~·I~ falls far enough 

below this I i mltlng value of the curve corresponding to 

the measured ratio fli:/flfk to be Inconsistent wi th errors In 

measuring these ratios and In c alculating the location of 

the curves, we would conclude that · species is unsuitable 
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for use as a tracer of secondary production and probably 

has a non-negl i g i ble source abundance. Note, however, 

that it Is possible for a point to fall above the limiting 

v a I u e o f ~-I¢,_ even i f q; > 0 . I n some c a s e s , for exam p I e 

the i sotopes of Ar, it should be poss ibl e to use 

consistency checks between source abundances obtained 

using more t han one possible tracer to e l iminate this 

possib i I ity. 

3.3.3.2 Statist i cal Error Curve s 

In calcu l a~ing statistica l uncertaint ies we have 

assumed that we have 1000 events distributed among the 

three isotopes o f interest. The numbers of events of each 

of t hese iso t opes are assumed to be statist i ca I I y 

independent. The uncertainty in the deduced ratio can be 

expressed as 

fi-(11\) +Cif%) 
N 
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The partial deri vat ives of qJ/qk with respect to the 

measured ratios P1:1¢.c and ~~~.. are approximated by finite 

d i fferences obta i ned from the cu r ves i n figure 32-

The dotte d t ines in figures 32a through 32e are I ines 

of constant fra ctional uncertainty in the calculated 

values of qJ/q ~ due to stat i st i cal errors in the 

measurement of lo cal abundances. These curves are l abe l ed 

with the fract i o nal error obtained when a tota l of 1000 

events are acc umu l ated. The uncertainties can be scaled 

by a factor of {lOOO/N' if the t o tal number o f events is 

N. 

3.3.3 . 3 Calcu l a ti onal Error Curves 

In order t o evaluate the uncertainty in source rat ios 

caused by th e uncertainty in the loc at io n of the var i ous 

curves of cons tant qj/qk in figures 32a through 32e we 

have repeated the procedure us ed to obtain these curves 

while randomly v a rying the fragmentation cross sect i ons 

and the isotop i c abundances of the parent nuclei. As 

shown In section 3-3-2 the uncer t ainty in the calculated 

source abundances Is due almost entirely to uncorrelated 

errors In the f ragmentation cross sections, If the local 

abundances ar e precisely k nown. Therefore, th i s 

calculation of the uncerta i nties shou l d close l y 
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approximate t he over a I I uncertainties wh i ch would be 

obtained due to the combined effect of the errors in a I I 

the parameters discussed in section 3.3.2, other than the 

flux ratios ~~~11 and ~·I 91". By calculating the rms 

dev iat ion of a number o f va l ues of ql l qk generated at 

constant f?J, 1¢"' and fl>JI¢" we obta i n the required 

uncerta i nties. In figure 32 we indicate by dashed I i nes 

the cu rves a l ong which various f r actional uncertainties in 

q~lqk res ul t due to the uncertainties in calculating the 

loca ti ons of the I ines of consta n t qJiqk. The qualitative 

character i stics of these unce r tainty lines are easily 

understood. The uncertainty in qjlqk becomes large at 

large values o f ¢; I ~k i n de pen de n t o f the v a I u e of ~·I S'f~ 

s i nee when ¢; becomes comparab I e to [4,.. the f I ux ~ .. must be 

largely o f s econdary origin a nd hence, the rather large 

uncer tai nt i es i n secondary prod uc tion wi I I be directly 

reflected in the deduced source ratio. When {!J, is sma I I 

compared to ~~we only get a lar ge uncertainty i n q i I qh. 

when ~ i s a I s o sma I I • Again this simply means that ~ 

has a large se c o nd ary component ( although ¢k does not) and 

the uncertainty i n this componen t wl I I be ref l ected in the 

uncertainty in t he deduced source abundance. 

The I lnes of constant pe rcentage error due to 

uncorrelated uncertaint i es In the fragmentation cross 

sec tion s are based on a n rms uncer tainty of 35% in t hese 
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cross sections. The calculation uncertainties indicated 

in figure 32 c an be scaled in proportion to this 

percentage uncer t ainty . 

In the ca s e of Ne (figure 32 b> for local !'LI ;1.0 
Ne/ Ne 

rat i os in ex c e s s of -0.35, t he rms spread <due to 35't 

cross section uncertainties) i n the source value of 

~~ei~0Ne become s larger than would be obtained by seal i ng 

from t he case o f cross sect i on uncertainties smaller than 

35%. This i s because in th i s region the secondary 

component of t he local flux of .l.0 Ne is becoming a 

signi f icant par t of the total f l ux, so the denominator in 

equat i on 12 is r e latively small. The 35 % variation of the 

fragmentation c r oss sections produces a distribution of 

s o u r c e ~ e I .;..o Ne v a I u e s h a v i n g a long tail. This tai I 

causes an unus ua I I y I arge va I ue o f the rms spread of these 

source rat i os. Si nce we are a ttempting to produce a 

family of curv e s which can be scaled to y i eld source rat i o 

uncertainties d ue to cross section errors ~35%, we have 

recalculated t he curves in the reg i on where the loca l 

value of ~' N e I ::tCI N e is greater than 0.35 using c ross 

section error s of 1l.5%. Th e se results (after being 

scaled up by a f a ctor of 2> are plotted in figure 32b 

rather than the corresponding results obtained for cross 

secti o n errors o f 35%. In this way we obtain a family of 

curve s which c a n be sc a led to sm a ller cross s e ction errors 
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over the entire range of local abundances plotted 

figure. 

in the 

32c> 

A similar situation occurs in 

for lo cal 33 S/ 3 ~S ratios 

th e case o f S (figure 

exceeding .vQ.LIS- The 

curves have been modified in this region in the same way 

as described above for the case of Ne . None of the other 

three cases considered required such a correction over the 

range of parameters being considered. 

Note, however, that when uncorrelated cross section 

errors are reduced to £10% the other contributions to the 

uncertainty in calculating the lo cation of these curves 

become significant and these curves can no longer be used 

to obtain the overall uncertainty in 

source abundance ratios. 

the calculation of 

3-3-Y Range of Source Abundances 

In the preceding sections we have shown that over a 

sizeable range of local abundances of the isotopes of Q, 

Ne, Sand Ca large uncertainties wi II result when source 

abundance ratios of these isotopes are calcu lated both due 

to the poor statistical accuracy of the measurements which 

are presently possible and to the large uncertainties in 

cross sections required for estimating the secondary 
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component in the observed fluxes. It has also been shown 

(see table 8> that for solar- I ike source abundance 

distr i butions of the isotopes of these elements such large 

uncertainties wi ! I be obtained in most of the cases 

considered here . We now wish t o examine the question of 

whether the erro r s expected if the cosmic ray source 

composi t ion is of some reasonable, non-solar form may be 

less s i gnifica nt . Such an exami nation wi I I a I I ow us to 

determine the l evels to which the errors considered in 

section 3.3.3 must be reduced in order to yield 

signi f icant re s u l ts. 

We have con s idered the range of abundances obtainable 

in the charge range lbSZ~20 i f the cosmic rays in this 

char ge interva l a re produced by explosive oxygen burning 

(Woos l ey et al ., 19 l 3>. The s e authors show that for 

appropriate cho i ces of the t e mperature, density and 

neutron exce s s in the explo s ion i t is possible to 

accurately repro d uce the observed solar system abundances 

in this char ge range. They a lso examine the effect of 

varying the ne utron excess on t he resulting abundances . 

The neutron excess is defined as 

where nn and nf a re respectively t he number densities of 
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neutrons and p r otons (both free and bound in nuclei) in 

the region of the explosion. So I ar-1 ike abundances are 

-:i produced for 1J"'l-2xl0 . For se I ected va I ues of Yi• by 

using the calculated source rat ios lf4 ca;'tcca, atAr/ 3 'Ar, 

'
7 

C I I 3'-c I and 39s; 3~s given by Woosley et al. <19l3> and 

assuming that t he other isotopes of these elements are 

absent at th e cosmic ray sour c es we have calculated the 

expected local a bundances result i ng from propagation with 

an exponential d i stribution of path-lengths with a mean of 

5.5 g/cm.1.. We have performed the calculations at 

lOO MeV/nuc and have neglected ionization energy loss. 

The source abu nda nces used for isotopes of the elements 

other than Ca, Ar, Cl and S we r e those of Cameron <19l3> 

as described i n s ection 3.3.2. 

I n varyin g t he neutron exce s s from 10-~ to 18-~ a 

hundred fold increase in the source rat i os 

3 'Ar/ 3"Ar and 't~Ca/'t0ca is produced. In figures 32c and d 

we show the po i nt s at which the l ocal abundances resulting 

from this calc ulati on fall for selected values of '{· The 

resul t s for t he Ar isotopes are not shown due to 

difficulties i n interpreting Ar abundances without 

information on Ca abundances, as discussed above. It can 

be seen in these figures that an increase of by a 

factor ~3 over the value which produces solar abundances 

woul d y i eld so urc e abundances wh i ch should be marginally 
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Numbers o f e vents (so I i d cu r ves) and level of 

f ragmenta tio n cross sec t ion errors (dashed 

cur ves) r e q ui red i n or der t o distinguish cosm ic 

r ay abun da nces synthesized by explosive oxygen 

bur n in g i n e nv i ronments wit h various levels of 

the neu t r on excess , '7 · from ab undances 

s ynthes i z ed i n an environme n t whose composition 

i s solar- 1 ike . Also shown i s a scale indicating 

t he co I I e ct i on factors re qu ired in order to 

obtain var io us numbers of events in observations 

made near 500 MeV/nuc. The values of at 

which t he explosive oxygen burning model 

reproduce s t he solar value of the isotope ratios 

bei ng con side red are indicated. Finally, in the 

cas e of the calcium isotopes, we i ndicate by an 

arrow the level of fragme ntation cross section 

errors be l ow wh i ch o t her s ources of 

calculation a l uncertainty e x ceed the uncertainty 

arising f r om the cross sect i on errors (in the 

c ase of sul fur, the cross section er r ors are 
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dominant over the range which we are 

considering ) . The triplets of isotopes employed 

in obtain i ng the curves are: 

a) 

b ) 

3 '-s , 
'ioc a , 

'f.:4 
Ca, uc a. 
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distinguishable form solar-! ike abundances in the case of 

Sand indistinguishable in the case of Ca. 

We have used the dependence of the isotopic 

3 'ts; 3 .:z. S and 'f.;t ca/ 'toea on 1 from Woosley et at. 

the solar values of these ratios from Ca meron 

ratios 

and 

the e:ror calculations described above to estimate the 

degree to which measurements of local fluxes and 

measurements of fragmentation cross sections must be 

improved in order to distinguish between production in a 

so I ar- I ike environment and production in a region with 

enhanced neutron excess. \'Je have assumed that the two 

sources of error (measurement statistics and cross section 

errors) contribute equa I I y to the error in determining 

qJ/qk and we require that the overall error in qj/qlc be 

SO% of the difference between the values of qJ/qh for the 

solar case and for the value of being considered. 

In figure 33a we show, as a function of the 

number of sui fur events (solid curve) needed in order to 

reduce the statistical uncertainty in the calculate d value 

of the source ratio 
3'ts;l:~.s far enough to distinguish this 

ratio from the corresponding solar-like ratio. The 

collection f a c to r ( m.:2. s r s e c ( <; e V I n u c ) ) r e q u i r e d i n o r d e r 

to obtain these numbers of events above the earth's 

atmosphere at an energy N SOD MeV/nuc is a I so shown. The 
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dashed I i ne shows the I eve I to which uncorrelated errors 

in measureme nt s of the relevant fragment ation cross 

sections must be reduced in order to make the same 

distinction between solar and non-solar environments. 

Figure 33b sho ws the corresponding values for the case of 

the source In this case the calculated 

fract i onal error in the fragmentation cross sections must 

be reduce a t o a level which is so low that other 

calcu l a t io n er r o r s wil l no longer be negligible. In table 

8 it can be s e e n that when the uncorrelated fragmentation 

cross section e rrors are reduced to ( i n the 

solar -1 ike case > they wi I I contribute an amount equal to 

the combined e f fect of at I other calculation errors to the 

error in q~/qlc. . Therefore even i f the fragmentation cross 

section errors can be reduced to ~10%, it w i II not be 

p o S s i b I e to d i s t i n g u i S h a cos m i c ray source w i t h 7 ~ 4 x 1 a· 3 

from a so I ar-1 i k e source un I ess other errors discussed in 

section 3.3.2 c an also be reduced. In figures 33a and b 

we indicate the value of 't'f at which the mode I of Woosley 

et a I • <19l3) reproduces the solar system value of the 

abundance ratio being considered . The difference of the 

two values of~ is wei I within the accuracy expected from 

the nucleosynthesis calculations. 
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3.3.5 Solar Modulation Effects 

In the above d i scussion we have assumed that 

observations could be made of abundances of the cosmic 

rays in local interstellar s pace. However, fluxes 

observed nea r earth have been mod ified by their 

interaction wi th the f l uctuating magnetic field in the 

solar wind in penetrating to the orbit of earth. This 

phenomenon of so lar modulation has been extensively 

studied. The subject has been reviewed by Jokipi i <19ll> 

and by Fisk <19lY>. 

The effects of convection, diffusion and adiabatic 

energy loss on cosmic ray spectra are described by a 

Fokker-Pianck equ ation (Parker, 19b5>. These effects wi I! 

alter spectra b y preventing a fraction (depending on 

magne t i c r i g i d i t y ) of the i n t e rst e I I a r part i c I e s fro rn 

penetrating to the earth's orbit and by redistributing 

particles ha vi ng a particular en erg y in interstellar space 

over a range of degraded energie s . 

Gleeson and co-workers have shown (Urch and Gleeson, 

19l3; Webb and Gleeson, 19l3 ; Gleeson and Webb, 19l5> 

that those par ticl es with a mass-to-charge ratio of 2 

which are observed at a par t icular energy near earth 

originate in interstellar space from a distribution of 

energies whose mean is Nl00-150 MeV/nuc greater than the 



199 

observed energy during times of minimum solar activity and 

~200-350 MeV/nuc greater than the observed energy at solar 

maxi mum. These distributions are approximately Gaussian 

in shape with full width at half maximum in the range 

30-50 MeV/nuc at solar minimum and 10-11 0 MeV/nuc at solar 

maximum. In addition, particles of lo ·,.,er M/Z but the same 

energy- per 

modulation 

nucleon lose more energy 

Than those of higher M/Z 

during so I ar 

The difference in 

the mean energy loss by particles with M/Z =2-2 and those 

with M/Z=2 is N20 MeV/n uc at solar minimum and ~YO MeV/nuc 

at solar max im um. 

Isotopic abundance ratios measured at earth w i I I 

differ from those which are present at the same energy in 

interstellar space due to two effects . First, due to the 

loss of energy during solar modulation the particles at a 

fixed energy at earth originated at higher energies in 

interstellar space. I f the rati o being cons i dered is 

strongly depe n dent on energy then the magnitude of the 

energy loss must be accurately determined in order to 

interpret th e measured abundances. This situation occurs 

when one is co nsidering the ratio of an isotope which has 

a large 

primary 

MeV/nuc, 

sec ondary component to one which i s largely 

if observations are made below a f e w hundred 

si nce at these l ow energies many of the 

fragment a tio n cross sections exhibit a sizeab le ener gy 
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dependence and the effects of ionization energy loss on 

the spectral s hape become s i gnificant. At energies 

approaching 1000 MeV/nuc, however, the fragmentation cross 

sections are a pproximately independent of energy and 

ionization en e r g y loss effects are unimportant so 

abundance r ati os should approach a constant value. 

Second, eve n if the i nte r ste I I ar spectra of the 

spec ies o f i nt ere st have a const a nt ratio at alI energ i es, 

the ratio meas ure d at a constant energy per nucleon at 

earth will be altered since d i fferent i sotopes with the 

same ene rgy per nucleon have different magnetic rigidities 

(proportional t o their mass-to-charge ratios). The 

transmiss io n o f i nterstellar par t icles to earth and the 

redistribution of the i r energies Is predominantly a 

rig idi ty-depen dent process sin c e it arises from the 

scattering of t he par ticles f rom irregularities in the 

interplanetary ma gnetic field. 

I n order t o estimate the ma g nitude of this effect we 

have performe d a numerical s o lution of the spherically 

symmetric Fokker-Pianck equation 

(1 s) 

using the method of Fisk <19ll>. In this equation r i s 

the rad i a I d ist a nce from t he su n , T is the k i ne tic energy 
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of the part i c I e s be i n g cons i de red , V sw i s the so I a r w i n d 

veloc i ty Ctak e n to be YOO km / sec), K is the d i ffusion 

coefficient. In addition, u is the number of cosmic ray 

part i cles per unit volume and per unit k i netic energy 

(rela t ed to t he f I u X, j , by j=~ c U/Lj'tT') and 

0( = < T + 2 m c ~ > I < T + m c ~) (mc;z. being the rest energy of the 

part i cles bein g considered) . We have assumed that the 

i nterste I I ar s pe ctra of both spec i es of interest are 

proport i ona l t o the interstel l ar spectra obtained by 

Garrard <19l3 > f rom studies of t he modu l ation of H and He 

nuc I e i : 

The d i ffusion co e ff i cient has be e n assumed to be of the 

form 

p 
K= k · 

0 {Pop' P<Po 

are constant s , P is the particle's 

magnetic rigi dit y and f>C is i t s velocity. This form i s 

assumed to app l y within a radius D of the sun and it is 

assumed that there is no modulation outside of this 

radius. We have used Garrard's values for P and for the 

modu la tion par a me ter 
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w h e r e V,slfl i s t h e s o I a r w I n d v e I o c i t y a n d is assumed to 

have a constan + value of YO O km/sec. Us i ng values of 

0=10, 20 and 5 ~ AU we have used e quation 15 to calculate 

k 0 • The par a me ters k 0 , ~ and D along with the spectrum 

1Y were used in obtaining spectra at 1 AU from equation 

13. In tabl e 9 we show the abundance ratios obtained at 

earth at a fixed energy per nucleon as a function of this 

energy for species having mass-to-charge ratios of 2 and 

2. 2. In addit i on to the results obtained from the 

numerical solut i on using the parameters given above, we 

show results obt a ined using the f orce field approximation 

(Gleeson and Axford, 19b8> with the same values of 'r[< J.AU) 

given by Garrard. It can be seen from the table that the 

effects of so l ar modulation are not sensitive to D if the 

value of l]< 1AU) Is held cons t ant. At solar minimum 

direct comparison of abundances measured at a fixed energy 

at 1 AU wi II res u lt in an error of NS-15% when comparing 

isotopes with M/Z=2 and M/Z=2·2 due to differences in the 

level of modulat i on at the different rigidities of these 

particles. At solar maximum this error Increases to 

tv10-25%. It wi I I be necessary to apply the appropriate 

solar modulat ior corrections to abundance ratios measured 

near ea rt h If sola r mo dulation effects are not to be a 
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serious limitation on our ability to interpret such 

measurements. 

FIn a I I y, we note that with the I i m i ted counting 

statistics achievable with present day instruments it wi I I 

be necessary to combine data over a fairly large energy 

interval (at least several hundred MeV/nuc) in order to 

reduce statist i ca I errors to an acceptab I e I eve I. As a 

consequence, the averaging resulting from the solar 

modulation process should not presently severely I imit the 

capab i Ii ty of these experiments. 
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Y. SUMMARY AND CONCLUSIONS 

We have presented a detailed evaluation of the mass 

resolution capa b i I ities of the Caltech HEIST instrument. 

The instrument employs an energy-loss - residual energy 

technique to make mass measurements of elements from Li 

through Ni at energies between 30 and 800 MeV/nuc. We 

have shown t ha t Landau fluct uations in the energy loss 

measurement r esul t in a fundamental I imit to the 

achievable rms ma ss resolution wh ich ranges from ~.Ol AMU 

Add i tional 

the mass uncer t ainty due to errors 

contributions to 

in measuring the 

trajectory and energy losses of c osmic ray part i cles have 

been shown to increase the overal I rms mass resolution to 

r-J.l AMU for Z """'3 and to "'· 3 AMU for Z "-'2b. Such 

resolution wi I I permit unambiguous separation of adjacent 

isotopes of the I ighter elements and separation of 

isotopes differing by two mass units in the iron region 

(assuming that t he isotope lying between these two has 

neg I igible abund a nce). 

Cosmic ray i sotope spectrometers wi I I, within a few 

years, have provided data whic h wi II make it possible to 

tell whether the isotopic composition of the cosmic ray 

sources is dr amatically different from the composition of 

solar system ma t e rial. For exam p le, if the composition of 
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an element in the cosmic ray sources is dominated by a 

single isotope d i fferent form the isotope dominating the 

solar abundanc e s, this difference should be readily 

identified. 

We have gone on to evaluate in deta i I the 

uncertainties which wi I I arise in deriving abundance 

ratios at t he cos mic ray source f rom measurements made in 

local in terstellar space . In this analysis we have 

considered eleme nts which have a t least one isotope which 

is I ikely to hav e a negligible abundance at the cosmic ray 

sources. This e l ement is employed as a tracer of the 

production of secondary cosmic rays by means of spa I I at ion 

reactions dur i ng propagation . By basing secondary 

correct i ons to the observed fluxes on the observed 

abundance of a purely seconda r y isoto pe o f the same 

element, we ar e able to avoid un certainties resulting from 

the possibi I i ty of charge dependent acceleration 

mechanisms. Th is analysis was performed in the context of 

the leaky box model of cosmic ra y propagation. 

The uncertainties affecting the calculation of cosmic 

ray source rat i o s are of two types: 1> those arising from 

the statistical errors In the measured fluxes and 2> those 

arising from uncertainties In the calculation of the 

secondary component of these flu xe s. In typical present 
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day cosmic ray experiments the statistical uncertainties 

in the derived source abundances should be significant, in 

some cases excee ding the abundances themselves. 

The uncer-tain-ty in calcula-ting -the secondary 

corrections ar : ses from the combined effects of 

uncertainties in a number of parameters employed in this 

calculation. The dominant contribution arises from 

uncorrelated e rro rs in the important nuclear fragmentation 

cross sections. Many of the important cross sections have 

not yet been mea s ured and are typ i ca I I y obtai ned from 

semi-empirical formulas. The uncertainties in these cross 

sections--estima t ed to be ,...,35%--a I so produce source 

abundance 

themselves. 

uncertainties comparable to the abundances 

Measurements of the important cross sections 

can, of cour s e, reduce this uncertainty. We have shown 

that it should be particularly us eful to measure with high 

precision the ratios of cross s ections for producing the 

Isotopes of in t erest from individual parents. Even if 

errors I'J35% r e main in the absolute cross sections, the 

effect of these e rrors on the calculated source ratio wi I I 

be reduced by a f actor ;; 2. 

Other calculation uncertainties w iII become 

significant when the fragmentation cross section errors 

can be reduced b y a factor of 3 or ~ from th e 35% level 
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which we hav e assumed. The most important of these are 

due to: 1> uncerta i nties in the composition (both 

elemental and i sotopic) of th e parent species which are 

fragmented to produce the observed secondaries and 2> 

uncertainties i n the shape of th e equ iIi br i um i nterste I I ar 

spectra of the isotopes which we are considering. 

By as sum i rJg that a I I stable isotopes of a given 

element are, a priori, equally likely in the local cosmic 

rays, we obtain uncertainties of ~50% in the calculated 

source ratios. In addition, we have shown that it is 

possible with specific parent ! sotope distributions to 

obtain s ignif i cant systematic shifts of the calculated 

source ratio from the value obtained by averaging over 

randomly assigned isotopic compositions. 

derived from a solar-like source, these 

For cosmic rays 

shifts can be 

several times the standard deviation obtained from 

randomizing isotopic compositions. We have pointed ouT 

that since often the production of secondary cosmic rays 

is dominated by the spallation of species of app roximately 

the same atomic number, it is I ikely that simultaneous 

measurements of the isotopic composition of an element of 

interest and of a few important parent elements wl I I 

substantially reduce both the rm s error and the systemaTic 

shifts wh ic h we obtai n from randomized isotop i c make-up of 

the parent elemert. 
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Uncertain t i e s i n the elemental composition of the 

paren t s a l so y i e l d a source r a tio uncertainty of ~SO%. 

Our estimates o f these uncertainties are based on 

elemental 

v a r i a tio n 

com po s ition errors which 

f rom e x perime nt to exp e riment 

largely reflect the 

of the measured 

e l eme nt a l abu nd a nces. These d i fferences--presumably due 

t o s y s t e ma tic errors i n the meas urements--sho u l d soon be 

reduc e d by measurements us ing higher resolution 

in s t rum e nts with good statistica l accuracy. Therefore the 

pre s ent uncer t a i nties in t he el e mental 

paren t populat i o n should not ser iously 

composition of the 

limit our ability 

to c al culate a c curate source abu n dances. 

Uncerta i nt ie s i n t he shape of the spectra of the 

spec ie s of in t e rest contribute source ratio errors which 

are t ypically ~ 30%. Precise determinat i on of the 

i nter s t e I I ar s pe c tra requires f I ux measurements with I arge 

stat i stics at a numbe r of energ i es and a l so accurate 

calcu l ations o f the effects o f solar modulation. It i s 

c l ear that suc h refinements wl I I not be ava i lable for 

in ter pret i ng t h e data from the f irst generat i on of cosmic 

ray isotope e x pe riments. We note, however, that the 

effects of uncertaint i es in the spectra wi I I be minimized 

for measurements at energies in excess of 1 GeV/nuc since 

at these hig h energ i es the ef f ects of ionization energy 

l o ss a r e mi n i m· ze d ( an d i t I s th e se ef fe cts wh ich make the 
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spectral shap e impor t ant) . 

influ e nce of s ola r modulation 

Al so, at high energies the 

on the observed spectra wi I I 

be less than a t !ower energies. 

Fami I ies o f curve s were pre s ented for the elements 0, 

Ne, S a nd Ca ( f · gure 32> which show the dependence of the 

resu ltin g sou r c e rat i o uncert a inties on the observed 

fluxes . In co ~ p u ting t he effect of the uncerta i nty in the 

calcu l ation of t he secondary con t ributions we have only 

c onsidered th e errors i n the n uclear fragmentation cross 

sect ions, si nc e pr esently these const i tute by far the 

dom ina nt s our ce of calculation al error. Curves show i ng 

the st a t ist i c al e rrors were bas e d on a total of 1000 

e ven ts d istrib ut e d amo ng the thr e e i sotopes o f t he element 

bei ng cons i de re d . The curves sh o wing the errors due to 

frag me ntat io n c ross section errors were based on 

uncorrelated e r r o rs of 35% in th e se cro s s se c t i ons. The 

s e al in g o f bot h 7 ypes of errors has been disc ussed. 

Us ing the s e curves we have examined the extent to 

wh ich th e un cer ta i nt i es must be reduced i n order t o 

t he isoto pic 

In so doing we 

d i sti ngui sh f airl y mi nor diff e rences in 

compos i tion a t the cosmic ra y sources. 

have s pecialized to t he case of abundances 

means of e x p l osive oxyge n b urning i n 

e x hib i ting var i o us l ev e ls of neu t ron e x ce s s. 

produced by 

en v ironments 

Using the 
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neutron e x ces s as an independ e nt var i able we have shown 

the number of e ve nts and the lev e l of fragmentation cross 

section errors which w i I I be required in order to 

d i st i nguish pr o d uction in an environment with this neutron 

exces s from pr o d uction in a sola r - I ike environment. 

F i na I I y we have shown that s o I ar modu I at ion effects 

are capab l e of a l tering the abun dance ratios observed near 

earth by up t o 25% from th o se present outside the 

he l iosphere. Co nsequently sol a r modulatio n corrections 

must be made a s a first step in i nterpreting any 

abundance obse r v a tions made near earth. 

isotopic 
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APPENDIX A-- UNCER TAINTY IN MEASURED ABUNDANCE RATIOS 

In this appendix we obtain estimates of the 

uncerta i nty in abundance ratios obtained from measured 

mass distributions. In section we obtain a 

relationsh ip between the desired uncertainty in a ratio 

and the number o f events required in order to reduce the 

uncertainty to this level. Th i s relationship depends on 

the magnitude of the rat io and o n the mass resolution. In 

section A.2 we summ arize the derivation of the relation 

between mass resolution and abundance ratio required to 

obtain an inf lection point in the measured mass 

distribution. This relationship is a measure of the mass 

resolution requ i red in order to insure that systematic 

errors cannot i nvalidate the deduced abundance ratios. In 

both of these treatments we consider only the case of two 

isotopes with non-negligible abundance and we assume that 

the mass resolut i on is equal for the two isotopes. 

A.l Statistical Errors 

We consid er a mass distribution consisting of two 

Gaussian mass peaks having unit separation between their 

means, standard de viation cr and relative abundance r. 

The probabi I lty density for samples obtained from this 

distribution i s: 



(A.1) 

where f=r/(l+r). If a sample of N events is obtained from 

this distribution, one can obtain an estimate of f by 

various means. One technique is to accumulate the 

measured events in mass bins and to use the maximum 

likelihood met ho d (see, for example, Mathews and Walker, 

19l0> to obtain the most probable estimate of f. We wi I I 

repre s ent the numb er of counts in the i~ bin by n. 
I 

and 

the lower an d upper l imits of the i~ bin by M; and M;,._ 1 

respectively. Then the probab i I ity of any particular 

event fa I I i ng in the itb bIn can be written as 

where 
x u:l. 

( I -~ I<x) E J ~ e;)... d~ 
-ao 

Also, we denot e by N the total number of events 

accumulated and by Ol the un ce rtainty In the number of 
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events obtained i n the i'tl! bin. 

If the number of counts in e ach bin has a Gaussian 

distribution, then several simplifications result. First, 

the maximum like l ihood estimate off is simply the value 

of f obtained b y performing a least squares fit of A.l to 

the data: 

Second, the uncertainty In our estimate of f can be 

obtained i n simp l e analytical form as 

In the case wh i ch we are conside ring, the number of counts 

in each bin wl I I have a Poisson distribution with mean Npi 

and, hence, standard deviation ~· However the central 

I imlt theorem o f statistics (Mathews and Walker, 19l~> 

guarantees that for sufficiently large values of Np; this 

distr i bution a pproaches a Gaussian with these values of 

the mean and s tandard deviation. For the sake of 

simp I icity we e mploy equation A.3 in all cases using 

crt=~ to obta i n 
I 

-:.;: 
a; _.!.. {) [{I(~)-1(~))- {1(~)- I~))]~ } 

f - ..W 4-(H{I(~)-I(~l)+f{l(¥!)-I(~)] . (A.'t) 
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The s imple sca l i ng of Of in pro portion to 1/..[N' is likely 

to breakdown f o r smal I values of N. 

The uncer t a i nty in the abundance ratio, 

obta i ned from Of using 

r , can be 

( 1- f )-. 
(A.S) 

We have e v a l uated equations A.4 and A. S us i ng 36 bins 

e a c h o f wi dt h AM=Q . 2 between M,.. 1,..=-3 and MM"x=4 in order 

to o bt a i n the cu r ves shown in fi g ure 3. We have found 

tha t t he va I ue s o f cr;. obta i ned vary by I e s s t han 10% when 

AM is var i ed be t ween O.OS and Q. S and when M""'" is varied 

betw ee n -3 and - 1 (with MmnJt=-Mtt~ :n+1>. 

A.2 Systemati c Errors 

As d is cu ss e d in section 2·1 the po s sible presence of 

sy s t e matic er ror s in the de term i nation of particle masses 

ma kes it impor t a nt to achieve su f ficient mass resolution 

to o bt ain separa te mas s peaks fo r adjacent isotopes. As a 

crite rion for s eparation we demand that Gaussian 

distributions wi th means sepa r ated by one unit have an 

inflection point . Mass resolution which is better than 

the va l ue ob t a i ned by applying this conditi o n wl I I yield 

two di s t in c t ma x i ma In the mass d istri b ution wh e reas worse 
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resolution will not. In th e following treatment we wi II 

assume that no statistical uncertainties are present 

< i . e. , that a large number of events has been 

accumulated). 

We are cons i dering the distribution p(M) given in 

equation A.l. The conditions for obtaining an inflection 

point in this distribution are p'<M>=8 and p' '<M>=O. 

Applying these conditions to equation A.l we find that for 

f<l/2 there wi I I be an inflection point at 

if cr- and r- f/( J. -f) are related by 

1 -r 
This relationshi p between the mass resolution and the 

abundance ratio i s shown in figure y. 
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APPENDIX B -- TRAJECTORY UNCERTAINTIES 

In this appendix we evaluate the uncertainties in the 

trajectory of a particle as det e rmined by measurements in 

our proportional counter hodoscope. In particular, we 

obta in uncerta i nties in the position at which the 

trajectory intersects various I eve Is in the sc 1 nt iII ator 

stac k and the uncertainty in sece, where e is the 

part icl e's angle of incidence measured from the axis of 

the crysta I stac k . 

We consider the case of four measurements of the 

x-coordinate and four of the y-coordinate made at various 

positions along ~ he particle's track, and we assume that 

each of these measurements has an uncertainty of ~w?c· 

We i I lustrate this geometry in f i gure B.l. The origin of 

the z axis is chosen to coincide with the depth at which 

we wish to obtain the uncertainties in the absolute x and 

y positions of the track. We separately fit straight 

I ines to the x and to the y measurements: 



218 

Schem a t i c i I lustration of parameters 

used t o describe the hodoscope geometry 

( z 0 , ...1 z, , A z ~ ) and the t raj ector y o f a 

parti c l e (x
0

, dx/dz). Values of ~z, and 

Az~ for the HEIST hodoscope are shown. 
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The maximum I ikel ihood method (Mathews and Walker, 19l0) 

can be used to evaluate the parameters x 0 , y
0

, dx/dz, and 

dy/dz. In this c ase the maximum likelihood method reduces 

to a simple I i near least squares fit and the coefficients 

are obtained by solving the matrix equation 

't ~ '* [1 }_ Z; Xo l_.!!L --:3. .- cr~c: 0::;1.. 
• .,, ~f'c. - ·~• Mwrc. 

J J:l 

d){ J 
If f zt I ?:L t X·Z· - J J 

~~c La;w~c J.z 
Jr:• <J;w~' J•t J$1 

~ 
IM 

The uncerta i nties in the fitted coefficients are 

obtai ned from the d i agona I e I aments of the ''error matrix", 

JM-1, 

-

--

1 + (:J...z. + fj,z, ~ t:.z.J.'f 
(ll Z ,)~ + ( 6 Z4 ).,_ 



221 

(L oh)(L~J-(L~J 

The analogous expressions are obtained for y• and dy/dz. 

Note, however, that In order to obtain x
0 

and yQ at the 

same depth in the crystal stack, different values of z0 

must be used s i nce each y meas ur ement is made at a depth 

which Is approximately 2-2Y em closer to the crystal stack 

than the corresponding x measurement. 

B.1 Absolute Positio n Uncertain t y 

I n table B.1 we I ist the ratio of the position 

uncertainties, a;. and ~o' at various depths in the HEIST 

scintillator s tack to the position uncertainty, cr,;wf'c, in 

each of the proportional counters. Values of J:>z, and /:lz~ 

I isted in figure 8.1 are employe d. It can be seen from 

table B.1 that this ratio varies between 0-81 and 1-09 

depending on t he depth in the sc i nti I lator stack. In our 

geometry the presence of redun dant position measurements 

compensates for ~ he de grad ation of position resolution due 
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to the extrapolation of the trajectory from the hodoscope 

to the sci nt i I I a+or stack. 

B.2 Uncertainty in seeS 

We can obtain the uncertainty in sec e from the 

expressions ootained above fo r en.! and a; by noting 
J.z. ~'Z 

that 

sec e c 

so that 

After simple a lgebraic manipulat : ons we obtain 

Sin ~e CJ;;fc 
2. ~{~z,)~+(ll z~)so.• 

Insertion of values of Az, and Az~ from figure B.l in this 

expression yield s 

0. 001~ s'n ~e · a-.f! 
MWr<:. 

where tr;Wfc is expressed in mi !!"meters. 
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