SUPERCONDUCTIVITY, SPIN-GLASS PROPERTIES,

AND FERROMAGNETISM IN AMORPHOUS La-Gd-Au ALLOYS

Thesis by

S, J. Poon

In Partial Fulfillment of the Requirements
for the Degree of

Doctor of Philosophy

California Institute of Technology

Pasadena, California

1978

(Submitted August 1977)



-1i-

To My Parents



~iii-

ACKNOWLEDGEMENTS

I wish to acknowledge Professor Pol Duwez for his constant
support, advice and encouragement throughout this work, It has been
a great pleasure to have been one of his students, I would like to
express my sincere appreciation and thankfulness to Professor Bill
Johnson and Dr. Jacques Durand who worked jointly with me in this
work, Their abundant guidance, friendship and inspiration have been
invaluable, I also remember Dr., C, C, Tsuei who introduced me to
the fascinating field of superconductivity. I thank Angela Bressan,
Sumio Kotake, Concetto Geremia, Joe Wysocki and Michael Yung for
their friendship and technical assistance; and Vivian Davies for
typing the final version of the manuscript. Besides science, the
W. M. Keck Laboratory of Engineering Materials Group is also a
haven of friendship and humanity. I am certain that I will remember

my affiliation with the Keck Group as one of my best experiences.

Last, but not least, I would like to thank my parents for
their continuous long-distance encouragement during the last six years.
The financial support of the Energy Research and Development

Administration is also gratefully appreciated.



o

ABSTRACT

The superconducting and magnetic properties of splat cooled
amorphous alloys of composition (Laioo-dex)soA“zo (0 < x < 100)
have been studied. The LaSOAU‘ZO alloys are ideal type II super-
conductors (critical temperature Tc= 3.5°K). The concentration
range (x < 1) where superconductivity and spin-glass freezing might
coexist has been studied in detail, The spin-glass alloys (0 < x < 70)
exhibit susceptibility maxima and thermomagnetic history effects,

In the absence of complications due to crystal field and enhanced
matrix effects, a phenomenological model is proposed in which the
magnetic clusters are treated as single spin entities interacting via
random forces using the molecular field approach. The fundamental
parameters (such as the strength of the forces and the size of
clusters) can be deduced from magnetization measurements. The
remanent magnetization is shown to arise from an interplay of the
RKKY and dipolar forces. Magnetoresistivity results are found to be
consistent with the aforementioned picture. The nature of magnetic
interactions in an amorphous matrix is also discussed. The moment
per Gd atom (TP.B) is found to be constant and close to that of the
crystalline value throughout the concentration range investigated,
Finally, a detail study is made of the critical phenomena and
magnetic properties of the amorphous ferromagnet: GdSDAuZO' The

results are compared with recent theories on amorphous magnetism.
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I. INTRODUCTION

Recently, magnetism and superconductivity in amorphous
alloys have become a fashionable area of research. These alloys
have attracted a great deal of interest in the fundamental studies of
solid state physics and technological applications. More than two
decades ago, Buckel and Hilsch1 from Gottingen discovered the first
thin film amorphous superconductors of bismuth and gallium. Since
then, both soft metal and transition metal amorphous superconductors
had been prepared by quench condensa,ti.on.2 Results of super-
conducting tunneling experiments, upper critical field measurements
. and far infrared absorption were reported. Meanwhile there were
theoretical attempts to understand amorphous superconductivity,
particularly the problem of electron-phonon interaction in disordered
materials. A few years ago, the first series of bulk amorphous
superconductors obtained by liquid quenching was reported,3 Based
on the unique transport properties of these alloys, their possible

technological applications were suggested.

A long time ago, it was discovered that superconductivity
can be easily destroyed by introducing magnetic impurities in super-
v:ondu.c‘.:ors.ﬁl’5 It was believed that the conduction-electron-impurity-
spin exchange interaction could account for the strong depression of
Tc' Within the first Born approximation (to second order in the
exchange constant J), Abrikosov and Gor'kov (AG) developed6 a
classic theory for superconductors with paramagnetic impurities,

Their theory successfully explained some of the basic features of the
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early experiments, one of which is that the superconductors are
gapless. Our discussion will be mainly concerned with magnetic
impurities possessing long-life local moments (i.e., the spin
fluctuation time Tof tends to infinity). However, significant depar-
tures from the AG theory were also observed in many alloy-impurity
systems. Cumulating numerous experimental and theoretical results
over a decade, it was found that the depression of T,k depends on the
magnetic states of the impurities.T Those in the single impurity
(Kondo) state , antiferromagnetic or ferromagnetic states all affect
Tc differently, We shall mention some of the most famous theoretical
work, There was the Miller-Hartman-Zittartz theory8 which predicted
"reentrant" behavior in Kondo superconductors. Bennemann9 was the
first one to discuss deviations from the AG behavior due to magnetic
interactions, Using only the mean exchange field approach, his
theory did not include spin-spin correlations, The theories of Entel
and Kloséo, and Rainer11 did include spin correlations and were
more capable of describing the experimental results. Today, with a
better understanding of the different types of magnetic ordering, the
coexistence of superconductivity and "spin glass freezing" was
suggested for several of the previously investigated systems. L2545
However, a clear picture of the spin dynamics in the freezing process
(defined by a sharp susceptibility maximum)is required before we can
understand the so-called "coexistence" phenomenon, Therefore we

should focus on the magnetic properties for a moment,.

Spin glass properties in dilute magnetic alloys containing 3d-

: : . 14 ey
magnetic solutes have been studied quite extensively. The indirect
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Ruderman-Kittel-Kasuya-Yosida (RKKY) 3'.ni:er_-auc:tion15 between the
pairs of magnetic impurities in host metals via the host conduction
electrons is believed to play an important role on the observed
magnetic properties in spin-glasses. Based on the 1/r3 dependence
of the RKKY interaction, scaling predictionslefor the various thermo-
dynamic parameters were made. Results of specific heat and
magnetization measurements in canonical spin-glasses (e.g., Aui'e
and CuMn dilute alloysl7) follow the scaling laws reasonably well,
This constitutes an additional evidence for the l/r3 dependence of the
indirect s-d exchange interaction, Recently we have studied the
magnetic superconducting properties of dilute amorphous ILa-Au-Gd
alloys. This study serves two purposes, First, investigation on the
rare-earth spin-glasses has been a very recent event, 16 It is believed
that the s-f interaction is weaker than the s-d interaction. In
addition, thi§ interaction is expected to be significantly attenuated in
an amorphous matrix, as the electronic mean free path reaches a few
interatomic spacings,ig All these should be reflected in the magnetic
properties of our alloys. Second, the magnetic state of Gd impurities
will be manifested in the depression of Tc as discussed beforehand.
This allows a comparison of consistency with the magnetic measure-
ments of the alloys. It should also be mentioned that using Gd
(S-state ion) can eliminate the complications due to crystal field

effects.

As one keeps adding magnetic impurities to a normal matrix,
complex magnetic regimes appear. Many investigators have studied

the complex regimes which occur between the Kondo state and the
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long-range magnetic order in crysta.llinezo normal matrix with 3d
impurities for at least fifteen years. Similar investigation on the
amorphous state has been relatively :macemt.zl1 Basic phenomena such
as susceptibility maxima at low field, isothermal and thermal
remanent magnetizations, thermal history effects, and resistivity
minima are rather common in these alloys. Apart from the different
terminologies such as "spin-glass" or "'mictomagnet" (meaning mixed
magnetism) which have been given to these alloys, the basic physics
is always dealing with a competition between antiferromagnetic and
ferromagnetic alignments of the spins intervening by some sort of
anisotropy force. One realizes that once the magnetic states in the
dilute alloys (above the Kondo critical concentration) are known,
which is the simplest case, a significant progress has been made.
There have been close to a few dozen theoretical treatises on this
subject in the past few years, the main ones of which will be
reviewed in a later section. Our purpose of studying the complex
regime (1.25 < x < 70) is to investigate the spin-glass mechanism in
concentrated alloys based on our understanding of the dilute regime,
We would also like to find out the critical concentration at which the
magnetic properties can no longer be described by simple laws., Then,
the approach to ferromagnetism can be understood from such analysis,
Besides magnetization studies, transport properties of alloys in the
spin-glass regime have also been investigated. The latter serves as

an additional tool for probing the magnetic states of the alloys.

In amorphous ferromagnets, there was a basic problem of

whether or not a second order magnetic phase transition can exist in
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random systems. Theoretical investigations using renormalization
group analysis and cumulant expansion technique in the Ising spin
models and isotropic Heisenberg spin models were made for these
syst ems.zz Criteria for observing a sharp transition in a random
alloy were discussed, Meanwhile, magnetization and specific heat
measurements were carried out23 on splat-cooled amorphous transition
metal alloys., For some of the systems studied, particularly the
Co-P-B, Fe-P-C and Metglass 2826A alloys, the results indicated a
sharp transition with well-defined critical exponents. The reduced
magnetization and field satisfy an equation of state derived for second
order phase transition in fluid system324, with the critical exponents
satisfying an equality relation. Similar to the crystalline cases, the
materials studied have critical exponents quite close to the theoretical

values derived from the Heisenberg model.

In amorphous transition-metal alloys where the d-electrons
play a significant role on their magnetic states, the amorphous ferro-
magnetism is discussed in terms of a distribution of the Heisenberg
exchange interaction,25 There exist other microscopic theories®
which predict the magnetic properties of disordered alloys using the
site diluted or bond random models, In the rare-earth transition-
metal alloys (such as HoFe2 and TbFez), it is suggestedZ? that the
REKKY exchange interaction between the magnetic atoms is constant
and the amorphous nature of the alloy is manifested in a random
distribution of local anisotropy field, However, the situation might be

different in our amorphous Gd-Au alloys where Gd is an S-state ion,

The anisotropy field effect is expected to be small and one can focus
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on the other effects of amorphousness on the magnetic properties.

We have studied the magnetic properties of bulk amorphous
GdSOAuZO alloys obtained by liquid quenching. A detailed study is

made on the critical behavior of amorphous GdBOAuZO alloys around
its Curie temperature T,. We have determined the spontaneous magneti-
zation and initial susceptibility values in the critical region, This
allows determination of the critical exponents and T . Magnetization
results of single crystal Gd28 were found to depend sirongly on the
crystal axis along which the field was applied. Measurements on
amorphous Gd are expected to yield an averaged result of the corre-
sponding crystalline values. Possible asymptotic equations of state

29 et

are to be investigated following the work of Kouvel and Comly.
attempt is made to compare the results of different amorphous alloys
with existing theories on the critical behavior of disordered systems.
The roles played by different forces in the vicinity of Curie transition
are also considered. We have also studied the effect of structural
randomness on the magnetic properties (effective moment Meogpr
saturation moment Faqgr Tc’ spontaneous magnetization MS(T), and
saturation magnetization M(w,T)) of GdSOAuZO. Comparison of the
present results with those of crystalline compounds and solid solutions

is made. These results are extrapolated to the case of pure amor-

phous Gd and compared with theoretical predictions whenever possible.



o

A, A Historical Perspective: From Rock Magnetism to Spin-Glass

The term '

'spin-glass" was recently introduced by B. R.
Cncxles“Jt to describe a class of alloys which exhibit unusual "magnetic
freezing" behavior. Historically, such a phenomenon is much

older than the terminology itself, About a century ago, J. Hopkinsor%o
discovered that the magnetic susceptibility of coarse grained basalt
containing magnetic inclusions decreased substantially below a
characteristic temperature Tp, while it showed the normal para-
magnetic behavior above TB (Fig. 1). However, the subject of rock
magnetism did not attract the attention of solid state physicists until
the first pioneering work of Née1.31 Néel studied the superpara-
magnetic properties of small particles and of their blocking
temperatures where the rapid spin fluctuation is frozen into a stable
configuration below a characteristic temperature. The theory can be
extended to a system of small particles having a spectrum of blocking

temperatures, It was suggested that the existence of anisotropy of

some sort could account for the freezing phenomenon,

Later on, maxima in the susceptibility and specific heat were
also observed in dilute alloys_?)2 In addition, a small remanent
magnetization was observed at temperatures below that of the
susceptibility manimum after application of a magnetic field. The
qualitative properties of this remanence are its saturation at
sufficiently high fields, its decay with time, and its marked increase
at lower temperatures, To account for the maxima in the specific

heat and susceptibility, Klein and ]':31-0111:33 presented a statistical
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Fig. 1. Temperature dependence of the susceptibility of a coarse

grained basalt.



i
mechanics model of dilute CuMn alloys. Using an indirect "Ising
model" interaction between the magnetic impurities, it was shown
that the system was composed of small clusters of spins (not
chemical clusters) that were strongly correlated to each other within
a cluster, but various clusters were randomly orientated relative to
each other., An impurity within each cluster found itself in an
average "local effective field," the probability distribution of which
was also obtained. As the temperature was increased, the internal
structure of the clusters was broken up, and at higher temperatures,
the system exhibited paramagnetic behavior., Although this model
could explain the main features in the specific heat and susceptibility
experiments, yet it did not (even to date) describe the remanent

magnetizations.

Meanwhile, a more phenomenological model to explain the
remanence and susceptibility maximum was proposed hy J. S.
Kouvel.33 The magnetic structure at low temperatures was simulated
by a simple model in which the magnetic unit is composed of mutually-
interacting ferromagnetic and antiferromagnetic domains. In the
ground state, each domain-ensemble has zero net magnetization, but
when the system is cooled in a magnetic field some of its domain-
ensembles are forced into a different state (with nonzero magnetization)
which is stabilized by the growth of strong anisotropy in the anti-
ferromagnetic domains. Using this model, a magnetic hysteresis
loop displaced asymmetrically from the origin (observed experimentally)
and the susceptibility maximum were reproduced. We shall

demonstrate schematically the magnetization process in the following
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(Figure 2). At point P, the sample is cooled in a magnetic field
below the blocking temperature* (onset of anisotropy). Each
ensemble in the matrix is composed of ferromagnetic (F) and anti-
ferromagnetic (A) regions. Regions F are coupled to region A
through exchange interactions which are responsible for the remanent
magnetizations at decreasing field (point Q). In reversing the field,
the F-domain moments will rotate in unison from their remanence
directions., So will the A-domain moments owing to their net
coupling with adjacent F-domains. However, if there exists a strong
anisotropy force which locks the A-domains in the original field-
cooled direction, and if this force is large compared to the net
exchange couplings between A- and F-domains, the angle @& will
remain small regardless of the direction of the F-domain magnetiza-
tion, Consequently, the net coupling force opposing the external
field will tend to hold the F-domain magnetization in the original
remanence direction (point R) until the reverse field reaches a
critical value -I—IC, at which point they will reverse their direction
(point S). Moreover, when the reverse field is reduced through the
same critical value, the magnetization will revert to their original
orientation (point R). Therefore Hc acts like a negative biasing field
on the ferromagnetic domains. In Fig. 2 is also shown a zero-field

cooled hysteresis loop below TB.*:" As opposed to the field-cooled

#*This is the experimental procedure for obtaining thermal remanent
magnetization (known as TRM)., One cools the sample from T > 'I‘B
to T < Tp in a magnetic field so as to align the anisotropy axes
along the field,

#%This is known as the isothermal remanent magnetization (IRM),
One cools the sample to T < Tg at zero field. The IRM is then

obtained at T by applying a field.
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Fig. 2. Schematic hysteresis loops for alloys cooled in a positive

field and in zero field.
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case, the anisotropy axes are now locked along random directions
thus giving rise to zero remanence and a symmetric loop. What
about the nature of anisotropy? It may originate from cluster shape,
stresses on clusters or the anisotropic part of the interactions
(dipole-dipole, RKKY, crystal-field, etc.) between the clusters, still

to be investigated.

In the early seventies, the concept "spin-glasses" was intro-
duced to describe the freezing phenomena in dilute systems, such as,
CuMn, and _A_gFe.34 The use of this fashionable name is related
to the growing interest in problems dealing with amorphous and dis-
ordered systems. At about the same time, the term "mictomagnet"
(in Greek, micto means mixed) was introduced by P. Beck20 for
concentrated alloys exhibiting similar phenomena. A typical result of
Ref. 34 is reproduced in Fig. 3. Today, ingenious mathematical and
computational techniques are used to obtain significant physical results,
However, further effort is required to understand the different
phenomena in a consistent fashion, Specifically, questions concerning
the reconciliation of a sharp cusp in the susceptibility and the absence
of long-range magnetic ordering, the relation between the sharp cusp
and the onset of anisotropy, spin waves in spin-glasses, have to be
answered. So far, one has to say that the work on spin-glasses has

had a significant impact on the study of magnetism in amorphous

systems,
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II. EXPERIMENTAL PROCEDURES

The purity of La and Gd used in this study is 99.9+ %.

100-x5%) goAUyo With x =0, 0.3, 0.5, 0.62,

0.% 0.75, 0.8, 0.85, 1.25, 5, 8, 12, 16, 20, 34, 40, 50, 56, 60,

Alloys of composition (la

70, 80 and 100 were prepared by induction melting of the appropriate
constituents on a silver boat under an argon atmosphere. Samples
were then quenched from the liquid state using the "piston and anvil"
technique described in Ref. 35. The cooling rate is estimated to be
of the order 106°C/sec. Samples prepared by this technique were in
the form of foils with surface area of ~ 2 X2 cm2 and thickness of
about 40 p m. The structure of each sample was checked by X-ray
scanning with a Norelco diffractometer. Only samples containing a
single amorphous phase were retained for detailed experimental studies
The X-ray patterns (Cu Kg) of the samples were characterized by a
broad maximum the center of which ranges from 30.7° in La__Au

80" 20

to 32.8° in GdSOAu with a full width at half maximum of ~ 4.6° .

20
According to the Sherrer formula, this corresponds to an effective

microcrystal size of ~ 17A, which is typical of a glassy metal. No
significant annealing effect is observed for the amorphous phases at

room temperature during periods of several weeks. Spontaneous

crystallization is observed at temperatures of about 150 to 200° C.

Magnetization measurements as functions of magnetic field
(up to 75 kOe) and temperature (1.8°K to 290° K) were carried out by
using the Faraday method with an Oxford Instruments Magnetometer
described prev’iously.36 Samples used in the M(H, T) measurements

were in the form of disks (3 mm in diameter) punched from foils.
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The thermal output controls have an accuracy of ~ 0.05° K. Magnetic
ordering temperatures were observed using a standard ac inductance
bridge technique. Resistivity measurements were performed by using
the standard four-probe technique over a temperature range of 1,3 -
270° K in zero field, and 2 - 40° K in transverse fields up to 40 kOe.
The resolution of the measurements was | part in 105. For the
GdSOAu’ZO samples, measurements for M(H) were made approximately
every 20°K from 4°K to 290°K and for fields up to 70 kOe. Near
the Curie point (~ 149° K), measurements were made every 1° K in

the temperature range of 136°K to 160°K, and for fields up to 40

kQOe.
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III. RESULTS, ANALYSIS AND DISCUSSION

Most of the experimental results cited in this work have been
presented in our previous publications henceforth referred to as
P{i} (i=1,2,...6) in the text. This thesis contains mainly materials
which are not covered in P{i}. These include a general view of the
fundamental concepts mentioned but not discussed in the previous
work, a phenomenological spin-glass model for concentrated alloys,
and the effect of amorphousness on the magnetic interactions. The
readers are urged to review the relevant materials covered in P{i} in

order to get familiarized with the experimental results frequently

referred to in this work. Convenient references to P{i} are made in
the text.
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J. Durand, to be published in Physical Review B,
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A. DILUTE ALLOYS (0 < x < 1.25)

1. Amorphous LaiOO-xAux(is < x £ 26) Superconductors

The critical behavior and transport properties of amorphous

superconducting La’BOAuZO alloys have been discussed in publication P1.

To summarize: These alloys are ideal type II superconductors (i.e.,
without flux pinning) characterized by 'I'C = 13, B K, HCZ(O) = 60 kOe,

£(0) = 60 A, JC(O) = 10413.1/<:rr"x2 and a Ginsburg-Landau parameter K of

~~ 70. Spin-orbit scattering effects are found to be stronger in the
amorphous samples than in disordered crystalline samples. Such

- 2
phenomena are common in amorphous superconductors. Here, we

would like to comment on the wvalues of the electronic diffusivity De

determined in P1. One uses a relation between De and resistivity p
o B 2 2
D, =m V/3ne"p = ZEF/sne p (1)
Then a wvalue De = 1,00 cmz/sec is obtained as shown in P11, How-

ever, the diffusivity determined from the ch(t) relation is a "dressed"

diffusivity D?\ given by

Dy = D_/(1 +}) (2)

since the electronic energy has to be renormalized, where X\ is the
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5% Taking

electron-phonon coupling parameter defined by McMillan.
A= 1.0 as will be justified later, one sees immediately that Dh

determined from (2) agrees well with that determined from ch(t).

More experiments have been performed on these bulk
amorphous superconductors. Johnson and Tsuei.38 investigated
fluctuation conductivity in three-dimensional amorphous super-
conductors. They observed a rather universal temperature dependence
of the fluctuation conductivity for a wide variety of bulk amorphous
superconductors. The theoretical predictions of the Aslamasov-
Larkin (AL) theory were found to provide a quantitative account of

the data near Tc'

Recently, Shull and Naugle39 reported low temperature
specific heats measurements of amorphous La.‘E;OAu20 alloys. The
normal state data can be fitted to the usual T plus T3 law. The
Debye temperature was ~ 100°K (~ 142°K in pure La) which
indicated a significant softening of phonon modes. The constant y =
8.1 m J/mole K2 is also lower than that of pure La. The coupling
parameter A was estimated to be ~ 0.89 which can only be classified
as intermediate coupling superconductors. More specific-heat experi-
ments on La-X amorphous superconductors are under way to probe the
variation in the density of states and Debye temperature as a function

of X species and concentrations.

We have obtained magnetization results between 1.7°K and

290° K for the La.SOAuZO alloys. This allows us to determine the

temperature~independent band contribution susceptibility y' and the
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magnetization due to magnetic impurities in the alloys. The raw
data are shown in I'ig. 4. It can be seen that at 1.8° K, the upper
critical field is about 40 kOe, At this point, it is worthwhile to
mention a standard method of analyzing the magnetization data. This
method will be widely used in later sections. In the presence of
magnetic impurities, the initial susceptibility x, can be expressed by

the phenomenological law
= 1
Xo(T) = x' + C__/(T +6) (3)

where ch is the Curie-Weiss ceonstant, 0 is some characteristic
temperature (can arise from Kondo effect, magnetic interaction, spin
fluctuation, etc.). In the case of small 6, one can plot XOT vge I
which gives a straight line at T > > 6. ¥' is then given by the
gradient of the straight line and ch is determined from its inter-
in Fig. 5. It is

cept at T = 0. Such plot is made for La A\;l.2

80 0
found that C_ = 7.5 X 10—-6ch and X'= 0.5 x 107 ° cgs which can be
compared with the dHCP La yx' = 0.7 X 10“6 cgs.40 The magnetization

can then be decomposed into two parts
= 1
M(H, T) = Mmag(H’ Ty + %'H (4)

where Mmag(H,T) is the magnetic impurities contribution to the total

magnetization. One then can estimate the average impurity concen-

tration ¢ and the average magnetic spin S from ch and the saturation
o ? O -

Mmag( ©0, 4. 8). The latter quantities give ch = eNg p,BS (S + 1)/3kB

(N = Avogadro's Number, g = spectroscopic splitting factor) and
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The arrow indicates the upper critical field value at 1.8 K.
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Mmag(m’ 1.8) = cNgupS. For the La’SOAuZO alloys, Mmag(oﬂ, 1.8) =
6 Xiﬁz emu/g. Using the ch value determined beforehand, we
obtain ¢ = 350 ppm and S = 2.25. The S value so determined is
that one would expect from the list of abundance of magnetic

impurities (mainly Fe, Gd, Nd) in La given in Ref. 40.

2. Canonical Spin-Glass and Magnetic Interaction

The magnetization data are analyzed in the same way as
discussed above. Values of Mmag{eo,‘l.S") and ch vs. Gd composi-
tion x are shown in Fig. 6. The intercepts at x — 0 yield values
which agree reasonably well with those determined for the matrix.

The linear relations also verify indirectly the nominal compositions,
The 1/1‘3 dependence of the interaction among the localized 4f spins
and the strength of the interaction are discussed in P2. In amorphous
materials, the electronic mean free path }mep is on the order of
interatomic distance (p ~ 100 pQcm). This effect certainly plays a

19 Unfortunately, this point

crucial role on the indirect interactions.
was not discussed in P2. It is interesting to note that the results we
obtained can be analyzed in the same way as in crystalline alloys
(where Emfp > 100 A). In this section, we shall try to discuss this
point in greater depth. Before doing so, let us first review the

fundamental basis of the scaling laws of Blandin, Souletie and

. 1
Tournier.

= The Scaling lLaws of Blandin, Souletie and Tournier. The

interaction between the magnetic moment g on impurities in an alloy

has the well-known formiS’éi: cos(ZlcFr + ti))/r3 which is the
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asymptotic behavior of the RKKY function I'(x) = (x cos x - sin x)/x4.
This approximation is valid since the wawvelength of the oscillation is
small (ZkFa =6.92 for Ag, Au, or Cu, where a is the distance

between first neighbors). In the Ising molecular field model, all

spins are supposed to be oriented parallel or antiparallel to a fixed

direction. The field acting on a spin at site i is given by
cos(2k.r.. + @)
_ ‘ Fij
hi = VO Sj 3 (5)
j#i ij

where V, is the strength of the interaction. From first sight, such
an Ising representation would seem rather restrictive, but it makes
the formulation easier and in some cases, the calculation possible.
"However, the geometrical argument proposed for the scaling laws is
of wider generality and can be easily extended to a three-dimensional

model. i

Suppose when the concentration ¢ of a dilute alloy is reduced
to ¢!, we change the unit of measurement of distance from r to r',
where cr3 = c’r'3 so that we have the same number of particles in the
new volume. It is obwvious then to modify the expression of the

molecular field to

_1'1?1_ . W T cos(ZkFr” + @) ”
= © ] cr3
j#1 ij

In a statistical calculation where a large number of impurities are
distributed randomly in the matrix, the role of the cosine function will

be sufficiently characterized by the moments of this function, provided



25
its wavelength remains small compared with the distances between
impurities (Fig. 7). Thus the solutions in h/c of the molecular field
are possible solutions of any other very low concentration c'. We

00
now define a probability distribution function P(h) by -1% f B(h)dh =4
00

for a given number of impurities. So P(h)=dN(h)/dh which can be

rewritten as

dN(h Xi

Plb) =37 # o

(7)

cP(h) = f(h/c)

The last step comes from the fact that N(h) is a function of h/c only,

‘for a given number N. Thus f is a function independent of concen-

tration.

The function P depends on external field H and temperature T

through Si(H’ h, T). The latter being given by a Brillouin function

kB'I'

given T/c and H/c, we have

BSI:S H+h:| which is again independent of concentration. Thus at a

cP(h, T, H) = f(h/c, T/c, H/c) (8)

Consequently the energy of the magnetic impurities in a given volume

V can be written

[¢e)
1 cV S(H+h -
E = -Ex—ﬁ—_} P(h,T,H)S(H+h)BS[ kT ]dh-

A T By [ Qe tel] St 9
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Fig. 7. Schematic dependence of RKKY interaction on scaled
distance cl/3r for two concentrations. The magnetic
atoms are represented by filled circles. The number

of angular cycles separating the atoms in each case

should be noted.
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from (8). After integrating over all the values of the molecular field

h,
- Ll HN
E = e 8(, ) (10)
From the energy functional, the magnetic contribution to
specific heat CIn = Calloy - cma.trix can be obtained.
- 9B _ L H
Cm(T,H) = 3T - C*I"(C, C)
(11)
Cm(T, H) T H
B = WD
c e e

Similarly, the magnetization and susceptibility can be put into the form

M(T, H T H
el s L (12)
(T H) = &5 (13)

Equations (11) to (13) constitute what is now called "scaling
laws" for the thermodynamical parameters of dilute spin-glasses such
as AuFe, CuMn, and AgMn systems. Such laws of corresponding
states do not predict the freezing phenomena observed in spin-glasses,
they only underline what simple correspondences between the experi-
mental quantities are expected when the concentration is changed.
However, the reduced parameter T/c does imply that the freezing
temperature is proportional to the concentration c if the former exists.

So far, it seems that an interaction with alternating sign is sufficient
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for the existence of the spin-glass ground state configuration at low

temperature.

Let us recall the condition we established earlier for the
scaling behavior to be observable. That is, the wavelength of the
RKKY oscillation must be small compared to the inter-impurity
distance. But how small? Experimentally, good agreement is
obtained in alloys containing less than 1 at.% magnetic impurities

AT ool Lot in P2l. Using a

(typical cases are AuFe, CuMn
value of ~ 6.9 for ZkFa., one obtains ~ 4 oscillating cycles separating
two near-neighbor magnetic impurities. Thus, in order to observe

the simple laws of corresponding states, it requires a statistical

treatment of the 1/r3 interaction over at least 4 angular cycles (also

see Fig. 7). Above 1 at.%, the interactions become more complicated
due to clustering effects. In that case, there are preferential inter-
actions of either sign. The simple scaling laws are no longer follow-

ed. Although in some special cases, like in our concentrated LaAuGd
alloys, the statistical model of the remanent magnetization still works,
as will be discussed in the next section. Sometimes, the more con-
centrated regime is called "mictomagnetic, " meaning a complicated
mixture of ferro- and antiferromagnetic interactions but without long-
range order. We believe that similar fundamental physics (such as
interactions, and anisotropy) are already contained in the dilute regime,
and that the terminology is relatively unimportant. Hence we shall

use the term "spin-glass" throught out discussion.

b. Summary of Experimental Results in Dilute Amorphous

Alloys. Let us return to the original subject concerning the role of
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electronic rnean free path on the strength of magnetic interactions,
First we have to ask: To what extent are the magnetic impurities
interacting in our amorphous alloys? An answer is provided by the
following experimental observations: (i) The magnetic properties
follow the scaling predictions based on the assumption that the inter-
action has the form 1/3:3. Moreover, the paramagnetic Curie tem-
perature Qp which measures the strength of the interaction is a
monotonic increasing function of magnetic impurity concentration (P2).
The latter fact is already contained in the scaling laws, while in a
Kondo system GP is independent of concentration, as expected for a
single-impurity effect. (ii) The depression of superconductivity at
increasing magnetic impurity concentration discussed in P3 is very
similar to that observed in magnetic superconductors where the
impurities are interacting with each other. Thus the data presented
in P2 and P3 can be analyzed in the same way as in the crystalline
case. However, several authors who have treated the aforementioned

19: 28 1 conclided thae the indifest nterdction

subject theoretically
would be severely damped off (more or less exponentially) as a
function of distance in a disordered matrix, though the expressions
they obtained differ somewhat from one another's. Unfortunately,
there have been only a few experimental attempts to test these theories.
Earlier study was made by Heeger et al44 who observed a decrease in
NMR linewidth when nonmagnetic impurities (which decrease the mean
free path) were introduced into CuMn system (containing only 500 ppm
Mn). Likewise, Souletie45 studied the specific heats of AuFe doped
with Ti. He checked the strength of the RKKY interaction based on

-1/

uiiom . £
the intuitive exponential law e e

He found that good agreement
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was obtained when Emfp is greater than ZRC, the average distance
separating the near-neighbor impurities. However, for szp < ZRC,
the interaction became less and less attenuated. For example, when
ﬂmfp = R, the interaction was 50% stronger than the theoretical value.
However, one should be cautious about the possible effects of non-
magnetic impurities on the magnetic moments, for Mn and Fe carry
no moment when dissolved in Al and Ti respectively. In the previous
studies, up to ~ 10% A1 and ~ 5% Ti were dissolved in the normal
matrices. This might affect the interactions among the magnetic
impurities, possible through an attenuation of the magnetic moment.
More recent J'.:o.vesf:i.g,ra\.tions&6 were made on the depression of super=
conductivity in amorphous superconductors (In, Pb) doped with
magnetic impurities (Mn). Comparison was then made with that in
the crystalline counterpart. In the InMn system, the study was
limited to 0.4 at.% Mn, since 'I'c ~ 41.3°K at 800 ppm Mn. Com-
parison with the MHZ thecory of Kondo superconductor seemed to
indicate an attenuation in the magnetic interaction. For the PbMn
alloys, the study can be extended to ~ 0.4 at.% Mn, but the results

46

were contrary to those obtained by Petersen in Gottingen.

c. Electronic Mean Free Path in Amorphous Metallic Alloys.

In an amorphous alloy, what one can determine from the resistivity
data is the diffusivity De as given in Egqn. (1), since the uncertainties
in n and EF are usually small., One is always tempted to evaluate
the electronic mean free path 'emfp from De using the free electron
value of Vi In some cases, it is found that the Emfp so determined

is even smaller than an interatomic spacing. One then asks two
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questions: Is the simple solution to the Boltzmann's transport
equation applicable to amorphous metals? To what extent is the free
electron model valid in these materials? We do not intend to deal
with the first question in this thesis. Recently, Allen47 pointed out
that in random systems, successive scattering events are no longer
independent of each other. The latter might lead to the inadequacy of
the conventional Boltzmann equation. Under such circumstances, one
can always refer to the exact solution of the Kubo transport equation.
However, an equally difficult problem is involved since one needs to
know the electronic eigenstates of the amorphous system. To justify
indirectly the wvalidity of the free electron model in these materials,
one measures the Hall coefficient RH and then compares it to the free

electron value Ro(z -1/ne).

In Table I, we listed for various amorphous metals the
resistivity p, electronic mean free path ‘emfp evaluated from (1), the
ratio of Imfp to the interatomic distance a, and the ratio of the Hall
coefficient RH to its corresponding free electron wvalue Ro' One can
see that whenever R /R = 1, Z is on the order of a few inter-

B o mfp
atomic spacings. The failure of the free electron model indicated
either by a significant departure of RH/RO from unity or by a positive

1 " n
RH (as in amorphous Mo) clearly leads to "anomalous Emfp(s a).
The tendency towards more localized electronic states would result in
a lowering of Vp 2s compared to its free electron wvalue. The

"anomalous" Emfp might thus be easily underestimated by an order

of magnitude.
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TABLE I

Transport parameters of amorphous metals prepared by different

techniques. The La?SAuZZ data are taken from Ref. 3.

Others are taken from Ref., 2

o (10" o) szp(f&) £mfp/a R /B

tin 0.29 11.7 4.0 1.1

B 0.33 13.0 3.9 1.0
Pdg Si," 0. 80 10.0"" 3.7 ~1.0

Sh 0.47 7.8 2.4 1.0

Bi 1.60 2.4 0.7 0.6

Pb 0.78 5.0 1.4 0.5
Mo 4. 50 6 9=:==::* 0.3 negative
T1 0.73 " 6.2 1.8 .
Ta. Al 2.50 1.8 0.5 %

a Values of p and R, are taken from Ph.D. Thesis of R. D, Ayers
(19741 , Caltech)
A Only two sp electrons are considered according to L. Ley and
J. D. Riley, to be published in IEEE Trans. Mag. Sept. 1977
#%% Counting only the s electrons

stk Determined for the liquid state
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s Attenuation of RKKY Interaction? DeGennt—sz19 pointed out

that incoherent interference of the incident and scattered electronic
waves in a disordered system would attenuate the RKKY interaction.
He conjectured that the interaction in its asymptotic form is modified

3
/L 9,%05 the atfenuated RREY

by an exponential factor e Other forms
interaction had also been proposed. Physically, the exponential factor
comes from the spatial decay of the wavefunctions in a disordered
matrix., Therefore, it is not clear that the transport mean free path
is the relevant length to be included in the exponential decay. Since
the former quantity results from a time dependent perturbation treat-
ment (conductivity is a time dependent process), while the character-
istic length ﬂc which measures the .range of the RKKY interaction
‘should be related to the spin correlation length of the eigenstates in a
disordered system. The relationship between these two fundamental
quantities is not known up to this point. If 'ﬂc = £mfp =40 A, the
RKKY interaction given in (6) would be significantly modified in the
dilute alloys. It follows that the geometrical arguments leading to the
scaling laws discussed previously are no longer wvalid. In addition, it
would also result in a more rapid depression of TC in the Gd doped
amorphous superconductors. Since it was observed beforehand from
our experiments that such is not the case, one might tentatively con-
clude that }ZC > ’Emf . Instead of solving the RKKY interaction in an
amorphous matrix which requires a knowledge of the approximate
electronic states of the system, we are at present satisfied with an
estimate of the lower bound of .QC which is consistent with our experi-
mental cbservations. In the following discussion, we shall assume

=
that the RKKY function has the asymptotic form V(r)e ¢
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It is possible to study the effect of amorphousness on the
magnetic interactions by comparing the coupling strengths in dilute
alloys to those in concentrated alloys. To be more specific, we have
determined the strength of the RKKY interaction VO in alloys con-
taining less than 1 at.% Gd (P2) where the exponential factor is
supposed to be important. Similar evaluation has also been made in
the ferromagnetic GdSOAuZO alloys where the dominant contributions
to the interaction are probably coming from only the first few nearest
neighbors, and the effect of .Ec is thus less important. By comparing
Vo obtained in the two extreme cases one is expecEc;d/Eto obtain an
estimate of .Ec. The average effect of !Zc on V(r)e € which yvields
an attenuated Vo can be obtained by considering the half width of the
molecular field distribution A. If the spins are oriented randomly in
a matrix, statistical considerations imply that A is simply given by
the root mean square molecular field acting on an average spin

2 4x = --r/.EC ‘ 2
A (Rc/zc) -3 fR [SV(r)e ] 4nrldr (14)

c

where x is the concentration of magnetic atoms, d is the lattice
constant, and Rc is the average spherical volume containing one

magnetic atom given by the expression
(167/3) x QR> = a’ (15)

Q equals 1/4, 1/2, and 1 for the simple cubic, body-centered cubic,
and face-centered cubic structure respectively. In general, one writes

A = x Sy where y (proportional to Vo in the clean limit) is the
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parameter determined in experiments. Thus it is easy to show that

Y(R_/2 ) is related to the unattenuated value y(o) by

o=

YR /1) = v(o)[sF,L(Rc/zc)}

o0 exp(—ZRcu/.QC)du
F4(Rc/£c) - f‘l u4 (16)

A graphical representation of F, can be found in Ref. 45.

As will be discussed in a later section, the strength VO for
GdSOAU‘ZO can be determined by using the DeGennes formula to be
0.5 ><10_37 erg cm3. We have extended the interactions out to the
sixth nearest neighbor without taking into account any attenuation
effect. Such procedure is valid provided JZC > 6a(= 20 181). Moreover,
the contributions from atoms located beyond the third nearest neighbor
are small due to the intrinsic 1/1'3 decay of the RKKY function. For
the dilute alloys (x < 1.0), vV, (actually y(RC/ﬂc)) was determined to
be 0.2 ><';10"37 erg cm3 according to P2. The latter yields a freezing
temperature T,  of 0.33°K per at.% GD for the dilute spin glass.
Experimentally, we obtained a value of 0.5°K per at.% Gd. The
small discrepancy might come from the disagreement between the
Ising and Heisenberg spin models. Here, we take Vo = 0.29 ><‘10"37
erg cm3 in order to fit the experimental TM values, We then obtain
y{RC/IC) / y(o) = 0.58 which gives Rc/ic = 0.35 from (16). Taking
0 = % from structural data, and x =1 at.%, we determine Rc: fl+8 A

which gives ﬂc = 34 A. This value of ﬂc is indeed much greater than
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the transport mean free path Enlfp in an amorphous matrix. For two
magnetic atoms separated by a distance ZRC, the attenuation of the
RKKY interaction only becomes important when ZRC > ﬂc. The latter
corresponds to a concentration of x < 0.2 at.% Gd. Thus we can
conclude that the scaling laws might be barely obeyed in our dilute
alloys. One is expected to see significant departures from simple
scalings at the thousand ppm range. This also suggests a consistent
explanation for the previous experimental results obtained in dilute
disordered crystalline alloys. As far as superconductivity is
concerned, the critical concentration XAG =1 at.% Gd is already too
"high" for a significant depression of ’I'c. The exact meaning of the

characteristic length L awaits further theoretical investigations.

3. Determination of Freezing Temperature in Canonical Spin-Glasses

Experimentally, the freezing temperature TM (some authors
use T, T0 etc.) is defined as the temperature of the cusp in the
susceptibility. Intensive effort has been taken to search for other
possible anomalies in the Hall effect, Mdssbauer effect, neutron
scattering, NMR, and specific heat measurements. A well-defined
freezing temperature TM occurs in some of the measurements while
only a broad change of behavior over a wide temperature range is
observed in the others. In Table II, we summarize the various spin
glass experiments conforming to these two classes of observations.
This summary is based on a review article by 1\/IydoshJ14 in the
Amorphous Magnetism II Symposium and has been updated since then.
In this section, we focus on the determination of TM using the mean

field approximation (MFA). Various theories based on MFA produce
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TABLE II

Collection of Experiments Relating to the Freezing Temperature

Well-defined TM Smeared Behavior
Susceptibility Specific Heat
Remanence/Irreversibility Resistivity
Mossbauer Effect Thermoelectric Power
p,+ - Precession Ultrasonic Velocity
Nuclear magnetic resonance

? Neutron Scattering ?

cusps in the specific heat Cm and susceptibility y. Such a cusp in
the specific heat has never been observed. However, one should

recall that a MFA usually yields worse results for Cm(T) than for

X(T) near a phase transition. In what follows, we shall first review
the MFA treatment of the spin-glass problem. Then we shall compare
the theoretical TM values with the experimental values. By using

the interaction strengths determined from high field magnetization
measurements, it is shown that the RKKY force alone is sufficient to

account for TM in both canonical spin-glass alloys and alloys containing

Gd atoms.

The spin-glass properties are apparently a consequence of the
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interactions between the magnetic atoms. One can conceive different
types of interactions, direct or indirect. The most interesting one
being the RKKY interaction which has a unique spatial dependence
leading to some kind of corresponding states. For mathematical
reasons, the theorigls are more willing to deal with a system contain-
ing a random distribution of magnetic component. The starting point
is a Heisenberg or Ising Hamiltonian
o - = o
H e - J J..S.-S.+b2_, sf (17)

31 ]
j>u i

with b = gp_BH and H is along the z axis; Jij = ([I_{:-f{;]) is the
exchange interaction. It has been accepted that for a spin-glass
transition to occur, the interaction must have an alternating sign. The
Hamiltonian in (17) is then used to evaluate the partition function from
which other thermodynamic quantities can be derived. For fixed
impurity configuration, a spin Si will feel an internal field from its
neighbors. Due to thermal activations on the spin system, the local
field averages to zero if the average is taken over sufficiently long
time at T > TM

(5,) =0,T>T (18)

M
where ( ) denotes thermal average. The basic concept for spin-glass
is that there exists a well-defined temperature TM below which all

spins assume a fixed local axis since the local field at the lattice site

i no longer averages to zero. That is
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(B &0, T g (19)
If the local axes are randomly distributed, the configurational average
<_S:) = 0 for all temperatures. In general, the static susceptibility for

a system of N spins is given by the "fluctuation dissipation result“24

X =Xo L, [(Fé: '3}) o ("5:) '('gj>] / NS(S+1) (20)
ij

where X,= = NS(S+1)g H'B /3k T, the paramagnetic susceptibility for
T 2 TM' To evaluate (20), one can use a model in which the random
distribution of impurity sites is replaced by a symmetric distribution

in J... With P(J..) = P(-J..) one can show that
1) 1] 1]

e e 2
(8;+8)) = s(8+1)8;; , (?’,’i)-(sj>=<si) oF (21)

and we define I‘n2 :<Si)2 as the order parameter. For a classical

Heisenberg model,

X = xo[i : mz] (22)

In this approach, we have neglected the short-range correlations.

A theory which explains the sharp cusp in ¥(T) by a sudden

freezing of the impurity spins has been proposed by Edwards and
49, 50

Anderson48 and extended by wvarious authors. In these treat-

ments short-range correlations are neglected., A self-consistent
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equation for J:n2 is derived from the configuration-averaged free
energy. Both the classical Heisenberg model and the Ising model
yield fairly similar results. Both the specific heat and susceptibility
show a cusp at TM. Calculations for a finite external magnetic field
do indicate a rounded off effect on the cusps. Recent Monte-Carlo
In:alcu}.a'.t:iom-“,5i for the same model but avoiding the MFA vyield a cusp
in ¥(T) and a broad maxima in Cm(T). Thus the discrepancy with
the experimental results seems to be due to the MFA, and not to the
model. An approach based on the formation of clusters has been
proposed by D. A. Sn*l:if:h.52 A magnetic cluster is a connected
group of spins which are coupled by exchange interactions with energy
greater than the thermal energy. At decreasing temperatures, these
clusters grow until the percolation limit is reached at some critical

temperature TM which is defined as the freezing temperature,

The simplest derivation for the order parameter nn2 in (24)
is given by Sherrington. 0 Despite the simplicity of the mathematics
involved, the expression for TM thus obtained is in fairly good agree-

48-50

ment with those obtained by more rigorous treatments. One

starts with the Hamiltonian in (17) by putting b=0 and defines an

order parameter m = I(—gl)] .  This definition of m is equivalent to
that of (241) within the MFA. For a given distribution in Jij the

molecular field theory allows one to write

(23)

BS(SZ ﬁzJij‘<_S‘:i> cos@ij/kBT)

j>i

(Sl =8

where BS is the Brillouin function and ‘I’ij is the angle between <_S:)
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and (-S‘;) Around the spin-glass transition, the Brillouin function

can be expanded as

(01 = S5 | 1 0% 3518 Jeosay 40 (sy) (24)
B %i
Iterating once
2 .
(S+4) 3
I(S, >| ( B” ) Yy w? T5 150 1 (5 leose,, + 0((S)) (25)

i

Assuming a random distribution of impurities and thus a symmetry
distribution of Jij’ we retain only the £ =i terms on the right hand

side of (25)

= - S§S+1! =
<S> —( 3ig Z J13l<_5")lco 3, (26)
so that a nonzero solution exists at
1
_T.2 2 2 2
TM = [’ﬁ S(S+1) /31<B](Z Ji.j cos ‘I’ij) (27)
J
e'éij obviously depends on the distribution of Jij’ if we assume J?J.
and cosz'@ij can be averaged separately, we obtain
x 1 Ising
S Bk
= ]:ﬁ S(S+1)/ 31<B:\ (Z -y (28)

1/3 Heisenberg

1

R T s B
We have taken cosz @ij to be 1/3. The average (Z‘ .Ti_l) is related to A
1 .

= AR j
by & = 5( ), JIZJ) . The leading behavior of m for T g T,, follows
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from examining the cubic term in (24). One then obtains
2
m®a( Ty~ T) (29)
Combining (29) and (22) clearly yields a cusp at T = TM. Ak T > TM’

X(T) just becomes the Curie susceptibility xO(T).

By considering the temperature dependence of the thermal energy

U:-%EﬁzJij("s”i) -(_s’j), one obtains a cusp at T=T,  for the specific heat.

M
1
= 2
Our next task is to obtain an explicit expression for (Z’ J:LZ_]
based on the RKKY interaction. Inserting the interaction of (5) and the
critical radius R _ of (15) in (14), we perform the integration and obtain
Vo
At a80=(-2) (30)
d

Substitute (30) in (28) yields the freezing temi:)erature TM

v 1 Ising
11, B 0
o s &Y — - |
Ty, ==3 S(s+1)Qx(d3) (31)
1/N3 Heisenberg

Thus knowing S and Vo, one can determine TM' The values
of Vo to be used in the following discussion are derived from high-
field magnetization measurements as described in P2 and other
experimental work cited therein. In Table III, we list the values of
VO,S, the theoretical Ising and Heisenberg values of ’I‘M/x, and the
experimental values of TM/X for a series of dilute alloys. One
should be reminded that the derivation of (31) is only wvalid for dilute
magnetic components. At higher concentrations, one has to consider
the correlation effects due to clustering which will be discussed in the

next section. It can be seen that the experimental values of TI\«I/X
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agree well with the theoretical Heisenberg values. However, it
should be noted that the derivation of Vo is based on the Ising model,
It is not clear that the Heisenberg model would give similar wvalues.
Recently, a computer model of spin—g1a5553 using the Heisenberg
Hamiltonian is simulated. By fitting the specific-heat data at low
temperatures, it is found that the wvalue of V, obtained is just slightly
smaller than the Ising value. There is also a definite relationship
between the strength of the RKKY interaction and the magnitude of TM‘
As is well-known, the weakness of such an indirect exchange inter-
action in rare-earth alloys originates from the localization of 4f
electrons in Gd. The latter is also responsible for the smaller TM

values.

Finally, it should be mentioned that other interactions such
as dipolar force between magnetic atoms and the presence of crystal
field can also influence the freezing phenomena. As will be discussed
in a later section, dipolar interaction is responsible for the remanence
phenomena., However, it is usually two orders of magnitude smaller
than the RKKY interaction and thus it is too weak to affect TM' On
the other hand, crystal-field anisotropy can be as large as the REKKY
force and thus it can affect TM significantly. A recent study on ScGd
and ScTh systems clearly illustrates this point. > The single-ion
anisotropy is absent in alloys containing Gd. Thus we have demon-
strated that in an ideal case (i.e., dilute alloys, normal matrix, and
absence of crystal-field effect), spin-glass freezing can be accounted

for by the isotropic RKKY force alone.
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B. SPIN-GLASS ALLOYS CONTAINING HIGH Gd CONTENT (1.25 <

x < x 70)

1 Phenomenology

In this section, we present a qualitative discussion of our
experimental results. Alloys in this region are characterized by
susceptibility maxima in low-field measurements (Fig. 8) and the
thermomagnetic history effects (isothermal and thermal remanent
magnetization as shown in P4). The dependence of T, on Gd
concentration is illustrated in Fig. 9. It can be seen that TM varies
linearly with x for alloys containing less than 12 at.% Gd. At higher
concentrations, TM increases more rapidly with x, The TM(X)
dependence will be discussed in a more quantitative fashion later. It
is clear from Fig, 8 that the peaks in x (T) are reduced and rounded
off in small applied fields. They disappear in samples cooled in
fields greater than ~ 1 kQOe. In Fig. 10 are shown the x_l(T) data
taken over a wide temperature range for these alloys. The para-
magnetic regions are clearly established at sufficiently high tempera-
tures giving a well-defined paramagnetic Curie temperature 6. This
value of 6(= 3 TM) is found to increase with x indicating a stronger
trend towards ferromagnetic coupling. The large values of 6 - T

M

also indicate the presence of ferromagnetic clusters around T The

M*
latter implies that the spin-glass phenomena in these alloys are

probably due to the freezing in of the ferromagnetic clusters in their

local field below TM' This conjecture allows us to understand both

the freezing mechanism and the variation of T, ,. Using the classical
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molecular field approach, the effective number of Bohr magnetons
per Gd atom is found to remain constant and close to the value 8

which corresponds to the ionic value 7.94.

In Fig. 11, we show the low-temperature magnetization data
for the x=20 sample measured in fields up to 70 kOe. The difficulty
of saturating the Gd moment at low temperature is rather obvious.
Using the magnetization data, the classical Arrott plots (M2 vs. H/M)
are obtained. Such plots for two samples (x=40, 60) are shown in
Fig. 12. Strong departures from linearity at small and high fields
at temperatures below @ are seen, so that any spontaneous magneti-
zation and Curie temperature cannot be defined, However, the
: MZ(H/M) isotherms are observed to approach closer to the Mz-axis
for higher Gd concentrations indicating a gradual onset 6f spontaneous
magnetization for x> 70, The absence of spontaneous magnetization
from the Arrott plots for all T < 0 also points towards the possibility
of weak and inhomogeneous ferromagnetic interactions. For
temperatures between TM and 0, the superparamagnetic clusters
break up gradually at increasing temperature to yield single magnetic

moments above 0,

Resistivity minima are observed over the whole concentration
range for x > 0.6. At very low concentrations, the fluctuation
conductivity above Tc probably washes out the enhanced resistivity at
low temperature. The variation of the resistivity minima (Tm)
follows a bell-shaped curve as shown in Fig. 9. A plausible
explanation for the occurrence of resistivity minima in concentrated

alloys is given in P5. It is suggested that the resistivity minima in
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these alloys are caused by a mechanism of electron scattering from
magnetic clouds coupled by the RKKY interaction. We will show in
the next section that this conjecture is also consistent with the
explanation for the occurrence and the magnitude of the spin-glass
transition temperature TM' Moreover, it is also observed that the
variation of the coefficient of the A(x) log T term in p{(T) also
exhibits a similar curve as Tm(x) in Fig. 9. This dependence of
A(x) resembles the theoretical prediction of Kaneyoshi and Honmura_55
The latter authors suggested a bell-shaped curve of A(x) based on the

percolation problem.

2. A Phenomenological Model for Spin-Glass Mechanism in Gd

Concentrated Allovys

be, 17 containing less than 1 at.%

In dilute spin-glass alloys
magnetic component, the freezing temperature TM varies linearly
with the concentration x, For higher concentrationsi4, TM varies as
some power law <" where m 4 1. In the latter case, the direct
exchange intéractions become important and we have to consider
clustering effects., We can treat the clusters (can be antiferro-
magnetic, chemical, ferromagnetic, etc.) as single spin entities
interacting with each other through random forces. We can use a
model in which the distribution of the size of clusters is given by a
probability function, such as Gaussian or Lorentzian. Or we can use
a mathematically simpler approach in which all the clusters are of
the same size. In what follows, we will take the latter approach to

study the variation of T, above the dilute regime. It will be shown

that the main features of the magnetic phase diagram can be obtained
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by simple arguments. In particular, the model predictions are
compared with the experimental results obtained by us and other

authors,

Taking the clusters as single spin entities each carrying a
moment S'S, the concentration of clusters as x"z, and the average
2k
REKKY interaction between the clusters as VO, one obtains an

expression similar to (31)

v’
i & A
Ty =l B o0 2 )5 (32)
3V3 d

with x:':*—‘x/n, n being the number of spins within a cluster, The

_moment S is given by
s =nP, p<i (33)

taking into account that the clusters might not carry the full moment
due to some misalignments of the spins, Next, we attempt to derive
an expression for the effective interaction Vj between the clusters
from a statistical argument, We derive the second moment of the
field distribution Az from two viewpoints, First, considering the
interaction V*(r) between the clusters, then rather straightforwardly

we obtain
A % X::: S:,: S V:,c (34)

Next, we consider the interaction V(r) between individual spins in the
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matrix, Since the spins within a cluster are strongly correlated,

therefore they are likely to flip collectively. The effective concen-

tration of spin is reduced to x and we then obtain

A% ex? st v? (35)
Comparing (34) and (35) yields
sTv¥ - v 36
R (36)
and an expression for TM
g
Ty & Tk g7 (S {2 (37)
3V3 n P/ g

Now we consider different cases:

(i) If the spins within the clusters are ferromagnetically

coupled, then p =1 and Ty ax.

(ii) If some of the spins within a cluster are coupled anti-
ferromagnetically, then p <1, TMarx/nlnp. Since it is likely that n
is an increasing function of x, say n(x) arxq, therefore TMaxm with
m=1-q(l-p) <1, In the case of complete antiferromagnetic coupling

within clusters, the net moment s is just given by the surface

contribution, that is p=2/3, Then m=1 -—% :

It should be noted that the above argument is wvalid as long

as (36) holds. This requires that the distribution of local field be
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random or equivalently the size of the clusters be small. Obviously,
the latter condition is satisfied in not too concentrated alloys. As
we will see later, an experimental criterion is that the remanent
magnetization can at most be a few percent of the saturation magneti-
zation. We will focus on this point in a moment, It is observed14in
typical spin-glass alloys CuMn, AgMn, AuFe, etc., that Ty varies
as x ' where 0,55 < m < 0,75 for 1 < x < 10, It is known that Mn
tends to form antiferromagnetic clusters in a normal matrix, Thus
our conclusion (ii) seems reasonable, It would be interesting to
check the variation of cluster sizes as a function of Mn concentration

in the range 1 < x < 10,

In order to determine the freezing temperature of concentrated

LaAuGd alloys (i.e., x > 1) from (32), one has to know the wvariation

of S*, F 4 V; as a function of x. Two sets of measurements are
taken, namely the magnetization M(H,T) and magnetoresistivity p(H, T)
experiments. As discussed in P5, both the M(H,T) and p(H,T) data
can be fitted to a modified Brillouin function of the form

BS#(”=:=H/kB(T+Bc}) where the notations are self evident, As emphasized
beforehand, such fittings are phenomenological without sound theoreti-
cal basis. However, it allows us to obtain approximate values of the
cluster sizes and the characteristic temperatures Bc. A typical result
is shown in Fig, 13. We plotted the values of g determined by both
approaches in Fig, 14, In the same figure, we included a schematic
variation of the first nearest neighbors coordination shell (defined by
the Gd-Gd nearest neighbors) obtained by extrapolating the RDF

resumlts56 on amorphous LaBOAuZO' By comparing the values of s"
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and Z, one can say that for x < 20, the size of coordination shell
determined the size of magnetic clusters. For higher Gd content,

g = B indicating the interactions become more complicated. Above
x = 40, it is no longer possible to analyze the magnetization data
using a Brillouin function. It is also seen that E}C varies linearly
with x. One should distinguish between Gc determined from H > 10
kOe to the low field 6 mentioned earlier. We believe that 0,
originates from the inter-clusters interaction while 6 arises from
intra-cluster interaction, The former quantity is positive in sign
which resembles those obtained in dilute alloys where the RKKY
interaction is dominant., The latter quantity is negative in sign
which describes the "strength" of the ferromagnetic interaction within
a cluster, The above argument is further supported by the fact that
the freezing temperature TM = GC (Figs. 9 and 14). Thus we
tentatively conclude that the freezing phenomena are determined by
the inter-clusters interaction. Furthermore from the fact that

0 =3 Tl\’ the intra-cluster correlation is stronger than the inter-

i’

clusters correlation, To first order approximation, we just assume

S*(TM) =S¥ in the following discussion.

*
The strength of interaction Vo can be determined at low
temperature and high field using a modified form of equation (1) in

P2
, 2(28'St1) x V. A kBT}

M(H,T) = x"‘gHBs"‘s[1 = TEngH - =

(38)

Using similar plots as in P2, one obtains (ZS:':S+1)'V: from which one

determines V:; knowing S*. A typical plot of equation (38) is shown
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in Fig. 15 for the x=5 alloys. The values of V:; so determined are
normalized by V_ determined for the dilute alloys x < 1. From
magnetoresistivity measurement, we obtain V:_: for three alloys using
Eqn. (3) of P5. Seven normalized values of Vo are shown in Fig.16.
To test the validity of (36) (i.e., V:;S* =; VO), we also plotted the
curve V:;/VO = I/S:'k using the values of S* determined earlier., It
can be seen that (36) is well satisfied, Taking p=1 for ferro-clusters,
we obtain a linear dependence of TM on x using Eqn. (37). However,
according to Fig. 9, TMaxm with m>1 for x>15. Fig, 17 gives a
log-log plot of TM vs, x from which one obtains m=1.3 for x> 15,
Our model predicts the correct form of TM(X) for x < 15 which is in
good agreement with conclusion (i) but it gives lower Ty values for
x > 15, It is rather unlikely that the TM(x) dependence at high
concentration is due to a mean free path effect, as we have shown
that such an effect is even unimportant for x = 1. We suggest that
for high concentrations, the S*-clusters dissociate into smaller
clusters at TM as shown schematically in Fig. 18. The smaller
clusters have larger values of Vi which contribute to a higher TM
value for a given concentration of magnetic component, Therefore
what we can conclude is that for ferro-clusters, TM(x) is at least
linear. For clusters with "missing" moments, conclusion (ii) implies
that TM(X) exhibits negative deviation from linearity, as exemplified

by the CuMn, AgMn and AuMn systems.

Next, we consider the origin of remanent magnetization in
our alloys. The experimental data and analysis have been given in

P4, Here, we remark that the phenomena can be explained in terms
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of ferro-clusters as single spin entities interacting through the

dipolar and RKKY forces. To conserve the number of spins, we

have x = Nono’ where n is the number of clusters in a cloud and
No is the concentration of clouds in at.%. Similar to P4
2
n :-1-—(1\/1 (0) /M (0)) (39)
o 2T o3 rs

The half width of the RKKY field distribution A, is given by
expression (34). For the dipolar field width Ad, one can carry out
the same derivation as for V: in (36) to obtain a similar reduction
in the strength of the inter-clusters dipolar interaction. Hence it is

easy to see that

n, = AKB/Ad A (40)

even for concentrated alloys, as illustrated by our data, It is

interesting to note that at lower concentrations (e.g., x < 5), AKBQ X.

For higher concentrations, AKB no longer increases linearly with x.
2 2

Instead, there is a trend for AKB to saturate. From (35), A ax:': :

But x = x/S:F which remains essentially constant for 5 < x <40 when

S increases with x. We emphasize again that the "random field
approximations" we have been using in this section in deriving
expression (32) to (37) is favored by the smallness of the ratio
MrS(O)/MLO(O):.':. 0.05 in concentrated alloys. Since AKB//_\.d =~ 50,
the dipolar force is responsible for the remanent magnetization but it
is too weak to yield a susceptibility maximum. The relationship of

Mrs to Ty only comes from an energy balance between the dipolar
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force and RKKY force, We have shown that the RKKY force alone is
sufficient for explaining the magnitude of TM up to x = 40. The
analysis in our system is simplified by the absence of enhanced
matrix and crystal-field anisotropy effects., It also suggests that an

additional anisotropy (in this case the dipolar force) is needed to

account for the remanence phenomena.

C. FERROMAGNETIC ALILOYS (70 < x < 100)

1 Onset of Ferromagnetism

Alloys in this regime are characterized by a well-defined
Curie temperature. The magnetic phase transition determined from
ac inductance bridge measurements gives a transition width of ~ 10° K,
The Curie temperature is defined by the inflection point on the signal
intensity versus temperature curve. The spontaneous magnetization
can be determined either from the Arrott plots or modified Arrott
plots as discussed fully in P6. Nonlinearity in Mz vs. H/M is
observed indicating inhomogeneities in ferromagnetic couplings. This
is also supported by the fact that the inflection point on the M(H) vs,
T plots disappears in fields greater than 2kOe. The temperature
domain over which ferromagnetic inhomogeneities dominate narrows as
x increases until at GdSOAU‘ZO (Gp- Tc)/Tc = 0.1. The variation of the
mean magnetic moment per atom when La is substituted for Gd obeys

fairly well a dilution law,

One might attribute the high critical concentration for long-
range ferromagnetic order (~ 60 at,% Gd) to the amorphous structure

of the alloys, since the percolation thresholds are ~ 25 at,% using a
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closed-packed structure of 8 rare-earth nearest neighbors. In the
case of RKKY interaction, one expects a simpler problem than in the
case of transition metals where the d-d overlap is important. How-
ever, several experimental facts disagree with such a conjecture. In
amorphous Gd-Ag and Gd-Cu57 alloys, the onset of ferromagnetism
already starts at < 30 at.% Gd. While in the case of amorphous
Gd-A1l a110y557, the alloy containing ~ 37 at.% Gd is still a spin-glass.
Not to mention the crystalline case, such variation in the critical
concentration suggests an important role played by the second
constituent in the alloys. In fact, the indirect exchange interaction
(usually referred to as super-exchange interaction) among the Gd spins
mediated by a second atomic species in which antiferromagnetic align-
ments are favored might be important.57 This is thought to be the
case in quite a number of Gd alloys and compounds where the
saturation moments are found to be smaller than that in pure Gd., For
comparison with transition metal alloys, a percolation theory based
solely on the RKKY interaction is still desirable. It is also worth
mentioning that in amorphous transition metal alloys58, the theoretical
percolation limits are obeyed, indicating the relatively unimportant
role played by the amorphous structure in determining the critical
concentration,

%

Recently, Tahir-Kheli®’

used CPA to study ferromagnets with
simultaneous  site and (isotropic) exchange bond disorders, He
analyzed the structure of the interfaces between ferromagnetic, spin-
glass and paramagnetic phases of such a system. It was found that

in order to have a spin-glass phase persisting up to ~ 60 at.%
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magnetic components, the fluctuation in the exchange constant has to

be as large as the mean exchange constant,
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Iv. SUMMARY AND CONCLUSION

We have studied the electrical and magnetic properties of a
series of amorphous La-Gd-Au alloys prepared by splat cooling.
These alloys are obtained by complete substitution of Gd for La in
the LaSOAU‘ZO matrix, The LaSOAuZO alloys are ideal type II super-
conductors with a transition temperature (TC) of 3.5° K. In the
dilute regime (less than 1 at.% Gd), the magnetic properties of the
alloys are typical of those observed in canonical spin-glasses where
the magnetic atoms are interacting with each other through the
indirect RKKY exchange force. Meanwhile, close to the critical
concentration for the disappearance of superconductivity, the super-
| conducting transition temperatures exceed those predicted by the
Abrikosov-Gor'kov theory. The latter gives additional manifestation
of magnetic interaction among impurities and also suggests the
possible coexistence of superconductivity and spin-glass freezing. In
the superconducting state, the freezing phenomena might be quite
different from those in the normal state since the electronic
structures are modified below Tc' Thus it would be interesting to

measure the freezing temperatures (TM) in the superconducting state,

We have discussed the role of amorphousness on the magnetic
interactions. Conventionally, the transport mean free path (ﬂm_fp ~ 5
to 10A) has been used to estimate the attenuation of the RKKY inter-
action in a disordered matrix, This concept, when applied to an

amorphous matrix is found to be inconsistent with the experimental

results, Instead, a characteristic length BC of ~ 30A can account for
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the variation of the strength of RKKY interaction ranging from the
dilute regime (= 0.2 at.% Gd) to the concentrated regime (> 60 at.%
Gd). The physical meaning of JEC is probably related to the spin
correlation length of the electronic states, or equivalently the mean
free path for conduction-electron spin polarization in the matrix., The
relationship between ﬂc and '!mfp awaits further theoretical investiga-
tion, To check the magnitude of ic experimentally, one should study

the magnetic properties in the more dilute regime ( < 1000 ppm).

We have used the theories of Edwards, Anderson and
Sherrington to explain the occurrence of TM in various canonical
spin-glass systems. The strength of the RKKY interaction is deter-
mined from high field magnetization measurements, It is found that
the RKKY force alone can in general account for the magnitude of TM
in these systems and also in our La-Gd-Au alloys. As is rather
common for any mean field treatment, a better agreement between
experiment and theory is usually obtained for the susceptibility than
for the specific-heat results in phase transitions. This is also true
for spin-glass alloys. We have extended the mean field theory to the
concentrated La-Gd-Au alloys, Clustering effects are taken into
account by considering the magnetic clusters as single spin entities
interacting via random forces. In our alloys, this approach is
further simplified by the absence of enhanced matrix and crystal field
effects, The fundamental quantities (such as the strength of inter-
action and size of clusters) are derived from magnetization and
magnetoresistance experiments. The values of TM can be accounted

for this way. Although the situation is probably more complicated in
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other alloy systems, the results of the present study suggest that an
additional anisotropic interaction (e.g., dipolar force) is required for
the remanence in our alloys. But the dipolar force is too weak to
account for the freezing in of spins. Recent Monte Carlo calculations
without mean field approximation are able to reproduce a sharp cusp
in the susceptibility and a smeared behavior in the specific heat, It
would be appropriate to perform specific heat measurements on our
alloys which provide a simple spin system for comparison with

magnetization measurements.
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