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ABSTRACT

This work reports investications upon weakly superconductina prox-
imity effect bridaes. These bridges, which exhibit the Josephson
effects, are produced by bisecting a superconductor with a short
(< Tu) region of material whose superconducting transition temperature
is below that of the adjacent superconductors. These bridges are
fabricated from layered refractory metal thin films whose transition
temperature will depend upon the thickness ratio of the materials
involved. The thickness ratio is chanaed in the area of the bridae
to lower its transition temperature. This is done throuah novel
photolithographic techniques described in the text, Chapter 2,

If two such proximity effect bridges are connected in parallel,
they form a quantum interferometer. The maximum zero voltage current
through this circuit is periodically modulated by the magnetic flux
through the circuit. At a constant bias current, the modulation of
the critical current produces a modulation in the dc voltaae across
the bridaoe. This change in dc voltace has been found to be the result
of a change in the internal dissipation in the device. A simple model
usina Tumped circuit theory and treating the bridaes as quantum
oscillators of frequency w = 2eV/h, where V is the time averaqe
voltace across the device, has been found to adequately describe the
observed voltaace modulation.

The quantum interferometers have been converted to a galvanometer

through the inclusion of an intearal thin film current path which



couples maanetic flux throuah the interferometer, Thus a chanae in
signal current produces a change in the voltage across the interfer-
ometer at a constant bias current. This work is described in Chapter
3 of the text.

The sensitivity of any device incorporating proximity effect
bridages will ultimately be determined by the fluctuations in their
electrical parameters, Ve have measured the spectral power density of
the voltage fluctuations in proximity effect bridges using a room
temperature electronics and a 1iquid helium temperature transformer
to match the very low (~ 0.1 Q) impedances characteristic of these
devices.

We find the voltage noise to aaree quite well with that predicted
by phonon noise in the normal conduction through the bridoe plus a
contribution from the superconductinag pair current through the bridge
which is proportional to the ratios of this current to the time average
voltage across the bridae. The total voltage fluctuations are given
by <V2(f)> = 4kTR2d 1/V where Rd is the dynamic resistance, I the
total current, and.V the voltage across the bridge. An additional
noise source appears with a strong 1/fn dependence, 1.5 < n < 2, if the
bridges are fabricated upon a glass substrate., This excess noise,
attributed to thermodynamic temperature fluctuations in the vélume of
the bridoe, increases dramatically on a glass substrate due to the
greatly diminished thermal diffusivity of the glass as compared to

sapphire,
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1
INTRODUCTION

Superconductivity has received intense study for many years as a
unique and exciting state of matter. As a result of these investigations,
most of the equilibrium characteristics of superconductivity are well
understood and can be described in terms of the collective motion of a
macroscopic quantum state for electrons. More recent ramifications of the
superconducting state, represented by the phenomena of the Josephson
effect and time dependent superconductivity, have in the past few years
been subjected to the same intense scrutiny. These studies are now lead-
ing to an improved understanding of the dynamic and nonequilibrium prop-
erties of superconductivity.

In this thesis, some of these dynamic properties of superconductivity
have been used as the basis for developing certain quantum electronic cir-
cuits. In order to carry out this work, it has been necessary to develop
reliable techniques for fabricating superconducting structures which
exhibit quantum interference effects (herein called "proximity effect
bridges"). These bridges, fabricated from a monolithic thin film of
refractory materials, offer 2 realization of a superconducting quantum inter-
ference element which is more reliable, reproducible, and physically robust
than any of the traditional devices exhibiting these Josephson effects.
For this reason, the fabrication techniques we have developed for these
bridges will be given in considerable detail. They have also been used
extensively in studies on the physics of nonequilibrium superconductivity.

This thesis represents some of the first attempts to systematically
examine and characterize superconducting quantum electronic circuits,

For example, we have combined two such bridges in parallel to form a
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quantum interferometer. By considering the bridges as quantum oscillators
and taking into account the ac impedance of the superconducting paths
connecting them, we have been able to examine the behavior of the inter-
ferometers over a wide frequency range. Typical dimensions for these
circuits are on the order of 5 x 10™° m.

The fluctuation of the electrical parameters of the proximity effect
bridge will ultimately Timit the sensitivity of any circuit incorporating
the bridges. In this thesis, we have measured the noise fluctuations
across such bridges in the frequency range 20 to 2000 Hz and find the
expected Johnson noise plus a contribution arising from the transitions
between superconducting pair states within the bridge. The total noise
power density is given quite well by <V2(f)> = 4 kTR,® 1. The difference
between this expression and the Johnson noise (4 kTRdZ/R) is just the
excess noise from the pair current.

Most of the fabrication information in Chap. 2 has appeared in:
David William Palmer and S. K. Decker, Rev. Sci. Instr. 44, 1621 (1973).
The information contained in Chap. 3 on quantum interferometers appeared
in: S. K. Decker and J. E. Mercereau, Appl. Phys. Letters 23, 347 (1973),
and S. K. Decker and J. E. Mercereau, Bull. Am. Phys. Soc. 18, 1608
(1973). The noise measurements in Chap. 4 were presented at the Applied
Superconductivity Conference, Oakbrook, IT1linois, Sept. 30-Oct. 1, 1974,
paper R4 which will appear in IEEE Mag. Trans. in March 1975. The
measurements in Chap. 4 along with the discussion and analysis

sections have been submitted to Appl. Phys. Letters for publication.
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Chapter 1
BACKGROUND INFORMATION

The material presented in this chapter constitutes introductory
material for topics to be considered in the remainder of the thesis,
It is an extremely brief summary of pertinent results, theoretical
“and experimental, and physical arguments in common circulation among
research workers and published literature in the field of super-

conductivity.

1.1 Superconductivity and Macroscopic Quantum Mechanics

Most of the experimentally observed effects associated with super-
conductivity can be phenomenologically accounted for with an extremely

simple model. The electrons of the superconductor are considered to
.I .2.3

have condensed into a single macroscopic quantum state. The wave
function for this state is given by
v=vo e? s (1.0)

S

where Ps is the density of the electrons responsible for the supercon-
ductivity.

The microscopic theory of superconductivity4 offers some justifi=-
cation for such an approach. In this theory, electrons with equal and
opposite momentum and spins experience a net attractive interaction,
mediated through the lattice, These electrons then form a loosely

bound pair with zero center of mass moﬁentum. A11 such pairs are then
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in the same state, an allowed condition for such a Bose entity. In a
superconductor the pairs are much closer toqether than are the electrons
forming the pair. That is, since the electrons are so loosely bound
they encompass a volume that contains the centers of mass of many
(}06) other pairs. This multiple pair overlap allows information regard-
ing the quantum state of the superconducting pairs to be spread over
macroscopic distances compared to the mean free path of the electrons
involved in the process.5

The large separation between the component electrons of a pair
also implies that superconductivity is a non-local phenomena. Informa-
tion concerning chanaes in the electrons' environment is transmitted
over the range of the attractive interaction between the elec¢trons.
This range of attractive interaction, the size of a pair, is expressed
by the coherence length, £. £ is also the minimum distance over which
the wave function in a material may change. The coherence length is
temperature dependent. For bulk Nb at 0°K Ea = 400 R and can range

4cm for bulk aluminum at 0°K.6

up to 10°
What are the consequences one may derive from the model of super-

conductivity as a macroscopic quantum wave function? The momentum of

a quantum state is given by the operator‘E = «ifig, This 1is the total

momentum composed of kinetic and electro-magnetic parts

P =my + eA = -ifig . (1.2)
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The electrical current in the system will just be proportional to the

velocity operator, v. Applying this operator to the wave function

~

¢=V/{¥ei6 y

in the usual way yields an expression for the current carried by the

superconducting statea:

p h

ig = = (V_‘i - q* 5/1!,) ’ {1.3)
—

where q* and m* are the effective values of the charge and mass asso-
ciated with a pair; twice the values for a sinole electron. The above
equation is of fundamental importance to the understanding of super-
conductivity, The phase is seen to be a measurable (to within a
constant) portion of the supercurrent,

Applying Schroedingers' equation to this wave function yields its

time dependence

i %%_= i . (1.4a)
where u is the electrochemical potential. If one assumes the amplitude
of the wave function does not depend upon time, which follows from the

requirement of zero net charge in.the system of lattice and electrons,

then the supercurrent is non-divergent., Expanding Eq, (1.4) we obtain

. (1.4b)
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By combining this with Eq. (1.3) one obtains

2 B
2 (uor'ss) = ., (1.5)

where AZ = Ir%%z‘ and will appear again in a more physical context

0
below. This is one of London's equations.] wWe may obtain the other
of London's equations from Eq. (1.3) by taking the curl of both sides

to obtain

v x (uolz)j & B . (1.6)

This equation when combined with Maxwell's equations predicts that the
magnetic field will decay exponentially inside a superconductor with a

characteristic length
1/2
- m
ch ( 7 )
Mo pe
as above. A typically is of the order of 10~/m. This implies that for

samples larae compared to 2 the magnetic field is excluded from the
interior of the superconductor; the well known Meissner effect.7 If
the magnetic field is confined to the surface layer of a superconductor
then the supercurrents and thus the electric field must also be confined
to a similar layer near the surface,

As an example of the application of macroscopic quantum mechanics
to a superconducting system, consider the case of a superconducting
ring, Deep within the ring the supercurrent is zero. Equation (1.3)

becomes



ve = q A/h = 2eA/h i

Taking the line integral of this equation around the ring, one obtains

an expression for the phase difference around the ring

2eh '
= - . dR- . 1I8
% = By f‘ﬁ' = Wil

The right hand side is the magnetic flux throuah the ring.
The phase must be single valued and this imposes the requirement that
e] -8, = 2mm  where m=20, 1, 2 . (1.9)

We have the result that the magnetic flux through the ring is quanti-

sized in units of h/2e, now known as the flux quantum $oe
2ed _ _ mh
_hQ = 2m ¢ = 2 . (1.10)

This result, which has been confirmed expefimenta11y,8'g is a direct
result of the assumption of a macroscopic quantum state, in the same
manner as the assumption of a microscopic quantum state leads to

quantization of the angular momentum in electronic orbits.



1.2 The Josephson Effects
10

Josephson'" was the first to consider the interaction of two such

macroscopic wave functions. He treated the case of two superconductors
characterized by wave functions ¥y and 12 separated by a thin

(10-50 E) insulating barrier. These two wave functions were allowed to
interact very weakly through the action of pairs tunneling through the
insulating barrier. This allowed the wave function on one side of the
barrier to sample the phase and chemical potential, u, of the wave
function on the other side. One may treat this interaction by con=-
sidering the Schroedinger equation for each side to be slightly per-

turbed by that of the other side. The results of this calculation are

the well known Josephson equationsz:
d(e, - o,) :
_—!It = = 2ev/ ¢ L)

and

I = IC sin (a1 - 82)

’ (1.12)
where Ic is a constant, I is the current through the junction, V is the
voltage across it. In a single superconductor the rate of change of
the phase is proportional to the chemical potential pu. (See Eq. (1.4b)
In the tunnel junction the difference in the rate of change of the

phase in the two superconductors is just the voltage, the difference



in electrochemical potentials, between them. The second equation
indicates that a current will flow through the insulating barrier. This
current is composed of pairs tunneling from one superconductor to the
other. This current depends only upon the relative phase between the

two superconductors, for it to be a net current in one direction the

voltage must be zero, The maximum current is obtained when

and is given by Ic‘ This current is known as the critical current. If
the voltage is not zero then the phase difference changes between the
two superconductors and the tunneling current becomes oscillatory with a

fundamental frequency given by

w = 2eV/h

This result may also be obtained from energy considerations. Each time
a pair tunnels, to come into equilibrium with the potential on the
other side, it must emit or absorb a quantum of energy, a photon, of

magnitude
fiw = 2eV . {1.13)
It should be noted that the Josephson equations are non-local

equations, in that they depend upon the phase difference on the two

sides of the insulating barriers.
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A dc voltage across the tunnel junction gives rise to a sinusoidal
current flow but to no nét current. Although this is a time dependent
situation, it gives rise to no dissipation.

With reference to the above discussion of the Josephson equations,
the "Josephson effects" may be simply defined. The dc Josephson effect
refers to the flow of current due to a phase difference across the

device, in the absence of a voltage. The experimental consequences
of the interaction of an external magnetic field with this difference

is to modulate in a periodic manner the maximum zero voltage current with
the total flux through the junction.ll

The ac Josephson effect refers to the oscillating supercurrents of
frequency, w = 2eV/h, due to the voltage across the bridge, V.

The experimental manifestations of these oscillating currents
include constant voltage steps induced in the current-voltage
characteristics of a tunnel junction in the presence of an external
high frequency field of frequency Wpp = @y = 2eV /h. VO is the magni-

tude of the constant voltage steps.12
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1.3 The Josephson Effects in Non-Tunneling Structures

Experimentally it has been found that the Josephson effects are
much more general than the particular structure, the oxide tunnel
junction, used to analyze these effects.13 Although the Josephson

effects have been seen for superconductors separated by normal metals'?

15 we are primarily interested in the case

and even semiconductors
shown in Fig, 1-1, two superconductors separated by a weakly super-
conducting region. A weakly superconducting material is one whose
transition temeprature, Tcw , is lower than that of the surrounding
superconductors. For convenience these structures are usually fab-
ricated-from superconducting thin films. This condition.TCw implies that
in the weakly superconducting region the density of superconducting
carriers is less than that of the surrounding superconductors, resulting

in a local inhomogeneity in the wave function. If the weak section is
short enough (< 1p in our structures) this structure will exhibit ==

effects analogous to the ac and dc Josephson ef‘\!’ects.'|6 Although the
current voltage characteristics as well as the specific physical
mechanism involved differ from the tunnel junction case, the zero
voltage current depends upon the phase difference across the device,
yielding the dc Josephson effect, and a voltage across the device
results in current oscillations at frequency w = 2eV/h yielding the
ac Josephson effect.

It has been found experimentally that the transition temperature

of the weak section and 1£s lenqgth are the fundamental considerations
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Fig. 1-1. Schematic representation of a weakly superconducting
proximity effect bridae. A thin superconducting film, S, is locally
weakened in the area W. The weakened area has a transition temperature

less than that of the original film, T The weak area bisects

cs Tcw'
the superconducting film perpendicular to the direction of current
flow, I, forming a proximity effect bridge. Typical dimensions of
the bridge are width, w, 10u, length, 2, 0.5u, and thickness t,

°
100-300 A,
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for one of these bridges. That is, the specific method used to
suppress the transition temperature of the weak section is of no impor=-
tance., The central section of the superconducting films used for these
bridges has been weakened in a number of ways: through the natural
deperidence of transition temperature upon film thickness,17 through

the proximity ef’i’ect,l6 through structural damage occasioned by

18

scratching the film,'® and throuch structure changes induced by ion

1mp1antat10n.19 Nor must these structures be fabricated from one
type of superconducting thin film, Bridges have been successfully
made from soft superconductors]s; tin, lead, and indium; refractory

}6, Nb, Ta; and from high transition temperature

18

superconductors

alloys, NbN, Nb35n”, Nb,Ge.
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1.4 Phase Slip
There are several physical differences between the weakly super-

conducting structures, in which conduction currents flow, and the
oxide tunneling structure, in which only tunneling current flows.

While both structures exhibit Josephson effects, these physical
differences will lead to differences in the detailed operations of the
two structures.

In the conducting structure, which we will refer to as a bridage,
the fraction of the electrons in the supercondu¢ting state will be
accelerated by the electric field present when a voltage is apﬁ]ied

across the bridge. This is given by Eq. (1.5)

»  (1.5)

. 1/2
where A is the London penetration depth X = (m/puoez) i The

electric field will also act upon the normal electrons to produce a
current, j, = of, where o is the effective conductivity of the normal

flow. Thus the current is composed of two components, a supercurrent

and a normal current.

I =1, +1 | ’ (1 14)

We presume that the voltage developed is just the normal current

times the resistance of the device.
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V=ILR-= (I-I )R : (1.15)

Generally these devices are current biased, fixing I, and leaving the
ratio of supercurrent to normal current free to seek the value
dictated by the dynamics of the superconductivity.

Consider an initial state in the weak superconductor with no
current flow. Upon application of an electric field, generated by a
voltage across the device, the supercurrent accelerates creating
an increasing phase gradient across the device. As the supercurrent
reaches the critical current of the device, the weak superconductor
sustains the maximum permissible value of the phase gradient., The
normal state then becomes eneraetically favorable and the wave function
collapses, dissipating the kinetic energy of the formerly superconduct-
ing electrons, At this point, it is assumed that the system recon-
denses into a superconducting state, which experiences:a phase gradient
less by 2r than that experienced before the collapse. This collapse
and recondensation, assumed to happen on a time scale short compared to
the Josephson frequency, constitutes the assumption of phase slip.
After the phase slip the supercurrent again accelerates until the
critical current is reached, and the process repeats. This ongoing
process of acceleration and collapse of the supercurrent produces a

quantum mechanical relaxation oscillation in the supercurrent., This
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picture has been placed on firm theoretical grounds by describing

this system with the Ginzburg-Landau description of superconductivity.20
The acceleration of the supercurrent is governed by the time rate

of change of the phase gradient in the device. Integrating Eq. (1.5)

across the device gives the time rate of change of the total phase
difference across the device., That is

d(e1 - 92) —
—dt »  (1.16)

the Josephson relation. Since the quantum oscillation described above
involves a phase change of 2r per phase slip, we see that the oscilla-
tion occurs at the Josephson frequency w = 2eV/h.

The oscillating supercurrent will produce an oscillating voltage

as given by Eq. (1.15)
v(t) = (I - I (t))R «  (118)

The oscillating voltage has been detected ~s:><per‘1‘rr«enta]1)!2'| and

found to be consistent with a supercurrent given by
Is(t) = 1c/2 (1 + cos(B] - 829 . (1.17)

and
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d(e1 - 62)

This yields a total current-voltage relation given by

V(t) = IR - I.R/2 (1 + cos(e1 - 82)) : (1.19)

and by Eq. (1.16),

The solution to these equations is just

2IR[I-I
V(t) = Lty = . (1.20)

2eVt
ZI-IC—Ic cos h

(see Appendix A)
If one solves for the time average voltage one obtains the dc
current veltage relations,

172
V = R(1Z - 1) « 12

This characteristic has been found to fit the experimental I-V
characteristic quite wel1.21 It is also of interest to determine the
harmonic content of the voltage oscillation given in Eq. (1.20). The

Fourier expansion is

o0 m

v(t) = ¥ [1 *2 y (2 i, - %Eﬁ— - 1) cos (EQE%L>} . (1.22)
Cc

m=1
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The osci]?étion occurs with a fundamental frequency set by the voltage
across the device. At bias currents just above the critical current
the oscillation has a high harmonic content. At higher currents, the
oscillation becomes very nearly sinusoidal.

In the above model, dissipation is produced by both the normal
flow and the phase slip process. The normal current produces a
dissipation V2/R as expected. Each time the supercurrent collapses
the kinetic energy of this current is lost. This energy is just

IS¢6 where Is is the time average supercurrent. This loss recurs at the

Josephson frequency so the power lost is just

The total dissipation is given by

VI = VAR + VT = (F, + TV . (L23)

N
Thus at given voltage the bridge dissipates more eneray than the normal
resistor R but for a current bias will dissipate less than the equivalent
resistor. The dissipation due to the time average supercurrent

persists up to quite high currents as given by Eq. (1.21)
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1/2
I,=1-UR=1-(%-11) - I/2 . (1.24)

S
I > IC
The tunnel junction, by contrast, does not have dissipation due

to the pair tunneling currents.
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1.5 Proximity Effect

If a normal metal and a superconductor are placed in intimate
contact then the pairs can drift into the normal material for a portion
of their lTifetimes.22 Inside the normal material the pair density
falls off exponentially with distance from the boundary.23 If the
‘thickness of the normal material is less than the characteristic dis-
tance for the exponential decay, approximately the coherence length,
E, ~100 R, superconductivity will be induced into the normal material,
and conversely if the superconductor is thin compared to the character=-
istic dimension of change of the wave function, the coherence length,
the transition temperature of the superconudctor will be depressed.
This process is known as the proximity effect.

The proximity effect enters our bridges in two ways. The
transition temperature of the weak section of our bridges is usually
set by varying the thickness ratio of superconducting and normal films
in a layered structure as will be described in Chapter 2,

More importantly, however, the proximity effect infuses the weak
superconductor with pairs from the surrounding strong superconductors.
These pairs carry coherent phase information from the neighboring
strong superconductors., For the bridge to exhibit the Josephson
effects the bridge must be short enough so that these tails of the
strong superconductor wave functions may overlap. As expected from
these considerations, the transition temperature of the weak section
tends to rise, for a given intrinsic transition temperature, Tc s 2S5

w
the bridge is made shorter.
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Chapter 2

FABRICATION OF PROXIMITY EFFECT BRIDGES

2.1 Introduction

It should be clear from the discussion in the first chapter that
all that is needed to observe all the Josephson effects is a local
inhomogeneity in the number of superconducting carriers. The particular
inhomogeneity which we utilize is a lTocal depression of the supercon-
ducting transition temperature Tee This depression of the transition
temperature results in a lower density of superconductina pairs in the
depressed portion of the superconductor. By local, we mean an area
sufficiently small that the coherent phase information is carried
across the weakened reaion, 1In these films this is < Ty,

The question of device fabrication becomes a question of develop-
ing a method to locally modify the transition temperature of a super=-
conductor. Towards this end, consider a superconductor in intimate
contact with a normal material, If the films are thin enouah, this

gives rise to the well known proximity effect;]’2

Due to the finite
extent of the coherence length the superconductivity cannot end sharply
at the interface, indeed, the wave function decays exponentially into
the normal material., Therefore, there is a finite probability that a
given pair will find itself, for part of its life, in the normal
material. If the superconducting film is thin enough (< £), so that
its thickness dominates the coherence length, then a pair can spend a

significant part of its 1ife in the normal film. In the normal film

the pairing potential is much weaker, so the average potential seen by
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the pair will be Tower than that in the superconducting film alone,
This qives a transition temperature Tc' lower than that of the super-
conducting film alone, Tc'

The exact transition temperature depends on the thicknesses of the
two films. If the thickness of the superconducting film goes to zero
then Tc' also qgoes to zero., If, on the other hand, the thickness of
the normal film goes to zero then Tc' goes to the appropriate value,
Tcs for a superconducting film of the given thickness. Finally if the
thickness of the superconductor is much areater than the coherence
lenath, tS >> g, then Tc' qgoes to TC the bulk value for the supercon-
ductor, as the relative probability of a pair being in the normal
material diminishes,

Now consider the situation of two different superconductors, A
and B, with transition temperatures Tca and ch. Without loss of
generality Tca is picked greater than ch. Once again the transition
temperatures will be modified by the proximity effect. Then due to
the same argument about the average pairing potential, Tbazjc'zjcb
where Tc' is again the transition temperature for the combination,
Again the exact value of Tc' depends on the thickness of the two films.

In a structure of this sort one can vary the transition temperature
by varying the thickness of the film over a small area, thereby
producing a weak Tink, In what follows we shall discuss the fabrica-

tion of the layered films, processes for thinning selected areas of

the fllms, and the process for selecting the area to be weakened.
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2.2 Fabrication of Layered Refractory Thin Films

The following materials have been found to he useful in the
fabrication of proximity effect bridoes, as superconductors or as
normal metals; Nb, Ta, W, Ti, and Zr. These materials present signifi-
cant advantaqes over non-refractory materials., As deposited in a thin
film, they form a tough coating clinoing tenaciously to the substrate.
The fact that the films are so tough makes them impervious to normal
handling and to cycling from room to 1iquid helium temperatures. The
high temperatures required to evaporate these materials imply there
will be very little interdiffusion if the films are stored at room
temperature,. The superconducting transition temperature of these
films gradually decreases with time yielding an approximate shelf
life of several years (ATc < 0,2°K for time of 2 years), It is
believed that this is due to oxygen slowly diffusing into the films,
These materials also form a very tough protective oxide which can be
grown anodically allowing precise thickness control of the films,

The properties of these materials and combinations of them which
have been found useful for proximity effect bridaes are listed in
Table 2-=1., Figure 2-1 shows the transition temperature dependence upon
thickness for some of the combinations. For most of the work reported
in this thesis the proximity effect bridoes were fabricated from a
thin film parent material of Nb and Ta nominally 100 R on 200 R. This
particular combination of materials was chosen for its strong proximity
effect and convenient operating temperatures, As shown in Fig. 2-1

junctions fabricated .in these films will have a transition temperature



Table 2-1

FILM PROPERTIES

Film Thicknesses Transition Resistance
Ratios Temperature At T2Tc
°K /o
Nb/Ta . a
Sapphire T00A/200A 5.3 1
Substrate
Ta/Ti o B
Sapphire ~200A/200A 3.2 1.5
Substrate
Ta/Ti = -
Glass ~200A/200A 3.0 4.5
Substrate
Nb/Ta/W ° ° °
Sapphire T100A/100A/100A 5.6 1
Substrate
v [+] [+] o
Nb/Ta/Zr T00A/100A/100A 6.2 3
o o
Nb/Zr T00A/200A 7.6 5
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Tc' which, if desired, may easily be placed just below 4,2°K, and a wide
range of thicknesses qives approximately the same transition temperature
~3,9°K. This particular combination of thicknesses also lends itself
to the anodization techniques to be described later.

The transition temperature of Nb and Ta thin films decreases
dramatically with the addition of interstitial 02 and N,. A decrease of
about 1°K per atomic percent oxygen has been observed for Nb3. The
films used in this work must be deposited under ultra-hiah vacuum
conditions to sustain the transition temperatures at a high level,

To obtain films of sufficiently high quality one needs to use an
ultra-high vacuum system using a combination of ion pumpinag and cryo-
sublimation pumpina, with sorption pumps for roughing. In the system
one also needs an electron beam gun with multiple hearths, a substrate
holder capable of being heated to > 400°C, a capability for heating the
system to clean those parts which will become hot durina the evapora-
tion, and a Sloan deposition monitor to monitor the film thicknesses.

The quality of the films was evaluated solely upon their usefulness
in proximity effect device fabrication. This is primarily concerned
with the mechanical and superconducting properties of the film. The
films should be of the proper thickness, adhere well to the substrate,
and be as free of pinholes as possible, These properties are
influenced primarily by choice of substrate and materials and by the
preparation of the substrate,

In addition the films should be superconducting at a temperature

as near as possible to the bulk transition temperatures and the normal
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to superconducting transition should occur over as narrow a temperature
range as possible, These properties are controlled primarily by the
thickness of the film, the temperature of the substrate during
evaporation, the pressure durina the evaporation, and the choice of
substrates, Of these parameters, variations in the first two have the
largest effect upon the superconducting properties. The effect of the
second two parameters, while not as strong, is still sianificant

Let us delineate the effects of these parameters upon Ta and Nb
films,

In the case of Ta, the superconducting transition temperature is
strongly dependent upon the film thickness. The transition temperature
decreases rapidly with thickness of the films, due to stresses imposed
by the substrate. In the thin films we use, the other parameters in
the system must be optimized to prevent oxyagen inclusions and to allow
the Ta to remain as stress free as possible. If the other parameters
are optimized, as discussed below, then a thickness > 300 R aives a
reliable superconducting transition temperature above 3.8°K, if the
thickness falls below 200 R the transition temperature is below 3.6°K,
The temperature of the substrate during the evaporation must be above
400°C, reducing the probability that a contaminant striking the surface
will remain., In the range 400°C to 800°C there is a slight improve-
ment with increasing temperature., Below 400°C the transition tempera-
ture of the films falls rapidly with substrate temperatures. Ta films-
evaporated onto a room temperature substrate have TC < 1.3°K for all
thicknesses less than 1000 R. As measured at the ion pump, small

-7

changes in pressure in the range 108 to 1077 torr have 1ittle effect
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on the quality of the film but at higher pressures the superconducting
transition temperature falls sharply. Finally, the effects of substrate
choice are minor but sapphire gives a sharper and a sliaghtly higher
temperature transition.

The conditions for niobium are similar but not as stringent as
those imposed by the tantalum films, The critical values of the above
parameters for high quality films are; thickness > 100 R, substrate
temperature 200°C-400°C, pressure during evaporation 5 x 10'7 torr -

B x 10'8 torr, substrates, sapphire or 7059 glass. In the case of

Nb, for thicknesses > 200 R films on room temperatures substrates will
be superconducting though they have a low transition temperature and a
very broad normal to superconducting transition,

In short the results for these two materials may be summar'ized4
with reference to Fig., 2-2., The transition temperature of the films,
their resistivity at 4°K, and their transition widths vary as universal
functions of the following parameters; film thickness, substrate
temperature, inverse of the pressure during evaporation, and to some
extent substrate material, In Fig. 2-3 we give, as a specific
example, the dependence of Tc’ and resistivity, as a function of

thickness for Nb films.
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VARIABLE

PARAMETER

Fig. 2-2. Universal curves indicating the dependence
of transition temperature, T _, resistivity, p, and width of
superconductina transition, KT upon various parameters. The
parameters include; film thickness, substrate temperature
durina evaporation, inverse of pressure during evaporation,
and to some extent, substrate material,
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2.3 Fabrication of Superconductina Circuits

As outlined above the proximity effect bridges are fabricated by
bisecting a superconducting film with a region of weaker superconduc-
tivity. In all the films we have described the weakened area is produced
by locally thinning the film. The thinning may be accomplished in
many ways; qrowth of an anodic oxide or anodization, ion beam etching,
plasma etching, or chemical etching., Most of the work to be reported .
in this thesis utilized the anodization technique, which will be
described in detail. The areas to be thinned are selected with photo-
resist (PR) films. These PR films are exposed with contact masks for
large area patterns and by projecting the desired pattern through a

reflecting microscope for more detailed patterns.
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2.4 Microscope Projection

Submicron patterns in photoresist have been routinely obtained by
using a reflected 1ight microscope to project masks. Reqgistry of sub-
sequent masks to 0.5y is easily achieved. Readily available masks with
20u details can be used to obtain submicron results since the image is
demagnified as it is projected through the objective lens. Requiring
only a standard reflecting microscope and low cost masks, this method
is fast and flexible, resemblina a hand tool more than a production
system. Thus such a technique is ideal for the research laboratory.

This work was done with a Zeiss RA microscope equipped with a
II-B vertical illuminator. When the vertical illuminator of the
microscope is adjusted for Koehler illumination, the field stop is
imaged through the objective upon the focused sample, (See Fig., 2-4).
If a mask is placed in the plane of the field stop, it too will be
imaged upon the sample-~the pattern of the mask appearing as an illumi-
nated area 6n the sample. This allows optical alignment of the
mask with patterns already on the sample., The image of the mask is
smaller than the mask by an amount that depends on the power of the
objective used. This demagnification allows the use of masks whose
characteristic dimensions are much larger than those of the desired
photoresist image, This increase in detail size for the masks implies
that they are much cheaper and easier to construct than a contact mask
producing the same final pattern in the PR film. Acetate photoreduc-
tions of artwork and simple ruby tape constructions are the most

common sorts of masks employed, although such diverse items as
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Fig., 2-4, Schematic diaaram of vertical illuminator used in
mask projection. In normal operation, when the microscope is adjusted
for Koehler illumination, the field stop, F, is imaged upon the
sample. If a mask is placed in the plane of the field stop, it is
projected and demagnified through the objective, 0, and imaged upon

the photoresist surface.
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broken razor blades, fine wires, and electron microscope grids have been
successfully used as masks. The only requirement is an ability to block
that portion of the optical spectrum from areen to the near ultra-
violet.

If the mask is mounted slightly behind the plane of the field stop,
it is necessary to raise the stace to image the mask upon the sample, In
this situation the microscope is not focused upon the sample, nor is the
image of the mask viewed with the microscope. If such defocusina is
necessary the defocusing distance must be determined for each microscope
objective, either by trial and error, or, in the case of lona working
distance objectives, by directly viewina the sample with a separate micro-
scope to determine the stage position givina the sharpest imaae of the
mask., For most objectives the defocusing distance may be approximately
aﬂcu]ated,5 by measuring the stage displacement from the point at which
the substrate is in focus to the point an image of the mask is in focus
in the eyepiece. This procedure is illustrated in Fig, 2-5.

A agiven mask will expose different areas dependina upon the power of
objective used. Thus, the minimum detail which can be obtained depends
upon the resolution of the objective used. For submicron work, we use a
100 X oil immersion objective with a numerical aperture of 1.4, Table
2-2 is a summary of the properties of this system with a number:of
different objectives,

Photoresist (Shipley 1350-Z) is spun on and air dried. The speed
of the spinner determines the thickness of the resulting PR films. This

thickness may be varied from 2 to 0;2u with the correspondina speed
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MASK

FIELD STOP and
EYEPEICE FOCUS

Y

\ /\ OBJECTIVE
|

AVENE
¢ il ¢
MIRROR LIKE
SUBSTRATE

Fig, 2-5. Method of calculatina defocusino distance for a given
objective, The desired imaae of the mask is d above the mirrored
surface M., When the substrate M, is in focus in the eyepiece the staae
to objective distance is a. The mask, located behind the field stop,
will be in focus in the eyepiece at a staace to objective distance B8,
where 8 = a - d/2. a-B is readily measurable with a calibrated stage.
a=-B = d/2 where d is the distance the stage must be raised to focus the
image of the mask upon the substrate,
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Table 2-2

MICROSCOPE OBJECTIVES

Objective Demaqgnifying Minimum Field of
Factor PR Detail View
100X 43.5 0.2-0.3p 100u
with
immersion oil
100X 43.5 0,3-0.5u 100y
with glycerin
40X 17 0.8y 250p
8X 4 S5u 1.25mm
4x 2 10-15u 2mm
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range of 200-15,000 rpm. The PR Tayer must be thinner than the smallest
detail to be exposed. Another boundary condition on thickness is the
voltace that a layer of PR can withstand during anodization. Below 100 V
the PR easily withstands 120 anodizina V/u thickness.

The photoresist is exposed by the above projection scheme which
a fter development leaves a positive (exposed) imace of the mask,
Exposure times may be adjusted by varyina the intensity of the 1ioht and
are usually picked to be less than 1 min to minimize vibration problems,
For a given intensity, the exposure time will vary with the objective
used, The PR is then developed in the standard way with Shipley A-Z
developer (1:1) (except in the case of the oil immersion objective as
will be discussed later)., For 45 sec, followed by a 1 min rinse in
distilled water., The PR is thus removed from the region of the pro-

jected image of the mask.
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2.5 Anodization

Metal removal by anodization provides much more control and repro-
ducibility than chemical etching. Over small areas the anodized depth
is uniform to within a few angstroms, and along the boundary under-
cutting is less than 0.1;. There exists an extensive literature on
refractory metal oxide films formed by anodization.6 But apparently,
only in a few instances has anodization been used for metal removal,
The exposed portion of the positive photoresist film determines the
areas where metal is to be removed. These areas are covered with a
drop of electrolyte; the film is made positive relative to a gold
electrode which is in the electrolyte, as shown in Fig. 2-6.

The potential betweeen the film and the gold electrode determines
the thickness of the oxide formed. At a constant potential the oxide
grows so that its thickness approaches this 1imit asymptotically with
time. This dependence on voltage provides a convenient determination
of the thickness of the oxide, and hence the thickness of the metal
remainina in the film., The anodization oxide remains in place protecting
the portion of the film during subsequent anodizations; thus, the metal
is not physically removed, but simply converted to an insulator. These
protective oxides, as well as the metal films themselves, cling tena-
ciously to the substrate, enabling them to resist the stresses involved
in anodization. By integrating the amount of current that flows during‘
anodization and knowing the area being anodized, one can estimate how
many atomic layers have been removed.

There are two drawbacks to this method: (1) There are often pin
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Fig. 2-6. Schematic diaqram of anodization circuit. A voltage
ramp, as shown in A, is applied between the film and the Au electrode,
F, immersed in the drop of boric acid, B, Current flow is monitored
with R, a 100 @ resistor; a typical current trace is shown in D, Contact
is made to the film with indium tab C. The photoresist film E selects

the area to be anodized.
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holes or scratches in the PR under the drop and the current contributed
by these areas is unknown; (2) if too short a voltage pulse is applied
to a large film area, the resulting thickness is not uniform to the
extent that the nonuniformity is apparent upon visual inspection, For
this reason, a method of equilibrium anodization has been developed -~
essentially, it is a method of anodizing at constant current. A

voltage ramp is applied to the electrodes, The duration and rate of the
ramp are determined by monitoring the current flowing in the anodization
circuit, The rate is chosen so that a constant current is reached after
a rapid buildup; then the anodization is in equilibrium and the oxide

is growing at a constant rate. To calibrate a film thickness, one
typically exposes a 100u diam circle in the PR film and applies a ten
second ramp across the electrodes while monitoring the current flowing.
Figure 2-7 illustrates this technique applied to a layered film
composed of Nb on Ta. The fast rise to a constant current indicates an
equilibrium rate, the change in constant rates at 30V indicates a

change in quality of film, in this case, the first 30V removed Nb and
the rest of the ramp removed Ta. The sudden decrease in current at 55V
indicates that all the metal has been anodized and this potential is
defined as the breakthrough voltage. Using optical means to indepen-
dently determine the thickness of our metal films, we have discovered
the following anodization rates using boric acid as the electrolyte:

Nb == 6 R/V; W--4 E/V; Ta -- 8 E/V; Ir == 10 R/V. These values

apply to films evaporated at pressureé of 10'8 torr and onto sapphire
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Fig. 2-7. Current and voltage characteristics of a complete
anodization of a 100y spot on a Nb/Ta 300 ; film. The voltace, trace
A, is applied in a constant ramp with slope 6 V/sec. The current,
trace B, is plotted in arbitrary units. The steep initial rise followed
by a constant current indicates an equilibrium anodization. The change
in current at 35 V (at 6 sec) marks the transition from Nb to Ta. The

sharp fall at 55 V (9 sec) indicates the film is completely anodized.,
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substrates at 400°C.

It is often convenient to use a faster ramp than would supply the
equilibrium rate, especially if undercutting is a problem. In this ecase
a special calibration technique is used. An area identical in size to
the required area is first tested with a fast ramp whose final voltage
exceeds the equilibrium breakthrough value. The fast ramp breakthrough
voltage is greater than the equilibrium value. Depth control is achieved
by using a ramp of the same slope as the test ramp, but terminating at
a voltage indicated by inteoration of test anodization current. For
example, to anodize two-thirds of the way through the film, one finds
the voltage at which two-thirds of the anodization charge has already
passed through the test area and uses this voltage as the terminal
voltage of the ramp, It is found that if the ramp time is very rapid,
anodization current never becomes constant; the metal is no longer
removed uniformly over the area of anodization but is preferentially
removed along the boundaries of the PR mask. Instead of a voltage ramp,
a voltage pulse can be used to anodize. Generally, pulse work is
preferred when complete removal of metal from areas is required since
a pulse takes less time to pass the necessary charge than a ramp, thus
minimizing the time during which undercutting can take place.

However, ramps have proven far superior for depth control and repro-

ducibility.
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2.6 Example of Fabrication

As a specific example, we outline the construction of a line
0.5 X 50u in a 300 R Ta film, First, clean the Ta surface with water,
acetone, and Chromerge baths to remove any organic or metallic con-
taminants. Spin on Shipley positive A-Z 1350 PR at 10,000 rpm, This
gives a PR film of less than 0.5y thickness. The PR film should always
be thinner than the smallest dimension that is to be constructed
(aspect ratio < 1), The PR is filtered to 0.5y when applied to avoid
any particle inclusions, and simply air dried for 3 min after applica-
tion, to avoid heat degradation through oxygen diffusion of metal
films,

A transparent line 15 X 15004 on a black acetate film serves as
the mask. The mask is fitted in place of the auxiliary lens holder in
the vertical II-B illuminator of a Zeiss RA microscope; this is just
behind the field stop. Illumination comes from a standard 6V, 15 W
lamp run at 4,5 V. The light column is restricted by setting the
aperture stop to 4. A red filter is placed in the vertical illuminator
to allow mask adjustments and focusing without exposure of the PR. An
oil immersion 100X objective lens is used with Cargille's inmersion
oil. Since the sample is semitransparent, a red stage slide is used to
prevent stray exposure by scattered light. After the mask is brought
into focus through the microscope, the stage is lowered 1up to assure a
sharp image of the mask on the sample for this objective. The red
filter is removed for approximately an 8 sec exposure. To remove the

immersion o0il, the sample is blotted, rinsed in A-Z developer, and then
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gently wiped with developer soaked lens paper or facial tissue. The PR
is developed for the remainder of our standard time (45 sec) and
rinsed in water, leaving a 0.5 X 50p line in the PR film,

The metal is thinned in this exposed spot by anodization, A drop
of electrolyte, an aqueous solution of boric acid, is placed on PR
pattern (see Fig. 2). A positive voltage contact is made to the metal
film in a remote corner., A gold wire forms the neoative contact to
the drop. A 30 V 0.1 sec ramp is applied across these contacts. This
is an equilibrium anodization, thus (30 V) (8 E/V) = 240 R is removed.
The PR is removed with acetone. Under microscope inspection with
reflected 1ight, the completed line appears darker than the surrounding
film.

The problem of finding the exact focus point for an object, such
as the line in the above example, which is small enouch to be
diffraction 1imited can be eased by placing a blue filter in the light
path and focusing and exposing on the line with monochromatic light,
The effects of small nonuniformities in the mask may be reduced by
placing a frosted glass in the vertical illuminator. Both of these
measures affect the exposure times,

For submicron work, it is necessary to use a 100X lens. These
lenses typically have a field of view of about 100y, If larger patterns
are necessary, it is easy to "microscopically continue" the pattern with
overlappina fields of view. To make a Tona line, we simply translate
the stage uniformly while projecting a 1ine mask.

A mask with several closely set fine details may produce a
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distorted image due to optical interference. For example, two
parallel line segments may exhibit broadening in their middles (cigar
syndrome). Careful spacing and exposure times can help, but it is
often necessary to expose one line at a time, either on the same PR
film or in consecutive exposure -- anodization cycles. Microscope
vibrations and mask movements have not been a problem as long as Tight

intensity is high enough to keep exposure times less than a minute.
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2.7 Advantages and Limitations

The combination of anodization and microscope photolithography
techniques with the extreme ruggedness of the refractory metal films
yields a unique realization of the Josephson effects, the refractory
metal proximity effect bridge. Using the above techniques, these
bridges may be quickly and easily fabricated within certain well
defined limitations. The optical resolution of our microscope sets
a lower 1limit on bridge length of about 0.3u. Shorter bridges have
been made but require the use of a scanning electron microscope and
such bridges were not used in the work discussed in this thesis.
Anodization of refractory metals does not seem to be resolution
limited. However, for large areas (> 0.25 x 10'6m2) undercutting
can become a serious problem. Matal removal through anodization is
limited to a depth such that the applied voltage does not exceed the
breakdown potential of the photoresist. This effectively limits us to
films of less than 500 R thickness, necessitating the care in film
fabrication described early in the chapter. Bridges have been ——
fabricated using ion beam etching and plasma etching for metal removal,
but again these techniques fall outside the scope of this work. Within
the above limitations the combination of refractory metal removal
through anodization and exposure of photoresist through the microscope

presents a powerful tool for laboratory thin film processing.
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Chapter 3
APPLICATIONS OF QUANTUM INTERFERENCE AT FINITE VOLTAGES

In the preceding two chapters we have considered the behavior and
fabrication of the proximity effect bridges., In this chapter, we will
consider combinations of two such bridges into superconductina thin
film circuitry with emphasis upon use as quantum interferometers and

the detection of small currents.

3.1 Quantum Interference at Zero Voltage

Quantum interference effects between two Josephson junctions at

1,2 to London's

zero voltage offer compelling experimental evidence

representation of superconductivity as a macroscopic quantum state

whose phase is coherent over the extent of the superconductor.3 As

with any coherent wave function, one should be able to ascertain relative

phase between two points through interference effects. This process

forms important background material for much of the work in this

chapter so we present a fairly detailed account.4'5
In a superconductor, the gradient of the phase of the wave

function, ve, is set.by the total momentum, mechanical and electro-

maanetic, Therefore by integrating this quantity between two points,

A and B, one obtains the phase difference between them.

The phase gradient in a superconductor is given by Eq., 1.3

+*
2
ve = %—' (A" 3 + A
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*
Az is the London penetration depth Az = -;%?—- .

pe Yo
If we consider a superconducting strip with a Josephson element in
it, then the phase difference between ends of the strip will just be
the path intearal of the above expression along the strip plus the phase
difference across the Josephson element, 6. The phase difference across

the Josephson element is determined,
is = dg sin 8 NERY

which implies

B
_ 2. .
- eB = .[.Ze/ﬁ (uox j+ A)de + 6
A

on (3-2)
Consider the geometry indicated in Fig, 3-1, two Josephson elements
connected in parallel by superconducting 1inks, The phase change from
point A to B across the structure must be the same independent of the
path followed. The phase change of the current through each arm must

be the same,

: P
81 +.[ 2e/h (u0l231 + A)dg = 6, + J. 2e/h (uol ip * A)ds , (3=3)
1

where 89 and 6, are the phases across the Josephson elements in each arm.
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Fia. 3-1. Schematic representation of a generalized
quantum interferometer. Interferometer consists of two
Josephson elements, connected in parallel with superconducting
paths. Current, I, flows from B to A, divided between paths
1 and 2. The Josephson elements involved may be of any physical

realization, tunnel junctions, point contacts, or proximity
effect bridoes,
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4 2e L W g
8§y - 8, —§—;ﬁ— AdL+J A (,]] Jz)dz

. (3-4)
a

The right hand side of this equation is the total anaular momentum of
the system. The line integral of A is just the enclosed magnetic

f'lux.‘ If we consider the totally symmetric case the currents in each
arm are equal (j1 = jz) and the maanetic term is all that contributes

to the phase difference.

6y = 8, = 2e/hd

The total current through the interferometer is the sum of the currents

in each branch

Jd = jo hsin 6, + sin 62] % (3-5)
- [ g B edy | e
jo sin (60 -72- ) + sin (60 + ﬁ")] 2,:]o sin &, [cos #t-]

L

. (3-6)

The maximum zero voltage current that the interferometer can support is
= L -
. 210|cos % [ " (3-7)

g
where o is the flux quantum h/2e. This well known relationship has

been verified for interferometers formed of all varieties of Josephson

1,9,1

elements, " including proximity effect bridges. In the zero
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voltage case the above is a full description of the quantum interference
phenomena,

If the Josephson elements in the interferometer are proximity
effect bridoes, the quantum interference effects persist at finite
voltages, above the critical current, With a finite voltace across the
bridges the supercurrent through each bridge oscillates at a frequency
w = %%! . Thus, the impedance of the superconducting paths between

bridaes must also be considered for quantum interference at finite

v oltages.
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3.2 Quantum Inteference at Finite Voltages

The quantum interference effects appearinag at finite voltaces for
a quantum interferometer composed of proximity effect bridaes are
schematically illustrated in Fig. 3-2. The upper portion of this fiqure
depicts the variation of critical current with maanetic flux through
the interferometer for purposes of comparison. The lower portion of
the figure shows the variation of dc voltage across the bridge as a
function of magnetic flux. For each trace the total current throuah
the interferometer is held constant. If the bias current is less than
the critical current, no voltage is produced, If the bias current is
above the critical current the voltage is modulated periodically with
the flux through the interferometer. Thus, the voltage across the
device is a function of bias current and flux through the interferometer
V = V(IB,¢). Another representation of this is given in Fia, 3-3. The
trace in the V = 0 plane is the critical current as a function of flux
through the interferometer., The traces in the ¢ = 0 plane are current-
voltage characteristics for the interferometer, which correspond to a
critical current maximum and minimum, projected into the zero flux

plane,
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Fig. 3-2. Illustration of quantum interference effects at
finite voltage. The uppermost trace is the critical current of the
interferometer, IC, as a function of maanetic flux through the
interferometer. One period represents a change of one flux quantum,

bgye

The lower traces illustrate the variation of the time averaae
voltage across the interferometer, at a constant bias current, as
a function of maagnetic flux throuaoh the interferometer. The param-
eter between traces is the bias current. For bias currents below
the minimum critical current, A, no voltage is produced, For bias
currents above the minimum critical current and below the maximum
critical current, B, the voltage is finite for part of a cycle
but zero for the remainder. For bias currents increasingly above
the critical current, C, D, and E, the voltage is periodically
modulated by the flux through the interferometer. As the bias
current is increased the modulation becomes smaller and more nearly

a sinusoidal function,
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Fig. 3-3. [Illustration of quantum interference at finite
voltages. The trace in the V = 0 plane is the modulation of the
critical current of the interferometer with magnetic flux
through the interferometer. The traces in the ¢ = 0 plane are
I-V characteristics projected into this plane. These are the
I-V characteristics corresponding to a critical current maximum
and a critical current minimum. The voltage across the inter-
ferometer varies both as a function of bias current IB and magnetic

flux ¢.
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3.3 The Relationship of Dissipation to Quantum Interterference at Finite

‘Voltaaes
The interference effects at finite voltage have not previously
been subjected to analysis, However, they may be approached through
consideration of the power dissipated in the interferometer, At finite
voltages each bridge, considered as an oscillator, may drive currents
throuah the other. The currents lead to a change in dissipation
with magnetic field resulting in a change in voltage across the device,
Let us consider in more detail a quantum interferometer composed
of two proximity effect bridges connected in parallel by superconducting,
thin film, paths, Most descriptions of the superconducting quantum
interferometer are given in terms of current, as in the preceding
sections, However, a common mode of operation for these devices is to
bias at a constant current, Ib, which is larger than the critical
current, Ic. and monitor the dc voltage ﬁ‘deve1oped across the device,
The maonitude of this voltage is periodic with maonetic flux in the
same manner as the zero voltage current., In this mode of operation,
the magnitude of the variation of V will ultimately determine the
sensitivify of the device. Since we commonly operate our thin film
devices in this mode we present a brief analysis outlining the dependence -
of the signal volteae, 6V, on the circuit parameters of the interferometer,
The origin of the dc voltage, V , is in the dissipation within
the interferometer, and the power so consumed is IBG' Thus any
variation in dc voltaae, &6V, arising in.a current biased mode reflects

a change in the dissipation. This relationship is shown in Fiq. 3-4, It
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Fia. 3-4, Measured I-V characteristics of a quantum inter-
ferometer. Curve N is the I-V characteristic when the interfer-
ometer's bridaes are in the normal state, above their transition
temperature. B corresponds to a critical current minimum; A to a
critical current maxima.l;Both A and B are below the transition
temperature. For a qiven bias current, 18 pA.in this case, the
power supplied to the interferometer is given by the larce box
with corner at N. The double hatched box with corner at A is the
power supplied to the interferometer at a critical current maxima.
The single hatched area with corners at A and B represents the
increase in the dissipation of the interferometer caused by a
change in the magnetic field of one half By e This change in
dissipation is related to the maximum voltage modulation, &V,

through the relation

§(Diss) = IBGV

as discussed in the text.
Inset pictures source of the change in dissipation,
Circulating ac supercurrents are driven through one bridae by

the other.
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It has been found]]

that the power dissipated in a proximity effect
bridge can be approximated by the sum of a normal dissipation plus a
dissipation due to the phase slip process. Each time the wave function

collapses an amount of energy, IS¢0. is lost.1]

This happens at the
Josephson frequency and gives, Diss = Is*o“ = ISV. the product of the
supercurrent and the time average voltage. In the mode of operation
we consider, near the critical current, most of the dissipation is due
to the supercurrent dissipation. At a constant bias current we can
relate a change in dissipation to a change in voltage, the signal

voltage,

67 = 1,71 6(TV) »  (3.8)

where the bar denotes time average. It should be noted that the
voltace is a function of both bias current, Ig, and magnetic flux ¢,
and thus the signal voltage is not necessarily related to the dynamic
resistance Rd = 3V/dIg as measured on an I-V curve,.

The equivalent circuit used to model the interferometer is shown
in Fig. 3-5. Essentially, the two bridges are connected in parallel
by an inductance, L. The devices have a well defined resistance which
can be measured when the junctions are in their normal state. For an
interferometer composed of two identical bridges the measured
resistance is one half the resistance R in Fig. 3-5., The inductance

L, is also a measurable quantity, (See Fig. 3-8 and Sec. 3.5).
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In the equivalent circuit the bridges themselves can be considered

as quantum voltage os;cﬂ'latt)rs]2

of amplitude V = RICIZ and frequency
w = 2e¥/h.

The alternating currents driven by one oscillator through the
other, lead to a change in the time average dissipation in the inter-
ferometer. This change in dissipation will depend upon the relative
phase of the oscillators.

The phase gradient in the superconducting strips is set by the
vector potential exactly as in the case of zero voltace quantum
interference (see Sec, 3.1). Thus the effect of the magnetic flux in this
model is to shift the relative phase of the two oscillators. This
phase shift will cause a variation in the superconducting dissipation,
I2 "V + I] . vz,and result in a change in voltage, 67, as discussed
above.

To analyze the dependence of the maximum amplitude of 66 upon
circuit parameters, bias current, and average voltage we consider the
bias currents large compared to the critical current. For these bias
conditions the oscillations of the bridges are nearly harmonic,
Jjustifying the use of harmonic circuit theory. Due to the extremely
small physical size of the superconducting circuits, the characteristics
dimensions will be much smaller than the wavelength of the oscillations
for all frequencies of interest. Therefore we have utilized lumped
circuit theory in the analysis that follows. That is, if wL ~ R then
the circuits will be much smaller than the wavelenath associated with

w. For example R~ 0,1 o then for L ~o10"1] h, w *'10]0/sec. If 2
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is the characteristic dimension of the inductance, & ~ 1072 m;which is
much less than A for frequencies up to 100 GHz, ‘

By shiftina the relative phase between the two oscillators, the
dissipation due to the rf circulating currents in the interferometer
is modulated. This dissipation is T;V:'. where I. is the rf circulating
current induced around the interferometer and Vc is the rf voltace around
the circuit, and it ranges in amplitude from zero when the oscillators
are in phase, to a maximum value when the oscillators are out of phase,
The maximum out of phase rf voltage around circuit, Vm. is the sum of
the rf voltages of the two oscillators. The maximum current I1 can be
estimated from the equivalent circuit to be I1 = Vm [2R + 1wL]-1. Intro-
ducing the flux quantum $o0 this induced circulatina current can be
rewritten as,

< o n
1° T (R /L+ 20 ] ‘

(3.9)

The maximum change in dissipation due to these circulating supercurrents

occurs upon going from the in-phase to out of phase saturation,

i} 4 \I-I . VZ ‘
max 2R¢0 _
—[-'-— + 2'|T.iV

The voltage oscillators have experimentally been found to have the form

. (3.10)

12
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_ _ IcR ;
Vi B Ny =g (1 + Cos ZeIhJ/-vdt) g (3.17)

After substituting for v] and v2 we rationalize the expression and take

the time average. We obtain an expression for the maximum modulation of

the dissipated power, in the hiah bias power limit, i;e. wl >> 2R

_ 2 %
8P, = 3/2 (ICR) ¢o/V2“L 5 (3.11)

This implies a voltage modulation

V| = —S = 1\73/2 =) \Ic"R . (3.12)

B B

This expression contains no free parameters; all quantities are measur-
able.

The high power asymptotic 1imit was taken to simplify the calcula-
tion. The harmonic expansion of the oscillating voltaage as given in

Appendix A is

v(t) = ¥ (1 r2 ] ()" (% &Ly 1)"‘ cos mz—t> (3.13)

m=1 0

With increasing bias power, ﬂ%ﬁ. the harmonic content of the oscillations
drops off. Near the critical current the harmonic content is very large

and the above analysis no longer applies. This presents sV from becoming
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as large as predicted for low bias powers., At low voltages (V < ICR)
the amplitude of the oscillating voltage becomes l1imited by that of
the dc voltage and the magnitude of the voltage difference expected

thereby decreases.
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3.4 Experimental Evidence

Experiments to confirm the maximum separation in the I-V character-
istics calculated in the previous section have been performed. The
maximum separation, AG, may be measured directly from the difference
in the I-V characteristics. The maximum such difference is seen to
occur for the I-V characteristics associated with critical current
maxima and minima. The separation between these two I-V characteristics
at a given bias current is just the quantity, |8V|, we desire. This
method, while straightforward, has the disadvantage that the resultant
quantity is the difference between two large numbers increasing the
error. An alternative approach is to modulate the magnetic field and
use standard lock-in techniques to detect the alternating voltage pro-
duced. If the quantity, dV/d¢, is plotted against total time average
flux for a constant bias current then the integral between zero
crossings also gives |8V|. Both methods give the same dependence on
(IBV)']. Figure 3-6(a) presents data from two interferometers,
obtained from the I-V traces.

Equation 3.12 indicates a natural set of reduced units for the

quantity éV.

[P _| 1 Rop 2 :
|6¥] = —=—=—3/2 (Z?%) (Ic R) . (3.12)
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Fig. 3-6. |&V| as a function of (IBV)'] plotted in reduced

-} ”
R¢ I
units |&v| EF% and -&— , Data (trace a) are for two
IV
B

interferometers at different critical currents., Data obtained from
direct I-V measurements. Line a has predicted slope 3/2. Line b
has slope 6 as predicted for a four junction interferometer., Both
interferometers shown in trace a are plotted from the same origin,
The break in the horizontal axis is to facilitate comparison between

a and b,
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The data are plotted in reduced units

|6V|/R¢0/2vL

and

to facilitate comparisons between devices. The predicted values of the
slope of the straight 1ine, in these units, is just 3/2, in excellent
agreement with the observed slope. The magnitudes in this zero-
parameter fit, generally aaree to within a factor of 2, The excellent
aareement with this simple model justifies our use of lumped circuit
theory and our use of the single equivalent circuit shown in Fig, 3-5.

A special interferometer with the geometry and equivalent circuit
shown in Fig. 3-7 was constructed as an additional test of this model.
It is an interferometer with two bridages (-~ 2u spacina) in each arm.
This geometry allows us to investigate changes in the oscillator
strength as well as changes in the parameters of the equivalent circuit.
If two bridges are placed in series and if they are nearly
identical it is possible for them to interact and synchronize their
oscillations. This interaction depends upon the separation of the
bridges. For a separation of 2u the interaction is weak enough that
differences in the bridges may easily disrupt the synchroni:a:ation.]3

The special interferometer shown in Fig., 3-7 was constructed in such a

way that bridges A and C in Fig., 3-7b, one in each arm of the
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interferometer, will be identical as will bridges B and D, but there
may be differences between the pairs, that is between A and B and C
and D,

The above analysis of the operation of a quantum interferometer
at finite voltages must be modified slightly for an interferometer
with two bridges in each path, The power dissipated in the circuit
will be increased, and the voltace across each bridge, and thus the
frequency of oscillation will be reduced by approximately a factor of
two.

If the oscillations in each of the bridges in each arm of the
interferometer are at the same frequency then the oscillator strengths
in our previous calculations are increased by a factor of two increasing
the dissipation by a factor of four., The voltage across each bridge is
half the total voltage across the interferometer. In the asymptotic

limit, the éffect upon the slope of the line predicted by Eq. 3412 is

to increase it by a factor of eight

R¢0 ICZR
|6V| m: gl = 3/2 Z—E C— . (3-]4)
IBV
If the two bridges in each are of sliahtly different resistances then
they will operate at slightly different voltaces, and thus at slightly
different frequencies. The increase in dissipation in this case is
Timited to a factor of 2 as the circulating currents will only

dissipate in an oscillator of the same frequency. The operating

voltage of each bridge will again be approximately half the voltage
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across the interferometer. The slope of &V v/s 1/IBV in high current
Timit will again be modified.this time by a factor of 4, Equation
(3-12) becomes

2
/R¢ . %R
sV| = 4 - 3/2 ——-—°> < X
|sv| \gm IBV . (3-15)

Therefore the slope of the linear dependence of &V on (IB'V) provides
a test of the coherence of the oscillators in each arm of the interfer-
ometer. If the oscillators are synchronized the slope will be
increased from 3/2 to 12,a factor of 8, If the oscillators are
incoherent the slope will increase from 3/2 to 6,a factor of 4, The
evidence, given in Fig. 3-6b, indicates that for this interferometer

the data exhibit a slope of six as expected for incoherent oscillators.



77

3.5 Use of Quantum Interferometer as a Galvanometer

We have seen that the quantum interferometer with proximity
effect bridges as the active elements, produces a voltage signal
periodic in the magnetic flux through the interferometer. This
signal has a period of ¢0 = h/2e. To illustrate the size of a flux
quantum consider the earth's field threading a hole 6f 3 micron
radius produces one flux quantum. The small size of the flux quantum,
which may easily be further subdivided by at least a factor of 103.]4
makes these devices extremely attractive for maagnetic field device
applications. In particular one may measure the maanetic flux produced
by a current. The current Is produces flux throuah the interferometer
given by ISM = ¢ where M is the mutual inductance between current path
and the interferometer. This signal current, Is’ produces magnetic
flux in the interferometer which modulates the critical current and
thereby, the voltage across the bridge,

By incorporating an intearal, thin film, superconductina current
path into the interferometer, as shown in Fiqg, 3-8, one forms a
mutual inductance, M, of the same magnitude as the interferometer
inductance L thus producing a sensitive galvanometer K composed
entirely of thin films. We have found experimentally that the best
coupling between IS. the signal current, and the interferometer
requires a large hole and a narrow sianal path as shown, This
qeometry allows a determination of the interferometer inductance
through the relation IS L = o where Is is the siagnal current

0 o
necessary to modulate the critical current through one period and we
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Fig. 3-8. Schematic representation of the galvanometer element,
The signal current, Is’ flows from A to C; the bias current, IS may be
fed from E to B in the symmetric case, or from F to A in the asymmetric
case, The voltage produced in the quantum interferometer is monitored

between C and D, Inset shows equivalent circuit considered in text,
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have made the approximation (excellent for this geometry) L = M,
Thus the calvanometer has a built-in, very accurate calibration

point, I_ .
So

The voltage across the galvanometer, V = V(Ib.IS), for a given
critical current is dependent on the bias current Ib and the dc value
of the sianal current (which determined the relative phase of the
oscillators). A small change in the voltage may be produced by a

change in either IS or I

b.
dv = %11’-— A 4 %\1 dI, . (3.15)
s/ b b/ S
The quantity §¥;)1 is the dynamic resistance, Rd. and we define
b/ s
T ) 1 as the response, r, of the oalvanometer. Both the response

b
and the dynamic resistance are functions of IS and Ib' In operation,

the galvanometeris biased with Ib and I to that portion of the voltage
surface having the maximum value of the response, Biasing to this
point yields the greatest sensitivity. As a specific example, a

galvanometer with R = 0,65 @ and L = 7.7 x 10'n

h, produces a maximum
response of 380 mQ. Our voltage sensitivity of 1 nv in room temperature
electronics implies a current sensitivity of 2.6 x 10'9 amps for this
device. This corresponds to a resolution of 10'4¢0. This resolution,
quite respectable in itself, is not set by a fundamental 1imit in the
galvanometer but rather by the noise in the room temperature
electronics. Use of the LHe-cooled transformer system described in

detail in Chapter 4 extends the capabilities of the device to the limit
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set by the fundamental voltage fluctuations in the device 210721 V2 /uz,

“1 A or 5 x 10°6 4, With a

This implies a current sensitivity of 8 x 10
one second time constant.

It should also be noted that the input to this device is entirely
superconductinag and, therefore, lossless. The input impedance is
entirely inductive and set by the inductance of the signal current
path =10"'%h. This thin film device is a true galvanometer with a low
impedance input which is entirely inductive, Greater current sensitivity
is available in commercial electrometers but only at the cost of a very
high input impedance. The galvanometer described above, offers the

intriguing possibility of being fabricated as an integral portion of a

low temperature thin film experiment. A detailed plot of the response

dv

= as a function of Is is given in Fig., 3-9, The maximum response
s

occurs for bias currents just larger than the maximum critical current,

—]1h.-

These data were taken from a galvanometer with R=0.65Q and L=7.7x10
In the cases considered thus far, the critical current is a

symmetric function of the signal current, If however the characteristic

is not symmetric then a small change in signal current can give rise

to a large charge in critical currents,as illustrated in Fiq., 3-11.

15,16,17 ¢ cause the critical

Various techniques have been proposed
current to vary asymmetrically with the sianal current. These generally
involve an asymmetric bias current geometry, for example biasing

between leads A & F in Fiag. 3-8. An asymmetric current bias will cause
a net flux through the interferometer. As the sianal current chances

this changes the critical current, and if the bias current is kept equal



Fig. 3-9, Galvanometer response, %‘{—

I
s| 'B
dc signal current, IS. Parameter between the curves is bias

, as a function of

current in microampere steps. Galvanometer had R = 0,650

and L = 7,7 x To'llh
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Fig. 3-11. Schematic illustration of asymmetry in the
Ic v/s L characteristics giving rise to current gain, Fia. 3-1la
shows the symmetric case; a small change in IS produces a small
change in the critical current Ic' In the asymmetric case, 3-11b,
on the steep portion of the characteristic a small chanae in
IS gives a large change in Ic and thus can result in current gain,

On the opposite portion of the characteristic a small change in

I gives rise to a yet smaller change in Ic.
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to the critical current, the flux it contributes will also change,
reinforcing or detracting from the effect of the sianal current. On
that part of the IC-Is characteristic where the effects add, the
quantity ;;f can be very large, leading to a large current gain as
reported by (:1a|~ke.]5 That is, a small chanage in sianal current will
induce a larcge chanqe in critical current. These devices also show
such current gain with a maximum value of dI./dI_ =5,

This current gain does not result in an increase in the response
of the galvanometer operated in a current biased, finite voltace mode.
In this case the total current through the device is fixed and the
change of flux produced by a chanae in critical current is small and
does not produce a large increase in response., Figure 3-10 shows
the maximum response in the asymmetric and symmetric cases for the same
calvanometer element. The maximum response for a aiven temperature
is found by measuring the response, r, and the dynamic resistance, Rd'
as a function of Is with Ib as a parameter, Apparently, the voltage

surface V(Is.Ib) varies with Is in such a way as to limit the maximum

response to approximately the levels in the symmetric case.



86

Fig., 3-10, Variation of aalvanometer response with dc sianal
current in symmetric and asymmetric current bias cases. Traces shown
are those, for a given temperature, yielding the laraest value of the

response,
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3.6 Inclusion of thé OQuantup Galvanometer inté a Superconducting

Transformer

The maximum response of the galvanometer element in conjunction
with the minimum detectable voltage sets a Timit upon the minimum current
the galvanometer element will detect. ISmin = Vmin/r' where r is the
responsivity of the galvanometer ., Frequently the minimum
detectable voltage is set by room temperature electronics rather than
by intrinsic noise levels in the galvanometer element. Since the
input to the galvanometer is entirely superconducting, the galvanometer
element is ideal for inclusion in the secondary of a superconducting
flux transformer. Under ideal conditions, the flux transformer will
provide a current gain given by the turns ratio, n, of the trans-
for'mer.]8 This passive current gain raises the signal current to a
level higher than the minimum detectable current of the galvanometer
element.

The superconducting transformer, due to its zero resistance to
current flow, will act to oppose flux changes through the secondary
even down to zero frequency. The secondary, a single turn of
superconducting material, is conveniently fabricated from the same
thin film parent material as the calvanometer element itself. The
geometry of the secondary is illustrated in Fig. 3-12. The current
in the primary generates flux which would cut the secondary if it
were not a closed superconducting loop. This flux is given by

¢s = IM where M is the mutual inductance between primary and secondary.

The shielding currents in the secondary generate an equal and opposite
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60

!

10wl

Fig. 3-12. Flat thin film superconducting transformer
secondary with galvanometer element included. See text for details
of operation. Leads to sides and bottom are for dc bias of
galvanometer.
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flux to maintain a net zero flux through the secondary. 0 = ¢S-ISLs
where IS is the inductance of the ring, This yields the shielding

currents

These shieldino currents produce a flux through the calvanometer element
given by ¢g = ISL where L is the mutual inductance of the sianal path
and the galvanometer element. Therefore, the flux throuah the
galvanometer element is ¢g = IL %H . Since without the transformer

the flux generated by the sianal zurrent would be just ¢ = IL, one may
generate more flux through the galvanometer element, and thus a larger
signal, with the same input current if M/LS is greater than unity. The
primary-secondary mutual inductance is given by M = k YL Ls where L

p
and Ls are the self inductances of primary and secondary and k is a

P

coupling constant ranaing from zero to unity. The constant k is the
ratio of the realized mutual inductance to the maximum possible

value M ==VLSLp. The gain of the transformer, that is, the ratio of
the currents needed to produce the same calvanometer signal with and

without the transformer is

I
_ no trans _ M _ ]/
ik enaamaled - K Lp/Ls

trans S
as k approaches unity the primary and secondary must be nearly the same

physical confiquration which yields, G = n, where n is the turns ratio
as predicted. Of course, lack of perfect coupling will limit the qgain
achieved in any real confiquration, The maximum value 6f coupling

attained was k = 0.05 yielding a gain of 2 for the flat ring system.
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The behavior of the secondary may be investigated independently
of the coupling between primary and secondary. If the secondary
and galvanometer element are placed in a uniform maanetic field, B,
then the flux necessary to produce one flux quantum in the
galvanometer element is just
N ¢oLs

0 ;
r ArL

B

where ¢0 is the flux quantum h/2e, Ar is the area of the secondary
ring, Ls the inductance of the secondary, and L the mutual inductance
between secondary current path and the galvanometer element, The field
necessary to produce a flux quantum in the galvanometer element without
the secondary is Bo = ¢°/Ag where Ag is the enclosed area of the

calvanometer element. The ratio of these two fields is agiven by
LA
s

For a secondary ring 1.2 mm in inner diameter, 60 u wide, L_ is

s
approximately 3 x 1072
11

h. The particular galvanometer element in this
ringhad L =5 x 107" and Ag =1x10"? mz. These yield an expected
value for Bor/Bo of 5.3 x 10-2. The experimentally measured value of
this quantity is 6.7 x 10-2. The excellent agreement indicates that
the combination of superconducting secondary and galvanometer element
transfers the magnetic flux from ring to calvanometer as calculated
above.

Theoretically one could achieve infinite cain with such a super-

conducting transformer, however in any real system the coupling

constant will diminish as the number of primary turns is increased thus
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limiting the gain that may be achieved. In the case of the“flat ring
the very low coupling constant attained is due to the essentially

zero axial extent of such a ring and the finite thickness of the
substrate. These limitations on the coupling of primary to secondary
encountered with the flat ring may be circumvented throuah a simple
change of geometry that has been demonstrated to yield a high value of
the coupling. Nan_c;]9 has investigated the coupling of cylindrical thin
film rings on rods to a primary coil wound tightly upon it. In the
case of a 3 mm rod and a one hundred turn, single layer primary wound
tightly (spacing less than 25u) upon the rod, he has obtained a value
of the coupling constant, k, of 0.97., This tight coupling makes
possible a dramatic increase, by nearly the number of turns in the
primary, in the sensitivity of the quantum galvanometer element., The
galvanometer, fabricated from the thin film material on the rod, would
respond to the shielding currents in the cylindrical secondary in

the same manner as was observed in the flat secondary ring described
above. The precise geometry and turns ratio needed would depend upon
the final desired experimental application but would resemble that

given in Fig, 3-13.
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Thin Film Galvanometer
and Transformer Secondary
on Rod

Thin Film Galvanometer
and Completed Superconducting
Transformer
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3.7 Summary

Ve have investigated the behavior of a quantum interferometer
composed of two proximity effect bridges connected in parallel with thin
superconducting films., In addition to the usual quantum interference
effects at zero voltaoe, these interferometers exhibit quantum inter-
ference effects when the proximity effect bridges are in the voltace
sustaininag state., The time averace voltage across the interferometer
is periodically modulated by the flux through the interferometer. As
with the modulation of the critical current, the period is the flux
quantum ¢0.

In the voltace sustaining state, the proximity effect bridoes
behave as quantum oscillators whose frequency depends upon the time
average voltage across them, The relative phase of the two oscillators
in the interferometer depends upon the flux throuah the interferometer,
The relative phase of the oscillators determines the maonitude of the
circulating currents, and.thus, the maanitude of the internal dissipation
in the device.

We have found the modulation of the dc voltane across the device
to be consistent with a change in internal dissipation of the device
due to circulating currents. The dependence of this voltage modulation
upon bias power and upon parameters of the interferometer has been found
to be in accord with a simple Tumped circuit model of the device, which
treats the bridge as voltage oscillator whose frequency depends upon the

time average voltage across the device.



95

We have also investigated utilizing such an interferometer as a
sensitive galvanometer., The galvanometer has a maximum current sensi-
tivity of -10'10 amps. The galvanometer is completely composed of thin
films and is of typical dimensions -100 p, thus presenting an excellent
choice for inclusion in superconductivity microcircuitry.

We have also investigated the possibility of extendina the current
sensitivity of this device throuagh inclusion in the secondary of a
superconducting flux transformer., We have found it is indeed possible

to do so with the exact value of gain so achieved depending upon the

conditions imposed by the final experimental applications.
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Chapter 4

NOISE MEASUREMENTS IN PROXIMITY EFFECT BRIDGES

4.1 Introduction

Many device applications of quantum interference are possible due
to the precise, yet sensitive nature of the phenomena involved.
Whatever the realization of the quantum interference element, the
fluctuations or noise in its electrical parameters will ultimately
determine the sensitivity limits of any device utilizina these elements,

The fluctuations in a proximity effect bridaoe whether in the
voltage across the bridge or in the current throuagh it will Timit the
device in two separate ways. For the sake of correctness, consider the
voltage fluctuation. The fluctuations will, of course, limit the
accuracy to which one may measure the voltage across the device. How-
ever, the voltage fluctuations will affect the bridge in a more
fundamental manner, The fluctuations in the voltaoe will result
directly in fluctuations of the phase difference across the bridae,
thus affecting the quantum relations governing its performance.

Voltace or current fluctuations within a given bandwidth will
limit any device dependent upon a low freguency measurement of the
critical current of the bridge or the voltaace across it., This effect
would 1imit the sensitivity of a double bridoe interferometer used, for
example, as a aalvanometer as described in the preceding chapter. The
operation of a bolometer utilizing a bridge as a temperature sensor1
will be degraded by noise from this source in addition to environmental
temperature fluctuations reflected into the critical current.

The dependence of both the voltaae across the bridae and the



97

supercurrent throuah it upon the phase difference of the superconducting
wave function across the device demands that fluctuations in the
current or voltage cause fluctuations in the phase, 8. Throuah the
relation 2eV = f Q%€ = hyw a fluctuatina voltace will directly result
in a finite linewidth for the Josephson oscillation. Voltaae or
current fluctuations will be associated with a fluctuation in the
phase of the wave function, The current-voltage characteristic will
be strongly affected by such fluctuations around the critical current.
As the binding eneray, E = Ic¢o cos®, becomes comparable to kT for
bias currents near the critical current. This changes the character-
istics from the theoretical with infinite slope at IC to one with
slope changina smoothly from zero to a finite va]ue.2 A similar
effect is observed near an rf induced constant voltage step in the —
characteristic; the step edges are rounded and for small steps the
dynamic resistance is no longer zero at the step center,

Thus, integrated effects of the fluctuations serve to limit
devices dependent upon the A-C Josephson effect; coherent radiation
detectors, voltage standards, mixers and sional sources.

A study of the fluctuating electrical parameters in a bridge will
help determine the limits of devices usino the proximity effect
bridges. Further, such a study through measurements of the total volt-
age fluctuations and the spectral density of these fluctuations will
reflect understanding upon dissipative processes in the proximity effect

bridaes.
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4.2 Backaround

In contrast to a reqular, periodic sianal, the future behavior of
a randomly fluctuating quantity cannot be predicted from a knowledge of
its past behavior‘.3'4 This lack of predictive ability agenerally is the
result of a lack of knowledae of the detailed motion of every quantity
in a system. There is, however, a certain amount of information that
is available about a fluctuatinag sional. In general, one can measure
the average value of such a noise siagnal, and in physical systems it is
aenerally assumed that this averaae value is independent of the time it
is measured. Generally one can decompose such a signal into a constant
equal to its average value and a fluctuating component a(t) whose time

average is zero.
<u(t)> = 0 ]

where the brackets indicate an averace over a large number of similarly
prepared systems at a aiven time, which is equivalent to a time average.
The average value of the square of the fluctuatinag component is, of
course, not zero. <a(t)a(t)> $ 0 If we take the product of the value
of the fluctuating quantity at one time, t, and another time, t', then
for very long time differences this quantity is zero. <a(t)a(t')> =0
but as t + t' this quantity acquires a finite value as stated above.
Therefore, there must be some characteristic time, T, over which the
fluctuating quantity retains some memory of its previous values.
Further, since we have assumed the averaaes independent of absolute

time, the above expression may be replaced by
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<a(t')a(t")> = <alo)a(t)> = K(t). This quantity is the correlation
function of the fluctuating quantity «(t) and only depends on the time
interval t. The characteristic time T may be thought of as the
approximate time between zero crossings of a(t). In addition to the
total mean-square fluctuations one is often interested in the spectral

decomposition of the fluctuating quantity. If we define

-

K(t) =f P'(m)eiwtdm ’

- 00

then P'(w) is just the Fourier transform of K(t). For K(t) to be real

P'(-w) = P (w) ;
For the special case t = 0

oo

K(0) = <a(0)a(0)> = <32> = JP P(w)dw

o}

where P(w)=2ReP'(w). P(w) is the spectral power density of a(t). This
very important quantity indicates the contribution of each frequency

interval to the total mean square fluctuations.
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4.3 Previous Analysis

The resistance of a normal conductor gives rise to
both the dissipation in the conductor and the noise currents aenerated
by the conductor. For a system in thermal equilibrium the powerful
fluctuation dissipation theorem5 relates the fluctuation power density
to the dissipative terms in the equation of motion of the body. If in
the classical case where hw << kT one considers the current fluctuations

in a conductor then

00,

<12> = PI(u))dw » (4-1)
0
and
Plw) = ZKTGSw) . (4-2)

m

If o is independent of frequency this is a white noise spectrum
normalized by setting the maagnetic eneray of the noise currents equal to
1/2 kT. The equal energy in each frequency interval implies that the
correlation time v for the electron-phonon interaction is short compared
to any time of interest in the problem. That is, for frequencies much
less than -~ 1/t the current fluctuations are uncorrelated and
independent of frequency. In the general case, the power

spectrum of the current fluctuations is
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P(w) = ﬁggégl coth (E;9> . (4-3)

This expression aarees with Eq, (4-2) in the classical limit as it
should. The requirement that the system is in equilibrium does not
apply to our case as we are most often interested in the non-equilibrium
situation where the bridoe is driven in a steady state. In this case
other noise sources may enter with appreciable maagnitudes, but must be
calculated for the particular physical processes involved.

In the case of a Josephson tunnel junction fluctuations in the
current will be introduced by the tunneling process. The tunneling
of the pairs involves the emission or absorption of a photon and the
tunneling probability will be influenced by the number of such photons
present. Fluctuations in the dissipation of these photons will result

6

in fluctuations in the pair tunneling currents, Stephen” has calculated

this effect and finds, for w < eVofﬁ),

P (w) = %E-IP(VO) coth (esV) . (4.4)

P
where Vo is the operatina voltage.
Rogovin and Sca]apino7 have calculated the fluctuations in the

quasiparticle tunneling currents and find

qp

(V0 + hw/e) coth[ B/Z(EVO + hw{]
+ qu(V0 - hw/e) ?oth [B/Z(evo-hmi]} : (4.5)

Pr () = e/Zn{I
qp
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This is the noise associated with the random passaae of quasiparticles
across a tunneling barrier.

Ambegoaker and Ha1prin2 have investigated the effects upon a tunnel
junction of a resistive shunt element with power spectrum aiven by
Eq. (4-2). The current fluctuations in the resistor introduce
fluctuations into the quantum phase difference across the device. They
find the current-voltage characteristics most stronagly affected in the
area around the theoretical critical current where the energy in the
fluctuations is comparable to the bridge eneray of the two supercon-
ductors. This effect is strongest for small critical currents;
IC¢o ~ kT, The noise fluctuations 1imit the maximum slope of the
current voltage characteristics to finite values.

For a Josephson device of low heat capacity, thermodynamic

temperature fluctuations
<AT > = 'C_ . (4"6)

where C,, is the heat capacity, will also introduce an additional noise
source. These fluctuations will give rise to fluctuations in the
critical current resulting in addition to fluctuations at all points
on the I-V characteristics. C]arkes’g has analyzed such fluctuations
phenomenologically and finds that a power spectrum proportional to

1/f should appear.
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4.4 Previous Experiments:

There are two primary quantities of interest in the noise properties
of a Josephson device, The total mean-square current or voltage fluctua-

tions have been investicated primarily throuah their effect upon the line-

10

width of the Josephson oscillation = and upon the D-C current-

11

voltaoce characteristics of the devices. The power density spectrum of

the fluctuations has not been as thorouaghly investigated although some

work has been done on a few types of devices.g’13

Kir'schman]2

measured the radiation linewidth of a current biased
proximity effect bridge and found the Tlinewidth to be consistent with
current fluctuations of the form

2

<i

> = kT IC/¢0 .

This expression incorporates Johnson noise in the bandwidth of the device,
the normal resistance divided by the kinetic inductance.

Daym g;_gl}o have measured the linewidth of a Josephson tunnel
junction, They found the linewidth to be consistent with the sum of
the fluctuations in the quasiparticle current and those in the
pair current as aiven by Eq, (4-4) and (4-5).

13

Kanter and Vernon ~ have directly investigated the power density

of the fluctuations in a Nb-Nb point contact and conclude that the
expressions for the fluctuations in the pair and quasiparticle currents
Eq. (4-4) and (4-5) give an adequate fit to their data.

11

Parker and co-workers have made .careful measurements of the dc
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current-voltace characteristics and the current-dynamic resistance
characteristics and find generally good agreement with those predicted
by the analysis of Ambegaokar and Ha1pr1n.2 The agreement is
particularly close in the case of a tunnel junction shunted by a
resistor, for low critical currents,

Clarke and Hawkins9 have investigated the voltage power density
spectrum for very low frequencies, They find that for a shunted
tunnel junction of very low heat capacity this spectrum has a strong
1/f dependence for frequencies below 10 Hz. This dependence
has been attributed to fluctuations in the critical current due to

thermodynamic temperature fluctuations.



105

4.5 Experimental Procedure

Effects of Noise in a Measurement System,

In performing a measurement upon any small sianal it is vital for
the experimenter to know how much noise his measurement system will add
to the signal of 1Int«=:r~est:.]4 Additional difficulties may arise from
the presence of interfering signals. These considerations are
particularly important in the case of noise measurements. For the
moment lét us concentrate upon the noise added by the measuring
system and leave consideration of interfering signals until we discuss
the particular experimental conditions encountered in this experiment.
The noise added to an experimental signal is usually dominated by the
first stage of the amplifier. Since different noise sources are
agenerally regarded as random and uncorrelated, the individual noise
powers add and the input noise at the first amplifier is most likely
to have a power comparable to the signal power being processed.

The sum of the noise power from all the sources in an amplifier
can be represented fairly accurately as the sum of an imaginary noise
voltage source and an imaginary noise current source connected across
the input of a noiseless infinite impedance amplifier of aain G, VWe
denote these sources by inz(ampereslez) and enz(Vo1t52/Hz). These
sources may well be frequency dependent. For the moment, let us con-
sider the source to have a resistance RS at some temperature, T. This
resistor produces Johnson noise <V2> = 4kT-RS. The equivalent circuit:

is shown in Fig. 4.1. The noise current generator is considered to

2

interact with the source impedance to produce a noise voltage ianS "
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O G

e:l VOUT

R,

?4RTRS Dix

Fig. 4-1, Equivalent noise circuit of an amplifier. Noiseless
amplifier of gain G is fed from a source impedance, RS. Noise of
amplifier is represented by noise current generator i 2 and a noise
voltage generator en2 connected across the input.
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This gives a total noise voltage, referred to the input of the amplifier,

given by

2 _ B2 4 42
Ei 4kTRS * 1n Rs * e, . (4-7)

The most commonly given specification for the noise characteristics of an
amplifier is the noise figure. The noise fiqure is ten times the log
of the ratio of the total noise power at the input to that of the

thermal noise from the source.

. B 2
4kTRS 1, RS * e

Np = 10 Togyg IR, . (4-8)

The noise fiqure is a function of temperature, freguency, and source
resistance. The temperature of the source resistance is commonly taken
to be room temperature, 290°K. For the preamplifier used in this
experiment (PAR 185) the minimum noise figure is 0.01 dB for
R5 % (] ok 1059. It is instructive to calculate the noise power at the

input due to the presence of the amplifier.

ehz * (inRs)2
Ng = 10 Togyq {1 + AKTR, . (4-9)
2 ] -3
e2, = (10 NF/107) akTR, = 2 x 1072 4KkTRg i

for a noise fiqure of 0.01 dB. This is insignificant compared to the
thermal noise from the source resistance at room temperature. If the
source resistance is not at room tempetature, but is part of a cryogenic

experiment, the thermal noise from the source impedance will be reduced
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while the amplifier noise stays constant, becoming a larger fraction of
the source noise. Therefore, the noise figures are no longer directly
useful to calculate the noise added by the amplifier in this situation.
We can eliminate this difficulty by making use of the concept of
equivalent noise temperature., The total noise power referred to the

input then becomes

2 .
E;S = KT R + 4KTGR . (4-10)

- E 2 o iln 2 2
4kTeRS = EA in Rs + e, . (4-11)
where Te is the equivalent noise temperature, The noise temperature
is independent of source temperature as desired. We can relate this

quantity to the noise figure by

Te = 290 (10 NF/10 = 1) »  (4-12)

where 290 is the temperature (room temperature) used to calculate noise
fiqure. A small change in noise fiaure will imply a large chanae in
noise temperature. The noise temperature will depend upon source
resistance 1in the same way that the noise fiaure does, except that

the degradation as we stray from the minimum noise figure (optimum
source impedance) is explicitly illustrated.

The optimum source impedance may be calculated from the noise figure.
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dNF
=0
dRg
yielding
; 2 - _sa
4kTRS [?1n Rs] - 4KkT io+ig RS 0 : (4-13)
e e @
Rg™ = ¢ /1n

This value of RS yields the minimum noise figure and temperature.

In measurements of proximity effect bridges in these experiments
the source impedance was much lTower than optimum. One may use a trans-
former to match the low source impedance to the optimum by selecting

2

the turns ratio A such that A Rs = R In general a real (as opposed

opt”’
to perfect) transformer will add some noise to the source noise but
generally the overall signal to noise ratio is improved. This noise

- 14
is primarily due to the dc resistance of the windings.

Noise Measurement System.

To measure the voltage noise density spectrum for the proximity
effect bridges requires a system capable of measurina voltage on the
order of the Johnson noise in the impedance characteristic of the
devices, at liquid helium temperature;

1/2 -12
V{vHz = (RkT) - 9 X 10 .

The measurements of the noise density in these bridges were carried

out using a cooled tr-ansfmr'mer]5 and a room temperature low noise

preamplifier. The preamplifier has its optimum noise performance for
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source impedances far above the typical impedances of these junctions.
The transformer is used to match the impedance of the source to the
optimum source impedance of the amplifier. If the transformer is cooled
to liquid helium temperatures, it will add almost no noise to that of
the amplifier as the flux noise in the core and the resistive noise in
the windings are reduced at low temperatures. The experimental config-
uration is detailed in Fig., 4;2. The bridge under test is mounted
directly upon the input of a Triad G-4 Transformer, modified for use

at helium temperatures. This transformer has a nominal gain at 4,2°K
of 380 with a bandpass of 10-4000 Hz. The bridage is shielded from the
transformer by copper, u metal, and superconducting lead shields.

This shielding also reduces extraneous signals induced into the trans-
former. The signal from the transformer is carried to the preamplifier
on shielded leads. The entire dewar assembly is housed in a u metal
cylinder for magnetic shielding and an experiment is carried out in a
shielded room capable of 80 dB rf shielding.

The preamplifier is a PAR 185, which, for a source impedance
between 3 x 105 and 2 x 106 ohms and a frequency of 103 Hz, has a mean
noise voltage of 3nv//Hz . The use of the transformer aives an
optimum source impedance of .5 ohms for the combination. The preampli-
fier is housed in a PAR 114 amplifter which provides additional gain and
s ignal conditioning. The output of the amplifier is fed into either an
IRT Tunable Microvoltmeter or into a Hewlett-Packard 3590A Wave

Analyzer for detection. If dynamic resistance rather than noise voltace

is the quantity under measurement, then the output of the amplifier
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Fig. 4-2, Schematic of Moise Measurement System. The proximity

effect bridoe, A, is mounted directly upon the input of a cooled trans-

former, B. The signal from the transformer is carried on shielded

leads to the room temperature preamplifier, C. The signal is then fed

into either a IRI tunable voltmeter, D, or a phase sensitive detector,

E. Bias current is provided from a digital ramp generator,
indicate superconducting shields used to isolate the bridge
transformer from external influences. Low pass filters are
current leads. The dashed line indicates a grounding strap

insure that the chassis qgrounds the various instruments are

F. G and H
and the

in the

used to

at the

same potential. J indicates the limits of the cryogenic environment,
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is fed into a PAR HR-8 phase sensitive detector which detects the
alternating signal provided in its reference channel. This reference
signal is, of course, not supplied during noise measurements.
Provision is made for bias current to be fed to the bridge from
an external current source. This bias current passes through a Tow
temperature, low pass filter which is mounted just external to an
additional superconducting lead shield surrounding the bridge under
test. Maanetic field is provided by a coil inside the lead shield

surrounding the bridage.
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4.6 Noise Performance

The noise temperature performance of the system yields a measure of
the efficiency of the shielding of the apparatus as described above,

The noise temperature consists of two parts

¢ & w2
n__s

4kRs

_ 2
T = e /ARy +

2

a measurement of the noise temperature for low values of RS yields e .

-22 VZ/HZ. Measurina the

2

directly. For this system e2n = 1;20 x 10

. noise temperature at higher values of RS and using e

ezn = 4,93 x 10'23 Az/Hz. Using these values one can construct a noise

- yields

temperature diagram for a center frequency of 1000 Hz., This is plotted
in Fig. 4-3. The noise temperature is seen to have a minimum value of
2.8°K at RS = 1.56Q, Also plotted in Fiqg. 4-3 is the noise temperature
"~ diagram for the PAR 185 preamplifier using the manufacturer's noise
specifications and assumina an ideal transformer. The difference in
the two curves is consistent with the noise power generated by the
resistivity of the transformer windings at the bath temperature (2.5°K
for the curve shown.) Further, the difference in the noise temperature
characteristics increases linearly with bath temperature-as expected
for noise from this source. This indicates that all components of noise -
generated by the measurina system have been properly taken into account,
The system may now be used to reliably measure the noise generated in
the device under test.

When used with the lock-in amplifier to detect coherent signals,

the system can easily detect a signal of 10'11 volts across a one ohm
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Fig. 4-3, Observed noise temperature characteristics of the
measurement system at 1000 Hz and 2.44°K, upper trace, Calculated
noise temperature assuming an ideal transformer, lower trace.

The difference in characteristics is due to the resistivity of
windings at the bath temperature. Squares denote noise temperature
with a calibrated wire resistor as source. Circles denote noise
temperature with a thin film source.
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source resistor at 4.2°K using a time constant of one second. This is

consistent with the above noise temperatures.
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4.7 External Noise and Interference

Modern civilization produces a host of electrical signals at a
variety of frequencies which have the unfortunate property of interfer-
ing with a measurement of this sort. The ac power lines, local tele-
vision and radio, microwave ovens, and many items of laboratory
equipment all produce interferina sianals of much areater maonitude
then the signal of interest. Such external signals must be screened from
the proximity effect bridge under test., In addition to signals directly
interfering at the measurement frequencies, signals at other frequencies,
television for example, will influence the quantum phase of the bridae
thus influencing the Tow frequency operation of the device.

An important consideration is the maonitude and effect of the noise
power produced in room temperature resistors and then introduced into
the bridge via the measurement lead wires. As an approximation of these
effects at low frequency, we imagine external noise as generated inna
room temperature Tr' resistor R, connected in series with the bridoe,
Then the noise voltage density appearing across the bridge from

external sources is,

R .2
S
Sex = OTTJ 4kTr ’

if R is much laracer than the dynamic resistance of the bridge, Rd. Sim-

ilarly, the noise voltage density from the bridge resistance is

Sg = 4kTRy. Thus, as long as RdTr << RTy, external noise effects will

be small relative to those originating within the bridge itself,
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the bridage noise will dominate; this criterion was followed in the design
of these measurements,
. Another measure of the interfering sianals produced in the

bridges throuah external influences can be inferred from the temperature
dependence of the dynamic resistance of the bridae. The enerqy of a
noise signal, or interfering ° signal, will be most likely to disrupt
the quantum phase coherence of the system when the binding eneray
of the two superconductors is equal to or less than the enerqgy intro-
duced by the interfering sional. This will be true for small zero
voltage currents and within the normal to superconducting transition
of the bridge. The calculation of Ambegaokar and Ha]prin2 (see
Sec. 4.2) for a resistively shunted tunnel junction indicates that the
dynamic resistance at zero bias current is very sensitive to the
noise eneray present in the bridge. This has been confirmed experi-
mentally by Parker,

Usinag measured values of the dynamic resistance as a function of
bias current with bath temperature as a parameter one may extract
an effective temperature for the bridge from published curveSI]
predicting the behavior of the dynamic resistance calculated from the
model discussed above, In all cases this effective temperature is with-
in about 20% of the bath temperature. This measurement, althouah
indirect, aives an excellent estimate of the integrated eneray of the
interfering signals compared to the energy of the fluctuations

generated by the device under test.



119

Using published curves for the model of Ambegaokar and

5

Halprin (see Sec. 4.,2), the minimum zero resistance current” is

hl
approximately Im!= 0.1 Ic when y = —EE%-= 5,and where Ic is“their fit-
ting parameter, the "critical current." Using T = 4K, we calculate a

value for I . ~ 5 x 1078A which is in very qood agreement with the

min
minimum zero resistance current “we bbserve (4.5 x 1078A), If we
remove the shielding precautions, this value increases to ~ 1.5 x 1076
and does not occur until a much lower temperature. Thus, at Teast in
I-V characteristics, this system performance is consistent with that
expected from'a simplified model of a resistively shorted junction

at the bath temperature,

The above considerations give an indication of the levels of the
total external interfering signals. The primary interfering signals
in our frequency range are, of course, the multiples of the power line
frequency., The amplitude of the 60 Hz signal is ~ 3 X 10']0 vV, after
careful shielding.

Experimental Sample Configurations.

The noise density spectrum was measured on proximity effect
bridges constructed upon three film-substrate combinations; niobium on
tantalum on sapphire, tantalum on titanium on sapphire, and tantalum
on titanium on glass. All bridges were constructed by techniques
described in Chapter 2. A11 bridges had lengths < 1u.

Six bridges were constructed from the Nb/Ta/sapphire parent
material. The transition temperature of all bridges was 3 4,0°K,

Resistance of the bridges ranged from 0.08a to 0.25q.
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Three bridges were constructed from the Ta/Ti/sapphire parent
material, The transition temperature of these bridaes ranged from 2.0°K
to 2.5°K. The resistances of these bridges were 0,172 , 0.33Q , and
0.42q,

Two bridges were constructed on Ta/Ti/alass parent material, The
transition temperatures were 2,.17°K and 2.405°K. The resistance of these

junctions were 0.8a and 0.350.
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4,8 Measurements of Noise Density Spectrum.

With the system described earlier, the voltage fluctuations in a
proximity effect bridge could be measured directly as a function of
bias current. These measurements are possible with temperature,
critical current, magnetic field, and radio frequency radiation as
parameters. Measurements were possible in a rance of frequencies
greater than two decades, 20 Hz to 4000 Hz,

Several features were common to all the samples, except the
bridges made from Ta/Ti/glass parent material. The distinctive
features of these bridges will be discussed separately. At temperatures
far above the transition temperatures of the bridge the device behaves
as a resistor of value Rn. Above the bridge transition temperature
the noise density scales with R and T as expected for Johnson noise,

The noise density is independent of frequency in the range available
for measurement and is independent of bias current for IO < 100 yuA.

As the temperature is lowered through the transition reqion, the
dynamic resistance slowly drops until a zero voltaae current appear's.z'”'1I6
For these bridges, this temperature interval between resistance Rn and
zero (for "zero" current) can be as larae as 1/2°K, However, as soon as
the dynamic resistance Rd at zero current falls below Rn. the device
begins to show quantum interference effects, both the ac and dc
Josephson phenomena, even thouoh there may be no zero-voltage current.
In this temperature region, the dynamic resistance also becomes a
function of current Rd(I). To within experimental accuracy, in this

temperature regime the noise voltage at zero current remains Johnson
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and scales with R,(0).

In Fig. 4-4, we see a typical trace of the output noise below the
transition as a function of bias current at a temperature below the tran-
sition region. This voltage is proportional to the square root of the
voltage output power density, E a[<V(f)2>+ EAZJ]IZ. The lower trace is
the dynamic resistance of the bridge for purposes of comparison. This
fiqure illustrates several features common to all the data. In the limit
of high currents (relative to the critical current), the voltage noise
density approaches a constant value equal to that for the bridace in nor-
mal state above the transition,

Another feature common to all the data is that in the vicinity of

the critical current the noise density <V2(f)> is much higher than at

higher currents. In Fig. 4-4 the maximum is:

2
22 \" 14z .

<V2(f)> = 4,9 x 10
This maximum in the noise density does not appear at the same bias
current as the maximum in the dynamic resistance but always occurs at
a $lightly lower current. The noise voltage appears to initiate sliahtly
below those bias currents at which the device becomes resistive.

Such a larae maximum in the noise density near the critical current
is, of course, very important to the understanding of the operation of
the bridge. In Fig, 4-5 the effect of chances in the critical
current and magnetic field is summarized. Again the output noise voltace

is plotted against bias current. In the upper traces temperature is the

parameter between curves; in the lower, magnetic field is the parameter,
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Fig. 4-4, Upper trace is a plot of output noise voltace as a func-
tion of bias current. Noise voltage at the higher currents approaches
the value observed in the normal state., Lower trace is dV/dI as a
function of bias current for purposes of comparison. The asymptotic
value approached by the noise voltage corresponds to a spectral power

=23

density of 6.7 x 107> VZ/Hz,
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Fig. 4-5, Effect of temperature and magnetic field upon the
noise voltage ohserved around the critical current. Noise voltage
is plotted as a function of bias current for several critical
currents, The baselinc répresents the noise voltage level corres-
ponding to the amplifier noise plus that due to Johnson noise in the
device.

The upper series of traces was taken at zero magnetic field
temperature chanaes between curves,

In the lower series of traces the temperature is held at 3.86°K
and the magnetic field upon the bridge is changed.

As plotted, these data are not intended for quantitative comparisons
but rather to facilitate relative examinations. The data of the top

traces will be presented in a quantitative way in Fig., 4-8.
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As the critical current decreases due either to changes in temperature
or magnetic field, the magnitude of the noise voltaace near the critical
current also decreases, indicating the noise voltage maxima scale as
the critical current rather than B or T directly. Althouah the fluctua-
tions predominately depend upon the critical current second order
effects due to the difference between temperature suppression and mag-
netic field suppression of the critical current are observed. This
indicates a possible dependence upon the detailed shape of the I-V
characteristic as another parameter in addition to the critical current,
These measurements, carried out at 1000 Hz center frequency, have
been repeated at 500 Hz, 285 Hz, 100 Hz with no change in magnitude or
current dependence of the noise., By fixing the bias current at, for
example, the noise maximum at one frequency, swept frequency measure=-
ments may be performed with the wave analyzer. These measurements
yield a white power density spectrum down to 20 Hz as shown in Fig, 4-6,
In Fig, 4-7 is shown the effect of RF radiation upon the bridge
noise, Again the dynamic resistance is plotted for comparison. The
noise at the critical current is largely unchanged by radiation except
to the extent that Ic is decreased, and again the noise decreases
for the higher currents. However, there is excess noise also around
the induced current "step" which is of comparable magnitude to that at
the critical current. This noise again does not appear at the maxima
of the dynamic resistance, but is offset on both sides towards the
center of the step. The noise on the high current side of the step

has a higher magnitude than the low current side. At the center of
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Output noise voltage as a function of frequency
for a Nb/Ta proximity effect bridge on sapphire. Bridge is biased
to maximum in noise voltage and frequency is swept. Spectrum is
seen to be flat except for peaks at harmonics of the line
frequency. Flat spectrum extends to at least 2000 Hz. Horizontal
line indicates the contribution of the amplifier to the observed
noise. Vertical side is linear in observed noise voltage,
Contribution from the bridge corresponds to a spectral density of

~6.7 x 10723 v2/y;
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Fig. 4-7. Upper trace is output noise voltaae as a function
of bias current. Lower trace is the dynamic resistance for comparison.
Electromagnetic radiation at 2 GHz is applied to the junction. Excess

noise is seen above and below the step as well as near the critical

current. Noise voltage at the indicated point corresponds to a spectral

density of ~6.7 x 10-23 V2/Hz.



130

(V™) INIYMND SvIg

1

l

I I

+wv

-

T

810 =y

|

1] 1

)

abD}|0A

o)

JONVLSISTY ©

d9V L7T0A

OINVNAQ

4SION



13}
the step the noise drops to a level characteristic of the measuring
system noise, which is our zero level, implying that the noise voltage

is zero, even at finite voltage, when the dynamic resistance, is zero.
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4.9 Discussion

The results presented in the previous section, and illustrated in
Figs, 4-4, 4-5, 4-6, and 4-7, are typical of all measurements upon
Nb/Ta/sapphire and Ta/Ti/sapphire bridages and may be put into perspec-
tive qualitatively and quantitatively with reference to the two fluid
models presented in the first chapter. In this model the current
throuagh the bridge is presumed composed of a normal current and a
superfluid current. If the fluctuations in each component of the flow
are assumed to be uncorrelated, then the power densities of the voltaane
fluctuations produced by each will add to give the total power density
of the fluctuations across the device. In what follows, the voltace
fluctuations, Sn(f). due to the normal current fluctuations will be
seen to depend upon the transfer impedance representing the super-
current fluid. The normal current fluctuations are still given by the
Nyquist expression, Eq. 4.2, The voltage fluctuations due to the super-
current flow, Ss(f), will be seen to result from the passage of pairs
across the bridge. The total expression for the voltage fluctuations
across the device will then be found to be in excellent quantitative
aagreement with the observed fluctuations,

Effect of Transfer Impedance

The proximity effect bridoe has been shown experimentally to
behave as a normal resistance shunted by a non-linear, oscillotory,
superconducting element. This element can be characterized by the
expression for the supercurrent passing through it as developed in the

first chapter:
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I (t) = 10/2[1 + cos eJ , (4.13)
with

6 = 2eV(t)M . (4.18)

Interaction of the normal fluid with the lattice produces fluctua-
tions in the normal current flow whose power spectrum is assumed to be

qgiven by the usual expression for Nyquist noise:
PIN(f) = 4kT/R , ‘ (4.15)

In the absence of the shunt element, this would give rise to a spectral

density for the voltage fluctuations given by:

2
4kTRd

Sv(f) = _——ﬁ_— . (4-16)

Where Rd is the dynamic resistance, the small signal response for the
system, However, for these proximity effect bridges, this voltage
fluctuation density will be modified by the presence of the non-linear
shunt element representing the supercurrent flow. In the voltage sus-
taining state this element can be described as an oscillator whose
frequency and impedance depend upon the voltage appearing across it.
This combination of a resistively shorted non-linear oscillator will
then function as a mixer with the superconductina oscillator acting as
a local oscillator at frequency w = (Zéﬁh)v. Energy from current
fluctuations around the local oscillator frequency can thus appear as

voltage fluctuations at other frequencies due to this mixing action.
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Those fluctuations which appear near zero frequency are of most impor-
tance to this work., As demonstrated in the first chapter the oscillation
in the bridge becomes particularly anharmonic for bias currents near the
critical current, This implies that for bias currents slightly higher
than the critical current, current fluctuations at several frequencies
will be mixed down to the low frequency voltage fluctuations that we
observe and thus we can expect the mogt pronounced low frequency noise
effects to occur for current near critical.

Likharev and Semenov]7 have performed a calculation of this effect
for a pure Josephson element. In their case the shunt element is

characterized by

I (t) = I, sin e , (4.17)
and

6 = 2eV/A ‘

They obtain the voltage spectrum due to Nyquist fluctuations in the

resistor R,

2
4kTR 1
- d 1 & . 4.18
S (F) D+g 5] (4.18)

We have performed (Appendix A) a similar calculation for the shunt
element assumed for our junctions. The resulting voltage spectral

density is given by

2 2
1 I

4kTRd
[1"'2-

Spify = (214 I )2] . (8.19)
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The voltage spectrum is composed of two terms; the first of which is
produced by the fluctuations in the normal current (that expected from
Nyquist noise) plus a second contribution from current fluctuations at
frequencies near that of the oscillation in the proximity effect bridoe,
As anticipated from the physical arquments, the second term decreases as
the bias current is increased above the critical current, reflecting

the more nearly harmonic form of the oscillation in the proximity effect
bridge at higher currents.

This expression for Sn(f), is plotted in Fig. 4-8, and is compared
with the observed noise density from the upper traces in Fia, 4-5, As
indicated by the poor fit, this expression is not adequate to account
for all of the observed fluctuations. The predicted values are too
small by a factor of 3-5 near the critical current. More importantly
the maxima values of this expression fall very near the maxima of the
dynamic resistance rather than the maxima of the observed noise values, —
indicating that this analytic result is incorrect in both magnitude and
functional form. See page 149 for Fig. 4-8.

Supercurrent Fluctuations.

Another possible source of noise in the proximity effect bridoes
arises from the transition of the superconducting pairs across the
potential drop produced by the bridge. The pairs and electrons in a
superconductor are normally in thermodynamic and chemical equilibrium,
However, the phase slip process in the proximity effect bridqe,18
during which the amplitude of wave fungtion collapses to zero and the

phase slips by 2n at the Josephson frequency, is an intrinsically time
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dependent, irreversible, and non-equilibrium situation, which will be
seen to give rise to a contribution to the voltage fluctuations across
the bridge.

The following model has been developed as an analytic approximation
to this effect and has some success in describing other properties of
these conducting junctions. In what follows the model is applied to an
analysis of pair noise.

For simplicity, consider the situation at a current carryina super-
normal (s/n) boundary. The superconductina wave function must go to zero
near the boundary and the supercurrent must be converted to a normal

19 indicates that this complex process

current. A detailed calculation
can be approximated by considering that.the pairs and electrons are not
in thermodynamic equilibrium with one another and that the electrons and
pairs are each characterized by separate electro-chemical potentials,

Mo and "p' In an equilibrium situation the two potentials are equal.
However, in a non-equilibrium situation characterized by a divergence of
the supercurrent, the potentials are unequal and the difference in
potentials is found to be proportional to the divergence of the super-
current, Near a current carrying boundary between a superconductor and
a normal metal the supercurrent must decay to give rise to the norma1
current, This causes a large divergence in the supercurrent and thus
produces a difference in the chemical potentials of the pairs and the
electrons. The pair potential is found to remain constant while that

of the electrons must change to produce the aradient in the electron

potential, or electric field, which gives rise to a normal current
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flow.

3 = -o/e(Vue) . (4.20)

These results are illustrated in Fiq. 4-9, which shows the cal-
culated variations in Hg® Mp» jn' jS and y near a (s/n) boundary,.
Notice in particular that y is seen to extend a relatively large dis-
tance into the normal material. The scale of variation in the horizon-
tal direction is taken to be the coherence lenath -- typically a
hundred anqgstroms in these films,

Yu20,21

has confirmed these predictions experimentally, He was
able to measure the difference between the pair potential, Hys and the
electron potential, Uas On both sides of a superconducting-normal inter-
face. He found excellent agreement with the theory but found the
characteristic length to be longer than the expected coherence

length in these films indicatina that the two potential concept is
correct but that the decay length is probably determined by a quasi-
particle relaxation time.

It has been proposed22 that a weakly superconductina bridae may be
viewed as two such boundaries "back to back", that is a super-normal
interface followed closely by a normal metal-superconductor interface.
The necessary feature is, of course, that the tails of the macroscopic
wave functions, extending into the normal material will overlap. In
the center of the bridge there will be a certain number of pairs

whose phase and pair potential comes from the right side of the bridae,

while the phase and pair potential for the remaining pairs will come
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Fio. 4-9. PRehavior of |y, Mas Hos js and j, at a

P
superconductina-normal interface. The units on the horizontal axes

are the coherence lenoth of the superconductor.

Fig. 4-9a indicates the wave function extends a considerable
distance into the normal material, an example of the proximity

effect,

Fig. 4-9b indicates the behavior of the chemical potential
of the pairs, ”p' and that of the electrons, p, throuah the S-N
boundary. The two chemical potentials are no longer in equilibrium’
due to the divergence of the supercurrent imposed by the boundary

with the normal material.

Fig. 4-8¢c indicates the normal current generated by the gradient
in the chemical potential of the electrons. The fiaure also shows
the decay of the supercurrent near the boundary. These quantities

are given for two values of j; 0.29 jc and 0.95 jc.
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from the left side of the bridge, This is illustrated in Fig. 4-10a,
The supercurrent due to the overlap of two such wave functions,

¢1ei¢1 and ¢2e1¢2 has been calculated,23s24
Jg = 3 sin(e=6,) + 8v4(1 + cos(4;-4,)) »  (4.21)

where B is a constant and where V¢ = v¢] = v¢2. The gradients of the
phase on the two sides must be equal to conserve linear momentum. This
supercurrent will exhibit quantum interference - the first term is the
usual Josephson effect and the second is an interference term which
originates from the phase dependent (¢] - ¢2) amplitude modulation of

overlap wave function w] * wz. Yu23’20

has experimentally confirmed
several aspects of this model., Of particular importance to this dis=-
cussion, he found the chemical potential for electrons to vary smoothly
across the junction.

For currents above the critical current of the junction the spatial
variation of the wave function in the interior of a proximity effect
junction will produce a strong divergence in the supercurrent, j¢, as
discussed previously. And this divergence will result in a difference
between the chemical potentials of pairs and electrons at each inter-
face. The fundamental assumption is that as in the case of a single
normal metal-superconductor interface, the pair retains the value of the
potential associated with the superconductor of its origin. There is,
however, a net potential difference between the superconductors, 2eV,
The pair potentials in the center region where the wave functions

overlap are therefore separated by this amount,
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Fia. 4-10. A schematic representation of the behavior of a
proximity effect bridaoe proposed in the text. The overlap of the
two wave junctions y, and y» is shown in 4-10a, while the
proposed existence o} two pair potentidls is shown in 4-10b,
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This situation is pictured in Fig. 4-10b. Thus we have approx-
imated an extremely complex physical situation as a single normal
electronic state Mo and two pair states; one with phase 3 and potential
n and another characterized by ¢ an