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ABSTRACT

Part one of this thesis consists of two sections. In the first section the fluorine chemical shift of a single crystal CaF$_2$ has been measured as a function of external pressure up to 4 kilobar at room temperature using multiple pulse NMR techniques. The pressure dependence of the shift is found to be $-1.7 \pm 1$ ppm/kbar, while a theoretical calculation using an overlap model predicts a shift of $-0.46$ ppm/kbar. In the second section a separation of the chemical shift tensor into physically meaningful "geometrical" and "chemical" contributions is presented and a comparison of the proposed model calculations with recently reported data on hydroxyl proton chemical shift tensors demonstrates, that for this system, the geometrical portion accounts for the qualitative features of the measured tensors.

Part two of the thesis consists of a study of fluoride ion motion in β-PbF$_2$ doped with NaF by measurement of the $^{19}$F transverse relaxation time ($T_2$), spin lattice relaxation time ($T_1$) and the spin lattice relaxation time in the rotating frame ($T_{1r}$). Measurements over the temperature range of $-50^\circ$C to $160^\circ$C lead to activation energies for $T_1$, $T_{1r}$ and $T_2$ of $0.205 \pm 0.01$, $0.29 \pm 0.02$ and $0.27 \pm 0.01$ ev/ion, and a $T_{1r}$ minimum at $56^\circ$C yields a correlation time of $0.74 \mu$s. Pressure dependence of $T_1$ and $T_2$ yields activation volumes of $<0.2$ cm$^3$/g-mole and $1.76 \pm 0.05$ cm$^3$/g-mole respectively. These data along with the measured magnetic field independence of $T_1$ suggest that the measured $T_1$'s are not caused by $^{19}$F motion, but by thermally excited carriers.
Part three of the thesis consists of a study of two samples of Th$_4$H$_{15}$, prepared under different conditions but both having the proper ratio of H/Th (to within 1%). The structure of the Th$_4$H$_{15}$ as suggested by X-ray measurements is confirmed through a moment analysis of the rigid lattice line shape. $T_1$ and $T_2$ measurements above 390 K furnish activation energies of $16.3 \pm 1.2$ kcal/mole and $18.0 \pm 3.0$ kcal/mole, respectively. Below 350 K, $T_{1r}$ measurements furnish an activation energy of $10.9 \pm 0.7$ kcal/mole, indicating most probably more than a single mechanism for proton motion. A time-temperature hysteresis effect of the proton motion was found in one of the two samples and is strongly indicative of a phase change. $T_1$ at room temperature and below is dominated by relaxation due to conduction electrons with the product $T_1T$ being $180 \pm 10$ K-sec. Using multiple pulse techniques to greatly reduce homonuclear dipolar broadening, a temperature-dependent line shift was observed, and the chemical shift anisotropy is estimated to be less than 16 ppm.
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CHAPTER 1
GENERAL INTRODUCTION
It was first suggested by Pauli (1924) and was later confirmed that many atomic nuclei in their ground states possess intrinsic angular momentum (spin) and magnetic moment. In Nuclear Magnetic Resonance spectroscopy one observes macroscopic effects of the magnetic moments associated with the nuclear spins. Since nuclear spins are microscopic in nature NMR provides a unique way to obtain microscopic informations on the physical and chemical properties of the material containing the spins.

Important progress has been made on the theory of NMR since the first detection of nuclear signal in 1946. Its application has been wide-spread: ranging from the field of nuclear physics, solid state physics, pure and applied chemistry, metallurgy to the field of biology, geophysics etc. Yet, even after 30 years of extensive research, new techniques and new applications are continuously being discovered.

This thesis research concentrates on the problems related to the use of NMR spectroscopy in the investigation of solids. The laboratory at Caltech in which most of the experiments were done is particularly well equipped for this purpose. The pulse spectrometer, as shown in Figure 1, operates at 56.4 MHz and is capable of performing various pulse cycles including the 8 pulse cycle which eliminates the dipole-dipole interaction of the nuclear spins in solids and allows measurements of smaller details such as chemical shift tensor. During the course of the present research different NMR probes were built to improve the 8 pulse performance and to allow measurements at various temperatures or pressures. The capabilities and flexibilities of the
spectrometer has a large influence on the type of studies pursued. The nuclei studied in this thesis are mainly proton and fluorine (\(^{19}\text{F}\)), either one of which has spin \(\frac{1}{2}\) and neither possesses an electrical quadrupole moment. In spite of these restrictions the three parts of the thesis contain a wide spectrum of topics in the field of NMR spectroscopy. The first part contains a study of pressure dependent chemical shift in ionic solids and a theoretical interpretation of the proton chemical shift tensors in diamagnetic solids. The second part contains a study of ionic motion in a superionic conductor, \(\beta\)-PbF\(_2\) doped with NaF. In the last part a metal hydride, Th\(_4\)H\(_{15}\), is studied. The materials studied range from diamagnetic solids to metals; the phenomena observed include resonance line shift and spin relaxation effects; and the techniques used consist of conventional pulse techniques and the newly developed pulse cycles. In short, this thesis represents an attempt to further the use of NMR in the study of solids and in each case definite progress has been made.
Fig. 1. Schematic diagram of the pulse spectrometer.
CHAPTER 2

CHEMICAL SHIFT MEASUREMENT AND INTERPRETATION
INTRODUCTION

A nucleus in bulk matter is surrounded by electrons and other nuclei, and the nuclear spin can serve as a probe to obtain information on this environment through its interaction with the surrounding electrons and nuclei. When materials containing nuclear spins are placed in a magnetic field the Hamiltonian for the spins can be written as

\[ H_{\text{total}} = H_n + H_e + H_d + H_q \]  

where

- \( H_n \) = interaction with the applied field; nuclear Zeeman interaction
- \( H_e \) = interaction with the electrons
- \( H_d \) = dipolar interaction among nuclear spins
- \( H_q \) = quadrupolar interaction with the electric field gradient

The term \( H_e \) consists of \( H_C \) : interaction with the orbital motion of electronic charges (chemical shift); \( H_K \) : interaction with the magnetic moment of electron spins (Knight shift); and \( H_{ss} \) : nuclear spin-spin coupling. The last term is included here because it is a second order effect of electron nuclear interaction.

The parameter \( \sigma \) characterizing the chemical shift is defined by the equation

\[ H_C = \vec{\mu} \cdot \vec{\sigma} \cdot H \]  

where \( \vec{\mu} \) is the magnetic moment of the electron and \( \vec{\sigma} \) is the nuclear spin.
where $\vec{\mu}$ is the magnetic moment of the nucleus; $\vec{H}$ is the applied magnetic field; and $\sigma$ is the parameter referred to as chemical shift tensor. If all interactions in Equation 1 except $H_{nz}$ and $H_c$ are absent, the magnetic field seen by a nucleus is

$$H_{\text{eff.}} = H (1 - \sigma_{zz}) \quad (3)$$

where the external field $\vec{H}$ is taken to be in the z direction. The experimental measurement allows only the determination of the relative shift $\delta$ with respect to a reference standard. Typically, the range of $\delta_{zz}$ for proton is at the order of 10 ppm, while that of heavier nuclei such as $^{19}$F and $^{13}$C the $\delta_{zz}$ is at the order of 100 ppm or more (2).

The measurement of chemical shift is one of the main tasks of NMR spectroscopy since chemical shift is found to be very useful in correlating and understanding electronic structures of numerous materials. The electronic structure around a nucleus is dependent on the chemical environment of the nucleus; the chemical shift which measures the electron-nuclear interaction reflects the chemical state of the material. Small variations in the electronic states due to variation of external parameters such as temperature, pressure, concentration ... etc. can be studied by chemical shift measurements.

Traditionally most chemical shift measurements are done in liquids where the $H_d$ in Equation 1 is averaged out due to the rapid random motion of the nuclei. In most solids under normal laboratory magnetic field $H_d$ is much larger than $H_c$ and as a result the NMR line is broadened so much that the measurement of chemical shift is impossible. With the recently developed multiple pulse techniques 99.5% or more of...
The dipolar interaction can be eliminated and the chemical shift information is recovered. In addition, if a single crystal is used not only the isotropic part but all six components of the symmetric part of the tensor can be measured $^{3-7}$.

The original theory of chemical shift was proposed by Ramsey $^{8}$. In his derivation the absolute shift $\frac{\Delta \sigma}{\sigma}$ is separated into diamagnetic and paramagnetic terms. Direct application of the theory is difficult and becomes even more so for large molecules and extended solids. To reduce this problem Saika and Slichter $^{9}$ proposed that the chemical shift is essentially due to electrons near the shielded nucleus and a good estimate of the shift can be obtained by considering only the local paramagnetic and diamagnetic terms, both of which are from contributions of electrons in the orbitals centered on the shielded nucleus. The contributions from electrons on other centers can then be considered as bulk susceptibility effect. This localized theory has been quite useful in estimating the shifts in large molecules containing nuclei such as $^{19}$F and $^{13}$C $^{10}$. However, for proton chemical shifts the local contribution around the proton seems inadequate to account for the experimental results. It is recognized that since the total shielding of the proton is small the neighbor effect may become one of the dominating factors $^{2}$.

The purpose of this part of the research is to extend the experimental and theoretical study of chemical shift tensors in solids. In the first section the technique which eliminates nuclear dipole-dipole interaction and allows measurement of small chemical shifts is applied to the measurement of the shift of $^{19}$F in CaF$_2$ as a function of
hydrostatic pressures in the 4 kbar range. A calculation of the pressure dependent shift using Ramsey's formulation is also presented and compared with the measurement to provide a test of this formalism.

In the second section the theory of chemical shift as applied to proton is re-examined. Instead of trying more and more complicated calculations of the total shift a new interpretation is proposed which follows the same principle that motivates the localized theory mentioned above. Namely, the chemical shift tensor is to be explained and understood by seeking out the dominant contributions which can be estimated rather simply. In this way some of the confusions in the existing theories of proton chemical shift tensors are clarified.
PRESSURE DEPENDENCE OF $^{19}\text{F}$ CHEMICAL SHIFT IN CaF$_2$

BACKGROUND

Chemical shifts have been measured in a number of ionic solids (11-13). In most cases, the shifts have been interpreted with an overlap model originally proposed by Kondo and Yamashita (14). A useful and stringent test of this interpretation is to compare the calculated and experimental pressure dependence of the chemical shift in such solids. During pressure experiments only the interatomic distance is varied, and the overlap model makes a clear prediction of the pressure dependence of the chemical shift which can be compared directly with experiment. Measurements of this type have been performed on heavy ions $^{87}\text{Rb}$, $^{137}\text{Cs}$, $^{127}\text{I}$, $^{81}\text{Br}$, and $^{35}\text{Cl}$ in RbCl, RbBr, RbI, CsBr, and CsI (13).

In the present work the pressure dependence of the chemical shift of $^{19}\text{F}$ in CaF$_2$ is reported. The relatively simpler electronic wavefunctions of the lighter fluoride ion allow testing of the various aspects of the overlap model with more precision and less ambiguity since better Hartree-Fock wavefunctions are available for the fluoride ion than the heavier halides treated earlier (13).
EXPERIMENTAL ARRANGEMENTS

In this measurement an eight-pulse cycle (4) is used to eliminate the $^{19}\text{F}-^{19}\text{F}$ dipolar interaction and allow measurement of the $^{19}\text{F}$ chemical shift. The probe for the spectrometer was specially constructed with a coil of 5 mm in diameter and located inside a beryllium-copper high pressure cell. The coil has about 12 turns and is made of flattened copper wire to improve the rf homogeneity. The pressure cell was patterned after the type used by Benedek (15) with a design pressure range of 8 kbar, but the system was used only up to 4 kbar. The pressure was transmitted by hydraulic oil and was measured by a Heise-Burbon tube gauge to 0.1% accuracy. A single crystal of $\text{CaF}_2$ was cut into a spherical shape and was attached to a nylon rod which could be screwed in place inside the high pressure cell. The purpose of this was so that the orientation of the crystal could be adjusted while the probe was in the magnetic field and that orientation could remain fixed during the pressure experiment as the pressure fluid is moving in and out of the cell.

The symmetry of the fluorine site in $\text{CaF}_2$ is cubic, and the chemical shift tensor is therefore isotropic. Thus, the chemical shift is independent of the orientation of the crystal; however, the dipolar interaction is dependent on the orientation of the crystal, and it was desirable to make measurements with the magnetic field oriented parallel to the [111] crystallographic axis where the line narrowing is the most efficient. An internal calibration scheme was devised since the application of pressure causes some detuning of the probe which can affect the measurements made with the eight-pulse cycle (5). To allow determination of the chemical shift independent of such effects, a
differential measurement was made by including a small amount of liquid C\textsubscript{6}F\textsubscript{6} sealed inside a spherical glass bead, inside the coil near the CaF\textsubscript{2} sample. As pressure was applied, the resonance peaks of both the CaF\textsubscript{2} and C\textsubscript{6}F\textsubscript{6} were measured simultaneously. Since a small air bubble was formed inside the glass bead before and after the pressure experiment, some leeway was provided for the glass to contract and still maintain the C\textsubscript{6}F\textsubscript{6} near atmospheric pressure at all times.

THE MEASURED SHIFT

The measured shift is shown in Figure 1. The shift induced by pressure is -1.7 ± 1 ppm/kbar. There was scattering (2-3 ppm) of the measured difference between the reference peak and the CaF\textsubscript{2} peak since the separation was large, 61 ppm or more, and the line width of the CaF\textsubscript{2} was ≈5 ppm. The 5 ppm line width was present because one had to go off resonance enough to allow the two peaks to simultaneously be viewed on the same side of resonance and the H\textsubscript{1} inhomogeneity off-resonance cross term in the Hamiltonian\textsuperscript{(5)} became large. The CaF\textsubscript{2} peak was, thus, too far off resonance to have the best resolution, and the error limit has been set at ± 1 ppm/kbar.

CALCULATION OF THE CHEMICAL SHIFT

The small differences in the resonance frequency that are observed when the chemical environment of the $^{19}$F is altered can be discussed in terms of electronic wavefunctions and charge distributions near the $^{19}$F nuclei. The theoretical basis for such an interpretation was initially formulated by Ramsey\textsuperscript{(8)} and is applied here to calculate the
pressure dependence of the $^{19}$F shift in CaF$_2$. Ramsey's formulation separated the shielding tensor into two components: a diamagnetic term which is calculated from ground state wavefunctions and a paramagnetic term which involves a summation over all excited states. As knowledge of the excited state wavefunctions is normally not available, exact calculation of the paramagnetic term is not possible. Ramsey suggested that the average energy approximation of Van Vleck and Frank$^{(16)}$ could be applied to remove the summation over excited states and thus furnish a means of obtaining an approximation to the paramagnetic term from knowledge of only ground state wavefunctions. Although widely used, this approximation has received criticism$^{(17)}$ and can be justified primarily by its success in accounting for observed shifts$^{(18)}$. Alternate approaches$^{(18-22)}$, including the use of variational techniques, have been developed to attempt to circumvent this difficulty inherent in the second-order perturbation formulation and have succeeded in giving good agreement with experiment for small molecules. The average energy approximation approach was used in the overlap model of chemical shift in ionic solids by Kondo and Yamashita$^{(14)}$ and has given correct qualitative predictions where it has been applied to calculations of the pressure dependence of the chemical shifts in the heavier halides$^{(23,24)}$, and it is used here to attempt to account for the observed pressure dependence in CaF$_2$.

In this overlap model the paramagnetic term is seen to arise mainly from the overlap of the ionic wavefunctions among nearest-neighbor ions, and the pressure data are particularly useful because one can test directly the dependence of the shift on the amount of overlap between ionic wavefunctions.
The following formulations and notations are similar to that by Ikenberry and Das (23) in their calculation of chemical shift in alkali halides and also to that by Vaughan, et al. in their calculation for MgF$_2$ (12).

From Ramsey's equation, using the average energy approximation and the closure relationship (23), one obtains the following relationships for the chemical shift:

$$\sigma = \sigma^d + \sigma^p$$

$$\sigma^d = \left( \frac{e^2}{2mc^2} \right) < \psi_0 | \sum_k \left[ \hat{r}_k - \hat{r}_{kl} \right] \hat{r}_k \cdot \left( \hat{r}_k - \hat{r}_{kl} \right) \cdot \hat{r}_k | \psi_0 \rangle$$

$$\sigma^p = \left( \frac{e^2}{\Delta Em^2 c^2} \right) < \psi_0 | \sum_{k,k'} \left( \hat{r}_k \cdot \hat{r}_{kl} \right) / r_{kl}^3 | \psi_0 \rangle$$

where the ground state wavefunction

$$\psi_0 = \frac{1}{\sqrt{2n!}} | \psi_1 \uparrow (1) \psi_1 \uparrow (2) \ldots \psi_n \uparrow (2n-1) \psi_n \uparrow (2n) |$$

$$\psi_i = \phi_i - \frac{1}{2} \Sigma_j S_{ij} \phi_j + \frac{3}{8} \Sigma_{jk} S_{ik} S_{kj} \phi_j - \ldots$$

$$S_{ij} = < \phi_i | \phi_j > - \delta_{ij}$$

$\uparrow$ or $\downarrow$ denotes the spin part of the one electron wavefunction, and the spatial part is

$$\psi_i = \phi_i - \frac{1}{2} \Sigma_j S_{ij} \phi_j + \frac{3}{8} \Sigma_{jk} S_{ik} S_{kj} \phi_j - \ldots$$

in which $S_{ij} = < \phi_i | \phi_j > - \delta_{ij}$ is the overlap between ionic wavefunctions $\phi_i$ and $\phi_j$ of free ions. $\psi_i$ defined in this manner is the
Löwdin orthogonalized atomic orbital\(^{(25)}\). \(\mathbf{r}_k\) is the position of electron \(k\) from the nucleus of interest. \(\mathbf{R}_{kl}\) is a vector from the nucleus of interest to the location of the vector potential gauge center for the electron \(k\). \(\mathbf{l}\) is the unit dyadic; \(\mathbf{l}_{kl}\) is the angular momentum operator, \(-\mathbf{\hbar} (\mathbf{r} - \mathbf{R}_{kl}) \times \mathbf{\nabla}_{k'}\). From the location of the gauge for electron \(k\), \(\Delta E\) is the "average excitation energy."

Note that Equation 1 is written in a form such that one can arbitrarily choose the gauge for the vector potential of each electron; however, this is clearly not possible for an electron in an antisymmerized wavefunction. It is possible, however, to use an appropriate gauge choice for the noninteracting electrons, i.e., the core electrons on the ions which do not overlap to any extent with neighboring ions, to evaluate their contribution to Equation 1. That is, for electrons forming filled shells and so tightly bound that their mean potential is spherical, the sum of \(\sigma^d\) and \(\sigma^p\) will be small and in the form of a point dipolar field at a position outside of the ion in question\(^{(8)}\), as can be most easily seen with a gauge centered at the nuclear site of the electronic wavefunctions in question. For the cubic structure of interest here, such terms will contribute only in the long-range bulk susceptibility term.

Thus, for the calculation done here the only electrons considered for Equation 1 are the outer s and p electrons on both the fluorine and calcium as well as the core electrons on the fluorine site for which the calculation is being done. Thus, Equation 1 is converted to a summation of contributions from each of these remaining orbitals in Equations 3 and 4 and with a gauge choice centered at the fluorine site where the
magnetic shielding is being calculated.

\[ \sigma^d = \frac{2}{3} \alpha^2 \sum_j < \psi_j \left| \frac{1}{r_0} \right| \psi_j > \]  
\[ \sigma^{pp} = -\frac{4\alpha^2}{\Delta} \left[ \sum_j < \psi_j \left| \frac{1}{x_0} \frac{2}{3} \right| \psi_j > - \sum_{j \neq j'} < \psi_{j} \left| \frac{1}{x_0} \frac{2}{3} \right| \psi_{j'} > \right] \]  

where \( \alpha \) = the fine structure constant
and \( \Delta \) = the average energy in Rydberg
\( r \) = units of Bohr radius (the spin multiplicity of 2 is included).

If one evaluates Equations 3 and 4 with this particular choice of gauge, one finds that for electron density located far from the nucleus of interest both \( \sigma^d \) and \( \sigma^{pp} \) receive large contributions of opposite sign. That the total contribution to the chemical shift, \( \sigma \), from electrons located far from the point of interest should be small has long been recognized\(^{(26)}\), and the large and canceling contributions to \( \sigma^d \) and \( \sigma^{pp} \) are artifacts of the gauge choice. For these reasons previous authors\(^{(26)}\) have concentrated on calculating the local contributions to \( \sigma^d \) and \( \sigma^{pp} \) and have corrected, if at all, for the longer-range effects with a bulk susceptibility correction determined experimentally.

Considering first the paramagnetic term, \( \sigma^{pp} \), the local contribution includes all terms such as \( < \phi_0 \left| O_p \right| \phi_j > \), and the ions in consideration include the fluorine at the center together with four calciums and six fluoride ions as shown in Figure 2. Under these conditions, Equation 4
simplifies to:

\[
\sigma_{xx} = -\frac{16\alpha^2}{\Delta} \left\{ \langle \phi_{0y} | \frac{1}{r_o^3} | \phi_{0y} \rangle \left[ 2 | S_{0j}^\sigma |^2 + | S_{0j}^\sigma |^2 + 2 | S_{0j}^\pi |^2 \right] \\
- 2S_{0j}^\sigma \langle \phi_{0j}^\sigma | \frac{1}{r_o^3} | \phi_{j}^\sigma \rangle - 2S_{0j}^\sigma \langle \phi_{0j}^\sigma | \frac{1}{r_o^3} | \phi_{j}^\sigma \rangle \\
- 4S_{0j}^\pi \langle \phi_{0j}^\pi | \frac{1}{r_o^3} | \phi_{j}^\pi \rangle \right\}
\]

\[
-\frac{32\alpha^2}{3\Delta} \left\{ \langle \phi_{0y} | \frac{1}{r_o^3} | \phi_{0y} \rangle \left[ 2 | S_{0j}^\sigma |^2 + | S_{0j}^\sigma |^2 + 2 | S_{0j}^\pi |^2 \right] \\
- 2S_{0j}^\sigma \langle \phi_{0j}^\sigma | \frac{1}{r_o^3} | \phi_{j}^\sigma \rangle - 2S_{0j}^\sigma \langle \phi_{0j}^\sigma | \frac{1}{r_o^3} | \phi_{j}^\sigma \rangle \\
- 4S_{0j}^\pi \langle \phi_{0j}^\pi | \frac{1}{r_o^3} | \phi_{j}^\pi \rangle \right\}
\]

where the first three lines involve the orbitals of the center fluorine with subscript, o, and the neighbor fluorine with subscript, j. The last three lines involve the center fluorine and the calcium orbitals with subscript, j. The overlap between non-next neighbors is neglected, and since the S's are small, only terms up to the order S^2 are retained. All integrals of the type \( \langle \phi_i | O_{ij} | \phi_j \rangle \) are neglected if neither of the \( \phi_i \), \( \phi_j \), nor \( O_{ij} \) are located at the center fluorine. Previous authors\(^{(23)}\) have used a somewhat different approximation. They have not excluded all nonlocal
integrals of the type $\langle \phi_i | O_p | \phi_j \rangle$ but have included terms of the type $\langle \phi_j | l_{x_0} | \phi_j \rangle$ while neglecting terms of the form $\langle \phi_j | l_{x_0} | \phi_j \rangle$. This is inconsistent since one can show that the ignored terms are larger than those included. That is,

$$\langle \phi_j | l_{x_0} | \phi_j \rangle = \langle \phi_j | l_{x_j} | \phi_j \rangle + \langle \phi_j | \gamma \frac{\partial}{\partial z} - Z \frac{\partial}{\partial y} | \phi_j \rangle$$

and the second term is of order unity and clearly can be neglected only if one wishes to calculate the local contributions to $\sigma^p$. For comparison, the paramagnetic term calculated in this previous approximation is:

$$\sigma_{xx}^p = -\frac{16\alpha^2}{\Delta} \left\{ \langle \phi_{o_y} | \frac{1}{r_0} | \phi_{o_y} \rangle \left[ |S_{o_j}|^2 + |S_{o_j}|^2 + |S_{o_j}|^2 - 2S_{o_j} S_{o_j} \right] \right. - 2S_{o_j} \langle \phi_{js} | \frac{1}{r_0} | \phi_{o_j} \rangle \left\}$$

$$- \frac{32\alpha^2}{3\Delta} \left\{ \langle \phi_{o_y} | \frac{1}{r_0} | \phi_{o_y} \rangle \left[ |S_{o_j}|^2 + |S_{o_j}|^2 + |S_{o_j}|^2 - 2S_{o_j} S_{o_j} \right] \right. + 2(S_{o_j} - S_{o_j}) \left\{ \langle \phi_{o\pi} | \frac{1}{r_0} | \phi_{o\pi} \rangle - \langle \phi_{o\sigma} | \frac{1}{r_0} | \phi_{o\sigma} \rangle \left\}$$

$$- 2S_{o_j} \langle \phi_{js} | \frac{1}{r_0} | \phi_{o\sigma} \rangle \right\}$$
For the diamagnetic term, one obtains:

\[
\sigma^d = \sigma^d_F + \sigma^d_{\text{overlap}}
\]  

(11)

\(\sigma^d_F\) is the contribution due to the fluorine ion at the center.

\[
\sigma^d_{\text{overlap}} = 4a^2 \left\{ < \phi_{os} | \frac{1}{r_0} | \phi_{os} > \left( |S_{ojs}|^2 + |S_{ojs}|^2 + 2|S_{ojs}|^2 \right) 
+ < \phi_{os} | \frac{1}{r_0} | \phi_{os} > \left( |S_{ojs}|^2 + |S_{ojs}|^2 \right) - 2 < \phi_{os} | \frac{1}{r_0} | \phi_{js} > 
+ S_{ojs} < \phi_{os} | \frac{1}{r_0} | \phi_{js} > + S_{ojs} < \phi_{os} | \frac{1}{r_0} | \phi_{js} > + 2S_{ojs} < \phi_{os} | \frac{1}{r_0} | \phi_{js} > 
\]

(12)

The first four lines are for F-F overlap, and the last four lines for
the F-Ca overlap.

The evaluation of the above equations requires the value of overlap integrals at different pressures. The atomic spacings at different pressures are obtained from Bridgman's compressibility data (27). The overlap integrals at those atomic spacings are calculated on a computer using Clementi's Hartree-Fock wavefunctions (28). Part of the integrals pertinent to the pressure calculation are shown in Table 1. One can use the calculated absolute shift of CCl$_3$F (188.7 ppm) (29) together with measured differential shifts between CaF$_2$ and C$_6$F$_6$ (-61 ppm) and the reported shift of C$_6$F$_6$ relative to CCl$_3$F (+164.9 ppm) (30) to assign an absolute shift of 292.6 ppm to CaF$_2$. The diamagnetic term as calculated from equations 11 and 12 is 482.25 ppm, and thus, by difference, the paramagnetic term as defined in Equation 7 is 189.65 ppm. This value for $\sigma^P$ can be used to fit the average energy parameter, $\Delta$, in Equation 7, and one obtains a value of 0.47 Rydberg with Equation 8. Pressure dependence can be obtained by reevaluating Equations 7 and 8 for overlap integrals appropriate for the high pressure condition and assuming that $\Delta$ remains constant. The pressure induced shift calculated in this fashion is -0.46 ppm/Kbar and is due almost completely to the change in $\sigma^P$ since the $\sigma^P_F$ is pressure independent and the contribution $\sigma^d_{\text{overlap}}$ is estimated to be less than 0.01 ppm/Kbar.

Finally, it can be pointed out that the pressure induced shift calculated by using equation 10, derived from equation 7 using the previous approximation, differs from the result given above by less than 0.01 ppm/Kbar.
PROTON CHEMICAL SHIFT TEN SORS

( Portions of the following text are from a paper coauthored with R. W. Vaughan that has been published in Chemical Physics Letters, Volume 1, Number 3, 1975.)

With the development of the multiple pulse NMR techniques (3-7) it has become possible to routinely measure proton magnetic shielding tensors. These chemical shift tensors contain information on electronic structure, or chemical bonding, within the materials studied, yet their interpretation in terms of the electronic wavefunctions and charge distributions within the materials being studied is complex and difficult. The theoretical basis for such an interpretation was initially formulated by Ramsey (8),

\[ \frac{\alpha}{\lambda} = \frac{\alpha}{\lambda}_{d} + \frac{\alpha}{\lambda}_{p}, \]

(13)

where

\[ \frac{\alpha}{\lambda}_{d} = \frac{\alpha}{\lambda} \sum_{N=1}^{1} \frac{r_{k}^{2} (\vec{r}_{k} - \vec{R}_{k}) \cdot \vec{R}_{k}^{2} - (\vec{r}_{k} - \vec{R}_{k}) \cdot \vec{R}_{k}^{2}}{r_{k}^{3}} <n_{\lambda}|n_{\lambda}> \]

(14)

\[ \frac{\alpha}{\lambda}_{p} = -4 \text{Re} \sum_{n^{'}} \frac{<n_{\lambda}|\sum_{N=1}^{N=1} \hat{m}_{k0}^{n^{'}} / r_{k}^{3} |n_{\lambda}> <n_{\lambda}|\hat{m}_{k1}^{n^{'}} |n_{\lambda}>}{E_{n^{'}} - E_{n}} \]

(15)

\[ \hat{m}_{k1} = (ie\hbar/2mc)(\vec{r}_{k} - \vec{R}_{k}) \times \vec{\sigma}_{k} \]

(16)

\[ \hat{m}_{k0} = (ie\hbar/2mc)\vec{r}_{k} \times \vec{\sigma}_{k} \]

(17)

Ramsey's formulation separated the shielding tensor into two components, a diamagnetic term, \( \frac{\alpha}{\lambda}_{d} \), which is calculated from ground state wavefunctions (Equation 14), and a paramagnetic term, \( \frac{\alpha}{\lambda}_{p} \), which involves a
summation over all excited states (Equation 1). As knowledge of the excited state wavefunctions is normally not available, exact calculation of the paramagnetic term is not possible, and although numerous approximate methods of estimating this term have been proposed its evaluation remains a difficult problem. It is being proposed here that insight into the interpretation of the chemical shift tensor can be obtained by comparing the measured tensors with the results of a model calculation which can be easily performed and which has a straightforward physical interpretation.

GEOMETRICAL AND CHEMICAL CONTRIBUTIONS TO THE CHEMICAL SHIFT TENSOR

One can envision the formation of a molecule or solid to take place in two steps, (1) first bring together the atoms or ions such that the nuclei are in the proper positions relative to one another, not allowing the electrons to interact, and (2) then allowing the electrons to interact and relax into the proper molecular configuration. As it is in the second of these two steps that the electronic interaction associated with chemical bonding takes place it is convenient to refer to the changes in the chemical shift tensor due to this step as "chemical" in nature, while the resulting chemical shift tensor obtained by the bringing together of atoms in step one would be more appropriately referred to as "geometrical" or non-chemical in nature.

CALCULATION OF THE GEOMETRICAL TERM

It is possible to calculate accurately and easily the effects of the first step, i.e., the geometrical or non-chemical contribution to
the chemical shift, and as it is demonstrated below, this contribution is a large fraction of the total chemical shift tensor in protons. Thus, by comparing the calculated chemical shift tensor of the hypothetical state after the first step with the measured chemical shift tensor it is possible to determine the characteristics of the chemical shift tensor which are due to the geometrical arrangement of atoms or ions.

A spherical charge distribution, equal occupancy of the p orbitals, is assumed for the non-interacting ions or atoms in step one above, and Ramsey's formulation(8) is used to calculate the total chemical shift tensor. Referring to Equations 14&15, |n> represents the ground state wavefunction expressed in coordinate system denoted by λ, while |n'> represents the n'th excited state function; r_k is the position of electron k from the nucleus of interest; R_k1 is a vector from the nuclei of interest to the location of the vector potential gauge center for the electron k; and I^d is the unit dyadic. Ramsey pointed out that for non-interacting systems of spherical symmetry one can chose R_k1 to be R_k, the vector from the nucleus of interest to the nucleus of the atom or ion containing electron k and make the paramagnetic contribution, Ap', vanish. Since the model is for non-interacting electrons between atoms or ions a simple product wavefunction can be used and it is appropriate to chose a separate vector potential for each atom or ion, and for a spherically symmetric entity centered at R_k a choice of R_k1=R_k forces the sum over excited states to equal zero. Thus, one obtains the following expression for the full chemical shift tensor for the model system of non-interacting ions or atoms:
\[
\frac{\tau}{\sigma_\lambda} = \sum_K \frac{\tau_K}{\sigma_\lambda} = \left( \frac{e^2}{2mc^2} \right) \sum_K n_k \lambda | n_k \lambda \rangle \sum_{k=1}^{N_k} \frac{1^d (\hat{r}_k - \hat{R}_k) \cdot \hat{r}_k - (\hat{r}_k - \hat{R}_k)^+ | n_k \lambda \rangle}{r_k^3}.
\] (18)

This expression is easily evaluated given electronic ground state wavefunctions appropriate for the atoms or ions within the solid. As Equation 18 indicates, the total chemical shift tensor is a linear sum of the contributions from each atom or ion. Considering a single nearby ion or atom, J, one notes that the contribution to the chemical shift tensor from this source must, by symmetry, be axially symmetric around the vector \( R_J \), between the nucleus of interest and the nucleus J. Thus, one needs only two components of the chemical shift tensor to characterize it fully, \( \sigma_\parallel \) the value parallel to \( R_J \), and \( \sigma_\perp \) the value perpendicular to \( R_J \). Assuming \( R_J \) is parallel to the z axis and of magnitude \( Z_J \), one obtains:

\[
\sigma_\parallel = \sigma_\perp = \frac{e^2}{2mc^2} \sum_{i=1}^{N_J} \frac{x_k^2 + y_k^2}{r_k^3} | n_j \lambda \rangle,
\] (19)

\[
\sigma_\perp = \sigma_\parallel = \frac{e^2}{2mc^2} \sum_{i=1}^{N_J} \frac{x_k^2 + (z_k + Z_J)^2}{r_k^3} | n_j \lambda \rangle.
\] (20)

To include the effects of other atoms or ions one repeats the calculations for each, transform all the resulting tensor contributions to the same coordinate systems and sums them to obtain the total tensor.

In this fashion one can easily calculate the "geometrical" contribution to the chemical shift tensor even in highly complex geometries. It should be emphasized that these model calculations accurately represent the model situation as in this case one handles the paramagnetic term exactly and in legitimate fashion. The results
are gauge independent, and depend numerically only on the gross shape of the wavefunctions used, and consequently would not be expected to vary with the small variation in free atom, or ion, wavefunctions used as a basis for the calculation. These results can then be compared with experimentally measured tensors to determine the relative importance of this geometrical term.

A REFINED MODEL FOR THE INTERPRETATION OF THE CHEMICAL TERM

The nature of the remaining chemical term depends on the exact electronic structure of the solid and cannot be calculated as simply as the geometrical term. In fact, the purpose of the above separation is not to provide a method to calculate the total chemical shift. Instead, it points out the portion of the experimentally measured shift which is directly related to the "chemistry" so that more meaningful correlation between the measured tensor with the electronic structure can be made. Yet, it is worthwhile if a simple scheme can be devised which explains the behavior of the chemical term with the main features of the electronic wavefunction of the particular solid. To accomplish this, one would want a model which include some, or hopefully a major part of the chemical term. First, one digresses a bit to consider the physical origin of the chemical shift tensor.

Whenever an external magnetic field is applied to a sample, electric currents are induced around the nuclear spins. These induced currents in turn produce a secondary magnetic field at the nuclear site to cause chemical shift tensor. Macroscopic analogy of induced currents can be found by considering a perfectly conducting wire in a closed
loop and placed in a magnetic field. The turning on of the field generates an EMF which causes the current to flow in the constraint of the conducting wire. In this case the path of the electrons is determined by the geometry of the wire. In the atomic case, however, the "constraint" is the electric potential and does not determine the path of electrons in the same obvious manner as the macroscopic case. When the electric potential is axially symmetric as in the case of isolated atom it seems reasonable that the path of the electrons would be in a circle. Lamb's formula (31) for the atomic diamagnetic current is derived classically with this assumption. The vector gauge center can, in this case, be chosen to be at the center of the atom and the electric current is parallel to the vector potential at all points in space. Here classical derivation gives the correct current distribution because quantum mechanically there is no paramagnetic current. In molecules and solids neighbor atoms or ions distort the symmetry and the path of electron circulation is no longer easily determined. As a result the calculation of chemical shift becomes very complicated.

Because of the strong attractive centers of the positive charged nuclei, it is reasonable to assume that, to a first approximation, atoms and ions in the solid retain their wavefunction as in the isolated case and electrons circulate around their respective nuclei. This is the physical consideration that motivates the separation of the geometrical part from the total shift. Chemical bonding can alter this picture in several different ways. In metals and semiconductors some electrons are free to move among all centers in the solids. In aromatic compounds, for example, part of the electrons may circulate in the aromatic
rings. Even in solids in which electrons can be loosely considered as localized, the electronic charge can be redistributed and the states distorted by bonding effects.

In view of this physical consideration, the following refined model is proposed to attempt a more detailed description of the chemical shift in solids containing localized electrons. One notes that in the geometrical term the wavefunctions are that of isolated atoms or ions. Conceivably, they are not necessarily the best ones to be used. Considering first the effect of redistribution of electronic charges among the atoms, one can propose a description using similar spherical wavefunctions centered on each nucleus but with the orbitals containing different amount of electronic charges from the isolated atom case and the orbitals being contracted or expanded. Since the physical picture is analogous the same calculation with the same gauge choice can be applied. This type of induced current is referred to as the diamagnetic current because it is calculated from the diamagnetic part of the Ramsey's expression (although with a different gauge choice). The chemical term caused by the charge redistribution effect is, thus, the difference of the two calculations using the isolated atom wavefunctions and the modified wavefunctions.

The distortion of the isolated atom wavefunction caused by the non-axially symmetric potential can be described also by using atomic orbitals. In this case the orbitals are no longer assumed to be axially symmetric so that atomic excited states can mix in with the ground state to create a current circulating in the opposite direction from the diamagnetic current when the atom is placed in a magnetic field.
This type of calculation can best be illustrated by an example considered in reference 1, chapter 4. In that example one considers a p atomic orbital whose angular momentum is quenched by the crystalline field of the neighbor charge centers. When external magnetic field is applied the p electron produces a current and a chemical shift at the nuclear site of the same atom. This current flows in the opposite direction of the diamagnetic current and is found to circulate in a smaller circle with its magnitude depending on the excitation energy parameter. The gauge choice can be chosen to be the same as that used in the rest of the calculations and the current can be referred as paramagnetic current but with a specific choice of gauge.

In effect, this description of the chemical shift tensor assumes that, as far as the calculation of the induced current is concerned, the actual electronic wavefunction of the solid can be approximated by a superposition of atomic orbitals each centered at their respective nuclei. When external magnetic field is applied there exist on each atom a circulating diamagnetic current and a paramagnetic current in the opposite direction. The chemical shift is thus the combined effect of the induced field at the shielded nucleus due to all these current loops situated according to the crystal structure of the solid.

Rigorously, there is no unique way to breakdown the wavefunction of the actual solids as to achieve the above picture of the currents and this refined model of the chemical shift does not have the same theoretical footing as the geometrical term. In fact, in the widest sense it is like trying to fit the measured shift with numerous parameters associated with each current loop. In actual application,
using a L.C.A.O. type description of the wavefunction of solids, the
behavior of the atomic wavefunction can be specified in a rather pre-
determined fashion. Therefore, complete arbitrariness of the descrip-
tion will not occur. In any case, atomic orbitals are rather "physical"
concepts. To relate it to the chemical shift tensors is to provide a
way to characterize electronic wavefunction by chemical shift measure-
ments. A similar physical picture of the chemical shift has been des-
cribed by Pople\(^{(32)}\). The difference lies in the way of emphasis. For
example, gauge invariant orbitals were used in Pople's calculation
whereas in the present interpretation regular atomic orbitals can be
used because gauge has been specifically chosen. In the case of proton
shift Pople treated the neighbor contribution by a dipole approximation,
but in this interpretation the full current distribution of the neigh-
bor atom is calculated. Pople's formulation emphasized the calculation
of the isotropic part of the chemical shift tensor whereas in the
present case the geometrical term is specifically separated out and the
anisotropic nature of the proton chemical shift tensor is emphasized.

**APPLICATION OF THE GEOMETRICAL TERM**

In the following one considers first some examples of the use of
geometrical term in the interpretation of the measured proton chemical
shift tensors. As mentioned earlier the geometrical term can be cal-
culated by considering atoms and ions individually. For the contri-
bution to the chemical shift tensor from a spherical charge cloud a
distance \( R_k \) away from the shielded proton one uses Equations 19 and 20.
In terms of explicit integrals they can be written as:
where $R_k$ and $r'$ are written in unit of bohr radius; $\alpha$ is the fine structure constant; $\rho(r')$ is the radial charge distribution of the electron cloud. One notes that these same equations had been derived in Lamb's paper\(^{(31)}\) for a slightly different purpose.

In the case of proton chemical shift the contribution from the 1 s orbital electron at the same proton can be easily obtained to be $\sigma_\parallel = \sigma_\perp = 17.75$ ppm, using free hydrogen wavefunction. For other atoms and ions nearby, their contributions to the proton shift, in the isolated atom approximation, can be calculated from Equations 21 and 22 using Clementi's Hartree Fock free ion wavefunctions\(^{(28)}\). The result of several different atoms and ions is shown in Figures 3a and 4. One notes that the neighbor contribution is very sensitive to change in $R_k$ and for a typical distance (2 bohr radii) between the proton and its neighbor atom the neighbor can contribute large anisotropy ($\sim 20$ppm) to the proton shift. In general the neighbor acts as a magnetic dipole at large $R_k$'s but as $R_k$ decreases this dipole approximation breaks down and as the proton gradually goes "inside" the neighbor, $\sigma_\perp$ eventually becomes positive. In such case the neighbor contributes not only to the anisotropic part of the proton shift tensor but also to the isotropic part. One important characteristic of this type of contribution is that it is not sensitive to the kind of nuclei nearby except, roughly speaking, it increases as the number of electrons or the size of the nearby neighbor increases.
Most of the recently reported data on proton chemical shift tensors (4,33-37) has dealt with the hydrogen bonded hydroxyl protons, and this system is analyzed below by comparing the model calculations with the experimentally measured tensors to illustrate that in this case the geometrical term accounts for the qualitative shape and orientation of the tensor.

Six quantities are needed to specify the chemical shift tensor. Normally three principal values and the three angles orienting the principal axis system within the molecular frame of reference are given. For the case of a linear hydrogen bonded system, O-H...O, the model calculation indicates that the principal axis frame has one axis parallel to the O-H...O crystallographic direction, and that the tensor is axially symmetric around this principal axis.

Thus, two of the principal values are predicted to be equal and they are the two that are perpendicular to the O-H bond direction. Measurement of the absolute values of components of the chemical shift tensor have not been reported and therefore the numerical results of solutions of Equations 21 and 22 are presented in Figure 1b where the total asymmetry for the O-H...O system is plotted for a typical O-O separation of 2.7 Å (≈5.1 bohr radii) and as a function of the O-H separation. Thus one predicts anisotropies from the "geometrical effect" of +28 - +40 ppm depending upon the O-H separation and with the O-H bond direction being the most shielded direction.

In all cases where data have been reported the chemical shift tensors for protons in hydroxyl groups have been found to be nearly axially symmetric with the unique principal value being directed along the O-H
bond direction and that principal value has always been the most shielded component of the tensor. Specifically, reported values of anisotropies, \( \sigma_{\parallel} - \sigma_{\perp} \), are: +22.6, +19 ppm (maleic acid\(^{(34)}\)), +19 ppm (malonic acid\(^{(33)}\)), +17 ppm (oxalic acid\(^{(35)}\)), +20 ppm (MgSO\(_4\)·H\(_2\)O\(^{(36)}\)), +20 ppm (trichloroacetic acid\(^{(4)}\)) and +21.6 ppm (gypsum\(^{(37)}\)). For the last two values detailed calculations of the geometrical terms are possible because the structure information is available (see Table II). Thus, the geometrical term is found to predict the general form or shape of all the measured tensors, and in fact, only differs from the measured values in predicting anisotropies that are slightly too large. A few other proton chemical shift tensors are also measured. In Table II the measured anisotropies in KHF\(_2\) and Ca(OH)\(_2\) are also compared with the anisotropies predicted by the geometrical term. The result shows that in KHF\(_2\) the geometrical term predicts the correct anisotropy suggesting little chemical effects while for the Ca(OH)\(_2\) the disagreement is larger suggesting larger chemical effects than those of the hydroxyl proton. In other kind of proton such as the olifinic proton in the maleic acid\(^{(34)}\) both the direction and anisotropy disagree, signifying even larger chemical effects.

Incidentally, one notes that the main portion of the total anisotropy in the geometrical term comes from the O-H group or the O-H...0 group. For example, the geometrical term of the trichloroacetic acid crystal, taking into account all atoms within 7 bohr radii of the proton, gives \( \Delta \sigma = 37.5 \) ppm while taking the O-H...0 group alone gives \( \Delta \sigma = 34.0 \) ppm (inclusion of the atoms other than the O-H...0 group also changes the direction of the principal axis slightly but not significantly).
For the case of Ca(OH)$_2$, anisotropy predicted by the geometrical term is 35.7 ppm, including ions within 7 bohr radii of the proton. The contribution from the O$^-$-H group alone is 35.6 ppm. The fast convergence of the geometrical term for far away atoms or ions makes this theory superior to the atom dipole method by Flygare$^{(38)}$. In the atom dipole method the molecule is approximated by atomic charge distribution but a single gauge is chosen at the proton site for all the electrons. As a result the contributions from far away atoms or ions do not converge. In addition, the atom dipole method is technically valid only for small molecules because it requires the spin rotation constant to account for the paramagnetic part and the spin rotation constant is available only for small molecules.

Recent papers on proton chemical shift tensor measurement have used the atom dipole method to interpret their results$^{(33,34)}$. It is felt that the present scheme should be used instead, for it not only is simpler numerically but also has better physical meaning.

APPLICATION OF THE REFINED MODEL

It seems, from the above comparison, that the anisotropy predicted by the geometrical term tends to be larger than the the actual observed result. The reason can be attributed to the paramagnetic current as discussed in the refined model. In calculating the shift due to the paramagnetic current on the heavy atom bonded to the proton, instead of finding the shift at the nucleus of the same atom as mentioned previously, it is possible to calculate its effect on the shielding of the nearby proton. The important characteristic of this type of contribution to
the proton shift is that the paramagnetic current on this neighbor atom is dependent on the orientation of the solid in the external magnetic field because the wavefunction is not spherical symmetric and the excitation energy parameter is not necessarily isotropic. In the isolated H-atom case, for example, the paramagnetic current on the atom is identically zero when the external field is parallel to the H-atom axis but is of finite value when they are perpendicular. Of course there will also be paramagnetic current on the hydrogen atom, but it is expected to be small because only 1s electron is important in the hydrogen atom. One notes that this anisotropy of the paramagnetic current strength as a function of orientation can contribute much to the isotropic part of the proton chemical shift tensor as well as the anisotropic part. Furthermore, since the paramagnetic current is in the opposite direction, the anisotropic contributions from diamagnetic and paramagnetic currents tend to cancel one another. This explains why the geometrical term predicts too large an anisotropy. The fact that π bond has larger paramagnetic current effect so as to affect the olefinic proton in maleic acid is not surprising. It has been shown by an atomic orbital calculation found in Pople's paper (32).

COMPARISON WITH OTHER CALCULATION OF PROTON CHEMICAL SHIFT TENSORS

Starting with the simple case of H₂ molecule, the result of the present model can be compared with the result of more elaborate calculations (39). The proton chemical shift tensor in H₂ is expected from the symmetry of the molecule to be axially symmetric and can be described by two parameters τ₁ and τ₂ corresponding respectively to the
principal axis of the tensor along the H-H bond and perpendicular to it. In the other calculation\(^{(39)}\) they are calculated to be \(\sigma_\parallel = 28.18\) ppm and \(\sigma_\perp = 25.95\) ppm for the equilibrium distance (1.4 bohr radii) between the protons. The geometrical contribution reflects the same symmetry and gives \(\sigma_\parallel = 24.8\) ppm and \(\sigma_\perp = 20.36\) ppm. If the orbital exponent of the hydrogen 1s orbital is changed to 1.2 similar to that used in the other calculation the result is \(\sigma_\parallel = 27.9\) ppm and \(\sigma_\perp = 22.9\) ppm. This suggests that for the type of bonding in \(\text{H}_2\) molecules the free atom approximation, i.e. the geometrical term, describes the shift quite well and better result can be obtained by simply contracting the 1s orbital. The remaining error is small and the present model relates the proton shift with the type of bonding in \(\text{H}_2\) molecule satisfactorily in a rather simple manner.

For several small molecules containing proton, Ditchfield has performed ab-initio calculations\(^{(40)}\). In Table III the geometrical term is compared with his calculation. This comparison again shows that the geometrical term is a large part of the calculated shift and predicts the same qualitative nature. In general, the component of the proton shift tensor perpendicular to the H-atom axis predicted by the geometrical term is smaller. If one assumes that Ditchfield's calculation approaches the true shift better this comparison means that the interpretation of a paramagnetic current on the heavy atom is essentially correct and that for these molecules the paramagnetic current on the near neighbor atom of the proton is substantial and reduces the anisotropy predicted by the geometrical term. The isotropic part of the chemical shift tensor is affected by both contributions, geometrical
and chemical. Neglecting either one of them would lead to wrong predictions. Again, the π bond (in ethylene and formaldehyde) appears to have the largest effect. In fact, the principal axis system of the proton chemical shift tensor as calculated otherwise seems to be influenced more by the π bonding than the geometrical term.

POTENTIAL APPLICATION OF THE REFINED MODEL

A more detailed analysis of the experimentally measured proton chemical shift tensor is possible if the absolute shift can be established. The following absolute shifts are obtained by comparing the relative shifts of many compounds with the absolute shift of the \( H_2 \) gas (26.6 ppm). The results are only approximate values because susceptibility correction has not been in all cases properly performed. The absolute shift of protons in \( \text{Ca(OH)}_2 \) is estimated to be \( \sigma_\parallel = 40 \) ppm and \( \sigma_\perp = 28 \) ppm. The geometrical term gives \( \sigma_\parallel = 62.05 \) ppm and \( \sigma_\perp = 26.35 \) ppm. The chemical term is, therefore, \( \sigma_{\text{Mc}} = -22.05 \) ppm and \( \sigma_{\text{Ec}} = 1.65 \) ppm. Presumably, the main portion of the chemical term is a combination of two effects: the charge redistribution and the paramagnetic current on the oxygen. Exactly how important is one term relative to the other is not known without more detailed knowledge of the "correct" atomic orbitals. In any case the paramagnetic current when the magnetic field is parallel to the O-H bond cannot be small which means that to consider O-H as isolated unit in the solid and predict that the paramagnetic current is small is unwarranted. For the trichloroacetic acid the absolute shift suggested by experiment and deduced by the above method is \( \sigma_\parallel = 33 \) ppm and \( \sigma_\perp = 12 \) ppm while the geometrical term gives
\( \sigma_{\|} = 49.55 \text{ ppm and } \sigma_{\perp} = 12.05 \text{ ppm.} \) In order to account for the small \( \sigma_{\perp} \) some local paramagnetic current may have to be allowed on the proton when the magnetic field is perpendicular to the O-H bond. This may suggest a \( p \) orbital on the proton directed along the O-H bond and there may be an electronic "bridge" linking the two oxygen atoms in the formation of the hydrogen bond.

The above examples have not been discussed in detail but serve mainly to indicate how this model can be applied to interpret proton chemical shift tensors in the future when more data on different systems and more knowledge about the different wavefunctions as described by atomic orbitals are available to allow better characterization of the concepts involved in this model. A useful experiment would be to measure the chemical shift on the heavy nucleus next to the proton. This measurement should furnish information on the paramagnetic current on the heavy atom directly because other factors are relatively unimportant. As these concepts of the present model are developed, one can use them to predict wavefunctions in unknown materials by measurement of chemical shift tensor. Hopefully such scheme can help the understanding of more complex systems such as surfaces and biological systems.
Measurement of chemical shift tensors in solids is now a fairly routine operation with the development of multiple pulse techniques. The 8 pulse cycle is, among the different pulse cycles, relatively stable and can be adopted to be used in measurements under various conditions, including the high pressure condition.

The pressure dependence of a low atomic weight species, $^{19}\text{F}$, has been measured in CaF$_2$ and found to be $-1.7 \pm 1$ ppm/Kbar, while a calculation using wavefunctions obtained with the symmetrical orthogonalization techniques of Löwdin$^{(25)}$ and using the overlap model of Kondo-Yamashita$^{(14)}$ predicts a value of $-0.46$ ppm/Kbar. The calculation contains no adjustable parameters and succeeds in predicting a pressure induced shift in the proper direction and within a factor of three of the proper magnitude.

The localized theory which considers only the electrons on the shielded nucleus is not adequate to account for the proton shifts. A conceptually simple and physically meaningful way to interpret the proton shift is proposed. The main conclusion from this interpretation is that geometrical contribution is a large portion of the total measured proton shift tensors. The contribution which results from the complex electronic interactions involved in the chemical bond formation is to be obtained by subtracting this large geometrical contribution from the measured proton tensor. The separation into geometrical and chemical terms is probably useful only in the proton shift because the shifts of the heavy nuclei are much larger and the neighbor geometrical terms are much smaller due to longer interatomic distances.
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Table I. One- and two-center integrals for the paramagnetic shift calculation.

One-center integral

\[ \langle \phi_{oy} \mid \frac{1}{r_0^3} \mid \phi_{oy} \rangle_F = 6.3968 \]

Two-center integrals

<table>
<thead>
<tr>
<th>Pressure</th>
<th>Atmospheric</th>
<th>10 Kbar</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-F Distance (Bohr radius)</td>
<td>5.1617</td>
<td>5.1420</td>
</tr>
<tr>
<td>( S^{\sigma\sigma}_{\sigma j} )</td>
<td>4.52 ( \times ) 10^{-2}</td>
<td>4.59 ( \times ) 10^{-2}</td>
</tr>
<tr>
<td>( S^{\sigma\sigma}_{\sigma j} )</td>
<td>-7.54 ( \times ) 10^{-2}</td>
<td>-7.61 ( \times ) 10^{-2}</td>
</tr>
<tr>
<td>( S^\pi\pi_{\pi j} )</td>
<td>2.52 ( \times ) 10^{-2}</td>
<td>2.56 ( \times ) 10^{-2}</td>
</tr>
<tr>
<td>Overlap Integrals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \langle \phi_{\sigma\sigma} \mid \frac{1}{r_0^3} \mid \phi_{\sigma j} \rangle )</td>
<td>2.64 ( \times ) 10^{-3}</td>
<td>2.72 ( \times ) 10^{-3}</td>
</tr>
<tr>
<td>( \langle \phi_{\sigma\sigma} \mid \frac{1}{r_0^3} \mid \phi_{j\sigma} \rangle )</td>
<td>-1.81 ( \times ) 10^{-2}</td>
<td>-1.84 ( \times ) 10^{-2}</td>
</tr>
<tr>
<td>( \langle \phi_{\sigma\pi} \mid \frac{1}{r_0^3} \mid \phi_{j\pi} \rangle )</td>
<td>4.20 ( \times ) 10^{-3}</td>
<td>4.29 ( \times ) 10^{-3}</td>
</tr>
<tr>
<td>F-Ca Distance</td>
<td>4.4702</td>
<td>4.4531</td>
</tr>
<tr>
<td>( S^{\sigma\sigma}_{\sigma j} )</td>
<td>7.38 ( \times ) 10^{-2}</td>
<td>7.47 ( \times ) 10^{-2}</td>
</tr>
<tr>
<td>( S^{\sigma\sigma}_{\sigma j} )</td>
<td>-7.94 ( \times ) 10^{-2}</td>
<td>-8.04 ( \times ) 10^{-2}</td>
</tr>
<tr>
<td>( S^\pi\pi_{\pi j} )</td>
<td>-1.01 ( \times ) 10^{-4}</td>
<td>-1.03 ( \times ) 10^{-4}</td>
</tr>
<tr>
<td>Overlap Integrals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \langle \phi_{\sigma\sigma} \mid \frac{1}{r_0^3} \mid \phi_{\sigma j} \rangle )</td>
<td>4.52 ( \times ) 10^{-3}</td>
<td>4.67 ( \times ) 10^{-3}</td>
</tr>
<tr>
<td>( \langle \phi_{\sigma\sigma} \mid \frac{1}{r_0^3} \mid \phi_{j\sigma} \rangle )</td>
<td>-1.41 ( \times ) 10^{-2}</td>
<td>-1.45 ( \times ) 10^{-2}</td>
</tr>
<tr>
<td>( \langle \phi_{\sigma\pi} \mid \frac{1}{r_0^3} \mid \phi_{j\pi} \rangle )</td>
<td>-1.20 ( \times ) 10^{-6}</td>
<td>-1.24 ( \times ) 10^{-6}</td>
</tr>
</tbody>
</table>
TABLE II

Comparison between the Measured Proton Chemical Shift Anisotropy ($\Delta \sigma$) and the Anisotropy obtained from the Geometrical Term Calculation

<table>
<thead>
<tr>
<th>Solids</th>
<th>Measured $\Delta \sigma$ (in ppm)</th>
<th>Reference</th>
<th>Calculated $\Delta \sigma$ (in ppm)</th>
<th>Atoms (ion) Considered in Calculation</th>
<th>Crystal Structure Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>KHF$_2$</td>
<td>44.8 ± 1.0</td>
<td>41</td>
<td>40.5</td>
<td>F-H-F</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>48.5</td>
<td>F$^-$-H-F</td>
<td></td>
</tr>
<tr>
<td>Ca(OH)$_2$</td>
<td>14.0 ± 1.0</td>
<td>42</td>
<td>33.5</td>
<td>O-H</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>35.6</td>
<td>O$^-$-H</td>
<td></td>
</tr>
<tr>
<td>CCl$_3$COOH</td>
<td>~20</td>
<td>4</td>
<td>34.0</td>
<td>O-H...O</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>40.0</td>
<td>O$^-$-H...O</td>
<td></td>
</tr>
<tr>
<td>CaSO$_4$$ \cdot$2H$_2$O</td>
<td>21.6 ± 1.0</td>
<td>37</td>
<td>33.6$^b$</td>
<td>O-H...O</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>39.2$^b$</td>
<td>O$^-$-H...O</td>
<td></td>
</tr>
</tbody>
</table>

a. $\Delta \sigma = \sigma_{zz} - \frac{\sigma_{xx} + \sigma_{yy}}{2}$ with the H-atom axis along the z direction

b. Averaged value of the 2 inequivalent protons whose calculated $\Delta \sigma$'s differ by < 0.5 ppm
TABLE III
Comparison Between the Geometrical Term and Ditchfield's Calculation of Proton Chemical Shift Tensors in Several Small Molecules

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Geometrical Term</th>
<th>Ditchfield's Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_{xx}$ (ppm)</td>
<td>$\sigma_{yy}$ (ppm)</td>
</tr>
<tr>
<td>F-H</td>
<td>14.18</td>
<td>14.18</td>
</tr>
<tr>
<td>H-C=C-H</td>
<td>18.03</td>
<td>18.03</td>
</tr>
<tr>
<td>N=C-H</td>
<td>18.05</td>
<td>18.05</td>
</tr>
<tr>
<td>H(\rightarrow)C-H</td>
<td>17.95</td>
<td>17.95</td>
</tr>
<tr>
<td>H(\rightarrow)N-H (NH(_3))</td>
<td>16.88</td>
<td>17.47</td>
</tr>
<tr>
<td>H(\rightarrow)O-H</td>
<td>16.33</td>
<td>15.47</td>
</tr>
<tr>
<td>H(\rightarrow)N-C-H</td>
<td>18.94</td>
<td>16.11</td>
</tr>
<tr>
<td>Molecule&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Geometrical Term&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>Ditchfield's Calculation&lt;sup&gt;40&lt;/sup&gt;</td>
</tr>
<tr>
<td>----------------------</td>
<td>--------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{xx}$</td>
<td>$\sigma_{yy}$</td>
</tr>
<tr>
<td>H-C-H (H&lt;sub&gt;3&lt;/sub&gt;CCH&lt;sub&gt;3&lt;/sub&gt;)</td>
<td>18.21</td>
<td>19.00</td>
</tr>
<tr>
<td>H-O-C-H (CH&lt;sub&gt;3&lt;/sub&gt;OH)</td>
<td>19.10</td>
<td>16.89</td>
</tr>
<tr>
<td>F-C-H (CH&lt;sub&gt;3&lt;/sub&gt;F)</td>
<td>18.71</td>
<td>17.31</td>
</tr>
</tbody>
</table>

<sup>a</sup> The shielding is in the Atom-H bond coordinate system, $\sigma_{zz}$ is the component along the atom-H bond axis, $\sigma_{yy}$ is the component perpendicular to the atom-H bond and the paper.

<sup>b</sup> Molecular geometry is taken from reference 46.

<sup>c</sup> Atomic wavefunction is taken from reference 28.

<sup>d</sup> $\phi$ is the angle between the principal axis system and the coordinate system of a.
FIGURE CAPTIONS

Fig. 1. Effect of pressure on the $^{19}$F chemical shift in CaF$_2$. Chemical shift values are relative to a C$_6$F$_6$ reference.

Fig. 2. Relative positions of the fluorine and calcium ions involved in the overlap calculation. The chemical shift of the $^{19}$F at the center fluorine ion is evaluated.

Fig. 3. "Geometrical" contribution to proton chemical shift from (a) a single nearby atom, and (b) within a linear O-H...O arrangement with an O-O distance of 2.70 Å (5.1 bohr radii). (i) is a typical hydrogen bonded proton O-H distance, 1.01 Å, and (ii) is a typical non-hydrogen bonded hydroxyl O-H distance, 0.79 Å.

Fig. 4. "Geometrical" contribution to proton chemical shift from a single nearby atom as a function of the H-atom (or H-ion) distance.
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CHAPTER 3

FLUORIDE ION MOTION IN DOPED $\beta$-PbF$_2$

(The text of chapter 3 consists of an article coauthored with T. Y. Hwang, I. J. Lowe and R. W. Vaughan that has been submitted for publication in Journal of Chemical Physics. Both samples in this work were prepared by Lowe's group at University of Pittsburgh. Data of sample A are due to T. Y. Hwang and I. J. Lowe.)
INTRODUCTION

Fluoride ion mobility in the cubic $\beta$ phase of PbF$_2$ has been the subject of numerous recent publications, both direct NMR studies of fluorine mobility (1-3) and measurements of electrical conductivity (3-10). The occurrence of substantial ionic motion within this material many hundreds of degrees below its melting temperature has been demonstrated, and a further enhancement of fluoride ion motion has been shown recently to take place when a monovalent dopant, NaF, or KF is added to the crystal (2,10). This paper presents the results of further NMR measurements of the relaxation time constants $T_1$, $T_{1r}$ and $T_2$ of NaF-doped $\beta$-PbF$_2$. The parameters $T_1$, $T_{1r}$ and $T_2$ were measured as a function of temperature, $T_1$ and $T_{1r}$ as a function of resonant frequency, and $T_1$ and $T_2$ as a function of pressure.

EXPERIMENTAL DETAILS

Two PbF$_2$ single crystals were studied and are denoted by A and B. They were grown from the melt as previously described (2), and A contained 0.02% and B contained 0.12% by weight of NaF as a dopant. Chemical compositions were determined by spectroscopic analysis and are believed accurate to 10-20% of the reported values. The only other impurity found in any quantity in these crystals was vanadium (0.028% in crystal A sample and 0.01% in crystal B); this is suspected to be due to vanadium impurities in the graphite crucible used in
growth of the crystals.

The pulsed NMR spectrometers used for the measurements operated at 32 MHz(11) and 56.4 MHz(12) have been described previously. $T_1$ was measured using a $180^\circ-\tau-90^\circ$ pulse sequence or a $90^\circ-\tau-90^\circ$ pulse sequence (relaxation curves were found to be exponential). $T_2$ was defined as the time necessary for the free induction decay (fid) to fall to $1/e$ of its initial value. The fid's were measured to be exponential with moderate motional narrowing.

The high pressure cell was of the Benedek design(13) and capable of pressures in the 10-kilobar range. A hydrocarbon pressure-transmitting fluid was used, and the PbF$_2$ crystal was in direct contact with the fluid. Pressures were determined directly with a calibrated 100,000 psi Heise-Bourdon-Tube gauge.

Experimental Results

The measured dependence of $T_1$ and $T_2$ on temperature for both samples is in qualitative agreement with previously published results (2) and the data are reproduced in Figure 1 and Figure 2. The measurements for the data in Figure 1 were made on crystal A with the magnetic field along the [100] crystallographic axis. The lines through the data points are best eye-ball fits to the data points and their slopes yield activation energies for the relaxation processes of $(E_a)_{T_1} = 0.205 \pm 0.01$ eV/ion and $(E_a)_{T_2} = 0.27 \pm 0.01$ eV/ion. The $T_2$ measurements at a frequency of 56.4 MHz on crystal B yielded
an activation energy of $0.26 \pm 0.02$ eV/ion. The difference between $(E_a)_{T_1}$ and $(E_a)_{T_2}$ is well outside experimental error, and indicates the probability that the relaxation process that is responsible for $T_1$ is different than that for $T_2$. Earlier cruder measurements of activation energies for $T_2$ in more heavily doped and impure crystals yielded values of $0.32$ eV/ion$^2$ and $0.35$ eV/ion$^1$. All these numbers differ greatly from the numerous results near $0.6 - 0.7$ eV/ion for the activation energy of $T_2$ for PbF$_2$ without the NaF dopant ($2,3,7,8$).

The results of $T_{1r}$ measurements on sample A, from $-50^\circ C$ to $160^\circ C$ are presented in Figure 3. The measurements were made at $32$ MHz with the applied magnetic field along the [100] crystallographic axis, and with rotating fields $B_1$ of $6.7$ G, $14.0$ G and $25.8$ G. The solid curves that are drawn in are again eye-ball fits to the data; and look approximately like theoretical formulas for $T_{1r}$ vs. $1/T$ for motionally narrowed solids$^{(14)}$, where $T$ is the absolute temperature of the sample. That is, (1) there are well defined $T_{1r}$ minima in the $T_{1r}$ vs. $1/T$ curves, (2) that on the low temperature side of the $T_{1r}$ minima all three curves are parallel to one another and have an activation energy of $0.29 \pm 0.02$ eV/ion, and that $(T_{1r})^{1/2} \propto B_1$ (the best fit occurs for $B_{loc} \sim 2.8$ G added to $B_1$, which was also the case for gypsum$^{(14)}$), (3) that the three curves come together on the high temperature side of the $T_{1r}$ minimum. Unlike the gypsum case, the slope of the $T_{1r}$ vs. $1/T$ curve on the high temperature side of the $T_{1r}$ minimum is not the negative of the curve on the low temperature side, but has a somewhat smaller slope, and the curves are therefore somewhat
asymmetric.

The activation energy for the $T_{1r}$ process is within experimental error of that for $T_2$, and is consistent with fluorine motion being responsible for $T_2$ and $T_{1r}$. An estimate of the correlation time of this motion can be made from the relation (14) that $2\gamma B_1 \tau_c \approx 1$ at the $T_{1r}$ minima, where $\gamma$ = magnetogyric ratio of fluorine. The $T_{1r}$ curve for $B_1 = 25.8$ G has a $T_{1r}$ minimum value of 0.65 msec at $T^{-1} = 3.04 \times 10^{-3}$ K$^{-1}$ (corresponding to 56°C) and an estimated correlation time of 0.74 μsec using the above relation. The measured $T_1$ at 56°C is 0.31 sec.

Figure 4 summarizes the results of the pressure-dependent measurements. These were done at 56.4 MHz, at room temperature (292 K) on crystal B. The $T_1$ decreased monotonically to 430 K (at 56.4 MHz), the highest temperature measured and motional narrowing of $T_2$ began near 200 K. Thus, at room temperature this sample is well into the motional narrowing region.

As Figure 4 indicates, $T_2$ decreased by 27% in four kilobars of applied pressure, while $T_1$ remained within 3% of its initial value. An activation volume for the fluoride ion motion can be obtained from the line placed through the $T_2$ measurements as a function of pressure. The activation volume, $V_a$, is defined by

$$V_a = \left[ \frac{\partial G_a}{\partial p} \right]_T$$

where $G_a$ is the Gibb's Free Energy of Activation. Using equations derived by Hultsch and Barnes(15) appropriate to a random diffusion model, one relates the activation volume to the pressure dependence of...
The second term on the right can be shown to be negligible for PbF$_2$ since: (a) the compressibility, $\beta$, for PbF$_2$ is $1.638 \times 10^{-3}$ Kbar$^{-1}$, (b) the Grünerisen constant, $\gamma_G$, is close to 2, and (c) the value of $\frac{\partial \ln(T_2)}{\partial p}$ is large, $7.3 \times 10^{-2}$ Kbar$^{-1}$. Thus, we calculate an activation value of $1.76 \pm 0.05$ cm$^3$/g-mole from the $T_2$ curve. We can also obtain an activation value from the $T_1$ curve by similar argument(15). It is estimated to be a maximum at $0.2$ cm$^3$/g-mole from the data in Figure 4.

The lack of agreement between $T_2$ and $T_1$ results can best be illustrated in another fashion. From the measured temperature dependence of $T_2$ on this crystal, one predicts it would be necessary to lower the temperature 8 K (to 284 K) to obtain the equivalent 27% decrease in $T_2$ that was observed as a function of pressure in four kilobars. However, a lowering of the temperature from 292 K to 284 K would have also increased $T_1$ by 20%, and this qualitatively disagrees with the high pressure results for $T_1$. The dotted line in Figure 3 is the predicted behavior of $T_1$ using this argument, and one observes the lack of agreement with the experimental results. If the motion were controlled by a single parameter model, it would normally be possible to map between the temperature-dependence and the pressure-dependence plots (one ignores quantitative corrections here such as the change in size of the static dipolar interaction due to small interatomic distance changes since they would not affect the conclusions to any significant degree). The implication when such mapping attempts fail is that a single parameter model
is not sufficient to account for the temperature and pressure dependence of both $T_1$, and $T_2$ and $T_{1r}$.

We have also measured the $T_1$ near room temperature of both samples at several other frequencies. All evidence, including $T_1$ decreasing with increasing temperature indicates the two samples being in the long correlation time region if the $T_1$ mechanism involves diffusive motion of the fluorine atoms. Then, $T_1$ should be proportional to $f_0^2$, where $f_0$ is the measuring frequency. We found that the measured $T_1$ of crystal A at 306 K was the same to within experimental error (10%) at 60 MHz and 32 MHz. A similar measurement on crystal B at 292 K showed $T_1$ was only 20% smaller at 12.5 MHz than at 56.4 MHz, instead of decreasing by a factor of 20.

DISCUSSION AND CONCLUSIONS

The results reported here generally confirm the earlier obtained preliminary results$^{(2)}$ for NaF doped $\beta$-PbF$_2$. However the crystals used for this study had dopant levels an order of magnitude lower, and more parameters were measured. The data show that $T_1$, $T_2$, $T_{1r}$ are strongly dependent upon the dopent level, and that their corresponding activation energies are different than those of pure $\beta$-PbF$_2$.

The $T_1$ of the two doped crystals studied is much shorter than for the pure material, at the same temperature. At a temperature of 292 K, the measured values of the $T_1$'s of crystal A (0.02% dopant) and B (0.12% dopant) are 0.7 sec. and 0.1 sec. respectively. The ratio of the doping
levels is $N_B/N_A \approx 6$. Any number of different relaxation mechanisms (motional effects dominating $T_1$, etc.) predict $T_1 \propto \frac{1}{N}$. Our measured $T_1$'s yield $T_{1A}/T_{1B} = 7$ which is close to the ratio of doping levels and suggests that the dopant is responsible for the spin lattice relaxation process.

At temperatures where motional narrowing is observed, the $T_2$'s of the two doped crystals studied are much longer when in the motionally narrowed region than that for the pure material at the same temperature. This again suggests that the dopant dominates the motional narrowing of the fluorine atoms. Again assuming that the amount of motion is proportional to the doping concentration leads to $T_2 \propto N$. At a temperature of 292 K (well into the strongly motionally narrowed region) we have measured the $T_2$'s of both crystals and find a ratio of $T_{2B}/T_{2A} \approx 6.5$. This suggests that the NaF dopant is responsible for the rapid fluorine motion. It should be pointed out here that in order for there to be a significant amount of motional narrowing of the fluorine line shape, all the fluorine have to be moving around, not just those near the Na atoms.

As mentioned in the previous section, a direct measure of the rate of fluorine motion can be obtained from the minimum of the $T_{1r}$ curve, and a correlation time of 0.74 usec for fluorine motion at 56°C was derived. An estimate of the fluorine self diffusion coefficient can be made from the formula $D = a^2/6\tau$ where $a$ is a fluorine jump distance and $\tau$ is the time between jumps. Using a value of $a = 2.964 \text{ Å}$, the nearest neighbor fluorine-fluorine distance, and setting $\tau$ equal to our measured correlation time, $D_A(56^\circ\text{C}) \approx 2.0 \times 10^{-10} \text{ cm}^2/\text{sec}$. The estimated value
of D for crystal B is 6.5 larger, that is \( D_B(56\,^\circC) = 13 \times 10^{-10} \, \text{cm}^2/\text{sec} \).

The parameters \( T_1 \), \( T_2 \) and \( T_{1r} \) depend directly upon the NaF doping level, as discussed above, but there are enough differences between the behavior of \( T_1 \) from \( T_{1r} \) and \( T_2 \), that we believe the relaxation mechanism for \( T_1 \) is not that responsible for \( T_2 \) and \( T_{1r} \), that is modulation of the fluorine dipole-dipole interaction by fluorine motion. Evidence for this is

(1) the difference for the activation energies of \( T_1 \) with \( T_2 \) and \( T_{1r} \) for crystal A as listed in Table I is well outside experimental error.

(2) \( T_1 \) is essentially pressure independent while \( T_2 \) shows a strong pressure dependence.

(3) \( T_1 \) is essentially independent of the applied magnetic field \( B_0 \) even though \( \tau_c \) is long enough at the temperature where field dependence was studied, that the sample was definitely in the long correlation time region where \( T_1 \sim B_{0}^{2} \).

A crude estimate of the contribution to \( T_1 \) and \( T_{1r} \) due to motional modulation of the fluorine dipole-dipole interaction can be made from Equations 2 and 3 below\(^{(16,17)}\).

\[
\frac{1}{T_1} \approx \frac{2}{3} \gamma^2 M_2 \left( \frac{1}{\omega_0 \tau_c} \right) \quad \text{(long correlation time region)} \quad (2)
\]

\[
\frac{1}{T_{1r}} \approx \frac{1}{2} \gamma^2 M_2 \left( \frac{\tau_c}{1 + 4\omega_1^2 \tau_c^2} \right) \quad \text{(3)}
\]

\( M_2 \) is the unnarrowed second moment of the fluorine line, \( \gamma \) is the
magnetogyric ratio of the fluorine nucleus, and \( \omega_0 = \gamma B \), \( \omega_1 = \gamma B_1 \) where \( B_0 \) is the strength of the applied magnetic field, \( B_1 \) the amplitude of the rotating field. The measured \( M_2 \) for \( B_0 \) along the [100] crystal axis is \( 52.4 \times 10^8 \) sec\(^{-2} \). In the previous section, the \( T_c \) at 56°C (from the \( T_{1r} \) minimum) was inferred to be 0.74 \( \mu \)sec. for crystal A. Using these values, we estimate \( T_1 \) and \( T_{1r} \) and compare them to their measured values in Table II. The ratio of the calculated to measured values of \( T_{1r} \) is 1.6. Considering the crudeness of the calculation, this is good agreement and suggests that motional modulation of fluorine-dipole-dipole interaction is the dominant \( T_{1r} \) mechanism. The same model and crudeness of calculation leads to a ratio of calculated to measured value of \( T_1 \) of 27.6. This is more than an order of magnitude worse than the \( T_{1r} \) case and suggests that the NaF dopant produces a more effective \( T_1 \) mechanism that does not involve motional modulation of the fluorine dipole-dipole interaction and has a different activation energy for it. In addition, this mechanism is independent of measuring magnetic field (that is, it is in the short correlation time region), and is insensitive to applied hydrostatic pressures.

A \( T_1 \) mechanism that fits all these criteria is relaxation via electronic carriers. Undoped \( \text{PbF}_2 \) has n-type electronic conductivity which can be enhanced further by doping with trivalent rare earth ions as observed by Arkhangel 'skaya et al\(^{(5)} \) in the temperature range 200-300 K. Doping with monovalent cations enhances the p-type character, with impurities as acceptors. Similar effects have been detected by Wagner et al\(^{(19)} \) in \( \text{PbCl}_2-1\% \text{KCl} \) and \( \text{PbBr}_2-1\% \text{KBr} \) systems in which the p-type electronic conductivity was found to be \( 10^{-4} \) of the total, at
The contribution to the $T_1$ due to carriers in the semiconductor is calculated for a model which assumes scalar contact interaction between the carriers and the nuclear spins, and Boltzmann statistics for the carriers in the valence band. The results are

$$\frac{1}{T_1} = \left(\frac{32}{9}\right) \frac{\gamma_e^2 \gamma_n^2}{\zeta_e} N n^2 (2m_1 m_2 m_3 K T)^{1/2}$$

where $N$ is the carrier density; $l$ is the number of equivalent maxima in the valence band; $m_1$, $m_2$ and $m_3$ are the anisotropic effective mass, $\eta$ is the carrier density at the nucleus (assumed constant over the Fermi surface)(18).

In the freeze-out range where carrier density is thermally activated, the temperature-dependence of $1/T_1$ should be dominated by $e^{-E_a/kT}$ where $E_a$ is the thermal activation energy. From the plot of $T_1$ vs. $1/T$ in Figure 1, we see that the curve is well-behaved and described by an activation energy of $0.21 \pm 0.01$ eV. This model and number are consistent with $T_1$ data of the 0.4% NaF-doped polycrystalline PbF$_2$ sample in the lower temperature region(2). This activation energy of acceptor state is also compatible to that of donor state at 0.38 eV measured by J. Schoonman et al.(8). For temperatures above the freeze-out region, the carrier density saturates to a constant value, determined by the doping level. This is again consistent with the previously reported data(2) for both $T_1$ and $T_2$ measurement in the high temperature region.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Activation Energy</th>
<th>Crystal</th>
<th>Reference</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_1)</td>
<td>0.205 \pm 0.01</td>
<td>A</td>
<td>a</td>
<td>(f_o = 32) and 60 MHz (B_o) along [100]</td>
</tr>
<tr>
<td>(T_1)</td>
<td>---</td>
<td>B</td>
<td>a</td>
<td>(V_a &lt; 0.2) cm(^3)/g-mole Independent of frequency from 12.5 MHz to 56.4 MHz</td>
</tr>
<tr>
<td>(T_{1r})</td>
<td>0.29 \pm 0.02</td>
<td>A</td>
<td>a</td>
<td>(f_o = 32) MHz, (B_o) along [100] (B_1 = 25.8) G, (\tau_c \approx 0.74) (\mu)sec at 56°C</td>
</tr>
<tr>
<td>(T_2)</td>
<td>0.27 \pm 0.01</td>
<td>A</td>
<td>a</td>
<td>(f_o = 32) MHz (B_o) along [100]</td>
</tr>
<tr>
<td>(T_2)</td>
<td>0.26 \pm 0.02</td>
<td>B</td>
<td>a</td>
<td>(f_o = 56.4) MHz (V_a = 1.76 \pm 0.05) cm(^3)/g-mole</td>
</tr>
<tr>
<td>(T_2)</td>
<td>0.32</td>
<td>0.4% N F polycrystalline</td>
<td>2</td>
<td>(f_o = 32) MHz</td>
</tr>
<tr>
<td>(T_2)</td>
<td>0.73</td>
<td>pure</td>
<td>2</td>
<td>(f_o = 32) MHz</td>
</tr>
<tr>
<td>(T_2)</td>
<td>0.35</td>
<td>impure polycrystalline</td>
<td>1</td>
<td>(f_o = 8) MHz C. W. measurement</td>
</tr>
</tbody>
</table>

\(a = This\ work\) \(V_a = Activation\ Volume\)
TABLE II

Measured and Calculated Values for $T_1$ and $T_{lr}$ for Crystal A at 56°C

<table>
<thead>
<tr>
<th></th>
<th>Measured</th>
<th>Calculated</th>
<th>Ratio ($\frac{\text{calculated}}{\text{measured}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$ (sec.)</td>
<td>0.31</td>
<td>8.56</td>
<td>27.6</td>
</tr>
<tr>
<td>$T_{lr}$ (msec.)</td>
<td>0.65</td>
<td>1.03</td>
<td>1.6</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

Fig. 1. Log of the $^{19}$F spin-spin relaxation rate ($T_2$) and spin lattice relaxation rate ($T_1$) as a function of inverse temperature for crystal A. Measuring frequency is 32 MHz with magnetic field along [100] crystal axis.

Fig. 2. Log of the inverse $^{19}$F spin-spin relaxation rate ($T_2^{-1}$) and spin lattice relaxation rate ($T_1^{-1}$) as a function of inverse temperature for crystal B. Measuring frequency is 56.4 MHz.

Fig. 3. Log of the $^{19}$F spin-spin relaxation rate in the rotating frame ($T_{1r}$) as a function of inverse temperature for crystal A. The measuring frequency is 32 MHz with magnetic field along 100 crystal axis. Rotating magnetic fields are 25.8 G, 14.0 G and 6.7 G.

Fig. 4. The pressure dependence of the spin-spin ($T_2$) and spin-lattice relaxation times as a function of pressure to 4 kilobars for crystal B at 292 K. The solid line placed through the $T_2$ data furnishes an activation volume for motion of $1.76 \pm 0.05$ cm$^3$/g-mole. The dotted line is the predicted $T_1$ behavior given the temperature dependence of $T_1$ and $T_2$ and the pressure dependence of $T_2$, and assuming a single parameter model of the motion.
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CHAPTER 4

NMR STUDY OF Th$_4$H$_{15}$
INTRODUCTION

The problem of understanding the state of hydrogen in metals and metal hydrides is a topic of many recent theoretical and experimental investigations. It is noted that better understanding of this problem may be able to shed light on a wide range of problems with practical applications, such as hydrogen embrittlement of metals, heterogeneous catalysis, nuclear reactor component design and construction and many others. Among the metal hydrides, thorium hydride receives considerable interest because the higher hydride, Th₄H₁₅, has been experimentally shown to be a superconductor at low temperature (below ~8.2 K). Only one other hydride, PdHₓ, exhibits similar properties. It is also interesting to note the hydrogen concentration in Th₄H₁₅: the hydrogen density of Th₄H₁₅ (0.079 atom/Å³) is higher than that of solid hydrogen (0.044 atom/Å³) and even that of water (0.066 atom/Å³).

Previous NMR studies on Th₄H₁₅ have included: a wideline experiment to measure chemical shift as well as activation energy, ΔE, of proton motion from linewidth data; a pulse experiment to obtain ΔE from T₁, T₂ data; and T₁ measurements at low temperatures to obtain information on the conduction electron properties. All studies used powder samples, and the first wideline work used a sample identified as ThH₃.₅, not felt to be exactly the same composition as the samples in the latter two experiments. In the present work two samples carefully prepared to within 1% of the stoichiometric composition ThH₃.₇₅ were studied using a combination of pulse techniques. The lineshape was obtained from the on-
resonance free induction decay signal; the relaxation times $T_1$, $T_2$, and $T_{1r}$ were measured as a function of temperature; and the dependence of line shift on temperature was measured using the eight-pulse line narrowing technique. Information on the motional and electronic properties is presented from this more complete NMR study. The results are different from those obtained in previous work\(^{(5,6,7)}\) and indicate that considerable care is needed in the preparation and characterization of the sample.

**EXPERIMENTAL DETAILS**

The two samples of $\text{Th}_4\text{H}_{15}$ in this study, identified as HP and LP samples, were both in the form of black powders and were prepared by Professor Satterthwaite and his group at the University of Illinois such that the hydrogen-to-thorium ratio was $3.75 \pm 0.01$. They were sealed in glass tubes with a partial pressure of helium. The HP sample was prepared under high pressure and high temperature conditions, while the LP sample was prepared under atmospheric pressure.

The pulse spectrometer operates at 56.4 MHz and has been described elsewhere\(^{(8)}\). $T_1$ was measured to within $\pm 4\%$ accuracy by a $180^\circ-t-90^\circ$ pulse sequence. Lineshapes (i.e., $T_2$ at motion-narrowed region) were measured by the free induction decay (FID) signals following a $90^\circ$ pulse. The $90^\circ$ pulse width was approximately 2 $\mu$sec, and the dead time (the time from the middle of the pulse to the first point of the observable signal) was between 2.5 and 3.0 $\mu$sec. A Carl-Purcell cycle was performed from time to time to check the $T_2$ obtained by the above method and showed no significant difference indicating that no significant inhomogeneous broadening contributes to all the $T_2$'s measured. $T_{1r}$ was measured by a
90° x-pulse followed by an attenuated y-pulse. The length of the y-pulse was varied from 10 µsec to 40 msec.

The line-narrowing experiment was performed using the eight-pulse cycle\(^{(9)}\). For most experiments the cycle time was set at 42 µsec although in some measurements where cycle-time-dependent properties were studied, a 30 µsec cycle time has been achieved. In addition to the regular eight-pulse cycle, two more experiments, the "phase pull parallel" and the "phase pull perpendicular" experiments, were performed. The phase-pull perpendicular\(^{(10,11)}\) experiment is a modification of the eight-pulse cycle performed by deliberately creating a phase error in one of the x-pulse channels; the magnetization is prepared to point perpendicular to the phase-error averaged Hamiltonian before the pulse cycles operate. The phase-pull parallel experiment is a similar modification except that the magnetization is prepared parallel with the phase-error averaged Hamiltonian. The regular eight-pulse cycle eliminates most of the homonuclear dipolar interaction while the phase-pull perpendicular experiment eliminates, in addition, the chemical shift Hamiltonian. The phase-pull parallel experiment, on the other hand, is similar to a \(T_{1r}\) experiment in which the residual dipolar interaction as well as the chemical shift are eliminated.

The temperature range of 40 to 460 K was achieved by two probes with different constructions. The probe with a temperature range of 190 to 460 K used nitrogen gas as the coolant. The low-temperature probe, connected through a liquid helium transfer line\(^{(12)}\) to a liquid helium dewar, used helium as coolant.

Chemical shifts were measured with the eight-pulse cycle. Between
180 K and room temperature the reference was acetyl chloride. The shift of this reference was measured from the FID signal relative to a TMS reference at room temperature. At a given temperature the shift of the sample was measured with respect to the reference, and the scaling factor of the eight-pulse cycle was determined for that temperature, thus calibrating out any temperature-induced effect due to electronics \(^{(10)}\). At lower temperatures the reference was a single crystal of \(\text{Ca(OH)}_2\) oriented in the magnetic field such that the major axis of its proton chemical shift tensor was parallel to the external field. It is assumed that the proton chemical shift of the \(\text{Ca(OH)}_2\) remains unchanged as the temperature is varied. This statement was checked, to a certain extent, by measuring its shift relative to a gypsum powder sample. The error limit of the reported line shift was set liberally at ± 5 ppm because magnetic susceptibility and electron conductivity of the sample could affect the resonance position in the eight-pulse measurement, and the sample occupied volume in which the external reference indicated that some effective field gradients existed.

RESULTS AND DISCUSSION

A. Rigid Lattice Lineshape

As temperature was lowered from room temperature to about 40 K, the FID lineshape of both \(\text{Th}_4\text{H}_{15}\) samples (HP and LP) remained unchanged. No difference was noticed between the two lineshapes. This indicates that no additional "freezing out" of the motion has occurred, and at room temperature the motion of protons in both samples is not sufficiently rapid for motional line narrowing to occur. The on-resonance free
induction decay signal (Figure 1) shows a beat structure, which would not occur if the resonance line were Gaussian. To see if this lineshape is indeed consistent with the structure of Th$_4$H$_{15}$ reported in the literature$^{13,14}$, the second and fourth moments of the experimental lineshape were determined by fitting the experimental FID curve with a polynomial of the form:

$$Q(t) = 1 - \frac{M_2}{2!} t^2 + \frac{M_4}{4!} t^4 - \frac{M_6}{6!} t^6 + \frac{M_8}{8!} t^8 \ldots$$

The result of the fit leads to a second moment, $(M_2)^{1/2}$, of $4.42 \pm 0.13$ Gauss and a fourth moment, $(M_4)^{1/4}$ of $5.39 \pm 0.21$ Gauss. The procedure for obtaining these numbers requires some elaboration at this point: the moments obtained from least square fit of this type depend on the dead time, the number of data points, and the order of polynomial fitted. By changing all these variables one can determine the sensitivity of the results to these variables and their values. In general, higher moments become important only at long times, and for lower moments lower order polynomials are sufficient. The above numbers quoted for the second and fourth moments were obtained from averaging many of the "reasonable values" from various fits up to $t^8$ term in $Q(t)$, with dead time of either 2.5 µsec or 3.0 µsec. The error limit covers the range of these "reasonable values." These errors are small because of the large signal-to-noise ratio of the experimental data and the short dead time of the spectrometer.

Using the reported structure of the sample, theoretical second and fourth moments were calculated by the following equations appropriate for spin 1/2 nuclei in a powder sample:

$$M_2 = \frac{9}{20} \gamma^4 \pi^2 \sum_{n,k} \frac{1}{n^2} \frac{1}{r_{nk}}$$

(1)
\[ M_4 = \frac{\gamma_4}{n} \frac{27}{560} \sum_{n,k} \left( \frac{1}{r_{nk}} \right)^{12} + \frac{23}{4} \sum_{n,k,l} \frac{1}{r_{nk}^{6} r_{nl}^{6}} \]

\[
(2 - \cos^2 \phi_{knl} + \cos^4 \phi_{knl})
\]

\[- \frac{1}{2} \sum_{n,k,l} \frac{1}{r_{nk}^{6} r_{kl}^{6}} (2 - \cos^2 \phi_{nk1} + 3 \cos^4 \phi_{nk1})
\]

\[+ 4 \sum_{n,k,l} \frac{1}{r_{nk}^{6} r_{nl}^{3} r_{kl}^{3}}
\]

\[(\cos^2 \phi_{kn1} - \cos^2 \phi_{knl} - \cos^2 \phi_{nk1} + 3 \cos^2 \phi_{kn1} \cos^2 \phi_{nk1})
\]

\[- \sum_{n,k,l} \frac{1}{r_{kn}^{6} r_{kl}^{3} r_{nl}^{3}} (\cos^2 \phi_{kn1} - \cos^2 \phi_{nk1} - \cos^2 \phi_{nlk}
\]

\[+ 3 \cos^2 \phi_{nlk} \cos^2 \phi_{nk1})
\]

Equation 2 for the fourth moment can be derived from Van Vleck's formula (15) by properly averaging over all solid angles. The calculation leads to a second moment, \((M_2)^{1/2}\), of 4.48 Gauss and a fourth moment, \((M_4)^{1/4}\), of 5.47 Gauss. In the calculation of the second moment all protons within a radius of 12.5 Å were involved, while only 60 protons were involved in the calculation of the fourth moment. The agreement between the theoretical and experimentally determined moments furnishes confirmation of the structure assumed in the theoretical calculation. The non-Gaussian line-
shape is indicated by the ratio \((M_4)^{1/4}/(M_2)^{1/2}\). For a Gaussian line this ratio is 1.32 but for \(\text{Th}_4\text{H}_{15}\) it is only 1.22, suggesting a broader line than a Gaussian. The FID signal can be fit well by another type of function in the form of:

\[
\exp(-a^2t^2/2) \sin(bt)/bt \quad \text{where} \quad M_2 = a^2 + \frac{1}{3} b^2; \quad M_4 = 3 a^4 + 2 a^2b^2 + \frac{1}{5} b^4,
\]

as shown in Figure 1. This type of function has also been shown to fit the FID signal of \(\text{CaF}_2\) single crystal quite well\(^{(16)}\).

**B. Relaxation Times and Motional Properties**

In a simple description the motion of nuclei in solids can be described by a correlation time \(\tau\) which obeys the equation

\[
\frac{1}{\tau} = \frac{1}{\tau_0} e^{-\Delta E/kT}
\]

where \(\Delta E\) is the activation energy of the motion of nuclei carrying the spins. More specifically, \(\tau\) can be interpreted roughly as the averaged time in between jumps of a nucleus. To extract \(\Delta E\) and \(\tau\) from NMR measurements, one can use the following approximate equations appropriate for relaxation times controlled by modulation of dipolar interaction due to motion of nuclear spins\(^{(17,18)}\):

\[
\frac{1}{T_2} \propto \gamma^2 M_2 \tau \quad \text{in the motional narrowing region} \quad (3)
\]

\[
\frac{1}{T_1} \propto \frac{2}{3} \gamma^2 M_2 \left(\frac{1}{\omega_0 \tau}\right) \quad \omega_0 \tau >> 1 \quad (4)
\]
\[ \frac{1}{T_{1r}} \propto \frac{1}{2} \gamma^2 M^2 \left( \frac{\tau}{1 + 4\omega_1^2 \tau^2} \right) \]  

(5)

\( \omega_0 \): Larmor frequency corresponding to external \( H_0 \) field.

\( \omega_1 \): Larmor frequency corresponding to rf \( H_1 \) field.

and from Equations 3 to 6, one obtains:

\[ \Delta E = R \left( \frac{\partial \ln \left( \frac{1}{T_2} \right)}{\partial \left( \frac{1}{T} \right)} \right) \]

\[ \Delta E = -R \left( \frac{\partial \ln \left( \frac{1}{T_1} \right)}{\partial \left( \frac{1}{T} \right)} \right) \]

or \[ \Delta E = -R \left( \frac{\partial \ln \left( \frac{1}{T_{1r}} \right)}{\partial \left( \frac{1}{T} \right)} \right) \omega_1 \tau \gg 1 \]  

(6)

Thus, \( \tau \) can be estimated by several different measurements and \( \Delta E \) is obtained by fitting the slope of a plot of \( \ln \left( \frac{1}{T_2} \right) \), \( \ln \left( \frac{1}{T_1} \right) \), or \( \ln \left( \frac{1}{T_{1r}} \right) \) as a function of \( 1/T \) (\( T \) is the temperature in K).

Other measurements such as the eight pulse, eight-pulse phase-pull parallel, and eight-pulse phase-pull perpendicular experiments were all observed to be dependent on temperature (see Figure 2). Theory of motion on these effects has not been well established, and at this stage these measurements have not been interpreted to furnish motional information.

Since major differences in the motional properties of protons were found between the HP and LP samples, their results will be discussed separately.
Motional Data of the LP Sample

The motional data of the LP sample are summarized in Figure 3. Line shape measurements indicate that motional narrowing starts at around 60° C, although this is not shown in the figure because the 1/e decay time has not been changed much at this temperature. By 110° C, the lines appear completely Lorentzian. Activation energy obtained from $T_2$ above 120° C is 16.3 ± 1.2 kcal/mole.

The observed $T_1$ consists of two contributions: $1/T_1 = 1/T_{1e} + 1/T_{1d}$. $T_{1e}$ is due to relaxation effect caused by conduction electrons, and $T_{1d}$ is due to dipolar relaxation effect caused by the motion of nuclear spins. At temperatures below 110° C, the conduction electron effect completely dominates the $T_1$, and when $T_1$ is plotted against $1/T_1$ as in Figure 4, the $T_1$ curve can be fitted by a straight line through the origin. The product $T_1 T$ is 180 ± 10 K-sec. This is different from the value of 120 K-sec obtained in the previous work (7). At higher temperatures the relaxation due to the proton motion begins to dominate. By subtracting out the conduction electron contribution, one obtains an activation energy of 18.0 ± 3.0 kcal/mole from the $T_{1d}$ contribution, in good agreement with the activation energy from the $T_2$ data.

$T_{1r}$ data indicate that $T_{1r}$ is proportional to $H_1^2$, the square of the rf field strength. This strongly suggests that $T_{1r}$ is dominated by motional effect. The two sets of $T_{1r}$ curves in Figure 3 appear straight and seem to lie in the $\omega_1 t >> 1$ region. The activation energy of proton motion below 80° C obtained is 10.9 ± 0.7 kcal/mole. The difference between the activation energies (16.3 ± 1.2 or 18.0 ± 3.0 kcal/mole)
above 120° C and 10.9 ± 0.7 kcal/mole below 80° C) is outside the limit of experimental error and suggests several mechanisms for the proton motion.

In addition to activation energies, Equations 3, 4, and 5 can be used to obtain the correlation time \( \tau \) of the proton motion. It turns out that \( \tau \)'s derived from \( T_2 \) data are approximately five times the \( \tau \)'s from the \( T_1 \) data. The discrepancy can be attributed to the crude nature of the theory used and may indicate that correlative motion exists which invalidates the use of equations derived from a single correlation time formulation. Experimental determination of the \( T_1 \) min's corresponding to \( H_1 = 4.7 \) G and \( H_1 = 20.6 \) G was not possible. If one uses the approximate expression of Equation 5, one obtains for \( H_1 = 4.7 \) G the value of \( 1/T_1 \) min = \( 1.4 \times 10^4 \) sec\(^{-1}\) and \( \tau = 3.9 \times 10^{-6} \) sec at \( T_1 \) min. For \( H_1 = 20.6 \) G the values obtained are \( 1/T_1 \) min = \( 3.19 \times 10^3 \) sec\(^{-1}\) and \( \tau = 8.9 \times 10^{-7} \) sec at \( T_1 \) min. An extrapolation of the \( \tau \) curve from \( T_1 \) data at temperatures above 120° C (using Equation 4) to lower temperatures leads to a \( T_{1r} \) min of \( H_1 = 4.7 \) G at 87° C. For \( H_1 = 20.6 \) G the temperature for the \( T_{1r} \) min is 114° C. These values of \( T_{1r} \) min appear reasonable considering the available \( T_{1r} \) data at lower temperatures. Thus, one concludes that the \( \tau \)'s predicted for the temperature range between 120° C and 80° C from extrapolation of data at higher and lower temperatures agree with one another to within an order of magnitude.

**Time-Temperature Hysteresis Effect of the HP Sample**

Not much difference was found between two samples as the temperature was raised, although the \( T_1 \) of the HP sample is slightly shorter than
that of the LP sample (by 10%). Upon cooling, a major difference was found. While data of the LP sample showed no time-temperature hysteresis, a distinctive effect was observed in the HP sample (see Figure 5). A more dramatic manifestation of this is that after the sample was cooled to room temperature, the proton motion took weeks to return to the original state, as indicated by the $T_2$ and $T_{1r}$ data (see Figure 6). After the phenomena was observed the first time, the experiment was repeated a month later and the same effect was observed in $T_1$, $T_2$, and $T_{1r}$ measurements.

$T_1$ is dominated at room temperature by conduction electron effects while $T_2$ and $T_{1r}$ are controlled by motional properties of the protons. The large time-temperature hysteresis observed in all of these parameters is strongly indicative of a major phase change in the material on heating. The hysteresis is sufficiently large to be difficult to understand without the necessity of moving the thorium atoms to new locations since the mobility of the protons is such that they would relocate in times short compared to these, and the $T_1$ results are indicative that a change in band structure is associated with the hysteresis. The fact that samples of the same composition and physical characteristics can behave so differently under mild heating is indicative that much still must be learned about this complex material, and it is our understanding that detailed x-ray studies as a function of sample preparation and temperature are being conducted by Professor C. B. Satterthwaite's research group at this time.

Summary of the Relaxation Measurements

Questions concerning the detailed mechanism of the motion in $\text{Th}_4\text{H}_{15}$,
such as the question of whether vacancy or the interstitial diffusion mechanism is dominant, cannot be answered by NMR measurements alone. It is clear that proton tunneling does not seem to be an important mechanism due to the large activation energy of motion observed. The existence of several proton motion mechanisms is indicated by the change of activation energy, and correlation motion is suggested by the discrepancy between the $\tau$'s predicted by $T_1$ and $T_2$ data through Equations 3 and 4. The motional properties reported here differ significantly from previous measurements: the activation energy obtained for a temperature above $120^0C$ is two to three times the values obtained in reference (6); motion narrowing of the lineshape occurs at much higher temperature than that in reference (5); and no temperature hysteresis effects have been previously reported. These discrepancies suggest that sample characterization other than composition may be critical to its motional property. The conduction electron effect from this work also differs from the previous result. The product $T_1T$ in this work is $180 \pm 10$ K-sec, whereas it was determined to be $120$ K-sec by others$^7$.

C. Multiple Pulse Measurements and Knight Shift

Just as expected for systems where only one kind of spin is present, the eight-pulse cycle narrowed the lines of both HP and LP samples by $\sim 30$ times. No significant difference was found between the two samples at $20^0C$ and $-80^0C$. Further measurements were thus made only on the LP sample. The eight-pulse line width is due primarily to residual dipolar interactions. This is indicated by the cycle time dependence of the eight-pulse resolution and supported by the small difference between the
decay times of phase alternate (phase-pull perpendicular) and the eight-pulse cycle. The low temperature (0° C and lower) eight-pulse width is wider than that at room temperature, suggesting that some field inhomogeneity type Hamiltonian is present in the sample but is averaged by motion (τ % 10⁻⁴ sec) at room temperature. The field inhomogeneity-type Hamiltonian is estimated to be less than 800 Hz by the above-mentioned increase of eight-pulse width and the phase alternate experiment. This means that combination of H₀ inhomogeneity, indirect spin-spin coupling, susceptibility effect due to small particle size, chemical shift or Knight shift anisotropies do not add up to more than this value.

There is evidence that eight-pulse line width is wider after the sample is heated to high temperatures. Some structure was observed in the eight-pulse lineshape at low temperatures before the high temperature experiment. One spectrum at ~40 K looked like a powder pattern which may be interpreted as either two proton lines associated with the two types of inequivalent protons in the Th₄H₁₅ sample or the combined effect of their chemical shift (or Knight shift) anisotropies. The two peaks were estimated to be separated by 16 ppm, and if it were a single chemical shift tensor with axial symmetry, the chemical shift tensor would be inverted, i.e., σ₀ > σ₁ other than the usual σ₀ > σ₁ found in most of the hydrogen-bonded solids (19).

After the high temperature experiments, however, the line remained quite wide (~2200 Hz) and symmetrical down to 46 K. Since it may take weeks for the sample to return to its original state and the samples in this work were soon lost, the one spectrum which showed structure cannot be confirmed until further samples are acquired. Line shift data
were taken three days after the sample was heated. The observed shift was corrected for bulk susceptibility effects by assuming both the sample and the reference to be long cylinders. The following equation was used:

$$\delta = \delta_{\text{obs}} + \frac{2\pi}{3} (\chi_v \text{ref} - \chi_v)$$

$\chi_v$ is the volume magnetic susceptibility. For Ca(OH)$_2$, $\chi_v = -0.665 \times 10^{-6}$ and its chemical shift tensor has been measured$^{(20)}$. For Th$_4$H$_{15}$, the susceptibility was measured$^{(22)}$ to be paramagnetic and dependent on temperature ($\chi_v \approx + 0.93 \times 10^{-6}$ at 12 K and $+0.57 \times 10^{-6}$ at 273 K, with the assumption that the density of the powder sample is 4.14 gm/cm$^3$, which is half the formula density of Th$_4$H$_{15}$). The corrected shift is thus presented in Figures 7 and 8.

Interpretation of the shift is complicated by the fact that there may be contributions from several interactions including the chemical shift (orbital motion of electrons) and Knight shift (spin magnetic moment or electrons). The absolute chemical shifts of protons in diamagnetic solids are typically of the order near 30 ppm$^{(19)}$, and the Knight shift due to conduction electrons through the contact interaction is estimated to be -31.2 ppm, using the experimental $T_1 T$ value of 180 K-sec and the Korringa relation$^{(21)}$:

$$T_1 \Delta H = \frac{\kappa}{\pi k T} \frac{\gamma_e^2}{\gamma_n^2}$$

Both of these contributions are temperature independent, and it seems that some other interaction is responsible for the temperature-dependent shift observed experimentally. Temperature-dependent shifts have been found in several A-15 compounds (e.g., $^{51}$V and $^{69,71}$Ga in $V_3Ga^{(23)}$) and
are thought to be due to core polarization from d band electrons. Such interaction is not possible for protons, and there is yet no satisfactory explanation for such a shift.

Finally, it should be mentioned that the shift measured in this work is in the opposite direction to that measured in reference (5). Using $T_1 T = 180$ K-sec, one calculates a ratio of:

$$
\xi = \frac{<\psi(0)>_{Ef}}{<\psi(0)>_{atom}}
$$

so that

$$
0.1 \leq \xi \leq 0.5
$$

which is somewhat smaller than the result reported in reference (7), but confirms the fact that a significant portion of the electrons on the hydrogen atom is in the conduction band.
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FIGURE CAPTIONS

Fig. 1. Normalized free induction decay signal of the Th$_4$H$_{15}$ powder sample. The solid line is the empirical fit using a function of the form $\exp(-a^2t^2/2)\sin(bt)/bt$ together with the calculated second and fourth moments.

Fig. 2. Log of the inverse of the 1/e decay points of the signal envelopes of the eight pulse and the eight pulse phase pull parallel experiments as a function of inverse temperature for the Th$_4$H$_{15}$ powder sample.

Fig. 3. Log of the inverse of the spin-spin relaxation time ($T_2^{-1}$), spin lattice relaxation time ($T_1^{-1}$) and spin-spin relaxation time in the rotating frame ($T_{1r}^{-1}$) as a function of inverse temperature for the LP sample. Activation energies obtained from the slopes are $16.3 \pm 1.2$ kcal/mole, $18.0 \pm 3.0$ kcal/mole and $10.0 \pm 0.7$ kcal/mole respectively. The measuring frequency is 56.4 MHz.

Fig. 4. The spin lattice relaxation time ($T_1$) as a function of inverse temperature for the LP sample. The product $T_1T$ is $180 \pm 10$ K-sec.

Fig. 5. Log of the inverse of the spin-spin relaxation time ($T_2^{-1}$) and spin lattice relaxation time ($T_1^{-1}$) as a function of inverse temperature for the HP sample. Arrows indicate the direction of the time temperature hysteresis.
Fig. 6. Log of the inverse of the spin-spin relaxation time in the rotating frame ($T_{1r}^{-1}$) and the lineshape as a function of time for the HP sample after the sample was heated to 460 K and was brought back to room temperature.

Fig. 7. The eight pulse line shape and the peak locations of the Th$_4$H$_{15}$ powder sample as a function of temperature using a Ca(OH)$_2$ single crystal as reference. The reference is oriented such that the major principal axis of the proton chemical shift tensor is parallel to the external magnetic field.

Fig. 8. The relative shift of the proton resonance line in Th$_4$H$_{15}$ powder sample as a function of temperature with respect to the same reference mentioned in Fig. 7.
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