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Abstract

The spin dependent cross sections, 0’?}2 and crg'/.z, and asymmetries, A and A, for
3He have been measured at the Jefferson Lab’s Hall A facility. The inclusive scattering
process *He (e, e) X was performed for initial beam energies ranging from 0.86 to 5.1
GeV, at a scattering angle of 15.5°. Data includes measurements from the quasi-
elastic peak, resonance region, and the deep inelastic regime. An approximation for
the extended Gerasimov-Drell-Hearn integral is presented at a 4-momentum transfer
Q? of 0.2-1.0 GeV=.

Also presented are results on the performance of the polarized *He target. Polar-
ization of *He was achieved by the process of spin-exchange collisions with optically
pumped rubidium vapor. The *He polarization was monitored using the NMR tech-
nique of adiabatic fast passage (AFP). The average target polarization was approx-
imately 35% and was determined to have a systematic uncertainty of roughly +4%

relative.
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Chapter 1 Introduction

1.1 Polarized Electron Scattering

In 1988 the European Muon Collaboration (EMC) at CERN published results on the
spin structure of the proton [5, 6]. They measured the proton spin structure function
by scattering high energy polarized muons by a polarized ammonia target. Before the
EMC result it was expected that the three valence quarks (up, up, and down) could
account for the proton’s spin. Such a line of thinking did not seem unreasonable since
the naive quark model appeared to do quite well at explaining the charge, the mag-
netic moment, parity, isospin, and symmetry properties of hadrons [7]. Indeed early
experiments at the Stanford Linear Accelerator Center (SLAC) confirmed the premise
that the valence quarks were the dominate contribution to the proton’s spin [8, 9].
By measuring the quark contribution over a wider kinematic region, the European
Muon Collaboration found that the quark contribution was 12% % 9% £ 14%ys,
a small value consistent with zero. The resulting situation was dubbed the “proton
spin crisis.”

What followed was an explosion in theoretical work. In addition a number of ex-
perimental programs began dedicated to understanding the spin structure of the pro-
ton, neutron, and deuteron. The European Muon Collaboration reorganized into the
Spin Muon Collaboration (SMC) and became dedicated to studying both the proton
and deuteron spin structure functions [10]. Meanwhile, at the Stanford Linear Accel-
erator Center (SLAC) a series of experiments began using a polarized electron beam
and polarized *He, ammonia, and Lithium Deuteride (LiD) targets to extract the
spin structure functions of the neutron, proton, and deuteron: E142 [11], E143 [12],
E154 [3], and E155 [13]. In Europe, at DESY, the HERMES collaboration began a



program using polarized electrons and polarized hydrogen, deuterium, and *He [14].
For a recent review of these experiments, see [15].

Much of this recent work focused on measuring the Bjorken sum rule:

L 1 ga
([)_ n 1.;_____/’ 1.1
|, (6t — gz = 52 (L.1)

where gf(") is the spin structure function for the proton (neutron), % is the ratio of
axial and vector coupling constants, and the integration is taken over the full range
of the kinematic variable z (Eq. 1.8). Because of the surprising EMC proton result,
experimenters raced to check this fundamental relation by measuring the neutron. If
found, a violation of the Bjorken sum rule would represent a major problem for per-
turbative quantum chromodynamics (pQCD). With the large amount of data from the
polarized scattering experiments listed above, the Bjorken sum rule was verified and
the quark contribution towards a nucleon’s spin was determined to be 30%+10% [15].

One condition of the Bjorken sum rule is that it only holds true at high energies.
That is, the electron four-momentum transfer to the target nucleon must be large.
Interactions at high momentum transfers are governed by perturbative QCD. For the
case of the Bjorken sum rule, pQCD corrections are made for the fact that experiments
were not conducted at infinite momentum transfer.

At low energies the validity of pQCD comes into question. No longer are inter-
actions strictly between the electron and a constituent quark, as modeled at high
energy. More of the nucleon’s macroscopic structure is expected to play a role. This
structure is complicated by the addition of sea quarks (quark-antiquark pairs) and
gluons (carriers of the strong interaction). There is currently no way to predict or
calculate accurately the spin structure functions at low energy without directly mea-
suring them. The hope is that someday lattice QCD will be able to derive the nucleon
structure functions from first principals.

Experiments in the low energy region can use the Gerasimov-Drell-Hearn (GDH)



sum rule as a lighthouse to study the evolution of the nucleon spin structure functions:

100 dv 2l .
/t (01/2 - 03/2)7 == M2 K. (1.2)

hr

The GDH sum rule relates the difference in polarized cross sections (o /2(3/2)), for the
scattering of real photons, to the target’s anomalous magnetic moment (), mass (M),
and the electro-magnetic coupling constant («). There is now a large effort to study
the nucleon spin structure in the low energy region, much of it focused on testing the
GDH sum rule. This thesis focuses on experiment E94-010 conducted at Jefferson Lab
in Virginia. The experiment measured the neutron’s spin structure functions in both
the low and high energy regimes in order to provide data to connect the Bjorken and
GDH sum rules. The remainder of this chapter deals with the formalism of polarized

electron scattering and describes in detail the GDH and Bjorken sum rules.

1.2 Formalism

The purpose of the E94-010 experiment was to measure the extended Gerasimov-
Drell-Hearn sum rule for 3He and the neutron. From the detection of the scattered
electrons with different polarization configurations, the polarized *He cross sections
were determined. These were in turn used to calculate the GDH sum rule. The sum
rule requires that data be recorded over a wide range of energies. Therefore, £94-010
measured the four principal regions of the cross section: the elastic, quasi-elastic,
resonance, and deep inelastic regions (Figure 1.1).

These distinct regions are a consequence of the 3He structure. The virtual photon
probes the target and has a wavelength that depends upon its energy. The shorter
the wavelength, the greater the resolution of the probe (Figure 1.2). At low energies
the 3He appears as one object. Scattering occurs elastically, leaving the *He nucleus
intact. As the energy increases, the constituent nucleons are resolved and scattering

can occur elastically from the protons or the neutron. This is called the quasi-elastic
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Resonance Deep Inelastic

Mass of Products

Figure 1.1: Schematic of the *He cross section. The relative peak heights change
depending upon the momentum of the virtual photon.

regime. The cross-sectional peak is smeared due primarily to Fermi motion. Increas-
ing the energy allows for the excitation of the nucleons. There are numerous types of
resonances in this region. For example, a proton, having interacted with the scattered
electron, becomes a A particle which then decays into a pion and a baryon. Finally,
when the energy is high enough, the interaction probes the individual quarks. This
is known as deep inelastic scattering.

The purpose of this chapter is to introduce the formalism used to describe the ex-
tended Gerasimov-Drell-Hearn sum rule. Since E94-010 measures polarized scattering
cross sections, particular emphasis is placed on defining the scattering asymmetries
and their relation to total cross sections in each region.

There are a number of ways to describe the kinematics of electron scattering by a
target. In the experimental hall (lab frame) the three parameters measured are the
electron’s incident energy, F, the scattered electron’s energy, E', and the scattering
angle, 6§ (Figure 1.3). The electron’s initial helicity and the target polarization are

also known. These three lab variables are related to variables used when considering
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Figure 1.2: The increasing resolution of the *He nucleus. As the virtual photon energy
increases so too does its ability to probe the internal structure of the *He nucleus and
constituent nucleons.

the interaction of the electron and the target.

The interaction between the electron and the target can be described as an elec-
tron emitting a virtual photon, which in turn interacts with the target (bottom of
Figure 1.3). The electron has an initial four vector £* and a final four vector £"*. The
initial spin of the electron is s* and the final spin is not measured in inclusive scat-
tering. For the target, the initial momentum and spin are P* and S*. The hadronic
products have an invariant mass squared given by W2, The virtual photon has a four

vector given by ¢* = (v, ). Some useful quantities related to the lab frame variables

are
v=FE—F, (1.3)
. 0
Q* = —¢*q, = 4EE'sin? 3 (1.4)
9] = Q% + 12, (1.5)
E — E'cos@
cos§* = ———— 057 (1.6)

a1
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Figure 1.3: The scattering of an electron by a nucleus. The top picture shows scat-
tering in the laboratory frame. The bottom picture depicts how scattering occurs as
an exchange of a virtual photon.

W? = (¢" + P*)* = M} + 2Myv — Q?, (1.7)
i = 2;/2;‘1/, (1.8)

T = %, (1.9)

6= (1+2|C(]2l22ta112 g)_l, (1.10)

where My is the target mass (either the *He or nucleon mass), Q* > 0, 6* is the
angle between k and q, x is related to the fractional momentum carried by the struck
parton, 7 > 0, and € is related to the virtual photon’s polarization.

Now that some common variables have been defined, the particular formalism for

each region is described.



Elastic Scattering

Following the formalism presented in [16], the differential cross section for elastic

scattering (Q? = 2Mv) of an electron by a nucleus or nucleon is given by

do E'

=My {(FE(QQ) + 7'/521722((22)) + 27(F1(Q?) + kF3(Q?))? tan? g (1.11)

where k is the anomalous magnetic moment in Bohr magnetons, F} and F, are the
Dirac and Pauli form factors, and o,; is the Mott cross section. The Mott cross

section describes scattering of an electron from a point-like particle:

2 .20
o cos® 2
2
OM = —————F3 75 (112)
4F? sin* g
where o« = —% is the fine structure constant. The Dirac and Pauli form factors are

137
functions that account for our lack of knowledge regarding the photon-hadron vertex.
At Q? = 0 they have the following values for the proton and neutron: F}(0) = 1,
FP(0) =1, F*(0) = 0, and F(0) = 1. Typically, for elastic scattering, a new set of

form factors are defined:

Gr(@Q*) = Fi(Q°) — 16k (Q%), (1.13)
Gu(RY) = Fi(Q?) + kF(Q?). (1.14)

These are known as the Sachs form factors, and they have a direct physical interpre-
tation. If v is small compared to the nucleon mass, then G is the Fourier transform
of the charge density and G, is related to the magnetization density. At Q* = 0,
G% =1, G5 = up, G = 0, and G = pin, where p; = 2.79 and pi, = —1.91 in Bohr
magnetons. In terms of the Sachs form factors, the elastic scattering cross section is

[17]
do E’ 1

LLIP S N 27 1.15
a0~ M E e G 0] 1-15)



Because the target and initial electron spins are known, three polarized cross
sections can be measured: the case when the spins are aligned, the case when they are
anti-aligned, and the case when the target spin is perpendicular to the electron spin.
By measuring the scattering rates for the different combinations, two asymmetries
are measured:

dott — do™ B do™ — doT

A= do¥t — dott and A= dote — dote (1.16)

The first arrow refers to the beam helicity and the second refers to the direction of
the target’s polarization. The up and down arrows represent spin directions parallel
and anti-parallel to the beam axis. A left arrow means that the spins of the target
are perpendicular to the beam momentum direction.

In the case of elastic scattering from *He these asymmetries are related to the

3He form factors in the following way [18]:

21 G2, cos ) — 2urpi/27(1 + 7)G Gy sin
4 DTV Gy (1) /27 (1 VGEG ¢ ¢ (1.17)

v, (1 4+ 7)G% + 2vpTG3,

where 1) is the angle between the target spin vector and ¢. For A, v = 6*. For A,

1) = 0* £ 90°. The quantities vy are kinematic variables and are given by:

0 g 1 1
v = tani\/tan2§+1+7, (1.18)
1 1 0
B == f - 4 (1.19)
vr = tan? 5t T3 (1.21)

Measured values for the 3He electric and magnetic form factors can be found in [19]'.

IDunn uses the form factors Fo and Fj; which are related to Gg and Gy Ggp = ZFo and
Gnrr = psgeFar and Fo(0) = Fipr (0) = 1.



The size of A can easily be estimated. For an incident electron energy of 0.86
GeV and a scattering angle of 15.5°, |4| ~ O.OQ%{Y}. If the assumption is made that

the form factors for *He are just the addition of proton and neutron form factors,

then?
2,50
Ge =gt 4+ 6%+ G- <" 14140=2, (1.22)
o Q20
GHe =GP, + G2, + G "~ iy — iy + i = —1.913, (1.23)

and |A)| &~ 2 x 107% which is correct to within a factor of two.

Quasi-Elastic Scattering

Quasi-elastic scattering is essentially elastic scattering from a nucleus’ constituent
nucleons. The scattering cross section for a nucleon is given by Eq.(1.11). The quasi-
elastic peak is not as sharp as the *He elastic peak. This is because the nucleons
carry a large momentum dispersion due to their confinement in Az (ApAxz ~ h).
The Fermi motion smears the peak [20]. As for the spin-dependent asymmetry in
this region, the contributions from the two proton spins should cancel due to the
Pauli exclusion principle. This dilutes the asymmetry contributed by the neutron.
Dilution from the fact that the *He wavefunction is not only in a ground state also
occurs, but the contribution to the asymmetry is small [21]. The spread due to Fermi
motion also dilutes the asymmetry. Therefore, the measured quasi-elastic asymmetry

is expected to be smaller than the elastic asymmetry for 3He.

Resonance Region

When the energy of the virtual photon is large enough to distinguish the constituent
quarks of a nucleon, but not large enough to scatter individually off quarks, resonant

scattering can occur. In such an interaction the photon excites the nucleon’s internal

2The magnetic moments of the two protons in *He should anti-align due to the Pauli Exclusion
Principal. That’s why the second p, has a negative sign.
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constituents. Shortly after excitation (107%%s) the excited nucleon decays into a nu-
cleon and a meson (Figure 1.4). The lowest energy resonance is the A particle or P33
state (the 3’s represent the (isospin, J) (3/2,3/2) state). Because of the & weight-
ing in the GDH integral (Eq. 1.63), this lowest energy resonance is the dominate

contribution to the sum rule for the neutron.

c &

TT

4
IR

* ’
N 4

N ,'¢
N,

Figure 1.4: Resonance scattering. The virtual photon excites the nucleon (N) into an
excited state (N*) which then decays into a nucleon (N’) and a meson (7).

Polarized scattering in this regime is characterized by the total photo-absorption
cross sections. These cross sections describe the interaction between the virtual pho-
ton and the target. The virtual photon can have transverse and longitudinal polar-
izations. This will yield four photo-absorption cross sections when the target has a
spin of 1/2. In terms of |(initial photon projection), (initial target spin projection)>
they are:

oz ~ |(1,-1),(1/2,1/2) >,

Ogfy Il,].), 1/2,1/2) =

(1,-1)
(1, 1), (

or ~ |(1,0),(1/2,1/2) >,
(1,0), (1/2,1/2) > |(1, -1),(1/2,1/2) > .

orE |



it

The total transverse photo-absorption cross section is op = 012 +03/2, Where 351 /2)
is for the case when the photon and target spins are aligned(anti-aligned). The differ-
ence in these cross sections is o7 = 01/ — 03/2. The total longitudinal cross section
is 0. There is also an interference term between the transverse and longitudinal
interactions given by opp.

Two virtual photon asymmetries can be formed from these cross sections:

LB DER il Mg R (1.24)
or ar

x41 —
The boundary on their values are [22]

~1<A; <1 and A,<,/ZE (1.25)
o

The asymmetries A; and A, are related to Ajand A, [23]:

AH = D(Al + 77A2) and A_]_ = d(A2 =% CAl), (126)
where
1—-FE'¢/E
T 14 eR (1.27)
_ Ve
TI_EE—E’e’ (1.28)
2e
d=D .
V1i+e€’ (L28)
(1 +e)
¢= === (1.30)
- (1.31)
O-/IV
If the incoming electron transfers all its energy, D = 1 and d = 0 and therefore
AH = A;.

The Ps3 resonance, or A particle, is a proton (neutron) with both up (down) quark
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spins pointing in the same direction and with a total angular momentum of L, = 0
for all three quarks. The P33 asymmetry can be predicted by examining the following

transitions:
lu(Du(l)d >p— |u(Pu(t)d >a  or |d(M)d()u >,— [d(T)d(T)u >a . (1.32)

Relating these transitions to their Clebsch-Gordan coefficients, the ratio oy/5/03/0 =
%, and therefore A} = —3, which is in good agreement with the data [24].
The double polarized differential cross section in terms of the virtual photon asym-

metries and photo-absorption cross sections is [25]

d2
deUE/ = I'p(or + €or £ V1 — €2 cosporA; + 1/2¢(1 — €2) sinporAs), (1.33)

where ' is the virtual photon flux:

o (W2—M2E' 1

Iy = !
g 47 (Q)? ME 1—¢

(1.34)

The unpolarized portion of the differential cross section (op + €oy) can be approxi-
mated by op since the ratio oy /or is fairly small in the P33 resonance region. This,

in turn, is broken down into resonant and non-resonant contributions:
or 4+ €0, X op=0p+ONR. (1.35)
The non-resonant background is generally parameterized by a polynomial [25]:

ONR — \/VV = VVthr Zai(W - Wthr)ia (136)
1=0

where a; are free parameters fit to the data and Wy, is the value of VIW? at the
threshold of A production. The resonant cross section for Ps3 can be expressed in

terms of electric and magnetic form factors for the A and the total width of the
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resonance, I':
4dra ik

T W(W2— M?) UG}Z\X/P + 3’6%’2)- (1.37)

UR(P33) =

The cross section for Psj is strongly excited at Q? near zero, and G4y, the dominate
form factor, falls off rapidly with increasing @2 [1]. This implies that the GDH sum

rule will have a strong Q? dependence at low Q? (Figure 1.5).

Deep Inelastic Scattering

The scattering of electrons in the deep inelastic region is described by the contrac-
tion of two tensors. The electron virtual photon vertex is described by the lepton
tensor L,, and the nucleon virtual photon vertex is described by the hadron tensor
W#v. Each is comprised of a spin-independent part and a spin-dependent part. The
differential cross section is given by [20]:

d’c  40* FE'

s = gF 5w (1.38)

Following the form of Hughes and Kuti [22], the lepton tensor, when the final spin

state of the scattered electron is summed over, is given by

Loy =l oy 4 B loy, — gk’ = B4 M€ uvaps™q’, (1.39)

~~

spin—independent spin—dependent

where €,,,3=1 for even permutations of 1234, g,,, is the metric tensor, and m, is the

mass of the electron. The hadron tensor is represented by
W = W + W, (1.40)

where

g 1 P p.
Wi = (o + S )Wk g (P e ) (- St ) w0
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and
1

175 aal(P - 0)Sp — (S - @) Py Go. (1.42)

Wty = iMe**P g, SpG1 +

Here, four new parameters have been introduced: Wi, Wy, GGy, and G5. They are the
inelastic structure functions, and they represent the interaction between the virtual
photon and the nucleon. The first two, W; and W,, characterize unpolarized scat-
tering, and GG; and G5 are relevant for polarized scattering. All four of the structure
functions depend on v and Q? (not simply % as in the case of elastic scattering).

For unpolarized scattering, the inclusive cross section, when the final electron spin
state is averaged over, is given by

d*o B 402 E"?
dQdE Q4

5 0 0
(COSZ §Wz + 2sin? §VV1> : (1.43)

Polarized scattering is characterized by measuring the asymmetries A, and A;. The
virtual photon cross sections have the following relations to the structure functions [20,

23]:

o320~ <1,1/2]1,1/2> =W, +vMG, — Q*°Gy, (1.44)
olp~ <1,-1/2|1,-1/2> =W, —vMG, + Q*Gb, (1.45)
2
12
orp ~ <1,1/2[0,1/2> = /Q* (MG + vG,). (1.47)

When the scattering energies are sufficiently high (Q? large) the structure func-
tions become dependent upon only one variable: . This behavior is known as scaling,
and it arises from the fact that the nucleon is comprised of point-like particles. The
relationship between the general structure functions and those used when the scat-
tering is in this regime are given by

%Wﬁ(l/, "y = File), %Wg(u, Q?) = Fy(x), (1.48)



2
1% 2 ) 1% .
MGl(V’Q ) =g¢i1(z), and WGQ(I/, Q?) = g2(z). (1.49)

Furthermore, F| and F3 are related to one another by a modification of the Callan-

Gross relationship:
1+ %

Fl(.’L') == FQ(T)m

(1.50)

The confirmation of this relationship indicates that the quarks have a spin of 1/2. As
(Q? — oo for constant x, R — 0, and Fy = 22 F;. The relation between the structure

functions and the virtual photon asymmetries are given by

__ 5 |Q? , _ K V2 5
g1 = (T@ (A1 + ﬁ‘AQ) and g2 = '(1—+—g;—) < @AQ == Al i (101)

v2

At high energies, the spin structure functions have a simple physical interpretation
in the quark-parton model [22]. For F} and g;, the interpretation is that they are

equal to the sum over longitudinally polarized quark types:

R) = 53X l@ + rH@) (1.52)

1
a(@) = 526l @ - @), (1.53)
where f;(“(.r) is the probability of finding a quark with its spin aligned (anti-aligned)
with the nucleon’s spin and with a fraction x of the nucleon’s total momentum. The

charge of the quark type is given by e;.

1.3 Sum Rules

Theoretical knowledge of the spin structure functions is limited to integrals over some
kinematic region (e.g., [y gi(z)dx). These types of integrals, or combinations thereof,
are known as sum rules. Measurement of these sum rules allow for tests of their

assumptions. Some of these sum rule studies represent fundamental tests of QCD.
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1.3.1 Bjorken Sum Rule

In 1966 Bjorken [26] derived a sum rule using current algebra in the limit of Q% — o
(Eq. 1.61). Integrating Eq. 1.53 over the full range of = gives, what is called, the first
moment:

2 Ad%As) . (1.54)

1 1 /4 1
r :/ z.,-:—(—A, =
. A g1(z)da 5 43 u+9

The quantities Aq are the helicity carried by each quark type. They can be calculated

from the following matrix element:
2Aqs* =< N|gy"v°q|N >, (1.55)

where N represents the nucleon, v# and 7 are the Dirac matrices. The Bjorken sum

rule relates the first moment to the weak current matrix element for neutron decay:

< plJw|n >=< p|TTY*(1 — 4°)|n >= Ux* (1 — &> U=2 (p“ — g—As“> , (1.56)
gv gv

where U represents a Dirac spinor and 7 is a Pauli matrix for isospin. Equation 1.56

can be converted to a matrix element between proton states:

—
—
n
=~I
Nt

<plr "y’ |n >=< plr "y’ |p > .
This, in turn, is related to the helicity carried by the quarks:
< Py |p >=< Bluy*yPu — dyHyPd|p >= 2s*(Aup — Adp). (1.58)

Now, a portion of the matrix element in Eq. 1.56 is related to the quark helicities in

Eq. 1.58:

< |ty P |n >= 23”% = 2s¥(Any — Adp) (1.59)
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and the Bjorken sum rule is realized:

n 1 lgA

At finite Q?, gluon interactions modify the sum rule. The modification is calcu-

lated using pQCD and amounts to a correction by a power series in a,(Q?):

[ @) - epas = 324 (1- 248N (161

6 gv ™
The strong coupling constant, a,(Q?), has the following form

1
(%i) InQ2/A?’

0,(Q2) = (1.62)
where f is the number of quark flavors, and A (~100 MeV) characterizes the strength
of the strong coupling constant. Today the Bjorken sum rule corrections have been

calculated up to third order in «; [27].

1.3.2 Gerasimov-Drell-Hearn Sum Rule

In 1966, S.B. Gerasimov [28] and, independently, S.D. Drell and A.C. Hearn [29]
derived a sum rule for the absorption of polarized real photons on a polarized nucleon.
The sum rule takes the photon energy weighted difference of two spin dependent cross

sections and relates it to the nucleon’s anomalous magnetic moment:

© g1y — O3)2 2m%a
— " dv = — s 1.63

/thr v M?2 ( )
Here, 03/2(1/2) is the absorption cross section when the photon and nucleon spins are
aligned (anti-aligned), v is the photon energy, « is the anomalous magnetic moment,
« is the electromagnetic coupling constant, and M is the mass of the nucleon. The

2 ; m2 « .
integration is carried out from the pion threshold (£ H2ma ML) to infinity.
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Derivation of the sum rule starts by using the results of Gell-Mann, Goldberger,
and Thirring [30] for the forward scattering of photons. They derived the Compton

scattering amplitude for a photon scattering at zero degrees:

f(v) = fiw)e - €+ fo(v)ic - & x € (1.64)

Here €* and € are the final and incident photon polarization vectors, v is the photon
energy, and & is the target spinor. The functions f;(v) and f,(v) are scalar invariants.
The optical theorem relates the imaginary parts of fi(v) and fo(v) to the polarized

cross sections g3/ and oy /3:

Imf(v) = ﬁw and Imfy(v) =

vV O03/2 —01)2

1.65
47 2 (L.65)

For the GDH sum rule, the interest is in the real part of fo(v). This real part can be

related to the imaginary part using a non-subtractive dispersion relation [31]:

2 00 II < !
/ vimf() (1.66)
t

Refulp) = 7 Jir V2 — 12

By differentiating with respect to v and then letting v — 0, Eq. 1.66 becomes

. 3
£1(0) = %/U Im{/#du. (1.67)
In the same year, 1954, as Gell-Mann, Goldberger, and Thirring published their
results for forward Compton scattering, F.E. Low [32] and Gell-Mann and Gold-
berger [33] derived a result for the scattering of low energy light by a system of spin
% particles. For the case of forward scattering in the low energy limit, they found
that the derivative of the scattering amplitude was related to the anomalous magnetic
moment:

f5(0) = 2;} K2 (1.68)




19

The Gerasimov-Drell-Hearn (GDH) sum is completed by taking Eqs. 1.68 and 1.65

and substituting them into Eq. 1.67.

Extended GDH Sum Rule

The GDH sum is only valid for real photons (Q? = 0). In the case of electron
scattering we have virtual photons (Q* # 0). While there is no sum rule for virtual
photons, we can construct a related integral by considering the difference of polarized
cross sections:

B B 81
orT = O1/2 — 03/2 = M3(v — @Q?/2M)

(MG, (v, Q%) — Q*Ga(r,Q%).  (1.69)

The integral [34]
o g

QP = “/ — (0172 — 03/2) (1.70)

thr UV

converges to the GDH sum rule result as Q% — 0:

2
2r°a

1(0) = —— K%, (1.71)

which is equal to —204ub for protons, —232.8ub for neutrons, and —496ub for *He.
For a 3He GDH sum rule, integration begins just above the elastic peak and goes
to infinity. For a neutron GDH sum rule, integration is from the pion threshold to
infinity. The extent to which a polarized *He can be modeled as a polarized neutron

and two unpolarized protons can be tested by integrating o7 for *He over the neutron

range:
3He 2 o SHe 2 __ ; 3He 2
/00 oy i, Q¢ = 0) dy — /'/ pion g He(v, Q* = O)dl/+ 5 i 0 =) iy
v>elastic v Jv>elastic v - v>pion v
—496b —263.24b —232.8ub(free neutron)

(1.72)
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1.3.3 Motivation for Measurement of Nucleon Spin Struc-

ture for Intermediate and Low Values of ()?

The early motivation to study the spin structure functions in the low Q? regime was
to study in more detail the ‘proton spin crisis’. Anselmino and others [35] proposed
that higher twist effects could alter the value of the Bjorken sum rule for finite @Q?
beyond pQCD corrections (Eq. 1.61). The size of the effect could be estimated using
the GDH sum rule. By doing this, they found that the quark contribution to the
Bjorken sum rule could be as high as 50%. Not only did the GDH sum rule bring
the quark contribution up to something “reasonable”, but it also suggested dramatic
spin structure at intermediate values of Q% (.02 <» 1 GeV?). With measurements
taken after EMC, the Bjorken sum rule for finite QQ? is entirely accounted for using
pQCD corrections implying that higher twist effects are small. However, dramatic
spin structure effects at low energy are still possible.

Polarized data in this region (Q% < 1) is nonexistent. For the extended GDH sum
rule, unpolarized data in the resonance region has been used to try and understand its
(Q? evolution. Because of the 1/v weighting, the largest contribution to the neutron
is expected to come from the P33 resonance (Figure 1.5).

Current interest in the intermediate region has been spurred on by the develop-
ment of a generalized GDH sum rule proposed by Ji and Osborne [36]. This sum
rule relates the spin structure function G,(v,Q?) to the forward virtual Compton

scattering amplitude S; (v, Q?):
o G 2
4/ —@du = 5,(0,Q%). (1.73)
el
At Q% = 0, Eq. 1.73 is related to the GDH sum rule:

2
& {w, 0 225 —]f—[,;. (1.74)
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Figure 1.5: The extended GDH sum rule as presented in [1]. The solid line is the
integral I"(Q?) with the Ps3 resonance. The long-dashed line is without the Ps3
contribution.

For Q? — oo, Eq. 1.73 is connected to the Bjorken sum rule by the use of the

dispersion relation for S; (v, Q?):

(g 02 — §™ g 02y — 1 94
Sl (O?Q ) Sl (O7Q ) 3(22 g\/‘

(1.75)

The forward virtual Compton Scattering amplitude can be extended from Q? = 0 us-
ing chiral perturbation theory and from Q% — oo using Operator Product Expansion.
These theoretical predictions can be tested against the measured value of G (v, Q?).

Experiment E94-010 marked the first time the spin structure functions will have

been measured for *He and the neutron in the low and intermediate energy regimes.
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Chapter 2 Experimental Setup

2.1 Overview

Jefferson Lab is located approximately twenty miles up the James River in Newport
News, Virginia. The facility consists of, among other things, an electron accelerator
and three experimental halls, which are ingeniously named A, B, and C. Hall A
contains two high resolution spectrometers used to detect particles scattered by a
fixed target. Electrons can be delivered to all three halls simultaneously. They are
initially accelerated to 45 MeV at the injector site (Figure 2.1). From there they
pass through a linac where they acquire another 400 MeV. Next, they travel through
a 180° turn in the recirculation arc and accelerate an additional 400 MeV as they
pass down a second linac. The electrons can now be delivered to any or all of the
experimental halls, or they can enter a recirculation arc that returns them to the first
linac. If returned, the electrons pick up an additional 800 MeV before going to a
Hall or transported for another pass. Up to five passes are allowed for a maximum
electron energy of nearly 6 GeV. The 400 MeV acceleration for each linac section is
a nominal amount. It can be adjusted to deliver a variety of energies.

Experiment E94-010 ( Measurement of the Neutron (3He) Spin Structure Function
at Low Q* : a connection between the Bjorken and Drell Hearn Gerasimov sum rules.)
was conducted in Hall A. It used beam energies of 0.860, 1.720, 2.591, 3.384, 4.255, and
5.070 GeV at currents ranging from 3pA to 15pA. The electrons were longitudially
polarized, and their helicity was flipped at a rate of 30 Hz. The fixed target was
a 40 centimeter long glass tube filled to 10 atmospheres of polarized *He. The two
spectrometers were configured with detector packages designed to detect scattered

electrons. The experiment ran from September 25 through Christmas Eve of 1998
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Recirculation Arcs

Injector

Figure 2.1: Accelerator configuration.

and recorded approximately five and a half billion scattered electron events.

2.2 Polarized Electron Beam

2.2.1 Beam Source

Jefferson Lab’s source of polarized electrons is based upon the source used at SLAC [37].
It utilizes a strained GaAs cathode to create highly polarized electrons. The cathode
is created by growing layers of various GaAs combinations (Figure 2.2). The top-most
layer is pure GaAs. The layer below it is made of GaAsy72Pg.2s. The shorter lattice
spacing of the GaAsg 72P .25 (5.5968 A) causes the natural spacing of the GaAs (5.6533
A) to shrink slightly, creating strain [38]. The stain creates a gap in the different sub-
levels of the P35 electrons in the valence band of the GaAs. By tuning a circularly
polarized laser to the proper frequency, electrons from the P3/, m= 3/2 state can be
excited to the S;/» m= 1/2 level of the conduction band (Figure 2.2). From there
the polarized electrons diffuse to the surface and escape into the surrounding vacuum.
Because the strain creates a sufficiently wide gap between the P3/, sublevels, electrons
from the m=1/2 state will not be excited by the tuned laser. The consequence is the

electrons leaving the surface of the cathode are nearly 100% polarized.
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Figure 2.2: The layers of the strained GaAs cathode and the level diagram of the
conduction and valence bands.

2.2.2 Mpogller Polarimeter

Precision measurements of the electron beam polarization were conducted using the
Hall A Moller polarimeter [39]. The name “Moller” refers to the scattering of two
electrons. For our case, the scattering process was polarized, namely ¢+ ¢ — e + e.
The scattering cross section depends on the angle at which the two electrons scatter

and the polarizations of the beam and target electrons:

ewld Y (Aallonr)  Parg i Poeum i) (2.1)

1=2T,Y,2
where 7 = z,y, z refer to the the projections of the polarizations, <y, is the center of
mass scattering angle, and Pjy;g(beam) 1S the polarization of the target (electron beam).
If the beam is taken to travel along the z direction and the scattering occurs in the

zz-plane, then A;; takes the following form:

A _ SiIl2 0()/\,{ ® (7 + COS2 9(;}\1) (2 2)
e (3 I cos? 9()[\[)2 : .
SiIl/1 HCI\I
Ay = = , =y 2.3
) (3 + cos? 9(}]\1)2 ( )

Ay = —Ag (2.4)
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Measurement of the longitudinal component of the electron beam polarization de-
pends on A.., which has a maximum value of 7/9 for a center of mass scattering
angle of 90°. By measuring the number of electrons scattered when the beam is po-
larized parallel and anti-parallel to its momentum direction, the following asymmetry

is formed::
N - Nt

A == W - Azz : Ptarg % Pbeam i (2-5>
where N are the counting rates of the scattered electrons when the beam po-
larization is anti-parallel (parallel) to the target’s spin direction. The transverse
components, A, and A,,, can yield a small asymmetry if the target electrons have
a spin component in the yz-plane. However, for a center of mass scattering angle of
90°, the value of A,, is 1/9, so this effect is somewhat suppressed.

The Mpgller polarimeter for Hall A used a 12 pm thick supermendur foil (Fe plated
onto a Cu foil) for its target. Due to boundary conditions, the foil is polarized along
its length [40]. It was tilted at angles ranging from 20 to 160° with respect to the
beam, making the effective target polarization Py » = Proit - €0S O1qrger. The angle
was determined visually by looking at the target with respect to an engraved scale
on the target holder and by comparing the counting rates at different angles. The
foil was magnetically saturated using two Helmholtz coils, which produce a magnetic
field of about 300 G along the beam at the target center. Out of 26 electrons, 2 per
atom are polarized in the iron, translating into a polarization of Pj,;=7.6%.

The Mgller spectrometer is comprised of three quadrupole magnets and one dipole
magnet followed by two detectors consisting of scintillators and lead glass counters
(Figure 2.3). The two spectrometers were set to record events occurring in coincidence
with one another. The angular acceptance of the spectrometers ranges from 76° to
104° in the center of mass frame. For incident energies less than 1 GeV the angular
acceptance is between 83° and 97°. Taking into account these acceptances, the average
value of < A,, > was 0.759 as determined by a Monte-Carlo simulation.

Twenty-six Mgller measurements were taken during the £E94-010 experiment. Mea-
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Figure 2.3: Schematic of the Hall A Mgller polarimeter.

surements were taken with the target angle at 25 and 155° in order to understand
effects due to transverse polarization within the foil and to study the target angle
by comparing the counting rates. Several runs of ~30k events were taken at each
angle. The background and Mgller peak were fitted to obtain N1V The fit took
into account the Levchuk effect [41]. This effect is due to the fact that the unpolar-
ized Fe atom electrons are contained in the inner atomic shells. They have a higher
momentum and momentum spread and therefore broaden the elastic peak compared
to the polarized (outer shell) electrons. This systematic effect was taken into account
by correcting the apparent beam polarization down by 2% relative. The results with
statistical error bars are shown in Figure 2.4. Also given are the polarization results
used for each beam energy.

The systematic uncertainties are listed in Table 2.1. Polarization of the target is

given by Piurget = Proir - €08 0505. The angle 0y, is known to +0.4° which contributes
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Figure 2.4: Results of the Mott and Mgller measurements.

0.3% to the uncertainty of P4 The polarization of the target foil is given by
(2.6)

where ¢’ is a spin-orbital correction for supermendur and is equal to 1.900+0.005 [39]
(this uncertainty contributes negligibly to the uncertainty in Py, ), N, is the number
of electrons per unit volume, and By,; is the field within the foil. By, is given by
® - width - thickness, where ® is the applied magnetic flux and was determined by
varying the external field and measuring the induced EMF in a coil wound around
the foil. From systematic studies, maximum deviations in ® of +1.5% were observed.
The foil thickness is uniform to within +£1.0%. Taking this and the flux into account,
a £2.0% uncertainty is placed on Py,;;. Background counts make up about 50% of the

data but contribute an uncertainty of less than 1% after subtraction. The deadtime
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Source Uncertainty (%]
<A, > 0.3
Ll 2.0
O ol 0.5
Background <1
Deadtime <2
Transverse Polarization 0.2
Other fluctuations 1.0
[ Total 3.2

Table 2.1: Systematic uncertainties on Pyegyn.

correction contributed an uncertainty of ~2%. Having taken data at two complemen-
tary angles, the uncertainty in the observed asymmetry due to transverse components
of polarization was extracted and found to be £0.2%. The total uncertainty from the

beam polarization is taken to be £0.5%iar & 3.2%yst-

2.2.3 Beam Current Monitors

The accumulated electron beam charge that the target sees was recorded using two
Beam Current Monitors (BCMs). A BCM is a resonance cavity tuned to the frequency
of the electron beam: 1497 MHz. When the beam passes through the cavity it
excites the TMy;g mode. A large wire loop inside the cavity detects the changing
magnetic field (Figure 2.5). The amplitude 1497 MHz signal produced by this loop
is proportional to the beam’s current.

The BCM signal was recorded in two ways. The first method converts the output
amplitude into a DC voltage proportional to the original amplitude. This voltage is
recorded every 4, 10, and 50 seconds by a VME crate. The second method converts
the DC voltage signal into a sine wave whose frequency is proportional to the DC
voltage. This sine wave is continuously recorded by a scaler counter.

Calibration of the BCMs was conducted in two ways. Relative changes were

measured by using a second excitation loop located within the BCM. A current source
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Figure 2.5: Schematic of the beam monitoring device.

sends a 1497 MHz signal into the excitation loop. By measuring the response of the
detection loop, relative changes were recorded. Absolute calibration is conducted
using an Unser device [42]. The device sits between two BCMs, see Figure 2.5, and
uses two identical toroidal cores. Opposite currents are passed trough the cores by
an external modulation source. A common sensing wire that is wound around both
coils detects a zero voltage when there is no beam current passing through the center
of the toroids. However, when a DC current is present it creates an asymmetry in the
amount of flux within the cores, and a signal can then be recorded with a common
sensing wire. By using a wire that is located along the beam path and a high-precision
current source, the electron beam can be simulated, and the Unser calibrated. Once
the Unser is calibrated the beam is turned on and the BCMs are calibrated using

the Unser. Using this method a calibration value was calculated to convert the scaler
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response of the BCMs to the amount of charge incident upon the target. This number
had an uncertainty on the order of 1% coming primarily from the non-linearity in

the BCM response.

2.2.4 Beam Position Monitors

The beam position at the target was monitored using Hall A’s beam position monitors
(BPMs). They consisted of four antennae situated around the beam in a diamond
pattern. The antennae pick up the signal from the fundamental frequency of the
beam (1497 MHz). The strength of the signal in a particular antenna is inversely
proportional to the distance between the beam and that particular antenna. By
combining the signals from all four antennae, the beam location is reconstructed. At
a current of 10 pA (typical for this experiment) the beam position was resolved to
+20 pm. The two BPMs used to determine the location of the beam on the target

were located 1.3 and 7.5 meters upstream of the target platform (Figure 2.6).

Fast Raster

A fast raster located 23 meters upstream of the target steers the beam to create a
profile of a 3mm diameter disk on the target. By knowing the current pattern of the
magnets in the raster and by recording the position of the beam using the BPMs, the
position of the beam is steered and determined to 0.1 mm in the beam’s y-direction
and £+ 0.3 mm in the beam’s x-direction. Overall location of the beam was kept to

within £0.5 mm of the target center.

2.2.5 Beam Energy

For the E94-010 experiment, three independent methods were used to measure the
energy of the incident electrons [43]: by measuring the electron trajectory in a B-field

(Arc Energy), by electron-proton scattering, and by electron-*He elastic scattering.
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Target

Figure 2.6: Relative positions of the BPMs and Fast Raster.

The Arc Energy method used the principal that an electron in a magnetic field
moves in a circular pattern, the radius of which depends on the strength of the
magnetic field and the electron’s energy. Before electrons enter Hall A, they pass

through a 34.3° bend: see Figure 2.7. The energy of these electrons is determined

[ BLdl
o)

by the following relation: E = ¢ , where B is the magnetic field perpendicular
to the electron motion, dl is the path length of the electron, and 6 is the angle by
which the electrons are deflected. Precise knowledge of the beam’s entrance to and
exit from the bend is given using two sets of superharps. A superharp is a set of
three wires that are spaced evenly apart. The superharp is moved across the beam
path. When the beam strikes a wire, a current is generated and the beam’s position is
recorded. This information, along with the knowledge of the magnetic field, allowed
for the determination of the electron’s energy to a precision of Ap/p to £2x1071.

A second method used for the energy determination involved the scattering of
an incident electron by a proton: p(e,e’p). The carbon target (CH,) and detectors
for this measurement were located 21.7 meters upstream of the target. For elastic
scattering, the angles of the scattered electron and proton determine the energy of
the incident electron:

O
E = Mj(cot 5 -cot @, — 1). (2.7)
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Figure 2.7: The Arc Energy device for Hall A.

Here 0, is the proton (electron) scattering angle and M, is the proton mass.

The eP measuring device, as it’s known in Hall A, consists of Cerenkov cham-
bers, scintillators, silicon microstrips, and a CH, target, see Figure 2.8. An electron
entering the eP device is scattered by a proton and then triggers a scintillator. The
scattered proton is detected first with a microstrip (a plate of silicon that gives precise
knowledge of the location of a particle passing through it) and then a set of scintilla-
tors. The scattered electron passes through a microstrip, then a scintillator, and then
through a Cerenkov chamber. The Cerenkov light is detected by a phototube. Coin-
cidence signals from the electron and proton scintillators define an event. Knowledge
of the beam position and information from the microstrips allows for a calculation of
the electron and proton scattering angles, from which the electron’s incident energy
can be calculated. The eP device has an energy resolution of Ap/p = 1x10~1.

A third method used to measure the incident electron’s energy comes from elastic
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Figure 2.8: Schematic for the eP measuring device.

scattering by *He. The incident energy is given by

0
sin® =), (2.8)

E=E(
Lot o 5

where E is the incident energy and E is the energy of the scattered electron. By
knowing the strength of the dipole field (vB [MeV]) and the spectrometer dispersion
coefficients (d [m™']), one can determine the energy of the scattered electron. The
equation E = yB[1 + Y2, d;x’,] relates these quantities and the focal plane position
(s, [m]) to the scattered energy (E). This measurement is limited by the uncertainty
in the dispersion coefficients. Energy measurement made using this technique had an
uncertainty of £3x1073.

Results for the three methods are shown in Table 2.2.

2.3 The Hall A Spectrometers

The detection of scattered electrons was conducted using Hall A’s two high resolution

spectrometers: the HRSH (High Resolution Spectrometer Hadron) and the HRSE
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Nominal [GeV] || Arc [GeV] | eP [GeV] | Elastic [GeV]
0.860 - - 0.8595
1.720 - 1.7179 1.715
2.500 2.5811 - -

3.385 3.3850 3.3818 -
4.225 4.2362 4.2386 -
5.071 5.0555 - -

Table 2.2: Energy measurements.

(High Resolution Spectrometer Electron). Each arm is approximately 26 meters long
and 25 meters high, and both can be positioned at any angle between 12.5 and
165° relative to the beam line, see Figure 2.9. The scattered electrons first pass
through a collimator (~ 121lmmx63mm). The collimator was used to reduce the
number of electrons entering the spectrometer originating from the target windows.
The electrons then pass through four magnets. The first two are quadrupoles which
focus the electrons in the vertical and transverse planes. The third magnet is a dipole
which deflects the electrons 45° towards the ceiling. It has a central momentum range
from 0.3 to 4 GeV/c with a momentum acceptance per setting of Ap = 0.1 and a
resolution of Ap/p = 104, The final quadrupole magnet de-focuses the electrons in
the transverse direction. Next, the electrons enter the detector package (Figure 2.10)
consisting of two planes of vertical drift chambers, a plane of scintillators, a gas
Cerenkov detector, a second plane of scintillators, a lead glass pre-shower (HRSE

arm only), and finally a lead glass shower counter.

2.3.1 Scintillators and Triggering

The two scintillator planes (S1 and S2) were responsible for triggering on electron
candidates. Each plane consists of six scintillator paddles which overlap by 0.5 cm
each (Figure 2.10). The active area of S1 is approximately 170cm x 35cm, and the

active area of S2 is about 220cm x 54cm. There is a single photo-multiplier (PM)



35

Detrctar

Fiecaan
spec

Beandine

Figure 2.9: Hall A.

located at each end of a paddle. The PM signal is read out by an Analog-Digital
Converter (ADC) and a Time-Digital Converter (TDC).

A signal in the two scintillators is considered a candidate when the following
three conditions are satisfied. Both photo-multipliers on a paddle receive a signal.
The signal from S1 and S2 are in coincidence. And the paddle on S2 corresponds to
the paddle on S1 with some angular acceptance (+ 1 paddle on S1 and S2). A second
type of event was also recorded when two of the three detectors, S1, S2, or Cerenkov
(Section 2.3.3), fire. Most of these second type of events were junk. They were used

to study the efficiency of the detectors.

2.3.2 Vertical Drift Chambers

The scattered electron’s trajectory is a key element in determining its energy and in
reconstructing its vertex at the target. Located in front of the other detectors and
after the third quadrupole, two vertical drift chambers (VDCs) were used to measure

the electron’s trajectory [44, 45]. Each VDC is a panel of crisscross wires measuring
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Figure 2.10: Detector package used for the E94-010 experiment.

211.8 cm x 28.8 cm. The panels are parallel to the Hall A floor. The scattered
electron passes through the panels at 45° (Figure 2.11).

The wires form two planes: one U and one V. The U and V planes are perpen-
dicular to one another. The VDC wires are enclosed between two Mylar windows. A
voltage drop of -4kV was held between the windows and the enclosed wires. The gas
between the windows consists of an equal mixture of argon and ethane. Each plane
contains 368 wires made of gold-plated tungsten each with a diameter of 20 pm.

When an electron passes through the VDC chamber the gas along its path is
ionized. The free electrons then accelerated towards a signal wire. As the electrons
approach the wire they gain sufficient kinetic energy to ionized other gas atoms, creat-
ing more free electrons. This process continues, creating what is called an avalanche.
As the electrons finally collide with the wire, they create a signal which is fed into
a TDC and an ADC. The ADC and TDC are used to determine when the greatest
number of avalanche electrons are hitting the wire. The time at which the electron
passed through the VDC is given by the TDC connected to the scintillators. Knowl-
edge of the drift velocity and the TDC signal from the signal wire yield the distance

from the wire at which ionization first occurred. The resolution on the electron’s
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U-plane

Figure 2.11: Schematic of VDC wire planes. Each plane has 368 signal wires.

position is approximately 200 pm.

2.3.3 Gas Cerenkov

A gas Cerenkov was employed in both the HRSE and HRSH in order to discriminate
between electrons and pions. Cerenkov counters rely upon the fact that particles
moving faster than the speed of light (8 > 1/n), in a particular medium, will emit
Cerenkov light [46]. This light is emitted in a cone at an apex angle given by 0. =
cos™' (1/(Bn)). By selecting a gas with the correct index of refraction, the term
1/(pn) will be less than one for electrons (real value for 6.) and greater than one
for pions (imaginary value for 6.). Therefore, light will be emitted when an electron
passes through, but not for a pion.

The Hall A Cerenkov detector [47] (Figure 2.12) is a rectangular tank measuring
approximately 2 x 0.56 m on the entrance window and 1.5 m along the electron path.
The tank was filled with 1 atm of CO,, which has an index of refraction of n=1.00041.

Electrons emit Cerenkov light if they have a minimal energy of 0.017 GeV. Pions
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Figure 2.12: The CO, gas Cerenkov detector.

require an energy of at least 4.8 GeV to emit Cerenkov light. Since the spectrometers
have a maximum momentum acceptance of 4.0 GeV, no pions in principal should be
observed in the Cerenkov detector. Light from the passing electrons is collected by
ten spherical mirrors located in front of the exit window of the detector. Each mirror
reflects the light towards a particular photo-multiplier tube (PMT): see Figure 2.12.
The electron detection inefficiency was found to be less than a few parts per thousand

throughout the experimental run [48].

2.3.4 Shower Detector

The Hall A shower detector was used in conjunction with the Cerenkov detector to
reject pions. When an electron passes through material it emits Bremsstrahlung radi-
ation [44] along its path. This radiation creates secondary particles (v,e”,e*) which,
in turn, create still more particles. The result is a cascade of particles which is eventu-
ally converted to light and heat. The total amount of light emitted is proportional to

the scattered electron’s energy. A properly calibrated shower detector has an energy
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over momentum (E/p) ratio of one for electrons. Pions do not deposit as much energy
as electrons and have an E/p ratio less than one; therefore, selection of electron can
be based upon an event’s E/p ratio.

The HRSE shower detector consists of two layers (Figure 2.13). The first layer,
called the pre-shower, is made from 48 (24x2) blocks of TF-1 lead glass. Each
block measures 10x10x35 cm. The pre-shower’s total number of radiation lengths
is 3.65 [49]. Here a radiation length refers to the distance an electron, on average,
travels before its energy is reduced by a factor of 1/e. The second layer is made from
96 (16x6) blocks of SF-5 lead glass. The blocks measure 15x15x35 cm each, and
the total number of radiation lengths is 15.2 [49]. Attached to the ends of the glass
blocks are PMTs to collect the light.

The HRSH shower counter was installed specifically for the E94-010 experiment.
It consists of 32 (16x2) SF-5 lead glass blocks (Figure 2.13). The total radiation

length is approximately six.



40

Chapter 3 The Polarized *He Target

The E94-010 experiment used polarized *He as a source of polarized neutrons. The
design was based upon a similar target built at SLAC [50]. Polarization of the *He
nuclei was achieved via spin-exchanged collisions with optically pumped rubidium
vapor [51, 52, 53, 54]. Details of this process along with a description of the target

design and target cells are covered in this chapter.

3.1 Optical Pumping and Spin Exchange

3.1.1 Optical Pumping

The first step towards polarizing the *He nucleus is to create a source of polarized
electrons that will later collide and transfer their spin polarization to the *He nuclei.
These polarized electrons are provided by optically pumping Rb atoms. A review of
optical pumping of alkali metals is described by W. Happer [51] and more recently
by S. Appelt et al. [55]. Rubidium has a single outer shell electron (55;/,) and when

placed in a magnetic field its Hamiltonian operator is given by [55]

gg = Agi i S + g/LBngz - HTIszz (31)

The first term of Equation 3.1 represents the vector coupling of the electron’s spin
(S) to the spin of the nucleus (I), with a strength given by A,. The last two terms
of Equation 3.1 describe the coupling of the electron and nuclear spins to the mag-
netic field (B,). The strength of these couplings is proportional to the value of the
magnetic field and depends on the g value for the electron (9=2.00232), the Bohr

magneton (pp=9.2741x1072! erg G™'), the nuclear magnetic moment (z;) in nuclear
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magnetons, and the nuclear-spin quantum number (I = 5/2 for ®Rb and I = 3/2 for
87TRb). The electron is an eigenstate of the total spin quantum number F = [ 4 S,
which equals 3 or 2 for ®Rb (76.6% natural abundance) and 2 or 1 for 8’Rb (23.4%
natural abundance). The presence of a magnetic field splits the F' state into various

sub-levels: mp.

e

V,=3036 MHz

b Lto—nw 3

58,

Vv, =466 kHz/G
'

——

Bl

Figure 3.1: Level diagram for ®Rb. The Zeeman splitting of the mj sub-levels is
given by vy.

MmO =N

The process of optical pumping begins by exposing a sample of rubidium vapor
with circularly polarized photons tuned to the D1 (55, — 5P, 5) transition. If the
photon helicity is in the same direction as the magnetic field, then electrons from all
sub-levels, except the mp = 3 (for the case of ®Rb) sub-level, can be excited. These
excited electrons can return to any of the ground state sub-levels. In time, all but
the mp = 3 sub-level will become depopulated.

A simplified form of the optical pumping process is shown in Figure 3.2. Here

electrons in the m; = —1/2 ground state are excited to the (5P, m; = 1/2) state
where they decay to the my; = 1/2 and m; = —1/2 ground states. Since selection
rules prohibit the m; = 1/2 ground state electrons from being excited, the m; = —1/2

ground state will quickly become depopulated.
As excited electrons return to the ground state they will emit a photon at the D1

wavelength (795 nm). This photon is randomly polarized and can excite electrons
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from the mp = 3 ground state. Since optical pumping relies on these electrons not
being excited, a method known as quenching is employed to prevent the optical de-
excitation of electrons. A buffer gas of N, is introduced. Collisions between the Rb
and N, allow, through the mechanical excitation of Ny, the electron to decay without
emitting a photon. The amount of N, gas is chosen to be a couple of orders of
magnitude less than the 3He density and few orders of magnitude more than the Rb
density. For this condition, only about 5% of excited electrons decay by emitting a

photon [50].

Collisional Mixing

" M ¥
Sin . I 4 it
Zeeman Splitting

mj=-1/2 mj=1/2

Figure 3.2: Optical pumping of Rubidium.

In regions of abundant laser light, high Rb polarization is expected. The local
polarization (Pg;) of the Rb vapor is given in terms of the optical pumping rate (R)

and the spin destruction rate (I'gg):

R

Ppy = —————. 3.2
BT R+Tsp (3:2)

The electron spin destruction rate is primarily governed by collisions of Rb atoms

with other gas particles, as opposed to collisions with the wall or depolarization from
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photons created by optical de-excitation. The rate is given by:
Lsp = A’?Rb—ue[SH(%] + kro— o[ RY] + kro—n, [No] (3.3)

The spin destruction rate constants, kg, ,[cm®/s], have been measured by Wagshul
and Chupp [56]: krp_pe < 2 X 1078 kg py = 8 x 10713, and kpy_n, = 8 x
10~'®. The densities of the various species for our experiment are [He]~2x10%*cm =3
and [Ny]~2x10"em™3; the rubidium density is given by the Killian formula [57]:
[Rb] = 1.507 x 1026(2=2) ~ 2.5 x 108cm = for T' = 170°C. An order of magni-
tude approximation for the spin destruction rate is 1/T'sp = 10~?s. The depopulation
rate of the m; = —1/2 ground state is on the order of 107%s [53]. Rubidium vapor is

therefore nearly 100% polarized in regions where optical absorption is occurring and

nearly zero in regions where the light does not penetrate.

3.1.2 Spin Exchange

The transfer of polarization from the Rb electrons to the *He nuclei occurs through
a weak hyperfine interaction in which a 3He nucleus collides and exchanges its spin
with the outer electron of rubidium. The evolution of the *He polarization (Pp.(t))
is given by:

_ VSE —(veE+T)
Py (t) =< Pppy > ——— (1 — e V5F : 3.4
e(t) =< P > — 2 ( ) (34)

where < Pgy, > is the volume average rubidium polarization, the spin exchange rate
is given by vsp=Fksg[Rb], and T is the *He nuclear spin relaxation rate in the absence
of Rb vapor or an electron beam. The spin exchange rate constant was measured
to be ksp = (6.7 £ 0.6) x 1072°[cm?/s] [52]. For our rubidium density, vsp is about
1/(10 hrs). The relaxation rate was measured for each cell and had a typical value
of about 1/(40 hrs). A typical maximum polarization for the cells out of the electron
beam was 40%. Working backwards, this implies a volume averaged Rb polarization

of about 60%. Although procedures exist to measure the Rb polarization [58], they
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were not implemented for this experiment.

3.2 Target Cells

The optical pumping and spin exchange process take place within a target cell. The
cells are made from an aluminum-silicate glass (Corning 1720 or GE180) and are
comprised of three parts: a pumping chamber, a target chamber, and a transfer tube
(Figure 3.3). The pumping chamber is spherical and was placed within a plastic oven
in order to control the rubidium vapor density. The target chamber is a 40 cm tube
that was placed along the electron beam path. The transfer tube simply connects the

two chambers.

Pumping Chamber

Dia. 6.25 ¢cm

Transfer Tube

58 cm, 1.3 ¢m Dia

Target Chamber
\9 c\“o\a
A0

Figure 3.3: A target cell with basic dimensions.

Six target cells were used for this experiment and each cell was given a name:
Don’t Worry, Be Happy, Armageddon, Nepheli, Sysiphos, and Jin. Their construction
involves three steps. First, stock tubing is blown to a larger diameter for the target
chamber and transfer tube. This is done in order to reduce the presence of micro
fissures along the interior walls. A spherical cell is formed separately to make the
pumping chamber. All three parts are cleaned with an acid wash, joined, and then
connected to a glass string that is attached to a vacuum system. The second step is to

bake the target cell while under vacuum. This reduces the presence of paramagnetic



impurities that cause depolarization via collision with *He or rubidium. Once the
cell is baked out and a good (107 torr) vacuum is achieved, the cell is filled. First,
rubidium is chased into the pumping chamber. Next, N, gas is filled into the cell
to a pressure of 60-70 torr. Last, the cell is filled to about 10 atm. of *He. Before
the cell is sealed, or “tipped off,” a container of liquid helium is placed around the
target chamber. This reduces the internal gas pressure to below 1 atm. and makes
the target cell safe to tip off.

By studying the decay of polarization in an apparatus similar to the one described
in Section 3.3, a cell’s lifetime (=1/I'") was measured. The lifetime of a cell is the
amount of time it takes for the *He polarization to drop by a factor of 1/e when
the cell is at room temperature and no electron beam is present. A cell with a
short lifetime (<20 hrs) cannot obtain high polarization. Lifetime was an important

selection criterion on cell quality. The lifetimes are listed in Table 3.1.

Cell Lifetime (hours)
Don’t Worry 43.5+1
Be Happy 39.5+1
Armageddon 4041
Nepheli 2041
Sysiphos 53=£1
Jin 29+1

Table 3.1: Lifetimes for the target cells measured after construction.

3.2.1 Cell Geometry

A cell’s mechanical properties are important for accurately determining the amount
of 3He polarization, the density of the target as seen by the electron beam, and the
amount of material through which the incident and scattered electron pass. The rel-
evant pieces of information needed are: the thickness of the target chamber entrance

window, the thickness of the target chamber wall, the total internal volume, the vol-
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umes of the three target cell components, and the inner radius of the target chamber.

The following sections describe how the cell geometry was characterized.

Window Thickness

The entrance and exit windows for the target chamber were constructed to have
thin windows (/100 microns). Accurate measurement of the window thickness is
important in understanding the amount of energy the electron loses as it passes
through the glass window for estimating radiative corrections.

Two methods were used to measure the window thickness: one mechanical and
the other optical. After the end windows were blown, they were measured using a
micrometer of 1.3 pum resolution [50]. The results are listed in Table 3.2 and should
only be considered a check of the optical method. The optical method used scattered
laser light from the surface of the window. The intensity of the light depends on the
wavelength and window thickness. The intensity of reflected light off of a parallel

plate is given by [59]:

A

i (u)Z .
n sinz (27mt cos 02 )
)

1+ a(z=1)’ - sin? <27rntcos{)2)’
(3)") ’
where n is the index of refraction (1.528+0.01), A is the wavelength of the incident
laser light (780 nm), 65 is the angle of the refracted light (3.27°), and ¢ is the thickness
of the window. The basic setup is shown in Figure 3.4. For the surface to be considered
a parallel plate, a small beam spot size was used and only the reflected light that was
in the same plane as the incident beam and surface normal was detected. By recording
and fitting the variation of the intensity as a function of wavelength to Eq. 3.5, the

thickness was determined to an uncertainty of +0.5%. Results are listed in Table 3.2.
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Figure 3.4: Setup for an interferometric thickness measurement.

Internal Volume

The total internal volume can be measured precisely using Archimede’s principle,
which equates the magnitude of the buoyant force to the weight of the fluid displaced.
After a cell was created, it was tied to a block of known volume and weight, attached
to a scale, and lowered into a bath of water. The internal volume, Vj,ierna, of the

target cell is given by:

P

internal —

Wets
<pb‘/b + Mmpye + ng/w - ,Ong pw‘/w - _—+) ) (36)
Py g
where ¢ is the gravitational constant, p, is the density of glass, p, is the density of

the block, p, is the density of water, V, is the volume of the glass, V} is the volume

of the block, V,, is the volume of the water displaced by the cell-block combination,

W, is the weight of the cell-block combination when it is submerged, and my, is

the estimated mass of the *He (0.3 grams). The precision of this method is about

0.5% with the dominant uncertainty coming from the measurement of the amount of
displaced water. Results are listed in Table 3.3.

Determining the internal volume is the first step towards calculating the volumes

of the various chambers. The internal volume of a particular chamber was determined

in two ways. The first is done by multiplying a chamber’s outer volume by the ratio
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Target Cell | Window # Thickness [pm]
Mechanical ~ Optical

Don’t Worry 2 137213 | 135,906
21 143.5+1.3 | 140.1+0.5

Be Happy 4 129.5+1.3 -
5 132.141.3 | 135.3::1.6
Armageddon VII 125.7£1.3 | 121.9+0.6
XVIII 142.241.3 | 139.1+0.7

Nepheli - - -
Sysiphos 9 152.44+1.3 | 134.2+1.0
18 132.14+1.3 | 121.0+£1.0
Jin 14 142.24+1.3 | 136.1£1.2
15 137.2+1.3 | 134.8+0.8

Table 3.2: Target chamber window thicknesses. Nepheli’s windows were not recorded.

Cell Wall Thickness Ttarget V;Jump ‘/transfer ‘/taryet ‘/Lot,u,l
ave. [mm] uncertainty | [cm] | [em®] | [em?] | [em?] | [em?]
Don’t Worry 0.995 3.7% 0.843 | 107.7 6.5 82.8 | 197.1
Be Happy 0.990 9.0% 0.833 | 122.3 5.1 89.8 | 217.2
Armageddon 1.182 9.0% 0.810 | 97.2 4.9 86.4 | 188.5
Nepheli 0.956 9.0% 0.860 | 104.2 6.4 91.0 | 201.5
Sysiphos 0.986 2.5% 0.902 | 110.0 5.5 97.0 | 212.4
Jin 0.874 4.0% 0.866 | 102.0 8.4 89.1 | 199.5

Table 3.3: Internal dimensions for the target cells.

of the total internal and external volumes:
3 . _ ‘/internal
Venamper (internal) = Vopamper (external) ———— (3.7)

external

A caliper was used to measure the external volumes.

A second method starts by using the external dimensions and subtracting away the
glass thickness. The amount subtracted was determined using the results of the total
internal volume measurement. In this way, internal dimensions were predicted and

volumes calculated. Results are listed in Table 3.3. The two methods agreed to within
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1%. Taking this into consideration, along with the uncertainty in the total internal

volume, a +1.5% uncertainty was placed on the chamber volume determination.

Target Chamber Wall Thickness

Measurement of the target chamber wall thickness was carried out in the same manner
as the window thickness. The measurements were performed after the experiment
on the surviving target cells: Don’t Worry, Sysiphos, and Jin. For these cells, the
average variation of the thickness (¢) along the length of the cell was % = 0.03. The
uncertainty on the average thickness was about +3.5%.

For the target cells that did not survive the experiment—Be Happy, Armageddon,
and Nepheli—a thickness had to be inferred from a comparison of the optical method to
a method which assumes a constant cross-sectional area during the enlarging process.
Recall that the stock tubing for the target chamber is blown to a larger diameter to
remove micro-fissures. The original stock tubing had an outer radius r, = 0.741 c¢m
for Corning 1720 and 0.788 ¢m for GE 180 and an inner radius of r; = 0.630 c¢m for
Corning 1720 and r; = 0.621 for GE 180. The thickness is predicted from measuring

the resized tube’s outer radius (r!):

o

thickness = rl — \/(7‘;)2 — (r2 —r?). (3.8)

The optical method on surviving cells found a systematic shift of 14%+9% greater
thickness than the mechanical method. The mechanical thicknesses of Be Happy,
Armageddon, and Nepheli were adjusted by adding this amount. Results are listed

in Table 3.3.

3.2.2 Cell Density

Knowledge of the *He density within the target cell was needed for calculating radia-

tive corrections, determining the target polarization, and, eventually, for extracting
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the *He total cross section. Two methods were used to measure the *He density. One
relies on keeping track of temperatures, volumes, and pressures during the filling pro-
cess. The other is an optical technique. Both methods were to find the final density
for each target cell.

During the filling process *He is deposited into the target cell from a calibrated
volume (Figure 3.5). The volume is filled with a small amount of *He to a particular
pressure and then released into the target/string combination. By repeating the
process, the final desired number density of the 3He is obtained. This “fill density”

is calculated from the ideal gas law and is given by [60]:

1 — int final int
ng = m ((]:Z:l (P] — Pj ) + PN Vfi[l - Pfinal(vfill St Vs‘lring-—(:(ill) )
(3.9)

where ng is the number density of the 3He within the target cell, N is total number
of times the cell is filled from the calibrated volume, Pf"t is the pressure in the fill
volume after charging it up for the j-th time, ijmal is the equilibrium pressure after
opening the valve to the string/target cell for the j-th time, Pj;,q is the equilibrium
pressure in the charge volume and string after the target cell has been pulled off, T,
and Vi are the temperature and volume of the calibrated volume, and Vi ing—ceu
is the volume of the string after the cell has been pulled off. Results are listed in
Table 3.5. The uncertainty in this method is 2.2%.

Once a cell has been created, its density can be measured by observing the colli-
sional absorption broadening [61, 62]. The natural D1 and D2 absorption lines of Rb
are broadened by the presence of *He. By measuring the absorption spectrum, the
density of *He was determined.

1(0)

The absorption spectrum has the form In 775 ~ o(v), where I(0) is the incident

intensity, 7(v) is the transmitted intensity, and o(v) is the absorption cross section.
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Figure 3.5: The cell filling system.

The absorption cross section has the form of an asymmetric Lorentzian:

Al +C - v
(0v)? + (I'/2)?

oly) = + B, (3.10)

where A, B, and C are fit parameters and I is the line-width. I' is proportional to the
density of the gas: no[em™]=Kyroadeningl- The constants of proportionality, Kproadening
were determined using a reference cell filled to a known number density [61]. They are
listed in Table 3.4. They are in units of Gigahertz per amagats. An amagat (amg.)
is the number of particles per cubic centimeter at 0°C and 1 atmosphere: 1 amg. =

2.689x 10" e¢m™3.

3He N2
D1 full width [GHz/amg] | 18.7+£0.3 | 17.8£0.3
D2 full width [GHz/amg] | 20.8+£0.2 | 18.1£0.3

Table 3.4: Constant of proportionality used to determine density from optical line
broadening.

For each cell both the fill density and the average of D1 and D2 line widths were
recorded. The average of the D1 and D2 results are considered one measurement of

the *He density. The uncertainty in this method is 1.1%. The results are listed in
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Table 3.5. Results of the measurements, along with a weighted average, are listed in
Table 3.5. The uncertainty on the final weighted average of the density is assigned to
be +1.0%.

Cell D1 D2 | D1-D2 Ave. | Fill | Weighted Mean (n,)
Don’t Worry | 10.03 | 9.94 9.99 9.82 9.93
Be Happy 9.28 | 9.39 9.34 9.33 9.32
Armageddon | 10.09 | 10.25 10.17 10.14 10.15
Nepheli 11.47 | 11.32 11.40 11.0 11.33
Sysiphos 8.31 | 8.14 8.23 8.09 8.16
Jin 8.46 | 8.42 8.44 8.42 8.41

Table 3.5: Results of measurements of the *He density in amagats.

3.3 Target Setup

The target used for the E94-010 experiment is comprised of three main systems:
an optical pumping system, a Nuclear Magnetic Resonance (NMR) system used to
measure the target’s polarization, and an Electron Paramagnetic Resonance (EPR)

system, discussed in Section 4.2.8, used to calibrate the NMR system (Figure 3.6).

Optical Pumping System

The optical pumping system’s principal components are the Helmholtz coils used to
create a holding field and the laser system used to optically pump the rubidium’s
outer shell electron. Two sets of Helmholtz coils were to used create a uniform field
of 20 Gauss about the target. The two coil sets were perpendicular to one another
and turned 19 degrees off of the central beam line (Figure 3.7). Their approximate
size was 60 inches in diameter (Figure 3.8). The direction of the holding field was

kept along the beam path and rotated perpendicular to the beam in order to redirect

the *He spins.
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Figure 3.6: Schematic of the E94-010 target showing components of the pumping
system, NMR system, and EPR system. A second set of Helmholtz coils is not
shown.

The laser system used to pump the rubidium vapor was designed and constructed
at Caltech (Figure 3.9). Its basic structure is comprised of seven diode lasers, a
set. of circular polarizing optics to polarize the laser light, and a set of mirrors and
lenses to direct the light towards the target. The entire system was housed in a
protective concrete hut located near the target on the Hall A floor. The diodes
were manufactured by OptoPower. They consist of two 15 Watt diode bundles that
are coupled together into one fiber optic cable. The lasers have both local current
and temperature controls, and a system was created that allowed for control of the
laser operation from the counting house. The output had a FWHM of <2.5 nm and
achieved 30 Watts of output power at a central wavelength of 795 nm. The light that

is emitted from the end of the fiber optic cable comes out in a 12° cone.
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Figure 3.7: A top view of the E94-010 target.

The system of optics (Figure 3.9) used to direct the divergent diode laser to the
target starts with a collimating lens. Using a polarizing cube, the light is split into its
S and P components of linear polarization. The P component passes straight through
the cube and reflects off a mirror. It then passes through a quarter-waveplate and
on towards the target. The S component passes out of the polarizing cube at 90°.
Moving away from the target, the S component passes through a quarter-waveplate,
is reflected by a mirror, and back through the same quarter-waveplate. This process
has the effect of rotating the sense of polarization by 90°. The light then passes
straight through the polarizing cube and then through a quarter-waveplate on its
way towards the target. Four of the seven lasers were dedicated for pumping in the
longitudinal direction (when the magnetic field is aligned with the electron beam).
Once the light from these lasers reach the target area, they are directed down and
onto the target by a pair of compensating mirrors. The other three lasers are used
for transverse pumping (when the magnetic field is pointing 90° with respect to the
electron beam direction) and reach the target directly from the side. Helicity of the
longitudinal lasers could be reversed remotely using a set of half waveplates. The
laser system was robust and ran with nearly 100% efficiency during the experiment.

The 3*He target was mounted to a target ladder which also contained spaces for

a reference target and a carbon foil target (Figure 3.10). The reference target could
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Figure 3.8: The E94-010 target in situ at Jefferson Lab.

be evacuated or filled with either Ny or *He up to 70 psi. The carbon foil target had
seven thin plates of carbon spaced evenly apart. It was used to study the optics of
the spectrometers. Finally, the target could be put into a “no-target” position for
beam tuning.

The target ladder was mounted onto a Torlon (a high temperature plastic) oven
which was used to heat the pumping chamber. Hot air was passed into the oven
through an electric coil heater. The temperature was regulated using a Resistive
Thermal-couple Device (RTD) mounted on the inside of the oven. The oven was
mounted to a rod that could move vertically, allowing the different targets into the
beam line remotely. Cooling jets of ‘He were directed at the end windows of the

target chamber to cool them from the electron beam heating.
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Figure 3.9: The E94-010 laser system. Not shown in the drawing is a set of half-
waveplates that could be moved in and out of the laser path to reverse the helicity.

NMR System

The value of the *He polarization was determined from observing the *He Nuclear
Magnetic Resonance (NMR) signal. Two additional components were added to the
system in order to make this measurement (Figure 3.6). A Helmholtz coil was placed
around the target in order to create a vertical RF field. The field had a frequency of
91 kHz and a magnitude of about 100 mG. A set of pickup coils was placed within the
target chamber and used to detect the NMR signal. They were 1 inch tall, 4 inches
long, and 1/2 inch wide. Each coil had 150 windings of 32 gauge copper wire. When
a measurement needed to be taken, the target chamber was lowered out of the beam
path and placed in between the pick coils (Figure 4.4).

The NMR system was controlled using a computer located in the counting house

(Figure 3.11). The signal from the pickup coils was read by a lock-in amplifier refer-
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Figure 3.10: The target ladder used for the E94-010 experiment. The 3He, reference,
and carbon targets are shown.

enced to a RF generator. The output of the RF generator went into a RF amplifier
located in the counting house, which was then connected to the RF coils located in
Hall A. The magnitude of the holding field was swept from 18 to 25 Gauss using a
function generator. The function generator creates a voltage sweep that is fed into

the control input of a Kepco power supply.

3.3.1 Cell Temperature

Heating the pumping chamber causes ®*He to concentrate in the target chamber in
order to equilibrate the pressure throughout the cell. Assuming an ideal gas law, the

relation of the number density for a particular chamber to the nominal density is

given by:

== -1
Ty ( ‘/target (Tp )) Uz _ ( V;)ump (Tt >>
e | L fin s ] and == |ldee— | —]1 . (3.11
o Viotal g o Viotal Tp ( )
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Figure 3.11: Schematic of the electronics used in the NMR system.

Here n,y) and T, are the volume averaged number density and temperature for
the pumping (target) chamber. The volumes—Vjoar, Viarget, and Vyym,— are listed in
Table 3.3 and the nominal densities, ng, are listed in Table 3.5. What is needed to
calculate nyy are the chamber temperatures.

In order to understand the temperature distribution each cell used had seven resis-
tive thermocouple devices (RTDs) attached to them: two RTDs placed on the pump-
ing chamber and five RTDs placed along the target chamber separated by 6 + 1 cm
(Figure 3.12). The RTD values were recorded by hand before polarimetry measure-
ments were performed and by the DAQ at the beginning of each data taking run. At
room temperature the RTD readings did not differ by more than 1°C. Under running
conditions, the relative RTD readings were stable to within a few degrees. Average
RTD values were calculated from all the values (75 to 150) recorded for a particular

cell. To this value 1.4°C, as determined from a previous study [50], was added to



59

reflect a slight drop in temperature across the cell wall. The standard deviation on
this average was approximately 3.5°C, and an uncertainty of 5°C was placed on each
average RTD value.

RTD 6

Pumping Cell
RTD7 |7
Pickup Coils Transfer Tube %
\ Yr ’
A z
< RTD 1 RTD 2 RTD 3 RTD 4 RTD 5 >
L J
Target Cell

Figure 3.12: Position of the RTDs used to measure the temperature of a target cell.

A weighted sum of the RTD values was used to calculate 7;:
T, = (6/40)(RTD#2 + RTD#3 + RTD#4) + (11/40)(RTD#1 + RTD#5). (3.12)

Measurement of the pumping chamber’s volume averaged temperature, 7}, is com-
plicated by the deposition of heat from the lasers. Since the lasers tend to heat the
center of the chamber, the temperature difference between 7, and the average of
the pumping chamber RTDs (3(RTD#6 + RTD#7)) can be quite large. By looking
at cases where two NMR signals, one with lasers on and one with lasers off, were
conducted closely in time with one another, a prediction for this difference can be
made.

The strength of a NMR signal is proportional to the density of 3He between the
pickup coils: n. = n(T;/T.), where T,=(1/2)r3+(1/4)(r2+r4) is the temperature of
the gas between the coils. If a NMR signal is obtained when the lasers are on (S%.)

and when they are off (S;fef), the temperature of the pumping cell while the lasers
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were on is given by:

on
VoumpT§

Tpredicted = 50/ f ponolf

Ton
S?{ne Tto} 7 Tcon {‘/;«Ot(ll + ‘/pump (T;FF -

1):' - ‘/total e ‘/pump

(3.13)

Equation 3.13 is predicated on the assumption that all RTD measurements truly

reflect the temperature inside the cell, except those on the pumping chamber when

the lasers were on.

During the experiment there were 17 cases where a NMR measurement was per-

formed with the lasers in one state and 5 to 15 minutes later with the lasers in the

other state. The amount by which the pumping chamber is hotter than the average

of RTDs #6 and #7 is called A. The 17 values calculated for A are shown in Fig-

ure 3.13. There was a large range of values predicted for the interior pumping cham-

ber temperature with seemingly no correlation to the amount of time between NMR

measurements or to whether the lasers were on or off initially. The large variation in

results is most likely from unrecorded conditions at the time of the measurement.
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Figure 3.13: Measurements of A. Errors bars are standard deviations for different

data sets.

To understand the variations, four, carefully recorded tests were conducted after
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1 Cell T, (°C) [ T. (°C) | . (°C) | ny/ng | ne/no | ne/ng |
Don’t Worry 235 67 64 0.825 | 1.224 | 1.211
Be Happy 221 57 53 0.829 | 1.234 | 1.221
Armageddon 213 62 24 0.819 | 1.201 | 1.175
Nepheli 214 57 55 0.821 | 1.201 | 1.194
Sysiphos 213 53 51 0.815 | 1.207 | 1.201
Jin 220 59 53 0.824 | 1.208 | 1.188

Table 3.6: Temperatures and relative densities.

the experimental run (Figure 3.13). The negative prediction for A was correlated to
heaters coming on at the same time the lasers were turned off. This had the effect
of temporarily making the pumping chamber hotter and forcing more *He into the
target chamber. To circumvent this effect, two of the tests were done with both the
laser and heater turned off. The calculated results for A were 39 and 34°C. The
fourth test attempted to reproduce the conditions of the measurements taken during
the experimental run. This time A was equal to 71°C. There was no apparent reason
for this high value.

An average of all the measurements, which had a value greater than one, was used
to calculate A. The uncertainty applied to this number was the standard deviation
of these points. The final result of A was 344+18°C and T, = A + (1/2)(r6 + r7)
with an assigned uncertainty of +18°C.

Using the results for 7},, 7T}, and the volumes, Eqs 3.11 were solved. The results

are listed in Table 3.6. Each relative density has an uncertainty of +2.0%.
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Chapter 4 °‘He Polarimetry

4.1 NMR-AFP Polarimetry

Knowledge of the *He polarization is critical for measuring the extended GDH sum
rule. The polarization is monitored throughout the experiment by the Nuclear Mag-
netic Resonance (NMR) technique of Adiabatic Fast Passage (AFP) [63]. The strength
of the NMR . signal is proportional to the amount of polarization.

Classically, NMR-AFP is described by considering one free particle with spin I
and magnetic moment M = I, where v is the gyromagnetic ratio. When this particle

is placed in a magnetic field H, its moment experiences a torque:

% =~yM A H. (4.1)

It’s useful to transform this equation into a frame that is rotating at a frequency and

direction given by —w. Following [64], Eq. 4.1 becomes

oM w

The magnetic field H in Eq. 4.1 is now replaced by an effective field comprised of the

laboratory field and a fictitious field, H, = (H — %)
In our case, the laboratory field is a holding field in the z-direction, H.k, and a
RF field in the x-direction, H,; = 2H, cos (LUgt)i. The RF field can be expressed in

terms of two counter-rotating components:

H,; = Hii, + Hii", (4.3)
f -
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where i’i = cos (wpt)i £ sin (wot)]. If we set w equal to wok, then the effective field in

the rotating system becomes

H, — (H = ﬂ) k+ Hi. (4.4)
Y

The 3He average magnetic moment, < M >, aligns itself with the effective field.
During AFP, the holding field changes in value such that it passes through the
value |92|. The angle that < M > makes with the z-axis increases until H, = ¢
and the spins are at an angle of 90° (Figure 4.1). For our conditions wy = 27 f,
where f=91 kHz, and ~ for 3He is —20378s7'G~! making |42| = 28.06G. When this
resonance condition is met, the *He average magnetic moment induces an EMF signal
in the pickup coils located on both sides of the target chamber. As the holding field

increases in value beyond |%2|, the spins end up pointing in the opposite direction.

This process is called a spin flip.
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Figure 4.1: The process of an AFP-NMR spin flip. 1) Initially the spins are aligned
with the holding field. 2) A 91 kHz RF field is applied, and the magnetic moment of
the *He begins to precess about the z axis as the holding field moves towards 28.06
G. 3) When the holding field is at 28.06 G the *He spins are rotating perpendicular
to the z-axis, an EMF signal is induced in the pickup coils.

Measurements of the 3He polarization was done by scanning the holding field
from 25 to 32 G and back, at a rate of 1.2 G/s. This procedure results in two spin

flips, inducing an EMF signal twice. The signal size is proportional to the transverse
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component of the magnetization:

e <M > H1
SHe 37
\/(H 2+ Hf

(4.5)

where

<M >= Py.pup.[*He]. (4.6)

An example of a NMR signal can be seen in Figure 4.2. Signals were fitted to Eq. 4.5,
plus a slope and constant: m- H,(t) + C. It is the fitted amplitude that is considered
to be proportional to the polarization.
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Figure 4.2: A NMR signal.

The condition for adiabatic fast passage is met when:

D|VH, |2

H% H < Wy, (47)

where D is the 3He diffusion rate. The holding field rate of change must be slow

enough that the spins can follow adiabatically and fast enough that spin relaxation
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at resonance is minimal. For our conditions, both considerations were easily met:

D|VH,|?

o~ 107 s <« == =24[s7) €K wp = 9.1 x 10*[s71]. (4.8)
1

4.2 Calibration

In order to extract a polarization value for the *He, the NMR system needed to
be calibrated. This was done by placing a substance with a known polarization
between the pickup coils, taking a NMR measurement, and calculating a constant of
proportionality, x, between signal height and polarization. This constant can then be

used to extract the polarization of *He:
SHe - K'PHE- (49)

The constant of proportionality depends on several factors. Some of the factors
(e.g., position and density) depend on which target cell is being used. The other fac-
tors are independent of the target cell and measure the NMR system’s responsiveness,
or amount of signal seen for a given spin. Therefore, the calibration constant x for

each cell is a product of two parts:

Kasit = K* D 5sC 5T (%) (4.10)

o

~

cell de;endent

where k* is the responsiveness of the system, ® . is the geometrical flux produced by
a particular cell, and G, is a measure of the LRC circuit’s gain at the time of the
measurement. The purpose of calibration is to determine x*.

Two methods were used to calibrate the NMR system. The first method relied

on the thermally polarized protons contained in water. Their polarization is given by
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the Boltzmann distribution:

f ~T7x 1079, (4.11)

where i, is the magnetic moment of the proton, B is the magnetic field, &k is Boltz-
mann’s constant, and 7" is the temperature. The second method used the polarization
of *He as determined by the electron paramagnetic resonance signal coming from po-

larized Rb [65].

4.2.1 The Calibration Constant x;,

For the water calibration, a water cell with the same geometry as a helium cell was
filled with de-oxygenated, de-ionized water. This cell was mounted in the same setup
as the helium cells, and a NMR measurement was taken. The thermal polarization of
the protons in the water at room temperature and at the field strength used during
the experiment is quite low (Eq. 4.11). Typically 100 to 300 NMR sweeps were taken
and averaged. Once a water signal was obtained, a fit was performed to determine
the amplitude: S,,. With the water signal, the calculated thermal polarization, and

a number of other factors, the calibration factor s}, can be found. The calibration

becomes:
Be e Gy 1 1 1
8. Eu, ; NP DL DPL N < (T - 4.12
Ky Plf}h . GE e Gg (I)w n, % cove ( )
where GY%; , are the settings for the preamplifier, n, is the number density of the

protons (2482 amg.), and C'.sTn and Co,er are slight correction factors to the water

signal. Details of these various parameters for x, are discussed below.

4.2.2 Water Signal and Thermal Polarization

There are two challenging aspects of using water as a calibration medium. One is

that the thermal polarization present depends on the holding field strength, which
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changes between 18 and 25 Gauss. The other complication is that the proton spins
in water tend to relax away from the direction of the effective field, H,sy, towards the

direction of the holding field, H,. This relaxation process can be described by [63]

dM,
dt

—(M,— < M >)/T, (4.13)

where M, is the component of the average magnetic moment,< M >, in the z-
direction and 7 is the longitudinal relaxation time. For protons in water, 7T} is
on the order of a couple of seconds. The proton polarization increases as the field
changes from 18 to 25 Gauss and loses polarization as the angle between H.;; and H,
increases. By the time the field reaches 25 Gauss, all of the spins have relaxed back
toward the holding field direction. This does not occur for *He because the relaxation
time is on the order of 10° seconds. As the field sweeps back down from 25 to 18
Gauss, the spins will again go through resonance but this time starting with a higher
polarization.

In order to understand the amount of thermal polarization at the moment that
the spins are at resonance, we use the Bloch equations. These equations describe the

three components of the polarization in the rotating reference frame: z’'; 3, and 2"

dpx' o w le = XH].
7 Py (H:(t) — 'Y) Ty ) (4.14)
dny w =
= —y B — 2 L H, — 11
Y~ —yPoAHL) - 2) - 1P - (115)
sz’ Pz’ - XHz(t)
= e PR e 2 R 4.1
dt Lol e T (416)
H,(t) = %’+at, (4.17)

where « is the sweep rate of the holding field (1.2 G s~ '), T} is the transverse relax-
ation time, H, is the value of the RF field (90.84+0.5 mG), w is the radial frequency of
the RF field (27 f, f=91kHz), x is the magnetic susceptibility (3.4616+0.0117 x 10~'°
G~! at 22°), and « is the gyromagnetic ratio of the proton (2.6752 x 10* s=! G™1).
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The Bloch equations do not have an analytic solution. However, the equations can
be solved numerically in order to determine the shape and behavior of the resonance
signal under different conditions. It was found that 75 did not significantly effect
the shape of the signal but did effect the height. If, for the purpose of creating an
analytic solution, we set 77 = 7, and assume that under adiabatic conditions the
polarization follows the effective field (H.;; = (H(t) — w/v)k 4+ Hy1) in the rotating

coordinate system, then the Bloch equations can be reduced to one equation for
Peff:'\fpzz—i—PyQ—i-Pzi

dPeyy 1

- FI(PeQ(t) = Pest) (4.18)
where
o (H(t)(H(t) -0)% Hf) )
JHE T (H{) - 2)
The integral solution is given by:
Py = o (b + L [ e-ompar). )

By expanding the exponential and the denominator of P, to first order in ¢', the
integral can be solved. This will yield an approximate analytic solution to the Bloch
equations. Comparison of the approximate solution to the integral solution showed
agreement within 0.4% of the peak height everywhere along the curve. The analytic
solution allows one to fit the water signal in order to determine the signal height. The
thermal polarization detected at any time is given by P,; therefore, Py, is just equal
to the maximum value of P,.

Three water signals were taken during the experiment. They were conducted on
the following dates: Sept. 25th, Nov. 3rd, and Nov. 25th. The experiment collected
data from Sept. 26th to Dec. 24th, 1998.

Figure 4.3 shows the water signal taken on Sept. 25th. The UP and DOWN sweeps
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are each comprised of 373 points, each one of which represents the EMF pickup from
the coils at that particular holding field value. The uncertainty assigned to each
point comes from the standard deviation of the values recorded for that particular
field. Also, shown in Figure 4.3 are the fits to the UP and DOWN sweeps. The fitting
function is the analytical solution to the Bloch equations where 7 = 75 = 2.95 s [66].

The uncertainty in the fitted amplitude is taken to be less than 2%.

Water Calibration - 09/25/98

=
2 10 |- UP x'/1is 0.905046
-
=
2 ;
= DOWN */f is 0.82585
E
« 5 -
0 \,‘)ﬂ""' AL
e
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.10 - UP Height (V) = 13.1069 +— 0.222475
1§ DOWN Height (uV) = —15.5258 + - 0.219596 gu
- R=UP /DOWN = 0.844201 +— 0.0186521 gy
-15 T Bloch functiong! form with T,=T,= 2.95 s
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Figure 4.3: The fit to the UP and DOWN sweeps for the water signal taken on
9/25/98. The position of the resonance for the DOWN sweep has been shifted in this
plot.

To find a value of T} for de-oxygenated, de-ionized water, the ratio of the UP and
DOWN sweep amplitudes was studied. Their ratio, R = SUP /SDOWN 'has a strong
T, dependence. An initial 7} was chosen, the UP and DOWN water signals were fitted,
the ratio calculated, and a new 77 was predicted. This new 77 was then plugged into

the analytic solution and the UP and DOWN signals were re-fitted predicting 77 again.
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The process is repeated until the predicted T} matches the initial 7} used. By taking

the weighted average of the ratio from the three water signals, it was found that
R = 0.839 £ 0.010, (4.21)
which leads to a value for T of
Ty =3.0+04s, (4.22)

This value is in good agreement with the world value for de-oxygenated water of
Ty = 2.95s [66] at 20°C. The value of T; is related to the value of Ty [67]: 7 — 7 =
0.125s7!. If we assume that 77 and T3 are 100% correlated, and for a RF field, H;,
of 90.8 + 0.5 mG, then

Ty = 2704s. (4.23)

The analytical equation that is used to determine S,, assumes that T} = T5. The
fact that 77 does not equal 75, causes the fitted amplitude to be decreased by a small
amount. By solving the Bloch equations numerically and comparing to the case when
T, = T5, it was determined that the UP and DOWN thermal polarizations needed to
be corrected up by 0.36% and 0.21% respectively with negligible uncertainty.

The calculated thermal polarizations at the moment when resonance occurs is
P = 6415 x 1077 and P e = TB55 % 1072, (4.24)

The total uncertainty (Table 4.2.2) on these polarizations comes mainly from the
uncertainty in the initial and maximum value of the holding field during a sweep.
The fitted amplitudes to the three water calibrations are listed in Table 4.2. For
the purposes of calculating k., the fitted amplitudes for UP and DOWN sweeps will
be divided by their corresponding thermal polarizations and then averaged, yielding

just one value of S, /P for each water calibration. This value, divided by the gain
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Parameter 4 Initial Field | Integration | Temperature | Total
Value 3.0x04s | 18(25) £0.5 G 22 £1°C
Uncertainty 0.3% 1.1% 0.5% 0.3% 1.3%

Table 4.1: Systematic uncertainties on P!".

of the preamplifier, is listed as ave in Table 4.2.

sweep Date of water calibration
direction 9/25/98 11/3/98 11/25/98
e (uV) 13.11+0.22 6.48+0.12 66.85+0.89
DOWN (uV) | 15.5240.22 7.83::0.13 79.54+0.93

R 0.845 £+ 0.019 | 0.828 + 0.021 | 0.840 + 0.015
Grre 200 100 1000
# of sweeps 123 271 213
ave [mV /%] 101.9+1.1 102.14-1.3 104.5+0.9

Table 4.2: Fitted values for S,, with systematic uncertainties (V) and the average
of S,/ P! for each water calibration divided by G?re.

4.2.3 Corrections to the Water Signal

By comparing the resonance position of groups of 50 water sweeps, it was found that
the initial and maximum holding field values drift at a rate of §H/H = 0.001hr—1.
Because the computer assumes that the sweep always starts and stops at the same
value, the signal is slightly broadened, and the peak height is reduced. In order to
model this effect, a number of Lorentzian lines shapes were generated with their reso-
nance positions shifted by an amount corresponding to the field drift. The Lorentzian
line shapes were averaged and then fitted. The fitted height estimates the reduction
in the amplitude due to the field drift. The amount of the correction necessary for
each water signal is listed in Table 4.3. The assigned systematic uncertainty in the
correction is taken to be +0.2%.

During the experiment, the RF Helmholtz coils were surrounded by an aluminum
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Date 9/25/98 | 11/3/98 | 11/25/98
# of sweeps 123 271 213
CA_I%{_ 1.0035 1.0156 1.0099

Table 4.3: Values for C%.

sheet. This cover was not in place when a water signal was measured. Two tests were
conducted with different target cells and at different polarization values. In both
cases the lasers were turned off. Table 4.4 lists the NMR values and time recorded
during each test, as well as the apparent rate of depolarization and the effect of the
cover being off. Both tests found that the effect of the cover off was to increase the
signal by 1.7%. To correct the water signal C e = 0.983. By assuming different

loss mechanisms and seeing the effect on C\yer, a systematic uncertainty of 0.3% was

determined.
Cell: Blue Cell: Jin
cover NMR[mV] At[s] || cover NMR[mV] At[s]
on 2.37 0 on 9.15 0
off 2.34 LI off 9.20 12
off 2.16 40 on 8.93 25

Depolarization rate [V /sec.]

6.2

8.8

Effect on signal height [%)]

1T

1.7

Table 4.4: Results of tests for Ceoper.

4.2.4 Cell Position and Flux

The amount of voltage produced in the pickup coils depends on four factors: the rate
of spin precession (w,), the density of spins, the polarization, and the position of the
target cell (Figure 4.4). The geometrical flux, ®, is the number of magnetic field lines

that pass through the pickup coils when the spins are on resonance. The contribution
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to ® was calculated for each chamber using

¥ b

Here, 1 is the density of magnetization for the target. It will be considered unit-less

—

AT
SdldV. (4.25)

and therefore ® will have the units of cm?. The volume of a chamber is given by V|
and the coil boundary is C. The target cell pumping chamber contribution to the flux
was weighted by % to reflect the fact that the density is not uniform. The total
flux for each water signal was determined (Table 4.5), and studies of the dependence
of the flux on cell position were done using Eq. 4.25.

X

Figure 4.4: Positioning of the target chamber between the pickup coils.

The uncertainty in the amount of geometrical flux associated with each cell comes
from two primary sources: the position of the cell in the y-direction and inner ra-
dius of the target chamber. Each time a cell was mounted, its position relative to
the pickup coils was measured using a caliper. The uncertainty from this type of
measurement is about £1.5 mm. This contributes an uncertainty of 1.0% to the
total flux. The contributions from the uncertainty in the pickup coils in the x and
z-directions, along with tilting and rotations, are all less than +0.3%. The inner
radius of the target chamber is known to +0.05 mm. This leads to an uncertainty in

the flux of £1.7%. The total uncertainty in the flux is assigned to be +£2.1% for all
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Calibration date Flux of each part (cm) Dpew
or Helium cell | Target | Pump | Transfer | Total
9/25/98 46.33 -3.90 0.04 42.47
11/3/98 1960 | -3.92 | -0.06 | 4561
11/25/98 1978 | -3.92 | -0.08 | 45.79
Don’t Worry 44.31 -2.57 0.11 41.85
Be Happy 45.87 | -3.28 0.10 42.69
Armageddon 44.32 -2.36 0.06 42.02
Nepheli 4791 -2.50 0.01 45.42
Sysiphos 49.23 -2.58 0.04 46.69
Jin 47.71 -2.43 0.02 45.30

Table 4.5: The flux, ®, for each water calibration and for each *He cell.

cells except Armageddon. The position of Armageddon was not recorded. Therefore,
its flux uncertainty is derived from assuming that the cell could be anywhere along

the y-direction and is set at £3.4%.

4.2.5 Coil Gain

One consequence of having target cells filled to 10 atmospheres is that they can
explode. When this happens the explosions cause small changes in the gain of the
LRC circuit. In order to monitor this effect, a small excitation coil was fixed within
the RF Helmholtz coils. A RF signal was sent to the excitation coil which created
a response in the pickup coils. By changing the frequency of the excitation coil, the
pickup coils’ Q-curve, or response curve, could be mapped out. The voltage induced

in the pickup coils as a function of frequency, f, is given by:

V(f) = A . (4.26)

Vag+ G-

The numerator, Af, is the induced EMF. ‘A’ depends on geometric factors and

the amplitude of the signal that drives the excitation loop. The parameters A,
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fo, and @ are determined by fitting the data to equation 4.26. G© is defined by
V(f=91kHz)/(A-91kHz). The results of the calculated gain agree closely with
one another (Figure 4.5).

It appears (Figure 4.5) that following Armageddon and Nepheli’s explosions there
was a change in the Q-curve. The values of G? for the water signals taken on 9/25/98,
11/3/98, and 11/25/98 are 1.265, 1.260, and 1.255 respectively. For the target cells,
G? is 1.265 for Don’t Worry, Be Happy, and Armageddon, 1.260 for Nepheli, and
1.255 for Sysiphos and Jin.
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Figure 4.5: The value of G® as a function of time.

4.2.6 Calculation of «;,

Recall that the water calibration constant s}, is given by Eq. 4.12:

pre
* _ Sy . pye G | T 1
fo = ol LGl 53w ny Gttt Coover:

The three water signal’s UP and DOWN sweeps yield six measurements of . By

combining the UP and DOWN S, /P! ratios, there will be only one &, for each
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water signal. These three &, are then averaged. Table 4.6 lists the input values for

Eq. 4.12 and Figure 4.6 shows the results.

Parameter Value Uncertainty (%)
(S#P, Sdown) | (13.1,15.5), (6.48,7.83), (66.9,79.5) iV 1.3
i 6.415, 7.655 (x10°Y) 1.3
.u’He//»Lp 0.762 -
ny, 2482 amg. 0.1
Gore/Grre 17200, 1/100, 171000 0.5
G% 1.2645, 1.2604, 1.2547 -
P, 43.0, 46.2, 46.4 cm? 2.1
Cghfi 1.0035, 1.0156, 1.0099 0.2
- 0.983 0.3
Total:x?, 5.56x 10~ |Gt | 2.8

Table 4.6: The values for the parameters that go into calculating «}, and their uncer-
tainties.

The uncertainty on each point in Figure 4.6 is derived from those listed in Ta-
ble 4.6. An estimate of the total systematic uncertainty on k], was calculated by

considering the correlated and uncorrelated portions seperately:

O(xz) = \/% (J(QSW) + a?P&h) + Ofgprey + J(Q‘bpww) + O.(ZCQ’?-_)) + 0(2%) + a(2¢;ad) + Ol muer)”
(4.27)
The flux uncertainty was broken up into two parts: the uncorrelated uncertainty
due to the position (1.2%) and the correlated uncertainty due to the inner radius
(1.7%). The total uncertainty on the average of the three water signals is estimated
to be £2.3%. This uncertainty is similar to the one determined for the SLAC E154

experiment [50]. The value for £}, is

(4.28)

"
K% = 5.56 x 1074 [ = ] .

% amg cm? Q
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Figure 4.6: The value of k}, for the three water signals.

4.2.7 The Calibration Constant s,

The second method by which the NMR system was calibrated was to measure the sep-
aration of the ¥®Rb (F = 3,m = —3) and (F = 3, m = —2) energy levels (Figure 3.1),

or electron paramagnetic resonance (EPR). This separation, Av, is proportional to

pprump

the 3He polarization in the pumping chamber: PL.™". The pumping chamber polar-

ization is in turn related to the polarization measured by the NMR system: Py .

Just as in the case of water, a NMR signal related to a known polarization allows for
the calculation of k* as presented in Eq. 4.10. Explicitly, s, . is given as

*
epr

l
1
* He
&= : . (4.29)
epr P;;z:g Grf?e ' ’He : n,o (Ef“)

ne

Here, the prime indicates the quantities for the particular cell used during the cali-
bration and P5."™ is related to the EPR measurement.
There are three factors that account for the separation in energy levels: the holding

field, the magnetic field caused by polarized *He, and the spin exchange of Rb-*He.
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The amount of separation caused by the magnetic field of the *He is proportional to
its magnetization, My, : By, = 8?”MHE. The separation created by this field is small
in comparison to the separation created by the holding field (=11 GHz for 25 Gauss).
Therefore, the *He magnetic field shift can be related to the derivative of the EPR
frequency, v(F, m), of the (F,m — F,m — 1) transition:
_ dv(F,m)8n _dv(F,m)8m

iB ?A’{He - T?{HE]H}EPH& (4.30)

where [He] is the *He number density, g, is the *He magnetic moment, and Py, is the
amount of 3He polarization. The spin exchange of Rb-3He also creates a separation

that is equivalent to an additional magnetic field:

2hKspl
Bsp = —" LK, (4.31)
JeltB

where Kgp is the ratio of the imaginary and real parts of the spin-exchange cross
section, < vogg > is the velocity averaged real part of the cross section, g = 2 for
the electron, pp is the Bohr magneton, and K is the *He nuclear spin. Again, the
separation created by Bgg is related to the derivative: Av = d—”gg’—mlBSE.

The total separation of the (F = 3,m = —3) and (F = 3,m = —2) sublevels due
to the polarized *He is

81 dv(F, m)

= A —
Av AVSE =f= Ung 3 dB

Ho,uHe[He]PHea (432)

where &, is related to the spin-exchange cross section and does not depend on the *He
density or polarization. It is normalized such that if only the magnetic field created
by the polarized *He were considered, %, would equal one. However, k, & 6, which

implies that there is an attraction between the Rb electron wavefunction and the *He
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Figure 4.7: A schematic of the EPR electrons setup.

nucleus. The constant x, was measured explicitly by [65] and is known to +1.5%:
Ko = 4.52 + 0.00934 - T(°C). (4.33)

The derivative of the EPR frequency (%) for the (F =3,m = -3 - F =

3,m = —2) transition is given by the Breit-Rabi equation [68]:

dU(F7 m) e HBYe ( & 81 AU‘BgeB (4 34)
( ’ '

dB  h(2I +1) 2] +1)2 hA

where I = 5/2 and A = 1012 MHz for ®Rb. Substituting Eq. 4.34 into Eq. 4.32, the

3He polarization can be written as

e 0 352 [208] A

o (T2
kHZ h’Ono (E"E)
o
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4.2.8 EPR System

Measurement of the EPR shift, Ar, was performed by observing the D2 fluorescent
light emitted by decaying rubidium. This fluorescent light was observed with a photo-
diode (Figure 4.7). The intensity of the fluorescence is inversely proportional to the
amount of Rb polarization. This is because only atoms that are not polarized can be
excited and then give off a photon. By inducing the transition of the rubidium’s outer
electron from the (F' = 3, mp = —3) state (a non excitable state) to the (F = 3, mp =
—2) state (an excitable state) with a small coil located above the pumping chamber
(EPR coil), the amount of optical pumping will increase and therefore the amount of
fluorescence. The frequency of the mp = —3 — —2 transition is proportional to the

holding field plus the field created by the polarized *He.

2 Ouput of VCO
Ouput from Diode s f‘:equ ency and
o the Lock-In amplitude determined
> by modulation source
@ A n n /\ with an offset determined
2 U VALY, /\ n n [\ by the P-I circuit and
= .
= | Modulation V/ U VALY) central frequency of the
Width ocsillator.
( Voltage Controlled
Oscillator
Vv Frequency "
Modulation
2
2 1
Output from Lock-In +

J;Lock-in Qutput) dt

0 ’
Frequency
P-1 Circuit

Figure 4.8: The feedback mechanism for the EPR setup.

It was necessary to lock onto the EPR resonance because of drifts in the holding
field. This was done by using a feedback mechanism (Figure 4.8). The driving
frequency for the EPR coil was modulated by 6 kHz at a frequency of 200 Hz. This in

turn swept out a portion of the intensity spectrum which created a sine wave whose
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Figure 4.9: Circuit diagram for the proportional-integral feedback and the mixer.

amplitude depended on the value of the central driving signal (v) in relation to the
resonance frequency (v,). The output of diode was read by the lock-in amplifier. The
lock-in output was proportional to the amplitude of the sine wave; it was zero on
and far off resonance. The output of the lock-in was integrated and mixed with a
modulation signal using a P-I/Mixer circuit (Figure 4.9). This signal was then sent
into the Wavetek Model 80 Voltage Controlled Oscillator (VCO) whose output was
a sine wave with a central frequency determined by the value set on the device and
the integral of the lock-in. This frequency was varied by the modulation source and
was used to drive the EPR coil. As an example, assume that the frequency v is less
than v,. The lock-in detects a sine wave and outputs a positive signal which is then
integrated. The positive signal from the P-I feedback box, along with the modulation
signal, is inputed into the VCO and causes the signal to shift to a higher frequency.
The frequency v is now closer to v,. It was in this way that the feedback mechanism
moved and kept the central frequency v at the same value of the resonance frequency
V-

In order to isolate the shift contribution related to the polarized *He, a measure-

ment was first done with the spins in one direction and then reversed (Figure 4.10).
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The flip was performed using AFP, by changing the RF field to induce the transition.
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Figure 4.10: An EPR measurement showing the change in resonance frequency due
to the *He spins being flipped.

4.2.9 Polarization Gradient

If the target cell (Figure 3.3) were comprised of only one chamber, then a direct
comparison between the EPR shift and a NMR signal could be made. However, with
a two chamber cell the *He polarization originates in the pumping (top) chamber
and diffuses down into the target (bottom) chamber. In order to relate an EPR
measurement to a NMR measurement, understanding of this transfer of polarization
is necessary.

The flux of *He atoms, with desired spin direction, along the transfer tube is given
by
1 &P
iz = §n(z)D(z)E = constant, (4.36)

where n(z) is the number density along the transfer tube, D(z) is the diffusion coef-

ficient, and P is the amount of polarization. The diffusion coefficient at 1 atm. and
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80°C is 2.76 cm?/s [69]. This is related to D(z) by the following relation:

D(z) = 2.76[cm?/s]

m-—1
0.773amyg. ( T(2) ) , (4.37)

n(z) 363°K

where m = 1.7 [69]. The temperature distribution, T'(z), along the transfer tube
is T(z) = T, + %:T?(Z + Luan) By integrating Eq. 4.36 along the length of the
transfer tube, the polarization flux can be expressed in terms of the pumping and

target chamber polarizations:

. DtntK

= (P P (4.38)

J

2—m)(Tp—T)T, ™
Tg—m _th-m -

Here, D, is the diffusion coefficient at the target chamber and K = (
Knowing the polarization flux, the time rate-of-change for each chamber is given

by:

deump dPtarg
= p— _Gp(PPump e Ptarg) and = s —Gt(Pt‘"g _ Ppump)’
(4.39)
where
Atrannt Atran
G, = ——D,K d G, = D K. 4.4
3 %Ltmﬂnp ' o t V;)Ltran ! ( 0)

However, even these equations are not enough to describe the polarization in each
chamber, for they only describe the diffusion of the gas from one chamber to the
next. For a complete description of the polarization the effects of spin exchange and
depolarization need to be included. The complete rate equations for the polarization

in terms of the cell lifetime, I', and the spin exchange rate, vyspg, are

dpreme

dt
dPtarg

dt

= —G,(P™™ — P'"%) 4 ysp < Pry > —(vsm + T)PP*™  (4.41)

= —Gy(P%"9 — PPum) 4 TP, (4.42)
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The solution to this set of coupled equations is

,t == g st -
Ppump,targ(t) — Al{ump ‘“'96 Yslowl o= Agump ‘”"96 Yfastl + P(;ﬂmp,tar.q’ (443)

where A, , are constants and PP¥™P'"9 are the saturation polarizations given by

i YSE Gt
Pgo I = @+ m—1 T GG < PRb > and Pég,rg = —F T Gt Pgoump' (444)
P I'+Gt

The term that goes like e~ "ast* in Eq. 4.43 vanishes and can be neglected. Solving

for e=7siew! a linear relation between the target and pumping chamber polarizations

is formed:
P19 — g PPUP 4 g (4.45)
where
’YfastPotgrg
= TUITL ) 4.4
st YrastFo © — Y55 < Prpy > (4.46)
ar ’yfﬂSf-Pégrg )
Qg = Pcfo 911 — T . 4.47
’ ( ’YfastPO% p-"’YSE<PRb> ( )
and
1
YVest = 5 [Gt SRS ETNR AN [7 W T— 4G,,G¢] . (4.48)

The polarization of the target chamber, P;79 can now be calculated from the

EPR shift using Eqgs. 4.45 and 4.35. The difference in pumping and target chamber
polarizations, AP, were typically ~1% (Table 4.7).

4.2.10 Calculation of «;,,

In order for Eq. 4.45 to be valid, the pumping system (e.g., number of lasers on,
temperature, etc.) has to be stable. Nine EPR calibrations were done during the

experiment using four different cells (Figure 4.11). Parameters for each calibration
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# Cell Av [kHz) | Sy [mV] | (%) | (2) | AP (%] | &2, [x107Y)
1 | Don't Worry | 8.15 426 | 1.112[0.919| 0.03 5.46
2 | Nepheli 11.77 6.37 | 1.214 | 0.808 | 1.26 5.22
3 Nepheli 13.74 8.01 1.215 | 0.807 1.24 5.54
4|  Nepheli 16.64 957 |1.213]0810| 1.13 5.40
5 | Sysiphos 14.02 880 | 1.209 | 0.808 | 1.03 5.70
6 Jin 16.70 10.10 | 1.159 | 0.826 | 0.50 5.89
7 Jin 17.11 11.76 | 1.223 | 0.786 | 0.87 6.19
8 Jin 18.03 11.64 | 1.209 | 0.801 | 0.77 5.95
9 Jin 13.24 8.08 | 1.166 | 0.818 | 0.97 6.08

Table 4.7: Conditions for the nine EPR calibrations. AP is the difference between
the pumping and target chamber polarizations.

are listed in Table 4.7.
The calculation of two new parameters, < Pg, > and vysp (Eq. 4.41), were needed
to complete the EPR calibration. The spin exchange rate for Rb-*He, vsp, is given

as a function of temperature by [57, 52]:

10—4040/T
[em™],

vsg = 6.7 x 10720 [Csﬂj - (1.507 x 10%%) (4.49)
where T is the lowest temperature inside the pumping chamber. Typically, the low
temperature spot was near the bottom of the pumping chamber. A RTD was placed
near that spot: rtd#7. So, 7T is taken to be the value read by rtd#7. The average Rb
polarization, < Pg, >, was estimated from the spin-up curves performed on various
cells and applying Eq. 3.4. The results provided a range of values from 60 to 90%.
The value and uncertainty for x;,, was calculated by taking a weighted average of
the nine EPR measurements. Correlated and uncorrelated uncertainties were treated
separately (Table 4.8). The x; for the average of «},, for each cell was found to equal
3, this implies that the uncertainty for each cell is underestimated. To take this into
account, each uncertainty was multiplied by a factor, f = 1.725, such that the x2 was

equal to one. This same factor was then applied to the original error on the weighted



86

| Parameter | Uncer. in Parameter | Uncer. in &}, [%] |

Totally Uncorrelated
Av +50 Hz 0.4
& Py 5 +0.15 2.0
T, $18°C 14
i +1.1% 1.2
rtd#7 e G O 2.0
Correlated by cell
Mo +1.2% 0.1
e +2.1% 2.1
Correlated between cells
Ko | +1.5% | 1.5

*

Table 4.8: Uncertainties contributing towards the total uncertainty on &7,

mean. The final estimated uncertainty for 7, is £2.8%, where

V
=566 x 10~ m . 4.
Repr x [% amg. cm? QJ (4.50)

4.3 Elastic Peak Asymmetry

The constant k* as determined using water and EPR was checked by measuring the
asymmetry in elastic scattering for electrons by a polarized *He target (Section 1.2).

Two sets of elastic data were taken: at £ = 0.862 GeV and E = 1.72 GeV. With this

data a raw asymmetry is formed:

. NIt N
Addas = N T VT (4.51)

where 11 (1]) refers to the case when the electron and target spins are parallel (anti-
parallel) with one another. N is the counting rate of elastically scattered electrons

normalized to the beam current.

The raw asymmetry is related to the asymmetry (Eq. 1.17) associated with elastic
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Figure 4.11: The nine EPR measurements for x;,.. Multiple measurements for one
cell were averaged before a total average of all four cells was determined.

electron scattering by

arts . _Aded (4.52)
elas f . Pb . ]Dt

where P, is the polarization of the electron beam, P, is the polarization of the target,
and f is the dilution factor. The dilution factor is simply the fraction of scattered
electrons considered to be produced from an elastic collision compared to the total.
Mistaken events mostly come from the scattering of the electrons by Nj gas in the
target cell. The dilution factor is approximately 0.993 for the 0.862 GeV data and
0.915 for the 1.72 GeV data.

A Monte Carlo simulation, that corrects for the spectrometer’s acceptance and

the target’s spatial dimensions, was used to generate an expected asymmetry: AM-C-,

*

tlas Was calculated using

By comparing this asymmetry to the raw asymmetry, a x

* SHe

Ketas = .
ARaw n
it e @GN, (5)

(4.53)
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Systematic Uncertainties [%]

By 3.0

AME. 3.0

No 1.0

B 4o 2.1

(ne/no) 2.0

Total 5.2
Statistical Uncertainties [%)]

AFRaw ((.862 GeV) 3.9

ARaw(1.72 GeV) 10

*

Table 4.9: Systematic and statistical uncertainty on &,,,.

The results for the two energies are
K14 (0.862GeV) = 6.10 x 107*  and K20 (1.72GeV) = 5.99 x 107, (4.54)

The uncertainties for these values are listed in Table 4.9 [70].

4.4 Calibration Results

*

Results for k* show good agreement between «7,,, £}, and k3, (Figure 4.12). The

*

final result for x* was calculated by taking the weighted average of 7, and xj,. It

has an uncertainty of +1.8%:

(4.55)

k* = (5.60 + 0.10) x 10~ [ my’ ]

% - amg. - cm? - Q2

To calculate the constant of proportionality that relates the NMR signal to po-

larization, recall Eq. 4.10:

% n,
Keell = K ‘I>HeGQno (_C) .

o

Each of the parameters in Eq. 4.10 has been calculated and their uncertainties es-
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Figure 4.12: Results of the four NMR system’s responsiveness, «k*, measurements.

timated (Table 4.10). The total uncertainty assigned to x is +3.6% (+4.5% for
Armageddon). The values, depending on which cell was in use, that were used to

calculate the polarization of the target are listed in Table 4.11.

Parameter Value Uncertainty (%)
i 5.60x10~1 1.8
Dye Table 4.5 2.1
G Section 4.2.5 .
Mo Table 3.5 1.0
(2) Table 3.6 2.0
| Total | | 3.6 |

Table 4.10: Contributions towards the total uncertainty on k.

4.5 Target Performance

NMR measurements of the target’s polarization were taken approximately every four

hours throughout the experiment. Each data “run” lasted about 20-30 minutes and
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K Don’ t Worry

K BeHappy

K Armageddon

K Nepheli

K Sysiphos

K Jin

0.355

0.343

0.354

0.432

0.320

0.317

Table 4.11: Values of & for each cell in units of [mV /%].

was assigned an NMR value based upon a linear interpolation of NMR signals taken
before and after the run. Depending on the cell used, the signal was divided by
to give the polarization for that run. Results on the polarization measurements are

shown in Figure 4.13. The average polarization for the experiment was ~33%.

60 fi T T T T I T T T T ] T T L] —l_'l T T T T l T I-
i AL !
40 ! ‘#f‘* " x J
E : %“ égg‘L 3.%\‘ K q vu:v, i
g | T LA VA
530 [ 'y N ‘f' S
= F : g1 .
o) ¥ B H 4
N ¥ -
el ! =
st !
o i ¥
¥ I = % y
10 - =z 3 |
- » -1 o 4
i I S
O i 1 | 1 1 [ 1 1 A L 1 1 1 1 1 I 1 1 1 1 [ 1 I_

0 20 40 60 80

Days into the experiment

Figure 4.13: The polarization as a function of time for all of the data taken during
experiment E94-010.
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Chapter 5 Results

5.1 Data Collection

Nearly six billion events or 3.9 TBytes of data were recorded during the E94-010
experiment for the interaction 3He(é, ¢’)X. The event rate was about one thousand
events per second. Six initial energies of the electron were used (0.86, 1.7, 2.6, 3.4,
4.3 and 5.1 GeV), and there were 38 spectrometer momentum settings (Sec. 2.3).
The kinematic coverage ranged from 0.2 < Q% < 1.2 GeV? and 0.5 < W < 2.5 GeV
(Figure 5.1).

The data was read out by the Hall A event analyzer ESPACE [71]. ESPACE
used the raw data from the detector ADCs and TDCs along with a database of
spectrometer constants to create a focal plane vertex (the plane of the VDCs) for
each detected particle trajectory. The vertex and track are then traced back through
the spectrometer to obtain kinematic information at the interaction vertex. The
output of ESPACE is a series of histograms and ntuples which are used to analyze
the data.

A number of cuts were applied to each data set in order to select ‘good’ elec-
trons [48, 72, 73, 70]. These cuts excluded events originating from the target end
windows and events that were reconstructed outside of the known acceptance of the
detector. Electron identification was determined using the Cerenkov and shower de-
tectors. Finally, a good track recorded by the VDCs was also required.

The complete data set includes information from elastic scattering up to the deep
inelastic regime. Data was collected at momentum settings for both longitudinal and
transverse target orientations. The polarization of the electron beam was longitudi-

nal throughout the experiment. The GDH integral, I(Q?), was determined for 0.15
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Figure 5.1: Kinematic coverage for E94-010. Each block represents one momentum
setting on the spectrometer.

GeV? < Q? < 1.00 GeV?2,

5.2 Data Analysis

The experiment collected approximately 1800 ‘runs’. A run is approximately 30
minutes of data collection or 1.8 million events. During and after the data collection, a
portion was scanned to evaluate the data quality. Histograms of target reconstruction,
acceptance, momentum, deadtime, Cerenkov ADCs, shower ADCs, and scintillator
efficiencies were examined for each run.

A few problems were uncovered. The shower detector used in the HRSH spectrom-

eter was found to have a gap between the two sets of lead glass blocks. In addition,
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the detector was misaligned such that no blocks existed to record the highest momen-
tum electrons. For the present analysis no HRSH shower detector information was
used for particle identification. It was also discovered that one of the mirrors in the
HRSE Cerenkov detector was misaligned and had, as a result, a very low efficiency.
A correction was applied to lower the threshold on what was considered an accept-
able ADC value for that mirror. Runs were excluded that demonstrated clear beam
instabilities or spectrometer failures.

A number of other issues were studied in detail. The most significant systematic

studies are discussed below.

5.2.1 Deadtime

Not every scattered electron is recorded as an event by ESPACE. The computer is
limited to about 1 event per 800us. Since the event rate was around 1000 Hz, most
events were recorded. The percentage of events missed is called the ‘deadtime’ (DT).
It is related to the the number of events written to a scalar (S) and the number of
events recorded (7'):
T

DT=1-73 (5.1)
One minus the deadtime is known as the ‘livetime’ (LT):

Since the computer readout is primarily responsible for the deadtime, it should
be independent of the electron beam helicity. However, there are mechanisms that
can create false asymmetries in the data. In particular, when there was a period in
which the deadtime was fluctuating to large values (50-60%), the overall deadtime
experienced when the electron beam had a positive helicity and when it had a negative
helicity was not the same. Such periods were observed to occur when data was
periodically written to a storage disk. False asymmetries as large as 0.01 occurred on
a run-to-run basis.

This effect of a helicity correlated deadtime was observed and studied in the
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analysis of the F = 0.86 GeV and E = 1.72 GeV elastic data [70]. Deadtimes were
calculated for both positive and negative helicities:

T:t

= S
DT*=1- o3,

(5.2)
where T% and S* are the helicity gated number of events written to tape and recorded
by a scalar, respectively.

Validity of this method was verified by using data from unpolarized targets: Ny
and '2C. A histogram was created of the measured asymmetry:

T-—-T%

During periods of small deadtime fluctuations, the distribution of A had a width of
0.001 and had a gaussian shape. A distribution of A during a period of large fluc-
tuations had a range of +0.01. After dividing the rates collected during an unstable
period by the helicity correlated livetime (%), the distribution of A matched that
for a stable period (width of 0.001 and a gaussian shape).

Runs that had large deadtime fluctuations were omitted from the data set. How-
ever, the method of calculating separate, helicity correlated, deadtimes was imple-
mented. Generally, the *He measured asymmetries had values ranging from 0 to
-0.02. The amount they changed when the helicity correlated livetime was applied
ranged over £0.0005.

5.2.2 Optics Study

For each event, four coordinates were recorded: Zger, Ydet, Oder, and ¢ger. The position
of the event in the focal plane is described by z 4. and yge:, and the event’s trajectory

is described by 04, and ¢4.;. These observables are used to calculate a set of quantities
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located at the target ': z,7,0,¢, and 6. The two sets of coordinates are connected
through a set of tensor relations. Calculation of the tensors required placing targets
in the beamline at known positions, recording events, and changing the tensor values
until an accurate reconstruction of the target is produced. For a detailed description
of this process see [74, 75].

For this experiment, a series of 2C elastic data was taken in order to optimize the
tensors for event reconstruction. The carbon target consisted of seven thin carbon foil
targets spaced evenly along the beam path (Figure 3.10). The total length covered
was 40 cm. Data was collected with and without a sieve slit collimator (Figure 5.2).
The sieve slit consisted of 49 holes in a grid pattern. Exact knowledge of the sieve hole
positions and the carbon target foils allowed for optimization of the tensors needed

for event reconstruction. The results from the optics study are listed in Table 5.1.

| Angular resolution (FWHM) | Angle determination accuracy |
10) +2.0 mr +0.2 mr
0 £6.5 mr +0.8 mr
Momentum resolution (FWHM)
J at target center 3x10~%
J overall 4x10~*
Transverse position resolution (FWHM) | Transverse position accuracy
y 3.7 mm +0.5 mm

Table 5.1: Resolution of the target vertex.

5.2.3 Efficiencies

In order to calculate a cross section, the trigger inefficiency, or percentage of time
the trigger did not fire when it should have, needed to be determined. Normally,

both planes of scintillators need to fire in order for an event to trigger. By looking

1The position of event vertex is given by = and y. The trajectory of the particle from the target
is given by ¢ and 6. The event’s relative momentum is given by § = ';;f&, where p, is the central
momentum of the spectrometer and p is the momentum of the event.
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Figure 5.2: Data collected from the carbon target with the sieve slit in. The data
represents the location of the events as they enter the spectrometer.

at events that fire only one plane, but otherwise were normal (i.e., a good track from
the VDCs and a hit in the shower counter), and comparing those to the number of
events that fire both planes, a map of the trigger inefficiency of the focal plane was
determined. This map of inefficiency is generated using several runs and is calculated
throughout the experiment. The global inefficiency was about 4.3%. The recorded
data is corrected for this inefficiency to determine the total absolute event rate.

In addition to the trigger efficiency, efficiencies for the Cerenkov detector, the
shower detector, and the VDCs were all determined. Just as in the case of the
trigger, each detector was studied by looking at the number of times the detector did
not fire when it should have as compared to the number of times it did. For all of

the detectors listed above, the efficiencies were found to be >99%.
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Figure 5.3: A comparison of elastic *C data (red) and the Monte Carlo (green)
distributions for ¢ at the focal plane. Each row is a different carbon foil and each
column is a different value of §: -4%, -2%, 0%, 2%, and 4%.

5.2.4 Monte Carlo

Once the deadtime, spectrometer optics, and efficiencies were understood, a Monte
Carlo was developed to understand the angular acceptance and momentum accep-
tance of the spectrometers [76]. The results of the Monte Carlo were checked against
actual 2C elastic data. By folding in the detector efficiencies, the deadtime, and the
physics of 2C elastic cross section, the Monte Carlo was able to predict a cross section
to within £4% of the measured results (Figure 5.3). This accuracy is in line with, or
slightly better than, previous experiments using the Hall A spectrometers [49].

In addition to the 2C elastic data, the elastic data from *He was compared to a
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prediction made by the Monte Carlo. Both the *He cross section and asymmetry were
checked. The cross section agrees within error bars and the asymmetry also shows

good agreement when data from both arms are combined (Figures 5.4 and 5.5).

19 i *He elastic cross sections

10 B £=0.862 GeV, e arm 0= 15.503°
9 F

8 F

7 E f £

(5] - ¥ Simulated cross section, (xj)

SF ® experimental cross section,

E o= N LR O S N IR NP e e [ e
2%118 20119 20120 20121 20122 20123 20124

run number
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Figure 5.4: Comparison of the E = 0.86 GeV elastic data cross section for *He and
the Monte Carlo prediction for two runs. The top plot shows the results from the
HRSE spectrometer and the bottom is from the HRSH spectrometer. The vertical
scale is in pbarns.

5.2.5 Pion Rejection

As discussed in Sections 2.3.3 and 2.3.4, the Cerenkov and shower detectors were
used together to identify and reject pions. The Cerenkov detector, in principal, can
reject all pions; however, occasionally a pion will knock off an electron which in turn
is detected by the Cerenkov and gives a false identification. The shower detector

has the ability to reject pions by measuring the ratio of the deposited energy and
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Figure 5.5: Comparison of the E = 1.72 GeV elastic data cross section for *He and
the Monte Carlo prediction for two runs. The top plot shows the results from the
HRSH spectrometer and the bottom is from the HRSE spectrometer. The vertical
scale is in pbarns.

the momentum: E/p (Figure 5.6). The amount of pion contamination is determined
by fitting the pion and electron peaks from the shower detector. By comparing
results with and without a Cerenkov cut and calculating the amount of pion tail
underneath the electron peak, it was found that the ratio of pions to electrons (7 /e™)

was negligible: ~ 1074 [72].
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Figure 5.6: The E/p histogram for E = 3.4 GeV and p, = 2.199 GeV. A cut on pions
can be made by rejecting events with E/p<0.8.

5.2.6 Radiative Corrections

Corrections due to radiative effects (external and internal) were included in the anal-
ysis. External radiation involves the loss of electron energy as it passes through
matter: external bremsstrahlung. For the E94-010 target, the external corrections
included the glass windows and walls of the target and the *He itself. The effect of
the external radiation is to cause a lower interaction energy at the event vertex and
a lower perceived scattered energy. Corrections to the data for this type of radiation
were done using the technique in [77].

Internal radiation includes emission of a real or virtual photon during the in-
teraction between the electron and the target nuclei. Figure 5.7 shows six possible

interactions. Diagrams a and b represent the emission of a real photon before or



101

after the interaction. Diagrams ¢ and d represent the emission and re-absorption of a
virtual photon by the incident or scattered electron. Diagram e represents exchange
of a virtual photon between the incident and scattered electron. Diagram f represents
the renormalization of the virtual photon due to vacuum polarization. Corrections for
these types of radiative processes were done using a modified version of the program

POLRAD [78, 79].

e

Figure 5.7: Six possible internal radiative processes.

Application of external and internal radiative corrections requires knowledge of
the polarized and unpolarized cross sections over a wide kinematic range. These
quantities have not been measured in the region of our data. Nuclear models [2] had
to be used in order to perform the radiative corrections. The radiative corrections
changed the shape of the cross sections dramatically (Figure 5.8), especially for the
lower v bins.

At present, there is no estimation of the uncertainty on the corrections for each v
bin. It is believed that the corrections for higher incident electron energies will later
be understood due to further studies from data at lower energies. The corrections to
the £ = 0.86 GeV data are the most suspect because they rely upon models of the
3He polarized cross sections at lower energies. This will in turn affect the corrections
to the £ = 1.72 GeV, which will influence the F = 2.59 GeV corrections and so on.

Overall, the radiative corrections dominate the lower incident electron cross sec-
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tions. For the higher energy cross sections, corrections are as high as 50%. The
corrections do not have as great an effect on the asymmetries. Typically, A and A

were affected between 5 and 20% of their values.

5.3 Measured Quantities

For each momentum setting, a differential cross section was measured for each spin

configuration of beam and target (11,7, T+, and |+ ):

dQCT(V, Qz) Ngoode‘
dEdQ) ~ N.NAEAGeLT * [ADCOR (5:4)

where Ny,o4e- is the number of ‘good’ electrons recorded, N, is the number of incident
electrons, V; is the target thickness in nuclei per unit area, AF is the energy width
of the spectrometer, A is the solid angle of the spectrometer, £ represents the
total efficiency (namely the multiplication of trigger, tracking, Cerenkov, and shower
efficiencies), LT is the computer live-time, and RADCOR is a radiative correction.

The recorded data was used to form two asymmetries:

T "
1 Ngoode_ _ Ngoocle_
Ay, Q%) = Nirr-  NILT+ (5.5)
) = e i :
Pbeaumrgetf Nggodg_ 4 Ngoode_
N}LT- NILT+
and
1l T+
1 goode™ goode ™
2y _ NILT- NlLT+ &
AJ.(”?Q ) - P P, Ni‘_ N‘?‘«— ) (‘)6)
beam targetf goode™ + goode ™
N}LT- NILT+

where Pyeam is the polarization of the incident electrons, Pisrge¢ is the polarization of
the target, N1 is the number of events recorded when the beam and target polar-
izations are aligned (anti-aligned), NT<44) is the number of events recorded when
the beam and target polarizations are perpendicular, NJ® is the number of incident

electrons with positive (negative) helicity, and LT(=) is the livetime when the initial
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electron helicity is positive (negative). The dilution factor, f, is the percentage of
recorded events originating from the *He nuclei.
The largest contribution to the dilution comes from the presence of Ny gas located

in the target chamber. For values of v above the elastic peak,

# of Ng nuclei

— ~ 0.94. :
# of 3He nuclei (3-7)

f=1

For values of v in the region of the 3He elastic peak, the N, elastic cross section
influences the amount of dilution. Using N, elastic data taken using the reference
target, it was found [70] that f =0.99 for the £=0.86 GeV elastic peak, and f =0.91
for the E=1.72 GeV elastic peak.

The results with Pyeam = 70% and Pigger = 30% are shown in Figures 5.9 and
5.10.

For both A and A, there is significant dynamic behavior. The asymmetries move
from positive to negative values as the scattering moves from one regime to the next.
The data for A (E=3.4 GeV) illustrates this point. For v ~ 400 MeV, the quasi-
elastic peak is positive. The asymmetry then changes to a large negative value for
the A resonance at v =650 MeV. It then returns to nearly zero before becoming large
and negative again for the higher resonances.

Some general characteristics are noteworthy. For A, the A resonance, located
at 250 to 750 MeV depending on the energy, is large for all incident energies. It is
negative and has a magnitude of ~0.02 over the entire range of incident energies. The
quasi-elastic peak for A4, is negative with magnitude of ~0.02 over the entire range
of incident energies. Outside of the quasi-elastic peak for A, the asymmetries tend
towards zero for increasing beam energy.

The measured quantities in Eq. 5.4 are combined to form relations to the spin
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structure functions, G; and G5:

I do 402 E
p— - A/I E El 6 . 2 J
= - Eaq T -1 302 77 [MG1(E + E' cos ) — Q°Go] (5.8)
and
1 do 4(]!2 El2 )
Pbﬂam-ljtarget dE’dQ (i’{_ N T‘:_) o M3Q2f SIHB[MGI =k 2EG2]' (59)

These equations are used to solve for G; and Gy (Figures 5.11). There is some
noteworthy behavior displayed by the evolution of ¢, and g,. Large changes were
measured from one incident energy to the next for g;. The value of g; goes from about
-0.1 to -0.6 when the incident energy is increased from 2.6 to 3.4 GeV. Interestingly,
over much of the range shown g, ~ —g¢;. This is in line with a prediction for the

twist-2 contribution to g, by Wadzura and Wilcek [80]:
WW 2 2 b da' A2
92 (2,Q°) = —gi(2,Q )‘*‘fw ?91(37 , Q%) (5.10)

In regions were v is small and z fairly high, the contribution of the integral to g;*'"V
is small, and g, ~ —g;.

Comparison of g; 7¢(Q?) measured by this experiment and that measured by SLAC
experiment E154 [3] show good agreement even though the E94-010 data is at a lower
Q? value (Figure 5.12).

The values for G (v, Q%) and G (v, Q?) were used to calculate the value of o7 (v, Q?):

orr(v, Q%) = (012 — 032) = —S’TZ’O‘—;—(MIJGI - Q°Gy). (5.11)

M (v = )
The results for oy are shown in Figure 5.13. The A and quasi-elastic peaks are now
clearly seen. Both peaks have large values and have opposite signs. One challenge
from this data is to disentangle the quasi-elastic and A peaks, which still overlap.

This spillage can most clearly be seen in the F = 2.6 GeV data set. There is a
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sharp zero crossing at ¥ =375 MeV. Understanding the contamination is important
for calculating the GDH neutron integral.

The uncertainties on A, A,, and opr are primarily dominated by systematic
uncertainties. There is a 5% uncertainty due to beam and target polarizations. There
is an additional uncertainty on opy from the acceptance: ~4%. The spectrometer
angle adds an uncertainty of ~1%. The target spin angle adds an uncertainty of ~1%
for A and opr and ~5% for A,. Uncertainties due to the beam energy, deadtime,
and dilution are small and have been neglected. Uncertainties on the spectrometer
efficiency are currently estimated to be a few percent. Overall there is currently
believed to be about a 10% uncertainty from all parameters together, other than the

radiative corrections, in both asymmetries and cross section measurements [81].

5.4 The GDH Integral for *He and the Neutron

Calculation of the GDH integral, I(Q?), for Q? values of 0.03, 0.17, 0.39, 0.66, and

1.04 GeV, was performed by integrating ooy for each initial energy:

- A orr(B, vy
I5pn(Q?) = Z —LT(V_——)(VHJ - ), (5.12)
1=y t

where Q2 is the @Q? value at the A resonance, v; is the value of v at the zero crossing
between the quasi-elastic peak and A resonance, and vy is the highest value of v for
an incident energy F. This method provides only an approximation to the actual
GDH integral for the neutron after extraction, since it integrates primarily over the
A resonance which is expected to be the dominate contribution. It, however, does a
poor job of including contributions from the higher energy resonances especially for
the £ = 0.862 GeV and F = 1.72 GeV cases. The integration is carried over constant
E, not constant @2, as needed to represent properly the integral.

In order to extract neutron results using *He, the relationship between neutron and



106

3He polarizations needs to be taken into account. To first order, the 3He wavefunction
of Friar et al. [21] can be used. From groundstate *He wavefunction calculations, they
showed that the protons within *He are about 3% polarized in the opposite direction
compared to the *He polarization. The neutron is about 87% polarized in the direction
of the *He polarization. More recently, it was suggested by C. Ciofi degli Atti and S.
Scopetta [2] to extract the extended GDH integral using the following relation:

I7(Q%) = 2p,IP(Q?) + pul™(Q%), (5.13)

where I is the GDH integral at a particular Q% and p,) is the effective polarization
produced by the S’ and D waves in the ground state of *He. They point out that
extraction of G7(v, Q%) using their method works in the deep inelastic region but is
limited in the resonance region (the region of interest). However, extraction of a neu-
tron GDH integral from 3He is possible when the appropriate effective polarizations
are used. For the purpose of an I"(Q?) extraction from the calculated integral of
Eq. 5.12, the effective polarizations p, and p, are set to 0 and 0.87 respectively. This
extraction is shown in Figure 5.14 and listed in Table 5.2. The simple extraction
does not follow a proposed evolution of the GDH integral as proposed by Burkert and
Li [1], nor does the evolution towards —232.8ub at Q> = 0 appear likely. A number
of effects that could alter the extrapolated values have yet to be fully understood and
taken into account.

When the integration includes the quasi-elastic peak, an approximation of the
GDH integral for 3He is made. This is also shown in Figure 5.14. The evolution of
this curve towards a point at Q? = 0 appears to be large and positive. This is in

sharp contrast to the value of —496ub as predicted by the GDH sum rule.
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| Q* [GeV] | IEpn(Q?) [Mb] I

0.03 -62
0.17 -112
0.39 -51
0.66 -29
1.04 -14

Table 5.2: Calculated values of I, (Q?).

5.5 Interpretation

There are a number of issues yet to be investigated before the simple approximation
of the GDH integral for the neutron can be believed. The integration performed
using Eq. 5.12 was constant in energy, not constant in Q% as is necessary for proper
representation of the GDH integral. However, this assumption should not change the
results significantly, since most of the weight of the integral lies over the A resonance
which is mainly at constant @? (0.182 to 0.153 GeV in one case).

Another possible cause for the disagreement between the results using the simple
approximation of the GDH integral for the neutron and the calculation done by Burk-
ert and Li could be the existence of quasi-elastic events in the region of integration.
The height of the quasi-elastic peak is positive and a factor of four larger compared
to the A peak for the lower energies (Figure 5.13). These quasi-elastic events could
spill into the more heavily weighted low v bins.

For the two lowest energies, those corresponding to I"(Q?=0.03 GeV) and I"(Q? =
0.17 GeV), there is good separation of the quasi-elastic and A peaks. Yet, it is these
points that disagree the most from prediction.

The cross sections for the other three incident energies do not show a clear sep-
aration between peaks. The effect on I"(Q?) from the quasi-elastic contamination
should be small because of the relatively small size of the quasi-elastic peak. The
values for I"(Q?) corresponding to these energies seem in line with the prediction.

Contribution from unmeasured resonances could also move the results. The data
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for opr(E = 0.86 GeV) does not extend high enough in » to include resonances
other than the A resonance. These higher energy resonances will increase the value
of I"(Q = 0.03 GeV). Also, further extension in v for the opr(E=3.4 and 4.2 GeV)
data sets will increase I™(Q = 0.66 GeV) and I"(Q = 1.0 GeV).

Some of these issues can be resolved by studying the radiative corrections to the
quasi-elastic peak. With further study the 1.72 GeV data should be corrected. The
0.86 GeV data will probably not be corrected sufficiently to understand the evolution
of the cross section because of the lack of lower energy data.

Lastly, there is another possibility as to the apparent discrepancy of the GDH sum
rule and the evolution of the GDH integral towards a value at Q?=0; the GDH sum
rule could itself be incorrect. Of the underlying assumptions made in the derivation
of the sum rule, the no subtraction dispersion relation is the most suspect. The no
subtraction assumption implies that the value of the Compton scattering amplitude
(Eq. 1.66) fa(v) — 0 as v — oo. If it is shown that a subtraction is necessary, it could
indicate, among others things [82], that the constituent quarks have an anomalous
magnetic moment or, in other words, internal structure. Such conjectures from the
results of this experiment would be reckless, but it is interesting and humorous to
consider.

Less in question is the GDH integral for *He. Here the integral is expected to
evolve towards larger and larger positive values as @? — 0. Then, suddenly, it is
expected to drop towards the real photon point of -496 pb. This is perhaps not as
surprising as it seems. The GDH sum rule is a prediction for a real photon. The
cross section for a real photon has no elastic or quasi-elastic interactions. Just how
the quasi-elastic peak makes the transition from a large positive value, for virtual

photons, to zero, for real photons, requires data with real photon beams. More data

is required to observe this exciting behavior.
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Chapter 6 Conclusion

Jefferson Lab experiment E94-010 marks the first time the polarized *He cross sections
have been measured at low Q?. The measurements provide information in the quasi-
elastic and resonance regions. At this time the analysis is still preliminary, but it
does raise some interesting questions concerning the GDH integral for the neutron
and *He. For the neutron, extrapolation of the GDH integral towards Q? = 0 is far
from the real photon point. Uncertainties to be investigated may move the data more
in line with predictions, but further measurement in this region is required. For *He,
the GDH integral is expected to have dramatic behavior at very low Q? as a result of
the data from this experiment. This dramatic behavior would be a direct consequence
of the differences between real and virtual photons.

What is needed now is an experiment dedicated toward measuring the polarized
3He cross section in the low to very low Q? region. Fortunately, such an experiment
is set to take data in the summer of 2002. Jefferson Lab experiment E97-110, The
GDH Sum Rule and the Spin Structure of *He and the Neutron Using Nearly Real
Photons, will take data on the polarized *He cross sections at lower Q® and higher v
compared to E94-010 (Figure 6.1).

Increasing the kinematic coverage beyond that of E94-010 is made possible by
the installation of two septum magnetics. A septum magnetic is a dipole magnet
constructed to deflect electrons. The magnet will allow for measurements at more
forward angles than currently possible in Hall A. Electrons scattering at an angle of
6° will be possible, whereas presently the minimum angle is 12.5°. This magnet will
be added by moving the target upstream and placing them at the previous target
location. Implementing this change reduces the angular acceptance from 7.2 msr to

3.7 msr and worsens the momentum resolution from 1.0x10~* to 2.0x10~*, but the
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total momentum range should remain unchanged (from 0.4 to 4.0 GeV).

Other than the septum magnetic, experiment E97-110 mirrors E94-010 in a num-
ber of ways. It will use six beam energies: 1.6, 2, 3, 4, 5, and 6 GeV. The scattered
electrons will cover the *He quasi-elastic, resonance, and deep inelastic regions. It
will use the same polarized *He target and polarized beam. It will also run for about
the same amount of time: 3 months.

With the proposed data, more contributions to the GDH integral will be extracted
(Figure 6.2). The goal of the experiment is to extrapolate the GDH integral to QQ*=

and determine its slope at that point. Chiral perturbation theory predicts a positive
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slope [83], whereas phenomenological models predict a negative slope [1].

Experiment E94-010 and soon E97-110 are just two experiments in a long history
of polarized electron scattering experiments. Early experiments sought to understand
the spin structure at high Q. In this regime nuclear effects are small and the picture of
the nucleon is one of quark and gluon interactions. It is described using perturbative
QCD. These experiments determined the contribution of the quarks to the total
nucleon spin and verified the Bjorken sum rule.

In contrast, this experiment collected data in the transition region between two
regimes. One regime is that of the earlier experiments where quark-gluon interac-
tions dominate. The other regime considers *He as a set of coherent hadrons. The
experimental data of Jefferson Lab experiment E94-010 represents a first step to-

wards understanding the transition region using polarized *He scattering. The hope
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is that someday a consistent theory across all energies (such as lattice QCD) will be

developed.
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