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Abstract

The importance of vibrational entropy to solid-state phase transformations has become well estab-
lished over the past decade. Considerable experimental and theoretical work has gone into inves-
tigating the vibrational entropy of phase transformations in metallic alloys. This thesis examines
phase transitions in three unique systems, unified in the experimental tools used to probe the nature
of these transitions.

Time-resolved vibrational spectra through the glass transition in the bulk metallic glass CuZr
were acquired with inelastic neutron scattering. Vibrational density of states (DOS) in ranges as
small as 4K were extracted from continuous heating through the glass transition. For each tem-
perature interval, the vibrational entropy is calculated from the DOS. This provides a detailed
characterization of how the vibrational entropy contributes to the large jump in heat capacity that
characterizes the glass transition in amorphous materials. This change in heat capacity has been at-
tributed to combinations of configurational and vibrational entropy. However, the role of vibrational
entropy in this transition has never been demonstrated for all vibrational modes in an amorphous
material. This work provides the first experimental measurement of the change in vibrational en-
tropy through the glass transition. We find the unique contributions of both the vibrational and
configurational entropy, and find that the change in vibrational entropy can be bound at less than
0.01 kg per atom. By elimination, this means that the configurational entropy is dominant, putting
to rest a controversial debate over the role of entropy through the glass transition.

The changes in vibrational entropy during the early stages of chemical unmixing were studied in
a nanocrystalline fcc solid solution of 6%-Fe in Cu. Material prepared by high-energy ball milling

was annealed at temperatures from 200 to 360°C to induce chemical unmixing. Nuclear resonant
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inelastic x-ray scattering spectra yield the phonon partial density of states (pDOS) of ®"Fe. The
pDOS of the as-prepared material is that of an fcc crystal. In the earliest stages of unmixing, the
features of the pDOS broaden, with only small changes in average phonon frequencies, until the bce
phase begins to form. The chemical state of the material was characterized by three-dimensional
atom probe microscopy, Mossbauer spectrometry, and x-ray powder diffractometry. The unmixing
was heterogeneous, with iron atoms forming iron-rich zones that thicken with further annealing.
The vibrational entropy calculated from the pDOS underwent little change during the early stage
of unmixing, but decreased rapidly when the bcc phase formed in the material.

Electrochemical cycling of lithium ion batteries causes fundamental structural changes and the
formation of new phases in cathode materials. The reversibility of these transitions is often critical
to the viability of cathode materials for long-term performance. The cycle lives for cathodes of
nanocrystalline iron trifluoride (FeF3) were measured in rechargeable lithium batteries at different
depths of discharge. When the discharge was limited to less than one Li™ ion per FeFs, both the
cycle life and energy efficiency were considerably greater than when converting FeF3 into Fe and
LiF in deep discharge. An in situ X-ray diffractometry (XRD) study of the FeF3 cathode during its
initial discharge to LiFeF3 showed a continuous change of the FeF5 diffraction pattern, indicating Lit+
insertion into the rhombohedral FeF3 causing distortion of its lattice parameters. Electrochemical
cycling is most reversible when this mechanism occurs in the absence of other changes in the crystal

structure.



vi

Acknowledgements

I would like to express my gratitude to my advisor, Professor Brent Fultz. I am indebted to his
patience, motivation, and immense knowledge for making me into a scientist. When I have the
opportunity to mentor my own students, I will pay him the greatest compliment by passing along
many of the things that he has taught me to a new generation of scientists.

My thesis committee members deserve my appreciation and acknowledgement. Bill Johnson and
Marios Demetriou introduced me to metallic glasses and were always available for helpful conversa-
tion and practical advice. Julia Greer and Jennifer Jackson provided insightful comments on all of
my thesis work. Caltech scientists Channing Ahn and Jiao Lin played important roles: Channing
Ahn introduced me to many experimental tools and provided continued good humor in my endeav-
ors. Jiao Lin made possible the neutron simulation work and shared his considerable computational
knowledge.

The work presented here would not have been possible without the generous support of my fel-
low Caltech students. Chen Li guided my introduction to inelastic neutron scattering and served
as a mentor, Lisa Mauger showed me the ropes in the Fultz group and was a valued consultant,
and Hongjin Tan passed along his considerable electrochemical expertise and a working Md&ssbauer
spectrometer. Dennis Kim supported me as a beamtime partner, Matt Lucas provided mentorship,
and Sally Tracy shared her experimental expertise. Many other students generously provided their
support including David Abrecht, Olivier Delaire, Connie Hsueh, Laura Kim, Tian Lan, Max Muri-
aldo, Jorge Munoz, Nick Parker, Justin Purewal, Nick Stadie, and Mike Winterrose. Bill Johnson’s
graduate students including Glenn Garrett, Andrew Hoff, Georg Kaltenboeck, Scott Roberts, and

Joseph Schramm made this work possible through their kind sharing of knowledge and equipment.



vii
Pam Albertson deserves recognition for her constant encouragement; Mike Vondrus for his help and
kind words.

My graduate work relied on the support of many experts outside of Caltech. Thank you to
Doug Abernathy, Garrett Granroth, Mark Hagen, Mark Loguillo, Bekki Mills, Jennifer Niedziela,
and Matt Stone at Oak Ridge National Lab. Thank you to Chad Hornbuckle and Greg Thompson
at University of Alabama, Birmingham. Thank you to Ercan Alp, Michael Hu, Jiyong Zhao, and
Yuming Ziao at Argonne National Lab.

I would also like to thank those whose guidance led me to pursue my graduate studies. Jaroslaw
Majewski introduced me to neutron scattering and entrusted me with his instrument to learn and
make mistakes. Jarek and many others at the Lujan Center set me on the path towards neutron
science including Jim Browning, Alan Hurd, Anna Llobet, and Thomas Proffen. Dvora Perahia
offers her continued mentorship.

My undergraduate mentors Peter Beckmann, Michelle Francl, Jonas Goldsmith, Elizabeth Mc-
Cormack, Karen Tidmarsh, and many wonderful professors at Bryn Mawr College supported my
interests and fortified my passion for science with confidence and fearlessness.

My family is a constant source of love and support. My parents, Roger and Debbie, laid the
strongest possible foundation for my success. My brother and sister, Mitchell and Robin, are always
there to cheer me on and help me keep perspective. My husband, Derek, is my cherished partner

and I am deeply grateful for his love and support.



viii

Contents

Abstract
Acknowledgements
Part 1: Experimental Techniques

1 Inelastic Neutron Scattering

1.1 Introduction . . . . . . . . oL
1.2 Neutrons and the Nobel Prize . . . . . . . . . .. ... ... .. ...
1.3 Basic Theory . . . . . . . e
1.4 Wide Angular-Range Chopper Spectrometer . . . . . . . . .. . ... ... ......
1.5 Data Reduction . . . . . . . . . . L
1.6 Simulation of High-Temperature Sample Environment . . . . . . ... ... .. ...

2 Mossbauer spectrometery

2.1 Imtroduction . . . . . . . . ...
2.2 Mossbauer Effect . . . . . . . .o
2.3 Hyperfine Interactions . . . . . . . .. .. L L
2.3.1 TIsomer Shift . . . . . . . . . ..
2.3.2  Electric Quadrupole Splitting . . . . . . ... ... oo
2.3.3 Hyperfine Magnetic Field Splitting . . . . . .. ... ... ... ... ....

2.4 Experimental Setup . . . . . . . ...

iv

vi

13

18

19



ix

3 Nuclear Resonant Inelastic X-ray Scattering 28
3.1 Background . . . ... 28

3.2 Experimental . . . . . .. L 29
3.3 Data Analysis . . . . . . ... 32
Part 2: Entropy and Phase Transformations 34
4 Vibrational entropy of nanostructured fcc Cu—6% Fe 35
4.1 Introduction . . . . . . . . . L e 35

4.2 Vibrations in Nanocrystals . . . . . . . .. ... oL 36
4.3 Experimental . . . . . . . e 41
4.4 Results. . . . . o 44
4.5 Discussion . . . . ..o e e 49
4.5.1 As-Prepared Alloy . . . . . . . e 49

4.5.2 Changes in Nanostructure During Annealing . . . . . ... ... ... .... 51

4.5.3 Vibrational Entropy of Unmixing . . . . . . . . ... ... ... ... ..... 52

4.5.4 Vibrations in Nanocrystals . . . . ... ... ... ... ... 53

4.6 Conclusions . . . . . . . . . 55

5 Changes in entropy through the glass transition in Cu-Zr 56
5.1 Imtroduction . . . . . . . . ... 56

5.2 Present Work . . . . . . . L 59
5.3 Potential Energy Landscape Theory . . . . .. .. ... .. ... .. ... ... 60
5.4 Related Work . . . . . . oL 61
5.5 Vibrational Entropy from Neutron Scattering . . . . . . . ... ... ... ... ... 62
5.5.1 Experimental . . . . . ... L L 62

5.5.1.1 Sample Preparation and Characterization . . . . . .. .. ... ... 62

5.5.1.2 Data Collection . . . . . .. . ... . 63

5.5.2 Results . . . . . e 65



5.5.2.1 Diffraction . . . . . . . .. 65

5.5.2.2  Inelastic Scattering . . . . . . ... L oL 68

5.5.3 Discussion . . . . . . ... e e 76

5.6 Conclusion . . . . . . . 78
Part 3: Nanostructured Cathode Materials for Lithium Ion Batteries 79
6 Iron Trifluoride 80
6.1 Introduction . . . . . . . . . . 80
6.2 Experimental . . . . . ..o 82
6.3 Results. . . . . . e 85
6.3.1 Materials Characterization . . . . . . . . . . . . 0 v e 85

6.3.2 Electrochemical Measurements . . . . . . . . . . . . e 88

6.3.3 Insitu XRD . . . . . e 93

6.4 Discussion . . . . . . . .. 96
6.5 SUMIMATY . . . . . . . e e e 98
Part 4: Conclusions and Future Directions 100
7 Future Directions 101
7.1 Entropy and Phase Transitions . . . . . .. ... .. .. ... . .. 101
7.1.1 Glass Transition . . . . . . . . . . .. 101

7.1.2 Crystalline Phase . . . . . . .. . .. 102

7.2 Battery Materials . . . . . . . .. 103
7.2.1 Continued Development of FeFg . . . . ... ... ... ... . 104

7.2.2 Directions for Neutron Scattering . . . . . . . . ... ... .. ... ...... 106
Appendices 109
A Virtual Neutron Experiments with MCViNE 110

A1 Introduction . . . . . . . . . . 110



xi

A.2 Basic concepts in MCVINE . . . . . . . ... 111
A.3 Examples: Vanadium and Aluminum . . . . . . . . ... ... L L 114
A3.1 Vanadium . . . . ... 115
A32 Aluminum . . . . ... 116
A.3.3 Radial Collimator . . . . .. .. .. . .. 118

A.4 Furnace Simulation Template . . . . . . . . . ... L L 121
A5 Example: Chromium . . . . . . . . . ... 128
B Differential Scanning Calorimetry Measurement Guide 133
B.1 Imtroduction . . . . . . . . . . . e 133
B.1.1 Heat Flow Calorimeters . . . . . . . . . ... ... ... ... . ... 135
B.1.2 Heat Flux Calorimeters . . . . . . .. . .. .. ... ... .. ... ..., 135

B.2 Heat Flux Calorimetry . . . . . . . . . . . . e 137
B.2.1 Dynamic Calorimetry . . . . . . . . . ... 137
B.2.2 Step Calorimetry . . . . . . . . .. L 139
B.2.2.1 Background Correction . . . . .. . ... ... 0oL 143

B.2.2.2 Mass Condition . . . . . . . .. ... 144

B.3 Performing Measurements . . . . . . . . . . .. Lo e 148
B.3.1 Calibration . . . . . . . .. e 149
B.3.2 Dynamic Calorimetry . . . . . . . . . . ... 151
B.3.3 Step Calorimetry . . . . . . . . ... 152

B.4 Data Reduction and Analysis for Step Calorimetry . . . . . ... ... .. ... ... 156

Bibliography 161



xii

List of Figures

1.1

1.2

1.3

1.4

1.5

1.6

(a) Elastic scattering events have incident and outgoing wave vectors equal. (b) In-
elastic scattering events conserve momentum, but the incident neutrons gain or lose
energy to the sample. Adapted from [1]. . . . . . .. ... ... oL
Schematic of the Wide Angular-Range Chopper Spectrometer (ARCS) at the Spallation
Neutron Source (SNS). . . . . . .. . L
(Left) High-temperature radiative vacuum furnace employed for measurements up to
1500K. (Right) The furnace in place inside the ARCS sample chamber, with connections
for heating and water cooling emerging from the top of the furnace. The inset shows a
powder sample mounted and ready for insertion into the top-loading furnace. . . . . .
(Top) Panoramic view of the detector banks at ARCS, viewed from inside the detector
tank. (Bottom) Data histogrammed onto the detector tubes. The square in the middle
detector bank is a blank spot with no detectors where the direct beam passes into the
beam stop. Reproduced from [2] . . . . .. ... ..
Radial collimator as viewed from above the sample space. (Left) The incoming beam
port is visible in the upper left of the sample space, and the approximate position of the
sample is indicated. (Right) A closer view of the thin collimator blades as the sample
sees them. . . . . . . L
S(Q,FE) plots acquired under identical conditions with and without the radial colli-
mator indicate the considerable reduction in background intensity achieved with the
collimator. The integrated intensity summed over Q and plotted as a function of energy

shows quantitatively the approximate ten-times reduction in background intensity. . .

14



1.7

1.8

2.1

2.2

2.3

24

3.1

xiii
S(Q,FE) plots are a translation of the raw data into energy as a function of momentum
transfer over the range in scattering angle of the instrument. . . . . . . .. ... ...
Kinematic limit calculated using Eqn. 1.4 for five values of scattering angle ¢ with an

2

incident energy F; =100 meV. From [3]. . . . . . .. . ... Lo o

The nuclear energy levels of °"Fe in a non-zero electric field gradient demonstrate the
quadrupole splitting, A, that results from the splitting of the excited state into two
substates, and the isomer shift, d, that results from the difference in energy levels
between the source and absorber. . . . . . .. ..o Lo
The effect of magnetic splitting on the nuclear energy levels of ®’Fe is demonstrated
for bec Fe at 300K. . . . . . . oL
Schematic of the Mdssbauer spectrometer in use at Caltech. The spectrometer is ar-
ranged in transmission geometry and shielded by lead bricks. The signal from the
detector is outputted to a series of electronics for pulse shaping, amplification, and
selection. The detector signal and the timing of the doppler drive interface with a
National Instruments data acquisition card. This card converts the analog signal to
TTL pulses that are read by Labview software. Reproduced from [4]. . . . ... ...
To convert channel number to velocity, a-Fe is measured as a function of channel
number (top axis) in black. The spectrum has been fit with six independent Lorentzian
functions with unconstrained centers, widths, and depths in red. The M1 and M6 peaks

used in converting channel number to velocity are identified. . . . .. ... ... ...

Scattered intensity versus time demonstrates the convenient discrimination possible
between electronic scattering, which occurs immediately after arrival of the synchrotron
pulse at time=0, and nuclear scattering, which has a longer lifetime. The detector is
programmed with ’dead time’ between time =0 and the dashed line to ignore electronic

scattering. Figure adapted from [5]. . . . . . . . ... Lo L o

16



3.2

3.3

4.1

4.2

4.3

4.4

4.5

4.6

Xiv
Incident photons may not always have the exact energy necessary for nuclear excitation
(middle), in which case the creation or annihilation of a phonon can compensate for
incident photons with too much or not enough energy for resonance excitation. Diagram
courtesy of Lisa Mauger. . . . . . . . . . .. 31
A phonon spectrum for bee Fe at room temperature, measured with NRIXS. Typical
features are the elastic scattering at E=0, and inelastic sidebands resulting from pho-
ton creation and annihilation from incident photon energies detuned from the nuclear

TESONANCE CHETZY. « « « v v v o v v v e e e e e e e e e e e e e e e e 32

Bulk bee Fe (solid line) and Cu-5.6 at.% °"Fe with ~28 nm iron crystallites. The char-
acteristic enhancement of the phonon DOS at low energies and broadening of spectral
features is evident from comparison of these two spectra. . . . . . ... ... ... .. 37
XRD pattern from Cu-6%Fe in as-prepared state, and after annealing for 1 h at 200°C,
260°C, 310°C and 360°C. The main peaks are from the fcc Cu matrix. . . . . . . . .. 42
Crystal size, lattice parameter, and lattice strain are determined from fitting to the
XRD patterns shown in Figure 4.2 from Cu-6%Fe in as-prepared state, and after an-
nealing for 1 h at 200°C, 260°C, 310°C, and 360°C. Parameters of Cu powder at 25°C
are shown for reference as dashed lines. . . . . .. .. ... ... ... ... ... 43
Atom probe tomography measurements from Cu-6% Fe after annealing for 1 h at 260°C,
310°C and 360°C. The left column shows the atom positions from both iron and copper,
the middle column shows only copper atoms, and the right column shows only iron atoms. 45
Mossbauer spectra from Cu-6% Fe in as-prepared state, and after annealing for 1 h at
200°C, 260°C, 310°C, and 360°C. . . . . . . . ... 47
5TFe pDOS curves from NRIXS spectra of Cu-6% Fe in the as-prepared state, and after
annealing at four different temperatures for 1 hour. Bulk bee Fe measured with NRIXS
is shown for reference along with fcc Cu. Two curves for fcc Fe are also shown: the

black curve from Nig 30Feq.70 [6], and the dashed curve from fcc Fe at 6 GPa and 920K



4.7

4.8

5.1

5.2

5.3

5.4

XV

The °"Fe pDOS curves from Fig. 4.6, examining only the low-energy region. As-
prepared Cu-6% Fe is shown in black, and increasing annealing temperatures of 200°C,
260°C, 310°C, and 360°C are labeled. The dashed curve shows bulk bcc Fe for refer-
ence. Fits to the data are power-law functions, discussed in the text. . . .. ... ..
The partial vibrational entropy of >"Fe atoms, calculated from the 5"Fe pDOS curves
of Fig. 4.6. Dashed lines show bulk bcc Fe, fcc Cu, and fcc Nig g0Feq 79 at 25°C for

reference. . . . .. L e e e e e e e e

Temperature dependence of a liquid’s volume or enthalpy at a constant pressure. T},
is the melting temperature. For glasses that are cooled sufficiently quickly, the liquid
enters the supercooled liquid regime before atomic motions become ‘frozen’ on the
laboratory time scale, resulting in the glass with a higher volume and enthalpy and
volume than its corresponding crystal. . . . . . . . .. . ... ... ..
(Left) Samples were cast from a two-stage mold that produced plates 1 mm in thick-
ness (outlined in red), which were cut apart and used for the experiments. (Right)
For scattering experiments, the plates were wrapped in 4 individual foil packets, each
containing 5 plates, and fixed to a BN absorbing frame. This frame was attached to
the sample stick with the clip, screws, and bolts. . . . . . ... . ... ... .....
DSC of the amorphous alloy shows the endothermic heat flow as a function of temper-
ature. The glass transition is indicated by the rise in heat capacity before the sharp
endothermic peak of crystallization. The inset shows the glass transition in more de-
tail with common tangent lines indicating how the temperature of the onset of T, is
determined. . . . . . ... e
(a) and (c) S(Q, E) for the amorphous material and crystalline material at 600K. (b)
and (d) The elastic scattering obtained from integrating over E from -2 to +2 meV.
Powder diffraction lines from aluminum are overlaid on the diffraction to show the

contribution from the sample environment and sample holder to the elastic scattering.

66



5.5

5.6

5.7

5.8

5.9

5.10

5.11

xvi

Diffraction from elastic scattering plotted as a function of momentum transfer Q from
continuous heating of CuZr from the amorphous state at 610K through the glass transi-
tion and above crystallization at 715K. Background was not subtracted from the elastic
scattering; thus, diffraction peaks below the crystallization temperature of the glass are
due to the sample environment. The inset highlights the transition from the amorphous
phase at 704K to complete crystallization at 733K. . . . . . .. .. ... ... ... .
Diffraction patterns from Fig. 5.5 after subtracting the diffraction at 575K to highlight
the onset of crystallization at 725K, becoming fully crystalline by 733K. . . . . . . ..
Comparison of the statistical quality of raw S(Q, F) and I vs. @ plots for 3 different
temperature bin sizes with 1 meV energy binning and the smallest temperature binning
with larger energy binning. Each I vs. @ plot on the left corresponds to the S(Q, E)
plot on the right. . . . . . . . . ..
Phonon DOS for 4K temperature bins and 3 meV energy bins between 600K and 710K.
Each spectrum was acquired in 120 seconds. . . . . . . . . ... ...
Phonon DOS for 10K temperature bins and 1 meV energy bins from heating of CuZr
from the amorphous state at 600K through the glass transition and above crystal-
lization at 715K. Each spectrum was acquired in 4-6 minutes. The amorphous 600K
DOS (dashed grey) is shown also at high temperature, overlaid with the DOS of the
crystalline material at 733K. . . . . ... oL Lo

Phonon DOS curves for 25K temperature bins and 1 meV energy bins between 600K

The vibrational entropy is calculated from the DOS curve and plotted for temperature
bins of 25K (black squares), 10K (gray circles), 4K (light gray triangles), and a 6-

point running average of 4K (open light gray triangles). Vertical lines indicate the

temperature at which the T, inflection and T.; peak are observed at this heating rate.

67

67

70

71

72

73

76



6.1

6.2

6.3

6.4

6.5

6.6

6.7

6.8

xvii
Mossbauer spectra for FeFs with carbon after various times of ball-milling. The pristine
(as-received) material is shown at the bottom, and samples milled for increasingly
longer times are shown above. All samples were sealed in an Argon atmosphere and
milled at 200 rpm with a 42:1 steel ball-to-powder ratio. . . . . . . .. ... ... ...
XRD patterns corresponding to the spectra shown in Fig. 6.1 for FeF3 ball-milled with
carbon for various times. Crystallite size for each spectrum obtained from Rietveld
analysis is shown in Table 6.1. . . . . . . . . ... . . L o
XRD patterns (a and b) and Mdéssbauer spectra (¢ and d) from FeFs as obtained (a

and c¢), and the cathode material comprising carbon-FeF3 prepared by ball-milling (b

Images of the ball-milled carbon-FeF3 composite: (a) bright-field TEM image, (b) dark-
field TEM image taken from the FeF3 (100) diffraction ring, and (c) electron diffraction
pattern acquired from the same area of (a) and (b). . . . . ... ... ... ... ...
Cycling curves for coin cells cycled at £142mA /g between 4.5V and 1.0V, 1.5V, and
1.75V, 2.0V. The first ten cycles are shown, with the initial cycle in blue. . . . . . ..
Specific capacity and energy density shown as a function of cycle number for charge
(solid symbols) and discharge (empty symbols) corresponding to the voltage profiles
shown in Fig. 6.5. Coin cells were cycled at +£142mA /g between 4.5V and 1.0V, 1.5V,
and 1.75V, 2.0V. . . . L e
Cycling curves for coin cells cycled at £142mA /g between (a) 4.5V and 1.0V and (b)
4.5V and 2.0V. Each cell underwent 100 cycles. The 3rd, 5th, 10th, 20th, 50th, and
100th cycles are shown. . . . . . . . . . . L
Coulombic efficiency relative to the third cycle versus cycle number for capacities during
charge (solid circles) and discharge (empty circles). (a) Capacities in the extended tests

shown in Fig.6.7. (b) Capacities from shorter tests. . . .. . ... ... .. ... ...



6.9

6.10

Al

A2

A3

A4

xviii
A typical galvanostatic discharge profile during the in situ XRD measurement, showing
the points where XRD patterns were acquired A before the discharge, and at the
nominal lithium concentrations, B LigsFeF3, C LigsFeFs, D Lig sFeFs, E Lig g5 FeFs,
F Liy 1 FeFs. . o o e
(a) XRD patterns from the in situ discharge measurements. Labels A-F at right cor-
respond to the stages of lithiation indicated in Fig. 6.9, where the black curve A was
obtained before discharge. (b) Simulated XRD patterns from FeF5 (curve A, black)
and Li,FeFs (curve B, grey), using the unit cells depicted in the inset (c¢). Curve C
(light grey) is simulated from the lithiated structure with rhombohedral distortion and

additional 30% Li-Fe site substitution. . . . . . . . . . . . ... ... ... ...

A neutron incident on a scattered can be scattered multiple times. Scattering events
are represented in different colors corresponding to the scattering kernel used for this
event. Red arrows are paths of neutron propagation, and at each scattering event, the
original neutron is also propagated out of the scatterer. . . . . . . ... .. ... ...
The simulation proceeds in four steps, as shown for a schematic of the ARCS instru-
ment. First, the neutrons travel from the moderator to the sample (yellow path).
Second, the neutrons are incident on the sample and scatter from the sample (pink
path). Third, the neutrons are intercepted by the detector array (green path). Fourth,
the event-mode NeXus file is reduced using Mantid. . . . . . ... .. ... ... ...
Vanadium (a) Experiment, (b) simulation with no multi-phonon scattering and no
multiple scattering, (c¢) simulation with multi-phonon scattering, no multiple scattering,
and (d) simulation with multi-phonon and multiple scattering. . . . . ... ... ...
Aluminum (a) Experiment, (b) simulation with incoherent elastic and incoherent single-
phonon scattering, (¢) simulation with coherent elastic (powder diffraction) and coher-
ent single-phonon scattering, (d) simulation including all kernels in (b) and (c), as
well as multi-phonon scattering, (e) simulation including all kernels in (d) and multiple

scattering. . . . . . . . oL e e e



A5

A6

AT

A8

A9

A.10

A1l

A12

A.13

Xix
Vanadium (a) Experiment with the collimator, and the vanadium plate at 45 degrees
to the incident beam. (b) Simulation without the collimator. (c¢) Simulation with the
collimator and the vanadium plate normal to the incident beam. . . . . . ... .. .. 119
Comparison of an aluminum plate without the collimator for the experiment (a) and
simulation (b), and with the collimator for the experiment (c¢) and simulation (d). . . 120
Schematic of the MICAS furnace (left) and the furnace itself, in storage on a yellow cart.122
Drawing (not to scale) of the heating element and heat shield region of the MICAS
furnace. The inner and outer heating elements and the outer tank are fixed. Heat
shields can be removed, beginning with the outermost, depending on the maximum
temperature of the experiment. . . . . . . . . . . . ... L 124
The furnace template is comprised of two components added to the sample assembly
file. The blue labels indicate which component is being described. The ‘outer most
and ‘Nb heating elements etc. 2+8 make up the furnace. . . . ... .. .. ... ... 125
The empty furnace provides significant background, as is visible from the experiment
without the collimator (a), but the background is considerably reduced with the colli-
mator (b). The simulation without the collimator is shown without multiple scattering
(¢) and with multiple scattering (e). The simulation with the collimator is also shown
without multiple scattering (d) and with multiple scattering (f). . . . ... ... ... 127
S(Q, E) of chromium measured in the MICAS furnace at 60°C (a), and reduced to a
density of states for all the measured temperatures (b) and (c). Data was reduced over
a full range of Q, and standard reduction procedures used to extract a single-phonon
density of states. . . . . . . . L 129
Chromium measured in the MICAS furnace at 60°C (left) and simulated using the
furnace template (right). . . . . ... L L 130
Chromium measured in the MICAS furnace at 1200°C (left) and simulated using the

furnace template (right). . . . . . .. L L 131



B.1

B.2

B.3

B.4

XX

Schematic of a heat flow calorimeter. Sample and reference pans are contained inside
two separate but identical heating elements. Temperature is measured in each furnace
by a thermocouple below the pans. Ports for gas flow in and out of the chamber are
shown schematically, but not positioned relative to the sample pans as drawn. The
temperature difference between the sample and reference pans is maintained at zero by
varying the power input to the two furnaces. . . . . . . .. . ... ... ... ... ..
(a) Schematic of a heat flux calorimeter. Sample and reference pans are both contained
inside the same heating element. The pans rest on a sample carrier and thermocouples
below the pans measure temperature. Ports for gas flow in and out of the chamber are
shown schematically, but not positioned relative to the sample pans as drawn. (b) Top
down view of the cylindrical furnace surrounding the sample pan (SP) and reference
pan (RP) resting on the sample carrier. (c) Photo of the sample carrier with two
alumina pans. . . . . .. L L e e e
Dynamic calorimetry in a heat flux calorimeter requires measurement of the sample
(green) and measurement of the empty sample pans (orange). The differential signal
(black) is obtained by subtracting the correction signal from the sample signal. The

peak area (blue) is correlated with the heat content (enthalpy) of the transition in units

Differential scanning calorimetry of amorphous CugoZrsg at a heating rate of 20K per
min. The glass transition is characterized by an endothermic rise in heat capacity,
followed by the sharp exothermic peak of crystallization. The glass transition and
crystallization temperatures, Ty and Ty, are indicated by arrows. The temperatures
of the endothermal B2 phase transition and melting , Tpo and Ty, are also indicated

by arrows. . . . . . e e e e e e e
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Measurement of single crystal sapphire during continuous heating at 5 K/min between
25°-1100°C demonstrates that dynamics calorimetry gives terrible results for specific
heat capacity. Each colored curve represents a unique experiment, performed using
standard procedures for dynamic heating experiments. The black curve is the standard
values for the heat capacity of sapphire, plotted with error bars to represent = 10% of
the standard value. . . . . . . . . .
Step calorimetry measurement of an amorphous sample through the glass transition and
crystallization (top). The left axis, temperature, indicates that the sample was heated
continuously to 200°C, held at 200°C for 20 minutes, then heated with repeated steps
of 10°C at 10 K/min followed by a 1 min isothermal hold. The right axis, heat flow,
gives the measured heat flow from the sample. The bottom plot shows a smaller region
spanning five steps. During each constant increase in temperature, heat flow increases
and during the isothermal hold, the heat flow relaxes. . . . . . . ... ... ... ...
Heat capacity of sapphire measured with step calorimetery over two temperature
ranges, 250°-600°C and 800°-1100°C. Each set of colored circles represents a unique
measurement. All of these data agree within + 5% of the black curve, the standard
values of heat capacity. . . . . . . . . . ...
Heat flow for a step calorimetry experiment as a function of (a) time and (b) tem-
perature. Each plot gives an inset over a smaller range in x-axis units. During each
temperature step, a maximum in heat flow occurs several seconds after the end of the
constant heating, and a minimum in heat flow occurs several seconds at the end of the
isothermal hold. The maxima and minima in heat flow are identified in (c) and each
pair will result in a value of d@/dt at the equilibrium (minimum) temperature. . . . .
Repeated measurement of the same amorphous CusgZrsg with step calorimetery yields
different values for C,. Each colored curve represent a different sample with its mass

and geometry indicated on the plot. . . . . . . .. ... Lo Lo
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For a sample of amorphous CusoZrs measured with step calorimetry, the measured C,,
is selected at a temperature between 370°-376°C. This value of C,, and the product of
m-C,, are plotted on the left and right y-axes as a function of the sample mass, resulting
in a roughly linear increase in C,, with decreasing sample mass. . . . . . . .. ... ..
Step calorimetry measurement performed in steps of 10 K with a one minute isothermal
hold produces data points every 10 K. To obtain data in smaller steps, the same mea-
surement can be performed three times with different isothermal hold temperatures.
Each colored curve represents a unique measurement. . . . . . . . . .. ... ... ..
Measurement of the sapphire crystal over a temperature range of 208 and 598°C. The
sapphire standard, shown in red with error bars indicating + 5%, is plotted with four
unique measurements of a sapphire crystal. All four measurements agree within the
EITOT DarS. . . . o . o o e e e e e e
The m-C, for three measurements of the same sample, each with different masses, is
plotted with the m-C,, of the sapphire standard. The only valid measurement is the
curve labeled ‘glass723’ (red) because it meets the mass condition for agreement with
the sapphire standard within +=5%. . . . . . . . .. ... ... .. L.
(a) The heat flow from a step calorimetry experiment is plotted as a function of temper-
ature. The first step in data reduction is identifying the maxima and minima, which are

marked here with colored symbols. The value for d@ for each step is then determined
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Chapter 1

Inelastic Neutron Scattering

1.1 Introduction

Inelastic neutron scattering is a powerful tool for studying the atomic and molecular motions in
materials. Scattering experiments can provide the phonon density of states, a key function in
understanding the vibrational properties of materials including thermal expansion, heat capacity,
thermal conductivity and vibrational entropy. This section provides a short overview of neutron
scattering and the basic tools and concepts necessary to interpret phonon densities of states acquired
on a time-of-flight direct geometry chopper spectrometer. There are many accounts of neutron
scattering theory and experiments that provide the details not covered here. Pynn’s short illustrated
primer gives a broad overview to neutron scattering, experiments, and instrumentation[!]. Books
by Squires[8] and Fultz[3] give in-depth accounts of neutron scattering theory. Presentations and

slides from annual neutron schools are also excellent introductory resources available on the web.

1.2 Neutrons and the Nobel Prize

Neutrons are baryons with no charge, so they penetrate deeply into most materials. This makes it
possible to probe bulk properties with neutrons. The neutron wavelength, calculated from its mass,
is 1.8 A for thermal neutrons, which is on the order of the interatomic spacing in many materials.
Changing the temperature of the neutrons provides access to an energy spectrum from 0.1 meV to

100 meV, so a wavelength range can be selected to suit the measurement technique.



3

Neutrons have a magnetic moment of -1.913 uN. This allows them to interact with the unpaired
electrons of magnetic atoms, providing information about the magnetic structure and spin dynamics
of magnetic materials. Using polarized neutrons can enhance the information acquired. Neutrons
from reactor and spallation sources are unpolarized, but neutrons can be polarized relatively easily.
Doing so, however, considerably limits the available flux of the polarized neutron beams, necessitating
large samples for reasonable measurement times.

Unlike x-rays, neutrons can penetrate matter far better than charged particles, and neutrons
interact with atoms via nuclear forces rather than electrical forces. However, neutrons scatter only
weakly once they penetrate the sample, and detection of an uncharged particle is more complicated
than detecting a charged particle. Available fluxes at neutron sources are usually lower than x-ray
fluxes, causing neutron scattering to sometimes be considered a “signal-limited technique.” The
brilliance of available x-ray sources at synchrotron radiation facilities is on the order of 10'® photons

2

per second per mm<“. Even the brightest neutron source trails by fourteen orders of magnitude,

2. However, unlike the scattering power from x-rays,

producing 10* neutrons per second per mm
which scales with the number of electrons, neutron scattering power has no direct correlation to the
size of the nucleus. This allows neutrons to probe elements such as H and Li, which are virtually
invisible to x-rays. The neutron scattering cross section is discussed in greater detail in Sec. 1.3.
Bertram Brockhouse and Clifford Shull were awarded the Nobel Prize in Physics “for pioneering
contributions to the development of neutron scattering techniques for condensed matter studies [9].”
The end of the second World War gave researchers access to nuclear reactors capable of delivering
enough neutron flux for elastic and inelastic scattering experiments. Working at Oak Ridge National
Lab in the US, Shull developed neutron scattering techniques for diffraction of elastically scattered
neutrons. Shull monochromatised neutrons from the reactor source by using the Bragg condition
to select neutrons reflected in a certain direction with a specific wavelength. The neutrons that are
incident on the sample with a given energy, and leave with the same energy, are elastically scattered.

By counting the neutrons at a range of angles with a rotatable detector, he was able to obtain a

diffraction pattern that gives the relative positions of atoms in the sample.
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At the same time, Brockhouse worked at the Chalk River reactor in Canada on inelastic scat-
tering, designing a triple-axis spectrometer for studying the energy spectrum of scattered neutrons.
The principle of the triple-axis spectrometer is that the monochromatized neutrons can be turned
about an axis and then penetrate the sample, which rotates on the second axis, at which point they
are detected by a detector moving on a third axis. Brockhouse configured the instrument to analyze
the energy of neutrons that have either gained or lost energy to the sample. The exchange of energy
with the sample excites phonons in the sample, and the analysis of the final energy at the detector

can be used to map the phonon excitations in the sample.

1.3 Basic Theory

Scattering experiments are quite simple, in principle. An incident particle or wave of known proper-
ties interacts with a scattering center, and the outgoing properties are measured. When the relative
phase relationship between the incident and scattered waves is preserved, the scattering is said to
be coherent. Incoherent scattering occurs when the phase relationship between the incident and
scattered waves is not preserved. In addition to being coherent or incoherent, all scattering is either
elastic of inelastic. During elastic processes, there is no energy transfer to the scattering center,
while in an inelastic process, the neutron gains or loses energy to the scattering center.

Coherent elastic scattering is required for diffraction when the phase differences between outgoing
waves interfere constructively or destructively at different angles around the sample, giving Bragg
diffraction peaks. Incoherent elastic scattering is also common, but instead of the sharp diffractions
associated with crystalline periodicities seen in coherent elastic scattering, phase relationships are
disrupted by disorder in the material, and the scattering intensity has a broad angular dependence.
Incoherent inelastic scattering is used in spectroscopies measuring intensity versus energy. Of pri-
mary concern here is coherent inelastic scattering that is used to study excitations in materials such
as phonons and magnons. For example, in some phonon studies, the incident particle (a neutron)
loses energy when creating a photon, so the process is inelastic, but the scattering amplitude depends

on the phases of the atom movements in the phonon with respect to the incident neutron, so the
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Figure 1.1: (a) Elastic scattering events have incident and outgoing wave vectors equal. (b) Inelastic
scattering events conserve momentum, but the incident neutrons gain or lose energy to the sample.
Adapted from [1].



process is also coherent.

A more detailed understanding of the difference between coherent and incoherent scattering can
come from considering the behavior of a simple harmonic oscillator. A wave is incident on an
oscillator, and the wave is then re-radiated from the oscillator. In a coherent scattering process, all
of the details of how the coordinates of the oscillator will respond to the incident wave are known.
In this case it is possible to know the exact relationship of the phase of outgoing wave relative to
the phase of the incoming wave. In an incoherent scattering process, the oscillator is now coupled
to another system within the material, such as another oscillator. If there is freedom in how the
oscillator can interact with this coupled system, then different amounts of energy may be transferred
between the oscillator and its coupled system. Since this process of energy transfer to the coupled
system is not deterministic (it occurs via a quantum mechanical process), then the phase of the
outgoing wave will differ between scattering events, depending on the amount of energy transferred.

Scattering of neutrons by matter can alter both the momentum and energy of the neutrons and
matter. Of course, total momentum and energy must still be conserved, so the scattering event is

governed by the scattering vector

Q=ki — ks (1.1)

where Q is the momentum transfer, k; is the wave vector of incident neutrons, and k¢ is the wave
vector of scattered neutrons. Fig. 1.1 shows the two types of scattering processes. Elastic scattering
in Fig. 1.1(a) can occur for a rigidly fixed nucleus in which the neutron is deflected during the
scattering event through the angle 260, but does not gain or lose energy so kj=ks. Trigonometery

thus gives the relation

47 sin 0

=2k sin 0 =
Q sin 3



Table 1.1: Coherent and incoherent neutron scattering cross section for some notable elements.
Values are in units of barns, where 1 barn = 1072 cm?.

Nuclide | ocop Cinc
H 1.8 80.2
’H 5.6 2.0
C 5.6 0.0
0 4.2 0.0
Al 1.5 0.0
Nb 6.3 0.0
\% .02 5.0
N 11.01 | 0.5
15N 521 | ~0.0
Cu 7.5 0.5
36Ar 249 | 0.0

because the neutron wave vector k has magnitude k=2m/\.

Figure 1.1(b) depicts inelastic scattering events that occur when a nucleus recoils during collision
with a neutron or is in motion when the neutron arrives, imparting or absorbing energy. In inelastic
scattering events k; # k¢, but Eq. 1.1 still holds. If k; > k¢, then the neutron loses energy to the
sample, and if k; < kg, the neutron gains energy.

Neutron scattering power varies from element to element and isotope to isotope in a seemingly
random way. The scattering cross section ¢ is an area related to the probability that a neutron will
interact with a nucleus in a particular way; that is, by either scattering or absorption. In effect, the
scattering cross section is equivalent to the effective area presented by the nucleus to the incoming
neutron. The scattering cross section is different for coherent scattering and incoherent scattering
because the fundamental interaction between incoming wave and the nucleus is different. There is
also variation in scattering cross section by isotope because the neutrons are interacting with the
atom nucleus, and therefore, different numbers of neutrons in the nucleus change the effective area
of the nucleus.

Table 1.1 gives values for a handful of notable elements and isotopes in units of barns (1



Figure 1.2: Schematic of the Wide Angular-Range Chopper Spectrometer (ARCS) at the Spallation
Neutron Source (SNS).

barn =10"2% cm?). In cases where two isotopes of the same element have very different scattering
cross sections, there are opportunities to use isotopic enrichment to change or enhance scattering
from a particular element. Hydrogen and deuterium are a common pair for contrast variation studies
in soft matter experiments, because hydrogen has an incoherent scattering cross section more than
an order of magnitude greater than deuterium. Aluminum has a small coherent cross section and
does not scatter incoherently, so it is a common choice for windows and sample environment compo-
nents. When higher temperatures are necessary, niobium is also chosen for this purpose, although
it has a slightly larger coherent scattering cross section than aluminum. Vanadium has virtually no
coherent scattering, and is a typical choice for sample containers in diffraction experiments because
it will give no Bragg peaks. Vanadium is also useful for calibration of instrument energy resolution.
The National Institute of Standards maintains a web interface for thermal neutron cross sections

where these values were obtained [10].



Figure 1.3: (Left) High-temperature radiative vacuum furnace employed for measurements up to
1500K. (Right) The furnace in place inside the ARCS sample chamber, with connections for heating
and water cooling emerging from the top of the furnace. The inset shows a powder sample mounted
and ready for insertion into the top-loading furnace.

1.4 Wide Angular-Range Chopper Spectrometer

The Wide Angular-Range Chopper Spectrometer (ARCS) at the Spallation Neutron Source (SNS)
at the Oak Ridge National Lab was used for all inelastic neutron scattering results presented here.
ARCS is a time-of-flight direct geometry chopper spectrometer located on an ambient water mod-
erator to provide incident neutrons in the energy range 20 to 1500 meV. The moderator to sample
distance of 13.6 m is among the shortest of instruments at the SNS, providing ARCS with a large
neutron flux and yielding an energy resolution of 2-5%. The sample-to-detector distance is between
3 and 3.4m, and the angular detector coverage for which ARCS gets its name is -28 to 135°. Three
banks of detectors give a vertical coverage of -27 to 26°. A schematic of the ARCS instrument is
given in Fig. 1.2.

Each neutron pulse leaves the moderator at a known time. Neutrons pass through two choppers,

which are fast-rotating cylinders with slits that can be adjusted to allow neutrons to pass through
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in desired timing sequences. The T0 chopper is timed to block gamma-rays and fast neutrons that
were not sufficiently slowed by the moderator. The Fermi chopper allows only a particular neutron
energy to pass, selected by its rotation speed. The two-chopper design is a commonly used method
to block slow neutrons that linger from the preceding proton pulse and confuse the precise timing
of neutrons traversing from the moderator to the sample and into the detector. It also allows better
energy resolution by having multiple rotations of the Fermi chopper for each proton pulse. Once
the neutrons reach the sample chamber, the majority will pass through the sample unscattered
and be absorbed by a beam stop. Neutrons that scatter from the sample will have their arrival
time and position precisely recorded by the detector array. The detector array is three banks of
detector tubes covering 28° to the incident neutron in one horizontal direction, and 135° in the
other horizontal direction. Detector tubes are filled with He that reacts with the arriving neutron
to form tritium and protium, which are detected by creating a charge cloud at the exact location of
the neutron event. Fig. 1.4 shows a photo of the detector array viewed from inside the instrument,
and a histogram of data on the detector tubes. The square in the middle detector bank is a blank
spot with no detectors where the direct beam passes into the beam stop [2].

The final energies and wave vectors of the scattered neutrons are thus determined from the

equation

my, L?

Er="p

(1.3)

where the final energy of the neutron E; is known in addition to the initial neutron energy when
the distance L from the sample to the detector and arrival time 7 of the neutron is recorded for a
neutron of mass m,. Here 7=0 for elastic scattering.

In standard data-collection mode, neutrons reaching a particular detector pixel at a given time are
binned into histograms over a time period of the experimenter’s choosing. The SNS has modernized

this data collection method, and now records the exact time, position, and energy of every neutron
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Figure 1.4: (Top) Panoramic view of the detector banks at ARCS, viewed from inside the detector
tank. (Bottom) Data histogrammed onto the detector tubes. The square in the middle detector
bank is a blank spot with no detectors where the direct beam passes into the beam stop. Reproduced

from [2]
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individually. This data acquisition method, referred to as ‘event-mode’ data collection requires
significantly more hard-drive space for data collection, but provides the experimenter with the
flexibility to bin data post-measurement'. These capabilities were exploited in the measurement
of phonon DOS through the glass transition in CuZr. The significant advantages provided by event-
mode data collection are discussed in Chapter 5.

Sample environments currently available on ARCS provide a large range of accessible temper-
atures. Fig. 1.3 depicts one sample environment: a radiative vacuum furnace referred to as the
MICAS furnace, which is capable of measurements up to 1900K2. The portion of the MICAS fur-
nace that is in the neutron beam is made entirely of Nb. This is the lowest part of the furnace,
shown covered in foil in the left photo in Fig. 1.3. The furnace is lowered into the sample space
with a crane, and the sample is loaded into the chamber on a stick from the top. The photo inset
shows a powder sample prepared in a Nb foil packet, attached to the sample stick. It is aligned in
a BN neutron-absorbing frame, ready for insertion in the sample environment at the precise height
for incident neutrons.

The addition of a radial collimator to the ARCS instrument has made a significant improvement in
reducing the unwanted scattering intensity from complicated sample environments. The collimator
is located inside the sample space at a radial distance of ~40 cm from the sample, and consists
of radially-oriented septa made of a neutron-absorbing material. By geometrically defining the
beam with absorbing material, the collimator reduces beam divergence. The collimator oscillates
slowly during the measurement to average over the effect of shadowing by the finite thickness of the
collimator blades. Fig. 1.5 shows the collimator as viewed from above the sample space, as a sample
would see the collimator. The furnace fits inside this sample space.

The impact of the collimator on the background scattering intensity is shown in Fig. 1.6. The
empty furnace was measured with and without the collimator for an identical amount of proton
charge. The S(Q,F) plots in Fig. 1.6 have the same intensity scale and demonstrate the remarkable

decrease in coherent elastic scattering from the sample environment as well as a virtual elimination

'n our typical 5-6 days of data collection, we acquire 70-90 GB of data.
2Measurements by our group have been performed up to 1500K, and this may be close to a limit for use on ARCS
because of concerns about the outer furnace jacket reaching temperatures of 600K during ex situ testing.



Figure 1.5: Radial collimator as viewed from above the sample space. (Left) The incoming beam
port is visible in the upper left of the sample space, and the approximate position of the sample is
indicated. (Right) A closer view of the thin collimator blades as the sample sees them.

of inelastic scattering. Also plotted is the scattering with and without the collimator integrated
over all momentum transfers as a function of energy transfer. This indicates that the collimator

suppresses the background due to the furnace by a factor of ten.

1.5 Data Reduction

To make an inelastic neutron scattering data set useful, it is necessary to follow a series of procedures
to reduce the raw data and convert it into physically meaningful units of energy and momentum
transfer. This “reduction” is a critical step in the path to achieving scientifically meaningful results.
A theoretical description of the reduction procedure is available [3]. Practical details are best
obtained from the instrument scientists at the time of an experiment, as routines change as new
capabilities are added. A notable exception is the final reduction of S(Q,E) to the phonon density of
states. Code for this critical step, DrChops, is maintained at Caltech, and has yet to be incorporated

into facility-maintained routines®. Detailed considerations for data reduction are given in a digital

3 As of this writing, reduction to density of states is not included in facility-maintained code. It most likely will be
at some point, but the author advises that this part of the process needs to be understood fully by the experimenter,
more so than any other part of the data reduction process



14

T T T T T -500

60
with collimator

40

20

| 300

Intensity (arb. units)

Energy (meV)

-20
-40

-60

60

no collimator

40

20

Energy (meV)

Intensity (arb. units)

-20

-40

-60

250 fF T T T T I ! I ' I ' I

200

150 H

— with collimator
——— no collimator

Intensity

100 |~

40 50 60
Energy (meV)

Figure 1.6: S(Q,E) plots acquired under identical conditions with and without the radial collima-
tor indicate the considerable reduction in background intensity achieved with the collimator. The
integrated intensity summed over Q and plotted as a function of energy shows quantitatively the
approximate ten-times reduction in background intensity.
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Figure 1.7: S(Q,FE) plots are a translation of the raw data into energy as a function of momentum
transfer over the range in scattering angle of the instrument.

book by Fultz et al. [3]. Particular aspects of the DrChops code are also available [11]. A brief
description of the reduction to phonon density of states (DOS) is given here.

Initial reduction converts raw data into a plot of S(Q,E), such as the one shown in Fig. 1.7 for
chromium powder measured at room temperature. Positive energy corresponds to phonon creation,
negative energy to phonon annihilation. Phonon annihilation is typically disregarded in the final
reduction to DOS because its energy resolution is poor. The detectors at different scattering angles ¢
provide energy spectra Sy (E), where @) varies with E across the spectrum. For a particular incident
energy F; and scattering angle ¢, the relation between maximum momentum transfer () and energy

transfer is

Q = 0.6947\/2E, — E — 2/E, (B — B) cos ¢ (1.4)

in which @Q is in A~!, and energy is in meV. This establishes the kinematic limit for a given scat-

tering angle. Fig. 1.8 shows the kinematic limit for several values of scattering angle spanning the
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Figure 1.8: Kinematic limit calculated using Eqn. 1.4 for five values of scattering angle ¢ with an
incident energy F; =100 meV. From [3].

approximate coverage of ARCS for an F; =100 meV calculated using Eqn. 1.4. To obtain high-
quality phonon spectra, it is important to optimize the choice of incident energy and maximum
momentum transfer for a particular sample. Using higher incident energies or measuring phonons
at larger scattering angles gives large momentum transfer, but degrades the energy resolution. Also,
at high momentum transfer, contributions from multiphonon scattering and multiple scattering are
greater, making it more difficult to extract a one-phonon DOS.

Scattering experiments on ARCS provide not only inelastically scattered neutrons, but elastically
scattered neutrons as well. This is visible as the high-intensity region around 0 meV in Fig. 1.7.
Diffraction patterns of reasonable quality can be obtained by summing over a narrow energy range
around 0 meV. This is very useful as an in situ check of the phase of the material. ARCS performs so
well as an elastic scattering instrument that reduction procedures are being developed by instrument
scientists to extract pair distribution functions from ARCS data. For the data reduction to a phonon
DOS, however, the elastic peak is disregarded, and must be removed below a certain energy transfer

and replaced by a function of energy determined from the inelastic scattering just past the elastic
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peak [11]. This procedure renders information below a certain energy transfer, typically 4-5 meV,
unreliable.

Multiphonon and multiple scattering corrections must next be performed to reduce the integrated
intensity to the one-phonon DOS. Multiple scattering events occur when one neutron is scattered
multiple times by the sample, sample holder, sample environment, or other instrument components.
Multiphonon scattering results from the simultaneous creation or annihilation of multiple phonons by
one neutron scattering event. The Fourier-log method is commonly used for multiphonon corrections
and works well for instruments with a simple resolution function, as for the nuclear resonant inelastic
x-ray scattering experiments described in Chapter 3, where multiple scattering events are virtually
non-existent.

For the ARCS instrument, multiphonon and multiple scattering events can both make a sizable
contribution to the integrated intensity, especially in experiments performed at high temperatures
with considerable contributions from a sample environment. As there is no way to decouple these
contributions in the experimental data, an iterative method is currently employed to perform a
simultaneous correction. This approach assumes a single constant that relates the multiple scattering
to the multiphonon scattering, Cy,s [3]. The value of C,,s is not known a-priori, and instead, a series
of phonon DOS is generated from a list of possible values. These DOSs, along with the result of
a minimizing penalty function constructed to choose the DOS that produced the ’'best’ S(E), are
presented to the experimenter. A selection is made, typically to maintain a consistent C,,s value
over a range of temperatures; the validity of this selection criteria is discussed in Appendix A.

For samples made of multiple chemical elements, different scattering cross sections of these ele-
ments give different weight to these atoms in the experimental intensities. The modes corresponding
to the vibrational amplitudes of some of the elements are overemphasized, while the others are
underemphasized. In this sense, the measured phonon density of states should be called a“neutron-
weighted phonon density of states.” Correcting for neutron weighting to obtain a true phonon DOS
requires knowledge of the phonon partial DOS from each constituent element. In some cases, this

may be achieved by computation. Nuclear resonant inelastic x-ray scattering experiments may also
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be performed to obtain the Fe partial DOS for alloys containing iron. This technique is discussed in
Chapter 3. With this additional information, a neutron weight correction can be applied that gives
the partial DOS of all constituent elements and the true total phonon DOS, normalized by each

elemental scattering contribution.

1.6 Simulation of High-Temperature Sample Environment

The Virtual Neutron Facility (VNF) is a tool for the simulation of neutron scattering experiments
developed during the DANSE Software Development project [3]. The two primary components of
the VNF are the same as those in real scattering experiments: instrumentation and samples. The
capability of VINF to successfully simulate real scattering experiments has been demonstrated for two
direct geometry chopper spectrometer instruments at the SNS[12]. Lin et al. simulated scattering
experiments of uranium nitride on ARCS and SEQUOIA, accurately modeling the total scattering
response observed in single crystal measurements on these instruments.

Tremendous potential exists for the VNF to model complex neutron scattering spectra and
elucidate contributions from different types of scattering events that cannot be extracted from ex-
perimental data. Expanding the capabilities of VNF' to account for changes to the instrumentation
(such as the addition of the radial collimator to ARCS) as well as introducing sample environments
is the next step. Sample environments greatly complicate the scattering at the sample position,
because the interaction of the sample with many additional layers of scatterers must be considered.

Simulation of the high-temperature MICAS furnace was undertaken with Jiao Lin in an attempt
to model the considerable background that this sample environment provides during scattering
experiments. The goal of this work is to obtain a detailed characterization of the furnace as means to
sensibly identify and eliminate this contribution from measured data. Appendix A describes some of
the results of this ongoing work including the basic concepts of the MCViNE simulation framework,
simulations of aluminum and vanadium, the design of the high-temperature sample environment

template, and a comparison of experimental and simulated chromium data in the furnace.
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Chapter 2

Mossbauer spectrometery

2.1 Introduction

Mossbauer spectrometry offers a unique probe of the resonant nucleus for specific Mossbauer-active
isotopes, most commonly °“Fe. Quantitative information on hyperfine interactions are obtained by
measuring small changes in energy between the nucleus and its neighboring electrons. Hyperfine
interactions have proved a powerful tool for studying the structural, electronic, and magnetic prop-
erties of materials. This section provides a short overview of the Mossbauer effect and most of
the basic tools and concepts necessary to understand the Mdssbauer spectra that are presented in
coming chapters. Many excellent references exist that can provide a more detailed summary [13] or

a in-depth examination of the technique and its many applications [14].

2.2 Mossbauer Effect

It was presumed for many years that nuclear resonant absorption and fluorescence may be possible
when radioactive nuclei decay from an excited state, emitting ~-rays that would excite other stable
nuclei of the same isotope. Initial attempts to observe these resonant processes were largely unsuc-
cessful, because energy is lost to nuclear recoil during the emission and absorption of y-rays in a
free nucleus. As a result of this nuclear recoil, the energy of the emitted gamma ray is less than the
energy difference between the two nuclear levels. If resonant absorption is to occur, the energy of

the incoming gamma ray needs to be greater than this energy difference. Thus, for free nuclei, the
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recoil energy prevents resonant absorption of v-rays under normal circumstances.

In 1957, Caltech scientist Rudolf Md&ssbauer discovered that a nucleus in a solid can sometimes
emit and absorb gamma rays without recoil, a critical requirement being that the nucleus is embedded
in a soild matrix, fixed within the lattice, and no longer isolated. This effect is elegantly described
by the expression for the kinetic energy in the recoil, Fyecoil:

Erecoil = =
2m mc?’

(2.1)

where the momentum p,= E,/c, E, is the energy of the vy-ray, and c is the speed of light. The
conservation of momentum requires the magnitudes of the y-ray momentum and recoil momentum to
be the same. If the mass used in Eq. 2.1 is the mass of a single nucleus, the recoil energy (~1073 eV)
is many orders of magnitude larger than the energy precision required by the absorption condition
for the second nucleus (~10~Y eV). However, if the nucleus is fixed in a lattice, the mass in Eq. 2.1
can be considered equal to the mass of the entire crystal, giving a recoil energy below the nano-eV
precision for the transition energy between nuclear states.

An analogy to describe the Mdssbauer effect is that of a boy jumping from a boat on the water
to land. The boy measures, on land, the furthest distance he can possibly jump. Then, the boy
takes his boat out to sea, and positions his boat at the distance of his greatest jump. He jumps
from the boat, but fails to land on the shore. This is because of the energy deficiency rising from
the recoil of the boat. Likewise, a gamma ray emitted from a free nucleus would not be absorbed by
another nucleus due to a recoil reaction in emission. However, if the boy takes his boat to the same
position and waits for the lake to freeze over, he can perform the same jump and easily land on the
shore. Likewise, in solids, emission and absorption of nuclear gamma rays can occur recoil-free.

Méssbauer made the first observation of recoil-free resonant absorption of gamma rays in °'Ir.
Since then, the Mossbauer effect has been detected in over one hundred different isotopes [14]. How-
ever, most of the practical applications of Mossbauer spectroscopy have been with a small number

of isotopes, most notably among them °"Fe. Observing a significant number of y-ray emissions is
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contingent on the recoil energy of the nucleus being smaller than, or on the order of, short wave-
length phonons in the solid. The phonon energies, estimated from Debye or Einstein temperatures
of the solid, are in the range of tens of meV. It is also useful for the energy of the gamma ray to
be relatively low, 14.4 keV in the case of 57Fe, as this permits smaller recoil energies (as seen from
the relation in Eq. 2.1) and more abundant low-lying excited states. An additional requirement is
the selection of a suitable source of y-rays. Typically, a radioactive parent has a sufficiently-long
half-life to be useful, but a half-life short enough to provide an abundant number of decays. °7Co is

often used as a laboratory source for ®"Fe, as it has a reasonable half-life of 271 days.

2.3 Hyperfine Interactions

The recoil-free processes arising from the Mdssbauer effect permit resonant absorption with an ex-
tremely high energy resolution. Energy levels of a nucleus in a solid are modified by the local
environment of the nucleus. Very small energy changes that result from the hyperfine interactions
between the nucleus and its surrounding electrons can be detected by measuring the energy depen-
dence of the resonant absorption of Mdssbauer «-rays by nuclei. The Mdssbauer spectrum is thus
characterized by features including the number, shape, position, and relative intensity of various

absorption lines that result from the the nature of hyperfine interactions and their time dependence.

2.3.1 Isomer Shift

The isomer shift is proportional to the electron density at the nucleus, with effects from its neighbors.
The electronegativity, covalency, bond strength, and electronic screening of the neighboring atoms
can influence the charge density at the iron nucleus. As a result, the isomer shift provides a direct
probe of the valence state of the Mdssbauer active isotope.

Isomer shift of absorption lines results from the Coulomb interaction between the nuclear charge
distribution over the nuclear volume and the electronic charge density over this volume. Excitation
from ground state to excited state causes an increase in the nuclear volume, and the difference

between electronic densities at the nucleus is different depending on the chemical environment. If
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Figure 2.1: The nuclear energy levels of 57Fe in a non-zero electric field gradient demonstrate the

quadrupole splitting, A, that results from the splitting of the excited state into two substates, and
the isomer shift, §, that results from the difference in energy levels between the source and absorber.

the Coulomb interaction were the only hyperfine interaction affecting nuclear energy levels, the
ground state and excited states would be unsplit, but the separation between the states would be
different in the source and absorber. This causes a shift in the absorption line, §, that is the isomer
shift.

An example of the role of isomer shift is in distinguishing Fe?t and Fe?t. The valence states
of Fe?T, 1522522p53523p53d°, and Fe?t, 1522522p%3523p®3d°® differ only by a d-electron. The 3s-
electron spends a fraction of time further from the nucleus than the 3d-electrons. The electrostatic
potential experience by the d-electrons depends on the screening effects of the inner electrons. By
adding a d-electron, the attractive Coulomb potential is reduced, allowing the wave function of the
3s electrons to expand, reducing its charge density at the nucleus. As a result, removal of the 6th
3d-electron in going from Fe?t to Fe3T increases the charge density at the nucleus and produces a

sizable isomer shift.
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2.3.2 Electric Quadrupole Splitting

The nuclear charge distribution was assumed spherical in the discussion of the Coulomb interaction

and the resulting isomer shift. However, nuclei have non-spherical charge distributions when their

1

nuclear angular momentum quantum number is >3,

causing a nuclear quadrupole moment. A
quadrupole moment interacts with an electric field gradient caused by an asymmetric electronic
charge distribution. When the nuclear quadrupole moment experiences the asymmetric electric
field, an electric quadrupole interaction causes the nuclear energy levels to split. This split occurs in
correspondence with the different alignments of the quadrupole moment with respect to the principal
axis of the electric field gradient. In the simple case of ®"Fe in the presence of a non-zero electric
field gradient, the excited state has I:%, which splits into the two substates mI::t% and mI::I:%.
This results in a two-line absorption spectrum separated by the quadrupole splitting, A. Fig. 2.1

shows the effect of the isomer shift and quadrupole splitting on the Mossbauer absorption spectrum

for 57Fe in an electric field gradient.

2.3.3 Hyperfine Magnetic Field Splitting

Hyperfine magnetic field splitting occurs in ferromagnetic, ferrimagnetic, and antiferromagnetic
materials. When a nucleus is placed in a magnetic field, there is an interaction between the spin
of the nuclear states and the magnetic field. The spins can be oriented with different projections
along the magnetic field, modifying the energies of nuclear transitions. The energy perturbations
that result from the hyperfine magnetic splitting are referred to as the nuclear Zeeman effect.

For states with a nuclear angular momentum quantum number greater than I>0, this lifts the
degeneracy and causes splitting into 2I+1 substates. For ®Fe, which is ferromagnetic at room
temperature, the ground state has I :%, which splits into two substates, and the excited state
has I :%, which splits into four substates. Given the selection rule, Am;=0, £1, this gives six
allowed transitions, and results in a six-line absorption spectrum. Fig. 2.2 shows the Mossbauer
spectrum that results from the effect of magnetic splitting in bee Fe at 300K. The overall splitting

of the absorption lines is proportional to the total magnetic field at the nucleus, and the transition
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Figure 2.2: The effect of magnetic splitting on the nuclear energy levels of °"Fe is demonstrated for
bee Fe at 300K.

probabilities between the nuclear substates determine the intensities of the lines. The Mossbauer
spectrum can therefore give information on the relative orientation of the magnetic field at the
nucleus with respect to the direction of the incident ~-ray.

The biggest contribution to the hyperfine magnetic field at the nucleus results from the coupling
of the nucleus and its electrons. This coupling is called the Fermi contact interaction. The Fermi

contact interaction between a nucleus and an s-electron can be written as follows:

16
Hy=——28() (st =s 1)) (2:2)
where the s and s| are the spin up and spin down s-electron densities at the nucleus and § is the
Bohr magneton. The charge densities of the spin up and spin down s-electrons may be different even
in filled s-shells if the atoms contains another partially filled magnetic shell, such as the 3d-shell.

The exchange interaction between the spin up s-electron and spin up polarized d-shell is attractive,
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Figure 2.3:  Schematic of the Mossbauer spectrometer in use at Caltech. The spectrometer is
arranged in transmission geometry and shielded by lead bricks. The signal from the detector is
outputted to a series of electronics for pulse shaping, amplification, and selection. The detector
signal and the timing of the doppler drive interface with a National Instruments data acquisition
card. This card converts the analog signal to TTL pulses that are read by Labview software.
Reproduced from [4].

but the interaction between the spin down s-electron and d-shell is repulsive. Thus, the spin density

terms in Eq. 2.2 do no cancel, resulting in a Fermi contact interaction field.

2.4 Experimental Setup

The Mossbauer spectrometer currently in use at Caltech follows a traditional setup for conventional
constant acceleration systems. The radioactive source emits y-rays that are directed at the absorber
(sample), with a detector placed in transmission geometry to collect transmitted photons.

The radiation source is ®*’Co embedded in a Rh matrix. The ®”Co undergoes a spontaneous
electron capture transition to give a metastable state of 5"Fe via 122-keV ~-emission. This state in
turn decays 141 ns later to the ground state via a v-ray cascade, which includes the 14.41-keV ~-ray.

Measuring the hyperfine structure of the energy levels of the Mdssbauer nucleus in the absorber
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requires tuning the energy of the y-rays emitted by the source so that they can have the correct
energy for resonant absorption. This is accomplished by moving the source relative to the stationary
sample by a mechanical Doppler drive to give the y-rays an energy shift AE =14.41-keV. The source
motion is oscillatory with constant acceleration and deceleration in both directions, providing an
energy scan.

Resonant absorption occurs when the energy of the «-ray incident on the sample just matches
the nuclear transition energy for a Mossbauer nucleus in the sample. Over time, the accumulated
resonant absorption results in a spectrum of y-ray counts against the velocity of the source with
respect to the absorber, measured in mm/s. Practically, the counts are accumulated in 1024 channels,
where channels 1-512 accumulate counts in the translation of the source in one direction, and channels
513-1024 in the opposite direction. In this manner, the data can be folded about the median channel
to combine the data accumulated for the same magnitude of velocity.

Figure 2.3 shows a schematic of the Mdssbauer spectrometer in use at Caltech. The source sits
on a doppler drive and is arranged linearly in transmission geometry with the sample and detector.
These components are contained inside lead bricks to provide shielding from radiation. The doppler
drive receives its signal from a function generator, which also outputs the timing to a National
Instruments data acquisition card. The signal from the detector is sent to a pre-amplifier where the
pulse is shaped, and then an amplifier. In the single channel analyzer, the amplified analog signal
is selected and converted to TTL pulses, then outputted to the data acquisition card. This signal,
combined with timing information sent from the function generator, interfaces with a PC-based
Labview program.

Calibration of the velocity of the source is performed by measuring a room-temperature a-Fe
spectrum. Figure 2.4 shows the measurement of a-Fe as a function of channel number (top axis)
in black. The spectrum has been fit with six independent Lorentzian functions with unconstrained
centers, widths, and depths in red. The M1 and M6 peaks used in converting channel number to
velocity are identified. The difference in the M1 and M6 peak centers is Aps1—pr6.- The separation

between beaks M1 and M6 is assumed to be 10.62 mm/s. To determine the mm/s per channel:
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Figure 2.4: To convert channel number to velocity, a-Fe is measured as a function of channel
number (top axis) in black. The spectrum has been fit with six independent Lorentzian functions
with unconstrained centers, widths, and depths in red. The M1 and M6 peaks used in converting
channel number to velocity are identified.

10.62
mm /s per channel = me/s (2.3)
Ani—me6
The centroid position is also calculated from the peak centers of M1 and MG6:
M1+M
centroid position = %6 (2.4)

The centroid channel is assigned zero velocity. Channel number can then be converted to velocity
using the expression in 2.3. Assignment of channel 1 to a positive or negative velocity value depends
on the direction of the drive translation. In the case where the drive moves in the negative direction
for channels 1-512 and in the positive direction for channels 513-1024 (as is the case with spectrometer

at Caltech), channel 1 should be assigned a positive velocity value.
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Chapter 3

Nuclear Resonant Inelastic X-ray
Scattering

With the traditional lab M&ssbauer spectroscopy technique described in Chapter 2, resonant absorp-
tion with an extremely precise energy range is used to probe the local environment of the nucleus.
Information about the hyperfine interactions between the nucleus and its electrons is obtained by
measuring energy changes in the range of neV that result from these interactions.

By replacing the radioactive source in a typical Mdssbauer experiment with synchrotron radi-
ation, new experimental probes become available owing to the high spectral brilliance of available
radiation and the time structure of the synchrotron. Nuclear resonant inelastic x-ray scattering
(NRIXS) is an incoherent inelastic y-ray scattering technique based on the Mdssbauer effect. By
measuring nuclear absorption at energies detuned from resonance by several meV, the typical ener-
gies of phonons, the phonon density of states can be obtained. In effect, while traditional Mossbauer
spectroscopy is recoilless, NRIXS measures the recoil energy of the nucleus off-resonance where y-ray

absorptions are accompanied by the creation or annihilation of a phonon.

3.1 Background

Mossbauer’s discovery generated considerable investigation into other ways that nuclear resonant
absorption could be used. In 1960, Singwi and Sjélander provided a framework for how ~-ray

absorption by nuclei could influence lattice dynamics [15]. The same year, Visscher outlined an
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experiment to determine the frequency distribution of crystal lattice vibrations based on the Debye
model [16].

Two major limitations prevented Vissscher’s experiment from being fully realized for several
decades. First, tuning the energy of the incident energy to the order of phonon energies in a
traditional Méssbauer set-up requires Doppler velocities on the order of hundreds of m/s'. Second,
the finite lifetime of vibrational excitations causes the resonance line to broaden, and reduces the
peak absorption cross-section by several orders of magnitude in comparison to the elastic peak.
These obstacles are overcome with use of synchrotron radiation, as is discussed in the next section.

The first phonon spectra recorded by NRIXS were reported in 1995 using undulator radiation
at three difference synchrotrons, and achieved energy resolution around 6 meV [18, 19, 20]. Current

measurements can now achieve sub-meV energy resolution.

3.2 Experimental

Nuclear resonant inelastic x-ray scattering (NRIXS) experiments are possible at third-generation
synchrotrons, where beam flux optics and high-resolution monochromators can tune the incident
x-ray beam to a few meV. Beamlines are most commonly configured for the "Fe isotope, but
monochromators are available for some other Mdssbauer isotopes [5]. The incident beam is focused
using Kirkpatrick-Baez mirrors to a spot size of 30 x 50 pm, which makes it possible to measure very
small samples. The work described in this thesis was performed at beamlines 3-ID-B and 16-ID-D
at the Advanced Photon Source of the Argonne National Laboratory [21, 18, 19].

When the sample is irradiated with v-rays matching the nuclear transition energy, both nuclear
and electronic excitations occur. Scattering of x-rays by ele