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Abstract

This document introduces the planned new search for the neutron Electric Dipole Moment

at the Spallation Neutron Source at the Oak Ridge National Laboratory. A spin precession

measurement is to be carried out using Ultracold neutrons diluted in a superfluid Helium

bath at T ' 0.5 K, where spin polarized 3He atoms act as detectors of the neutron spin

polarization. The planned sensitivity of the new measurement is dn ≈ 5 × 10−28 eċm.

This manuscript describes some of the key aspects of the planned experiment with the

contributions from Caltech to the development of the project.

Techniques used in the design of magnet coils for Nuclear Magnetic Resonance were

adapted to the geometry of the experiment. Described is an initial design approach using

a pair of coils tuned to shield outer conductive elements from resistive heat loads, while

inducing an oscillating field in the measurement volume. A small prototype was constructed

to test the model of the field at room temperature.

A large scale test of the high voltage system was carried out in a collaborative effort at

the Los Alamos National Laboratory. The application and amplification of high voltage to

polished steel electrodes immersed in a superfluid Helium bath was studied, as well as the

electrical breakdown properties of the electrodes at low temperatures.

A suite of Monte Carlo simulation software tools to model the interaction of neutrons,

3He atoms, and their spins with the experimental magnetic and electric fields was developed

and implemented to further the study of expected systematic effects of the measurement,

with particular focus on the false Electric Dipole Moment induced by a Geometric Phase

akin to Berry’s phase.

An analysis framework was developed and implemented using unbinned likelihood to fit

the time modulated signal expected from the measurement data. A collaborative Monte

Carlo data set was used to test the analysis methods.
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Chapter 1

Introduction

The search for Electric Dipole Moments of elementary particles has been of special interest

since the experimental evidence that fundamental discrete symmetries are not conserved

in weak interactions. The symmetries of Parity inversion (P), Charge conjugation (C) and

Time reversal (T) have all been put into question theoretically, and experimental evidence

of breaking of the individual symmetries of P and C, as well as combined (i.e. CP) is ap-

parent. On the other hand, the combined symmetry of CPT is still considered an unbroken

symmetry.

Purcell and Ramsey first proposed [1] in 1950 that experimental evidence augmenting

the already available observation was needed to exclude particle EDMs. They set out

to measure the EDM of the neutron [2] as the only viable neutral particle for which an

experiment could be easily constructed.

1.1 Parity violation

The experimental evidence leading to the discovery that Parity is not conserved in the weak

interaction came from the experimental observation of the decay of the K± into two final

states of different parities [3,4]. Lee and Yang in 1956 [5] first proposed that the effect could

be explained by lack of Parity as a fundamental symmetry. Before this result, little thought

was given to the possibility that a discrete symmetry such as Parity would be violated in

any of the physical interactions. The confirmation of the violation was observed in the

decay of polarized 60Co by Wu in 1957 [6]. In this experiment, a preferred direction of β

decay of the nucleus was observed to coincide with the direction of spin polarization of the

nucleus. This is shown to violate Parity conservation by noticing that under reversal of
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space coordinates, the decay direction preference would be inverted, while the axial vector

representing the spin would not, resulting in a different system which is not observed.

The violation of P symmetry is included in the weak sector of the Standard Model

by restricting the interaction only to left handed particles. On the other hand, only right

handed anti-particles participate in the weak interaction, resulting in different behavior and

a violation of C invariance. These violations of symmetry result in the conservation of the

combined CP invariance.

The presence of a permanent EDM d of an elementary particle would also be in violation

of invariance under a Parity transformation. The EDM would need to be aligned with the

orientation of the particle spin σ, since that is the only quantum number that describes the

particle internal state. Under an inversion of coordinates, the axial vector representing the

spin orientation σ of the particle would be invariant, while the charge distribution would

appear inverted, resulting in a different alignment of d with respect to σ. The normal and

inverted system would have different energy levels when exposed to the same electric and

magnetic field configurations, resulting in a violation of the mirror symmetry.

1.2 Time reversal violation

Of great interest is the violation of Time reversal T symmetry that a permanent EDM

would imply. Landau [7] noted that a permanent EDM would not be invariant under a

T reversal. In this case, a spatial charge distribution would be left unchanged, while a

rotation would change direction resulting in the reversal of the spin vector. Time symmetry

violation has not been directly observed in stable systems, but evidence of this violation

has been seen as a consequence of the CP violation observed in the decay of the neutral

Kaon system [8, 9]. In addition, there has been an explicit observation of time reversal

violation in the B meson system at BaBaR [10]. The violation of CP symmetry is included

in the Standard Model as a complex phase in the Cabibbo-Kobayashi-Maskawa (CKM)

quark flavor mixing matrix [11].
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1.3 Baryon asymmetry motivation

The symmetry violation that would be expected from the existence of a permanent EDM

would help explain some of the features of the observed Universe, and in particular, the

baryon asymmetry that must have ensued during its early stages. In fact, the lack of

observational evidence of anti-matter galaxies far away from our own has suggested that

there must be a local asymmetry in the physical processes, that during baryogenesis [12],

led to the quasi-stable state of matter today. The concept of baryogenesis assumes that

the processes by which the baryons came to exist must be the same as particle interactions

today. Since the baryon number is conserved in the processes that involve baryons in the

Standard Model, the processes that can create baryons must create an equal amount of anti-

baryons. Annihilation does not change the baryon number, but reduces the total quantity

of massive particles. The presence of baryons and anti-baryons in equal numbers during

the initial formation would lead to the annihilation of all possible matter until the number

density would vanish. For this reason it would be expected to observe anti-matter in equal

quantities from astronomical data if, for instance, matter and anti-matter clusters separated

early on and survived annihilation. An extensive study of the abundance of matter in the

universe and the consequences on the symmetrical assumptions of the solutions to the

physical laws is done by [13].

In 1967 Sakharov [14] proposed that baryon asymmetry could be explained if interac-

tions in the Standard Model include some asymmetry that favors matter over anti-matter.

Sakharov concluded that a basic set of conditions would be necessary for this to happen,

known as the Sakharov conditions. Firstly, the baryon number must not be conserved. In

addition, there must be some preference for processes that result in abundance of, what is

considered, matter. Lastly, there must have been an initial environment with a significant

deviation from thermal equilibrium. The EDMs are interesting for the second condition,

which implies that the violation of CP invariance can be used to justify the preference of

processes that leave an excess of matter over anti-matter. As of right now the amount of

CP violation in the Standard Model is limited by the few known violating weak decays [15].

So far, the amount of CP violation included in the Standard Model is not enough to be

responsible for baryogenesis [16–18], so the possibility of new sources of CP violations would

validate this idea. Theories that go beyond the Standard Model can attribute CP violating
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processes to interactions with Super-Symmetric particles [19] and permanent EDMs offer a

sensitive sensitive probe of new sources of CP violation [20,21].

1.4 Electric Dipole Moments

The search for electric dipole moments has been carried out on several elementary particles

and atoms. Free electrons and other charged particles can be studied, but because of their

charge, the Lorentz force makes it hard to distinguish effects that can be attributed to

an EDM. Atomic electrons have been studied, using for example the Cesium atom [22]

and Thallium atom [23, 24]. In these measurements, an atomic permanent EDM would be

dominated by contribution of the unpaired electron EDM de. Heavy molecules that have

an unpaired electron can also be used to study the EDM due an unpaired electron. The

best limit on the electron EDM is given by the study of the molecule YbF [25,26]

|de| < 10.5× 10−28 e · cm 90% C.L. . (1.1)

It is important to note that only permanent EDMs that violate the dicrete symmetries

are of interest. For instance, there are molecules that have large electric dipoles that are

easily measurable, such as H2O, or NH3. These dipoles do not represent a violation of

discrete symmetries because, in general, the composite structure of the molecules allows

degeneracy, so that both normal and P inverted molecules are found in Nature, and the

violation is lifted.

Nuclear EDMs can be studied in neutral atoms but their effect will be reduced [27] by

the interaction of the electron cloud with the E field, partially shielding the field at the

nucleus. The best limits for nuclear EDM are offered by measurement of massive atoms,

such as 199Hg [28], with a limit

∣∣d(199Hg)
∣∣ < 3.1× 10−29 e · cm 95% C.L. . (1.2)

This limit can be used to estimate the EDM of the neutron, and it results in a similar

sensitivity as the current best direct measurement of the neutron EDM [28].

The neutron EDM has also been experimentally sought. The only quantum number

describing the neutron is its spin and no degenerate states exist, so only a permanent EDM
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can be measured, aligned or anti-aligned with the neutron’s spin. The neutron seems to

offer the best qualities for a measurement due to its neutrality, but because the neutron

is not a stable particle, it is hard to collect a large statistical sample for long periods of

time. At first, neutron beams were used [2] which can only interact with the E field for a

short period of time. The introduction of ultracold neutrons [29,30] which can be trapped,

has shifted the search to longer measurement times, but with a significant loss of statistical

availability. In addition, the higher sensitivity of the experimental apparatus has opened

the door to systematic effects that confuse the measurement of an EDM (e.g. [31]).

The current best limit for the neutron EDM is offered by the ILL measurement using

ultracold neutrons [32,33] which sets a limit of

|dn| < 2.9× 10−26 e cm 90% C.L. . (1.3)

This is about 6-7 orders of magnitude improvement in sensitivity with respect to the first

experimental results of the 1950’s [1, 2].

The proposed nEDM measurement [34] is discussed in this work. The new measure-

ment should offer a significantly higher sensitivity to the neutron EDM than the previous

experiments.
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Chapter 2

nEDM experiment at SNS

A new technique to search for the neutron Electric Dipole Moment using ultracold neutrons

has been discussed by Golub and Lamoreaux [34] which uses 3He as a co-magnetometer.

A collaborative effort is underway to implement the experimental technique in the nEDM

measurement using the Spallation Neutron Source (SNS) at the Oak Ridge National Labora-

tory (ORNL) [35]. The experiment aims to measure a shift in Larmor precession frequency

of the neutron under the influence of a large electric field. The planned sensitivity of the

new measurement is expected to be ∼ 100 better than the existing limit.

2.1 Ultracold neutrons

If the neutron energy is sufficiently low, its De Broglie wavelength becomes larger than

the spacing of atoms in matter, so that interactions with a material can result in coherent

scattering where all the nuclei respond to the incoming neutron wave and the neutron

sees an effective potential instead of the individual nuclei. The effective potential was first

predicted and observed by Fermi [36] on slow neutrons. A neutron that interacts with a

surface can then be expected to reflect with some probability from the potential, depending

on the incident momentum. This led to the development and application of cold neutron

guides, where reflection from shallow angles allows beams of neutrons to be directed to

experimental areas.

Neutrons with extremely low energies E . 335 nev or velocities v . 8 m · s−1 are clas-

sified as Ultracold Neutrons (UCN). Their kinetic energy is lower than the Fermi potential

of certain materials, as defined below, and the neutrons would predominantly be reflected

by the material surface. This led to the idealization and development of traps that could
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store UCN for long periods of time [29]. A trap for UCN can be built if all the walls are

made of a material with sufficiently high Fermi potential. The Fermi potential depends

on the coherent scattering length a of the isotope composition of the material. It can be

expressed [30] as

VF =
2π ~2

Mn
N a , (2.1)

where N is the number density of the isotope in the material, and Mn the neutron mass. The

coherent scattering lenght depends on the depth and range of the attractive potential of a

nucleus [30] in such a way that most isotopes have a > 0, a requirement for the establishment

of a positive Fermi potential, with the largest potential offered by 58Ni (VF ' 335 neV) [30].

Because of their ability to be contained, ultracold neutrons offer advantages in the

measurement of nuclear properties. Up to careful inspection, the UCN seem to behave like

an ideal gas of extremely low temperature, so they can be moved around the laboratory

using guides. For instance, they can be removed from the area where they are produced

which is very active with spallation neutrons and directed to measurement areas which

expect a low background rate. This is the case for the UCNA measurement of the neutron

βdecay asymmetry, carried out at the Los Alamos National Laboratory [37].

2.1.1 Superthermal UCN production

The methods of UCN production have evolved over several decades and are described in

[30] in detail. In general neutrons are first produced by means of nuclear fission in a

nuclear reactor, or as products of spallation of neutron-rich materials from accelerated

proton beams. One aspect to consider is that a thermal distribution of neutron speeds has

a peak at the maximum UCN velocity vmax ≈ 8 m · s−1 for a temperature T ≈ 4 mK, so

that typical temperatures associated with neutron sources, as well as neutron moderators,

produce a very small fractional density of UCN. It is possible to increase the UCN density

by slowing down neutrons using processes that are not in thermal equilibrium and are not

perfectly time-reversible. This includes very clever methods using mechanical objects, such

as turbines [38], to slow the neutrons down.

The nEDM experiment proposes to use in-situ production of UCN in superfluid Helium

[30, 34, 39] using downscattering of a mono-energetic cold neutron beam. In principle, the

cold neutrons can interact with the superfluid Helium by releasing a single phonon. Because
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of energy and momentum conservation, the interaction is limited by the region in which the

dispersion curves for phonons in 4He and for free neutrons meet. Because of this, the only

energy that the phonon can carry away is given by the energy of the incoming cold neutron,

resulting in a complete stop of the neutron, hence a conversion to UCN. The energy of

the incoming cold neutrons is fixed to be λ ≈ 8.9 Å or E ≈ 1meV for maximum yield of

UCN. The reverse process of phonon absorption is also possible, but greatly reduced if the

temperature of the bath is low so that the density of phonons of that energy is low.

2.2 Measurement of the neutron EDM

The permanent EDM of the neutron can be measured as a change in Larmor precession

frequency of polarized neutrons in the presence of an electric field E. Polarized UCN are

allowed to precess freely about a reference magnetic field B0 ≈ 30 mG which is uniform over

the volume of the trap. An electric field E ≈ 75 kV · cm−1 parallel to B0 is also applied to

the cell. The Hamiltonian of a neutron with spin vector J/J in the external B + E fields

is [40] expressed as

H = −µn
J

J
·B − dn

J

J
·E , (2.2)

dn represents a permanent EDM and µn ' −1.9130427(5)µN is the magnetic moment [15]

of the neutron expressed in terms of the nuclear magneton µN . The neutron spin precesses

about the fields with a Larmor frequency

ω = −2

~
(µnB ± dnE) , (2.3)

where the positive sign represents a configuration of E and B fields aligned, and the negative

sign anti-aligned. The gyromagnetic ratio can be defined as

γn =
ω

B0
' (−1.913× µN )

2

~
' −1.8324× 104 rad · s−1 G−1 . (2.4)

The Larmor spin precession is not an observable quantity and it must be extracted from the

measurement of the accumulated phase of an ensamble of spins after a period of precession

in the magnetic field. The phase measurement technique for the nEDM experiment is

described below.
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2.3 Measurement with 3He

The role of 3He in the measurement of the neutron EDM is fundamental for the proposed

nEDM experiment and represents one of the major technical advances in the increased sen-

sitivity. This section describes how the measurement of the spin precession of the neutrons

is performed using 3He atoms, and how the same atoms can be used as co-magnetometer

to measure the effective magnetic field in the measurement cells.

2.3.1 3He as polarization detector

In the nEDM experiment the neutron precession frequency will be measured using spin

polarized 3He atoms in-situ, as detailed in [34]. A neutron can capture onto a 3He nucleus

through the reaction

n+ 3He→ 3H + 1H 764 keV , (2.5)

which depends highly on the alignment of the spins of the incoming particles and is greatly

suppressed if the spins are aligned, so a spin polarized ensemble of 3He atoms can be used

to measure the relative polarization of the neutrons by measuring the scintillation light

produced by ionization of the liquid .He

The 3He has a nuclear magnetic moment similar to that of the neutron

γ3 ' 1.11 γn ' −2.037947093× 104 rad · s−1 G−1 , (2.6)

and its spin will also be precessing about the same magnetic field in the cell during the

measurement. Since the polarized 3He atoms co-exist in the same measurement cell as

the neutrons, the nEDM experiment implements a continuous measurement of the neutron

phase with respect to the 3He spin polarization. This is different, for example, from the

previous neutron EDM measurement at ILL [32, 33], where the projection of the phase is

only measured at a fixed point in time. The resulting capture signal will be modulated

at a beat frequency ωs ' (γn − γ3)B0, which is about 11.1 Hz for a field of 30 mG. A

permanent EDM of the neutron would result in an increase or decrease of the scintillation

beat frequency, depending on the orientation of the E field with respect to the B0 field

The electric dipole moment of the 3He atom, which would confuse the measurement of

a neutron EDM, is expected to have a small contribution due to the Schiff effect [27] which
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applies to most atomic EDM’s. This effect is due to the shielding of an external electric

field at the nucleus, effected by the electron cloud. The result is an equilibrium condition in

which the field is partially canceled at the nucleus so that the effective 3He EDM is greatly

reduced. The atomic EDM of 3He is calculated to be orders of magnitude smaller than the

current limit of the neutron EDM [41].

2.3.2 Co-magnetometer

In addition to being the detector for the neutron phase in the nEDM experiment, the 3He

atoms will be also used as a co-magnetometer to measure the magnitude of the magnetic

field in the cell. As seen in other precision measurements of the precession frequency [33],

any fluctuation in the reference magnetic field B0 will result in a fluctuation in the precession

frequency and lowered sensitivity to a real EDM signal.

The nEDM measurement uses two measurement cells that are exposed to the same

magnetic field but have opposite E field directions. A difference in precession frequency

measured between the two cells would be indicative of an EDM signal. In principle, because

the measurement is carried out in two separate cells which share the same magnetic field,

a fluctuation in the magnitude of the field would affect the precession frequency equally in

both cells, and since the EDM signal comes from the difference in frequencies between the

two cells, the measurement is already less susceptible to changes in field. If the field does

not vary by the same amount in the two cells, then it will affect the EDM measurement.

In addition, the fact that the detector is polarized 3He precessing about the same mag-

netic field greatly reduces the influence of magnetic field fluctuations. This is because the

gyromagnetic ratios of the two spin species are similar (equation 2.6), so the measurement

of the neutron phase by means of n-3He capture gives a shift from the predicted phase of

∆φ =

[
(γn − γ3) ∆B +

dn
~/2

E

]
(2.7)

where ∆B represents a systematic fluctuation in the reference magnetic field, and the second

term in the sum is the contribution in phase from the EDM of the neutron dn under the

influence of an electric field E. The sensitivity to fluctuations ∆B is then reduced by a

factor of γn/(γn − γ3) ' 8.7 compared to a measurement of the phase done in the fixed lab

reference frame.
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The proposed nEDM experiment takes advantage of two different techniques [34, 35]

using the same apparatus to measure the effective precession frequency of the 3He spin pre-

cession in order to lower the influence of magnetic field uncertainties on the measurement

even further. The two methods have different experimental configurations, representing two

semi-independent measurements of the neutron EDM. The two techniques used are intro-

duced below. A third technique aimed to measure the 3He precession frequency is introduced

in section 2.3.2.3 and discussed further in section 5.7.1, which could be implemented in the

nEDM experiment without significant modifications of the apparatus.

2.3.2.1 SQUID Measurement

The measurement using SQUIDs is an additional feature of the free-precession measurement

with 3He and the role of 3He as a co-magnetometer. During a measurement, the density and

spin polarization of 3He atoms is large enough to produce a time-varying magnetic field that

is measurable using SQUIDs [34]. This magnetic field, being in the direction of polarization,

will rotate as the 3He spins precess, so that the field magnitude will be measured to oscillate

at a frequency ωSQUID = γ3B, from which a value for the reference field can be calculated.

This measurement is continuous over the measurement period T , so gross changes in the

field that happen on a time scale shorter than T could be seen from the SQUID signal and

incorporated into the analysis of the capture signal.

2.3.2.2 Dressed Spin Technique

The magnetic field fluctuations would not affect the measurement of a neutron EDM if

the gyromagnetic ratios of the 3He and neutron spins were equal. In this case, any phase

accumulated during a measurement would be due primarily to the neutron EDM in the

electric field.

It is possible to effectively alter the gyromagnetic precession frequency by exciting the

spins using a large, non-resonant high-frequency oscillatory magnetic field, transverse to the

reference field B0. The technique is called “spin-dressing” and has been studied in detail

for the neutron spin in [42] and for the application in the search for a neutron EDM in [34].

Since the RF field is large with respect to the reference field Brf � B0, and the oscillating

frequency is large with respect to the Larmor frequency ωrf � ω0, the spin polarization will
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precess much faster about the dressing field than the reference field. In this case, the B0

field can be seen as a small perturbation to the larger dressing field.

The dressing field is perpendicular to B0 and can be expressed as

Brf(t) = Brf cos (ωrf t) ŷ , (2.8)

with B0 pointing in the x̂ direction. For times that are short compared to the Larmor

frequency about B0, the spin precesses about the large dressing field while keeping the

angle with respect to it approximately constant. The normalized spin vector

σ =
J

J
(2.9)

is being used to represent the direction of spin. The component of spin aligned with ŷ

should stay approximately constant

∆σy ≈ 0 for ∆t� 2π

ω0
. (2.10)

In this limit σy can be used as a well defined quantity for the projection of the spin on the

y − z precession plane. The fast precession of the spin about the dressing field is given by

integrating the Larmor frequency over time

φy =

∫ t

0
dt′ (−γs)Brf cos (ωrf t

′) (2.11)

= −γsBrf

ωrf
sin(ωrf t) , (2.12)

where γs is the gyromagnetic ratio for one species of spin s and φy represents the phase

about ŷ, the axis of the dressing field. This shows that the phase φy will not accumulate

over time but will rather oscillate at the dressing frequency. The spin component σz will

oscillate in value as

σz(t) = σz(0) cos(φy(t)) + σx(0) sin(φy(t)) , (2.13)

with initial spin values at time t = 0. Over the period of one dressing field oscillation
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T = 2π/ωrf , the average component of the spin is given by

〈σz〉 = σz(0) 〈cosφy〉 =
1

T

∫ T

0
dt cos

[
γsBrf

ωrf
sin(ωrf t)

]
σz(0) (2.14)

= J0

(
γsBrf

ωrf

)
σz(0) , (2.15)

where J0(x) is the Bessel function of the first kind of order 0 and only the non-vanishing

cosine integral was included. This approximation is valid if the period T of oscillation is in

the limit of equation 2.10 which can be expressed as the ratio

Y =

∣∣∣∣
γsB0

ωrf

∣∣∣∣� 1 . (2.16)

An additional precession about the smaller B0 field aligned with the x̂ direction would

change the spin component aligned with ŷ

dσy ' −〈σz〉 ω0 dt (2.17)

= −J0

(
γsBrf

ωrf

)
σz(0)ω0 dt , (2.18)

with ω0 representing the bare precession frequency about the B0 field, and where the time

average value of the σz component is used for times short with respect to ω0 but long

compared to the period of dressing field oscillation. This results in the effective frequency

of precession about B0 being scaled by the Bessel function, and the spin can be referred as

dressed with respect to B0. It is possible to introduce an effective gyromagnetic ratio

γeffs = γs J0(Xs) , (2.19)

with the dressing parameter Xs defined to be

Xs =
γsBrf

ωrf
, (2.20)

in terms of gyromagnetic ratio of the spin species s. Figure 2.1 shows how the effective

gyromagnetic ratios of neutrons and 3He spins change with the dressing parameter X = Xn,

specified for the gyromagnetic ratio of the neutron.

The dressed spin technique can be used to match the gyromagnetic ratios of the two
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Figure 2.1: Plot of the Bessel functions that determine the effective gyromagnetic ratios of
neutrons and 3He atoms as a function of dressing parameter X = γnBrf

ωrf
. The values of the

gyromagnetic ratios are expressed in terms of the neutron gyromagnetic ratio γn. When
the two curves cross each other, the effective gyromagnetic ratios of the two spin species
are matched and the spins will precess at the same frequency about B0.

spin species. This can be done by picking a critical value of the dressing parameter that

would satisfy

J0(Xc) = αJ0(αXc) (2.21)

with α = γ3/γn ' 1.11. Table 2.1 lists the first few solutions to equation 2.21.

2.3.2.3 Ramsey technique

In addition to the two modes of operation described above, it might be possible to incorpo-

rate the Ramsey technique of separated oscillatory fields [43] into a nEDM measurement, in

order to measure the 3He phase at the very end of an EDM measurement run. The Ramsey

technique relies on the coherence between the frequency of Larmor precession of a spin in

a constant magnetic field, with that of a clock in the form of a oscillating magnetic field,

resonating at the Larmor frequency in order to induce transitions in the spin system. Two

pulses of the oscillating field are separated in time, or equivalently in space for particles
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Xc γeff/γn γeff/γ3

1.189 0.677 0.752
3.861 −0.403 −0.448
6.773 0.291 0.324

Table 2.1: Critical dressing parameters for which the effective gyromagnetic ratios γeff of
neutron and 3He spins are matched. The effective gyromagnetic ratio is expressed in terms
of the bare values for both species of spin.

moving in a definite direction, with a period of free precession in between, where the phase

accumulates. The second pulse can induce transitions in the spin most effectively if the

phase accumulated during the period of free precession matches the phase of the oscillatory

field. This method has been used in precision measurements of the gyromagnetic ratios of

spin species. The method has been applied to the measurement of the neutron EDM, as it

is in the case for the first search for a neutron EDM [2]. It is also the technique used in

the recent ILL measurement [32, 33] to measure the phase of the UCN after precession in

the B+E fields. Alternatively, a precision measurement of the static magnetic field can be

performed if the gyromagnetic ratio of the precessing spin is well known.

The density of 3He in the cells is large enough so that near the end of the measurement

period T , when a relatively small number of UCN are still in the cell, it is almost unchanged.

The coherence of the 3He spin ensemble with the π/2 oscillatory field that was used to rotate

both species of spins into the precession plane, can be used to measure the phase of the 3He

spin.

At the end of the run, it could be possible to pulse the π/2 oscillatory field again to

rotate the 3He spin ensemble back to its original orientation along x̂ before the start of

the EDM measurement. The cold neutron beam can then be allowed into the measurement

cells, with the neutron polarization also aligned with x̂. If the two spin polarizations are not

well aligned, the capture of polarized neutrons on 3He would produce a strong scintillation

signal.

The parameters that allow the π/2 pulse to rotate both neutron and 3He spins into

the precession plane, ωπ/2, Bπ/2 and τπ/2, are chosen to minimize the out of plane spin

component of both species, as will be explained in section 5.7. Some freedom exists in

choosing these parameters, and the frequency can be chosen away from the resonant 3He

Larmor frequency. Together with the measurement period T of free precession, a suitable
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set of parameters can be chosen so that the resolution of the 3He phase measurement is

highest, that is, so that the measured phase is away from resonance by ∼ π/2.

The average holding field could be calibrated using a few phase measurements, varying

the period of free precession T between runs, and analyzing the change in capture. Once

the magnetic field is known the phase information can be used to measure frequency shifts

in the 3He precession during actual EDM runs. If the precession in the two cells differs

due to systematic geometric phase effects due to the motional v × E field, a measurement

of the phase difference can be used to estimate the effect. This method is discussed more

thoroughly in section 5.7.1, where a Monte Carlo simulation is used to analyze the response

of the spin system to the second oscillatory pulse.

2.4 Sensitivity

The sensitivity of the new nEDM measurement is proposed to be

σEDM ≈ 5× 10−28 e · cm 90% C.L. , (2.22)

a couple of orders of magnitude better than the current limit [33] set by ILL. Using the

proposed design parameters [34,35] the sensitivity can be computed following the approach

of Chibane [44], using the minimization of a χ2 statistic, for an oscillating signal subject to

statistical noise. In principle, the frequency shift due to introduction of an electric field E

is the quantity measured to extract an EDM, but the observable is in fact the projection of

the phase of the neutron spin, by means of capture onto 3He nucleus, which is a quantum

measurement and is subject to statistical noise. In addition, the β decay of the neutron

provides a large source of background.

The oscillating signal decays in time as neutrons are either captured onto 3He or undergo

β decay. In order to get an estimate of the sensitivity, the formalism of [44] can be adapted

for the case of a decaying signal if the average signal over a measurement time Tm is

computed. The variance in frequency is given by

∆ν2 =
6

π2

1

T 3
m

(
Ī

Ā2

)
, (2.23)

where I represents the expected background and A the amplitude of the oscillating signal.
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The background and the frequency signal do depend on many experimental parameters, such

as the initial polarizations of the spins, the spin relaxation and the efficiency in detecting

the signals. A numerical estimate of the variance for one measurement period of Tm, with

some constrained experimental parameters as per [35], and the major contributors to the

uncertainty left free, is given by

∆ν ' 1.4− 1.8

Tm
√
N0 Pn P3

Hz , (2.24)

whereN0 represents the number of neutrons in the cell at the start of the measurement, while

Pn and P3 represent the initial polarizations of neutrons and 3He spins. The assumption has

been made that the measurement time is comparable to the effective lifetime of neutrons

in the cell. With a time Tm ' 1000 s, an initial neutron population of N0 ' 3.5× 105 and

initial polarizations no less than 95%, the frequency variance becomes

∆ν ' (2.6− 3.4)× 10−6 Hz , (2.25)

per cell per run. The sensitivity to a neutron EDM depends on the applied electric field

E ' 74 kV · cm−1, so that running for a full day and assuming a ∼ 50% live time due to

cleaning and filling the cells this becomes

∆dn '
1

9

h

2

∆ν

E
' (8− 10)× 10−27 e · cm , (2.26)

where the factor of 1/9 represents the contribution from both cells and 40.5 runs in a day.

In order to reach the planned measurement sensitivity, a runtime of about one year of

measurement days is necessary.

Several improvements to the measurement techniques should be noted when comparing

the new nEDM planned experiment to the recent ILL measurement [33] of the neutron

EDM. An obvious sensitivity increase comes from the electric field strength being increased

by a factor ∼ 7 due to the possibility of using liquid Helium as a dielectric. Some consider-

ations regarding the production and sustainability of the large electric field are discussed in

chapter 4. A statistical advantage comes from the increase of the statistical sample in the

cells by a factor of ∼ 10 per cell, together with a continuous measurement of the neutron-

3He capture signal. The increase in UCN production is offset by a much longer fill time of
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the apparatus (1000 s vs. 20 s), but the measurement time is also increased by a factor of

5− 6.

The systematic limitations to the sensitivity to the neutron EDM come from the possible

variations of the magnetic field during and between measurement cycles. Systematic effects

that result in a false EDM signal also are of concern for a reliable measurement. Some

systematic considerations for the planned measurement are addressed in chapter 5.

2.5 Overview of selected problems

This manuscript addresses a limited set of issues that have been brought forward in the

planning of the experiment, which are related to the participation of Caltech in the nEDM

collaboration.

Because of the enhanced sensitivity of the planned experiment, the uniformity of the

magnetic fields is of major concern. The design, prototyping and testing of magnetic coils

planned for the measurement is one of the major responsibilities that Caltech carries out.

A half-scale prototype of the coils used to produce the reference B0 field is actively being

tested at Caltech. This work introduces some of the general concepts that have been used

in the design and modeling of magnetic coils in chapter 3. In particular, the focus of this

work is on the design of magnetic coils for the dressed spin measurement.

Chapter 4 describes one phase of the effort undertook for the collaboration at Los Alamos

National Laboratory in the establishment of a large electric field in liquid Helium, necessary

for the planned sensitivity. The measurement on the early high voltage prototype discussed

in this work did not conclusively demonstrate the capabilities of the system. Some design

issues were to blame that were extraneous to the physical limitations that were being tested.

A new effort to test the capabilities of an improved system are being carried out again at

LANL and the results are very promising.

The study of a selected set of systematic effects that are of concern to the planned

measurement are discussed in chapter 5. The issues are a concern because the enhanced

sensitivity of the measurement has reached the level where some effects that mimic an

electric dipole moment dominate. The studies are related to the uniformity of the magnetic

fields and so have been a partial responsibility of Caltech. A suite of Monte Carlo simulations

has been developed to study issues specifically for the geometry of the nEDM experiment.
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The results of the simulations have been consistent with other studies of the same effects.

An analysis framework was sought in preparation for the nEDM measurement data

collection. The purpose of the effort was to familiarize the collaboration with the expected

data and provide a few independent methods of extraction of an EDM signal. For this

purpose, a large set of Monte Carlo data was created within the collaboration to test the

different fitting methods. One such method is discussed in chapter 6, which uses an unbinned

likelihood.
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Chapter 3

Modeling of the magnetic coils and
design considerations

The measurement of the neutron Electric Dipole Moment relies on techniques which effec-

tively compare the energy states of the neutron in magnetic and electric fields. For this

reason, uniform magnetic fields play important roles in the experiment, and part of the de-

velopment of the nEDM experiment is focused on the design and construction of magnetic

coils.

3.1 Transverse coils

The geometry of the experiment favors the use of cylindrical coils, open at each end for

access, with magnetic fields transverse to their axes. The cos θ coil, is an example of a coil

that can be used to generate a uniform field. For instance, a solution can be found for

the case of an infinitely long cylindrical shell of radius R with a surface current, for which

a transverse magnetic field inside the cylinder is perfectly uniform. The solution is for a

current density parallel to the cylinder’s axis that follows a sinusoidal so that, in cylindrical

coordinates,

Jz ∝
1

R
cos θ δ(ρ−R) θ ∈ [−π, π) , (3.1)

where the radial δ(ρ) function constrains the current to the surface of the cylinder and is

implied for the remainder of the chapter. This can be derived by computing the magnetic

vector potential A for a field that is uniform within a cylinder of radius R, so that Binner =

B0 ŷ, and solving for the cylindrically constrained current. In the inner region no currents
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are present and the boundary conditions set by a uniform field B0 pointing in the ŷ direction

are




Bρ

Bφ

Bz


 = B0




sinφ

cosφ

0


 for ρ < R , (3.2)

resulting in conditions on the vector potential of

1

ρ

∂Az
∂φ

=B0 sinφ (3.3)

−∂Az
∂ρ

=B0 cosφ , (3.4)

where only the z component of A contributes to the field. Viable solutions to the Poisson

equation for the current free regions yield

Az =




−ρB0 cosφ for ρ < R

−B0 R2

ρ cosφ for ρ > R
. (3.5)

The current distribution at ρ = R is then found to be

Jz|ρ=R = − 1

µ0
∇2Az =

2B0

µ0

1

R
cosφ (3.6)

where µ0 is the magnetic constant.

For a real-world coil, the cos θ current distribution can be approximated by a finite

number of discrete wires as shown in Figure 3.1. The pairs of opposite current wires are

evenly spaced on a diameter of the circle to reproduce the cos θ distribution. The length

of the cylinder must be finite as well, so the wires need to be connected to their returns

in order to form a loop, at the end-caps of the cylinder, wrapping over the circular profile

in order to leave the sides open for access, forming a saddle coil. Figure 3.2 shows a three

dimensional model of a cos θ coil.

The angles that specify the location of coil loops to discretize a cos θ current distribution

are given by equidistant intervals of the integrated current distribution, so that these occur

at equidistant points on one of the diameters of the coil, so that for N coil loops, the angles
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ψi ∈ [0, π] for i ∈ {1, 2, . . . , N} can be expressed by

ψi = cos−1

[
N + 1− 2 i

N

]
. (3.7)

An interesting feature of discretizing a continuous surface current distribution into wires

carrying equal current is that some of the locations of the wires for N loops coincide with

the locations of a N/(2m+1) loops coil. That is, if the number of loops in a coil is divisible

by an odd integer, then a smaller coil can be constructed using a subset of loops whose

number is given by the quotient. For example, if a frame is built for a 30 loop cos θ coil,

with the wire positions precisely machined as grooves at the correct locations, then, a set

of smaller coils of N ′ ∈ {10, 6, 2} loops can be wound on the same frame.

In the infinitely long example, increasing the number of discrete wires improves the

uniformity of the field because a better approximation to the cos θ distribution is achieved.

On the other hand, since the real coil is finite in length, it is not necessarily true that

increasing the number of discrete wires improves the uniformity. This is because the end

caps, which are at a finite distance from the center of the cylinder, do contribute to the

magnetic field, making the optimal number of loops depend on the ratio of length to radius.

3.2 Numerical modeling

The coils designed to produce the magnetic fields for the experiment have been modeled to

study the uniformity of the fields in regions of interest and to aid the design of appropriate

correction coils. The calculation of the field has been carried out using the Biot-Savart law

computed for straight segments of current. Following Griffiths [45], the field at position r

produced from a wire segment stretched between points p1 and p2 can be expressed as

B(r) =
µ0 I

4π

Î × s
|s|2

|s1− s2| , (3.8)
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B

θ

Figure 3.1: Example of discretization of a cos θ current distribution over the surface of a
cylinder into N = 14 saddle coils. Each wire in the upper portion of the circular profile
is paired with a return wire in the lower portion and directly underneath it, with the end
connections wrapping around the circle on either the left or right side of the circle. This
coil produces a uniform field transverse to the axis of the cylinder.

where Î = I/I is the normalized direction of the current, which is aligned with the segment

and flows from p1 to p2. The intermediate quantities in the equation are given by

s =
(
Î · d1

)
Î − d1 (3.9)

d1 =p1 − r (3.10)

d2 =p2 − r (3.11)

s1 =
Î · d1
|d1|

(3.12)

s2 =
Î · d1
|d2|

. (3.13)

The total field is a superposition of the contributions from all the segments of current,

so that

Btotal(r) =

N∑

i=1

Bseg
i (r) . (3.14)

If the summation of the segments is done over a closed loop of joined segments, the diver-

gence of the current is forced to vanish, so that the divergence of the field computed also
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Figure 3.2: Isometric model of a cos θ coil of N = 30 saddle loops wound on a cylindrical
shell of radius R = 67 cm. The orientation of the magnetic field is transverse to the cylinder’s
axis and is pointing along the x direction in the figure. The current in the straight wires
along the length of the cylinder flows in the positive z direction in the upper portion of
the figure (y > 0) and returns in the opposite direction on the lower side. At the ends of
the cylinder the straight segments of wire turn into arcs and run along the circumference
of the cylinder to meet their respective return wire. Two disjoint sets of saddles, for x > 0
and x < 0, are then distinguishable and their arcs of wire “bunch up” at the ends of the
cylinder on opposite sides.
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vanishes, which satisfies Maxwell’s equations.

Sections of wire that are not straight are approximated by sub-dividing the wire’s curved

path into small straight segments using a divide-and-conquer method. Given a curved path

between two points, a segment stretched between the two points is used as an approximation

of the path. Iteratively, vertices are added along the curved path to split the segmented one

into smaller segments in order to correct the “worst offending” point of the path, until the

distance from the original path to the approximated segmentation is less than the desired

tolerance δ ∼ 100µm at all points on the path.

A piece of software used to numerically compute the magnetic fields was written in C++

and interfaced with Python for simplified use. The abstraction of the coil in the program is

a simple collection of closed current loops, where each loop is comprised of a doubly-linked

list of straight segments. To respect Maxwell’s equations using the Biot-Savart equation for

segments of wire, each loop is checked to be continuous by iterating through its segments

making sure that pairwise neighboring segments share a vertex. This also ensures that each

loop is closed.

Several coil geometries, primarily concerned with the modeling of cylindrical coils, were

developed in Python and linked to the compiled code. With this system, all the geometrical

considerations that determine the position of short segments of wire, including coordinate

transformations, are handled outside the compiled code. The field calculations, which, for

any point in space require summing the B field contributions from all coil segments, are

handled by the optimized compiled code. This allowed great flexibility in the development

of coil geometries together with the availability of software tools [46] which visualize results

with ease.

3.3 Dressing Fields

The dressed spin measurement technique described in Section 2.3.2.2 relies on the use of a

magnetic field applied transversely to the reference field B0 and oscillating at a relatively

high frequency (∼ 3 kHz) in order to effectively modify the precession frequency of the

particles in the cells. This dressing field could easily be produced by a replica of the B0

reference field coil, as a cos θ coil coaxial to B0 and rotated by 90 degrees with respect to

it. Unfortunately, the situation is complicated by the fact that the frequency of oscillation
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of the dressing field and its magnitude (Brf ' 1 G) are large enough to induce sizable eddy

currents in nearby electrical conductors.

A primary concern regarding induced currents for the experiment is the possibility of

large resistive heating that could be dissipated by conducting materials into the lowest

temperature components, resulting in ineffective or excessively expensive cooling methods.

In addition, the induced currents can produce field distortions near the conductors that

could affect the field uniformity in the measurement cells.

Of particular concern, is the presence of a large ferromagnetic cylindrical shell just out-

side the B0 coil which is designed to shield from external magnetic fields and increase the

homogeneity of the field inside the measurement cells. The ferromagnetic shield is electri-

cally conductive and it would be heated by the oscillating dressing field. The schematic

section of the magnetic package in figure 3.3 shows the location of the ferromagnetic shield

with respect to the dressing coils. Table 3.1 summarizes their dimensions.

The resistive heating power generated from a dressing coil design can be estimated by

computing the average B field magnitude at points on the inner surface of the ferromagnetic

shield, adapting the formalism in Jackson [47] for a conducting material in the presence of

an alternating field of frequency ωrf . The eddy currents induced inside the material in turn

produce a magnetic field that partially cancels the external field, so that the field inside the

material decreases with depth z into the material as

H(z) ≈ H(0) e−z/δ (3.15)

with a characteristic length or skin depth

δ =

√
2

µσ ωrf
(3.16)

determined by the oscillation frequency ωrf of the applied field, the material’s conductivity

σ and its magnetic permeability µ.

The resistive power density dissipated into the material from induced eddy currents is

given by
Pr

∆V
=

1

2
µωrf H

2 e−2z/δ. (3.17)
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Figure 3.3: Not-to-scale schematic section of the inner magnetic package for the nEDM
experiment. All coils and shields are cylindrical shells coaxial to each other. The reference
magnetic field B0 is produced by the outermost cos θ coil. The combination of dressing and
active shield coils produce the oscillating dressing field, transverse to B0. The magnetic
package is enclosed in a ferromagnetic shield which improves the uniformity of the reference
field, while providing shielding from external fields. Not shown are several other larger
cylindrical shells of superconducting material that provide additional shielding from external
fields. Table 3.1 summarizes the physical dimensions of the inner magnet package.

Magnet R (cm) L (m)

B0 coil (cos θ coil) 65 4
FM shield 67.3 4.27

inner dressing coil (cos θ coil) 50 3
active shield 59 4

Table 3.1: Dimension specifications of the magnet package for the nEDM measurement.
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Integrating over the thickness t of the material yields a power density over its surface of

Pr
∆A

=
1

4
µωrf δ

(
1− e−2t/δ

)
H2 (3.18)

'1

4

√
2µωrf

σ
H2 for

t

δ
� 1 (3.19)

'1

2
µωrf t H

2 for
t

δ
� 1 . (3.20)

A worst case estimate for the resistive heat dissipation into the ferromagnetic shield

can be calculated by assuming that the magnetic field B generated by the dressing coil at

the surface of the shield is not reduced by the currents induced on the shield itself. The

magnitude of the magnetic field is calculated for points on the inner surface of a thick t� δ

cylindrical shield to obtain

Pr =
1

4µ2
0

√
2µωrf

σ

∫
dA |B(x)|2 (3.21)

where the relation B = µ0H has been used for the field just outside the ferromagnet.

The magnetic permeability of the ferromagnet µ has been assumed to be constant in this

frequency regime. In general, the heat dissipated from the induced eddy currents in the

shield can be reduced if the average field RMS at the shield is reduced.

For the nEDM measurement, thin (' 20µm) layers of Metglas have been chosen for the

ferromagnetic shield. The DC magnetic permeability of Metglas 2705M is reported [48,49]

to be µ ∼ 3−5×105 µ0 and its resistivity ρ ' 1.36µΩ ·m. A measurement of the resistivity

was performed on a sample of Metglas cooled to liquid Helium temperature to determine

if a substantial change in resistivity would be noticed. The measurement was done at

the Eisenstein laboratory at Caltech [50]. The resistivity was measured to be consistent

with the specifications and there was no significant change when brought to 4 K. The

permeability of the Metglas is expected to be lower when exposed to the rapidly oscillating

dressing field. Assuming a reduced permeability µ/µ0 ∼ 103 − 104, the resulting skin

depth of Metglas is δ ' 200 − 600µm/
√
ν[kHz]. Since the shield would consist of 3 − 4

layers of Metglas the resulting thickness t ' 80µm would be less than the skin depth

and equation 3.20 can be used to estimate the heating. If the root mean square of the

oscillating field is of order 1 Gauss over the surface of the ferromagnetic shield, then the

power per unit area dissipated in the form of eddy current resistive heating is on the order



30

Pr/∆A ' 5− 30 W ·
√

1/kHz ·m−2 ·G−2, for a frequency of ωrf = 2π × 3 kHz. The shield

area is A ' 18 m2, yielding a power dissipation on the order of Pr ≈ 100 W. If the field at

the center of the full scale dressing coil is B(0) ' 1 G, then the average square magnitude of

the unperturbed field over the surface of the ferromagnetic shield has been computed to be

approximately
√
〈B2〉 ' 0.5 G, for coils of dimensions specified in table 3.1. This estimate

of the power dissipated can be ∼ 10 − 100 times larger than the actual value, depending

on the AC permeability of the ferromagnetic material and on the field reduction expected

from the response of the ferromagnetic shield. Nonetheless, the value is large compared to

what a cryogenic budget usually allows, especially if the components need to be cooled near

liquid Helium temperatures. The next sections describe a possible solution to reduce the

impact of resistive heating, with the goal of reducing the heat dissipation to values below a

Watt.

3.3.1 Active Shielding

In order to reduce the impact of the oscillating dressing field on the ferromagnetic shield, a

set of coils can be designed to refocus the magnetic field into the measurement region and

away from the shield. A concept introduced by [51] is implemented by [52] where a special

active shield coil screens the field produced by a cos θ coil for application in NMR magnet

design.

A pair of coaxial cylindrical coils of different radii a < b can be designed so that the

magnetic field produced by the inner coil is effectively reduced for ρ > b. In this scenario,

the ferromagnetic shield, which is a cylindrical shell coaxial to the coils, would be at a radius

rFM > b in the region of lower field. The oscillating currents driving the two coils need not

be the same, but they should be in phase with each other and their ratio fixed to minimize

the field at the shield. In general, the current in the outer dressing coil would run in the

opposite direction of the current in the inner coil to obtain cancellation.

Since the outer active shield is effectively fighting the establishment of a field by the

inner coil, the field in the measurement volume would be reduced, so that in order to restore

its desired strength, the current in both inner and outer coils must be increased. In the

limit where the two coils are on cylindrical shells at radii not too far apart (i.e. b = a+ δr),

the current in the coils needed to establish a finite field in the center of the coil would be

divergent as δr → 0.
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By idealizing a thin, infinitely long cylindrical shell of superconducting material at radius

b, coaxial to the inner cylindrical coil at radius a, the condition for the magnetic field to

vanish for ρ > b is met as the induced currents on the surface of the superconducting

shell cancel the field perfectly in a manifestation of the Meissner effect. If the surface

current distribution on the idealized superconducting shell can be computed, the shell can be

replaced by a real actively driven coil at the same radius that mimics the current distribution

of the superconductor.

Following [52] and [53], the magnetic field due to a current constrained to the surface of

a cylinder of radius r can be computed, in cylindrical coordinates (ρ, φ, z), for regions inside

and outside of the cylinder using a Fourier transform of the current density J expressed as

Fmz (k) =
1

2π

∫ π

−π
dφ e−̊ımφ

∫ ∞

−∞
dz e−̊ı k z Jz(φ, z), (3.22)

where only the component in z of the current density has been used because of the lack

of current in the radial direction and the divergence-less of the current density ∇ · J = 0,

resulting in the condition on the other Fourier component

Fmφ (k) = −k s
m

Fmz (k) , (3.23)

where s is the radius of the cylindrical shell of current. The magnetic field induced by a

current constrained to a cylindrical shell of radius s can be expressed at any point (ρ, φ, z)
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as




Bρ

Bφ

Bz


 =

µ0

2π

∞∑

m=−∞
eı̊ mφ

∫ ∞

−∞
dk eı̊ k z k s2 Fmz (k)×

×





K ′m(k s)




k
ı̊m I ′m(k ρ)

1
ρ Im(k ρ)

k
m Im(k ρ)


 for ρ < s

I ′m(k s)




k
ı̊m K ′m(k ρ)

1
ρ Km(k ρ)

k
m Km(k ρ)


 for ρ > s

, (3.24)

where the modified Bessel functions of the first kind and second kind, Im and Km respec-

tively, have been used, together with their first derivatives I ′m and K ′m. The evaluation

is assumed to keep only the real component of Km. These equations are valid for surface

currents constrained on cylindrical shells that are co-axial to each other. In fact, this can

also be used to compute the expected induced current on the surface of a superconducting

outer shell at radius b, if the condition of total reflection of the field is met, or, equivalently

if no field outside the superconductor exists, which for the case of cylindrical geometry is

satisfied by

Bρ = 0 for ρ > b . (3.25)

Using Equation 3.24 to compute the radial component of the field due to the contribution

of the Fourier transforms of the inner coil current distribution J(φ, z)→ Fmz (k) at radius a

and the unknown distribution fmz (k) of the superconducting shell at radius b, the condition

of Equation 3.25 is respected if

fmz (k) = −a
2 I ′m(k a)

b2 I ′m(k b)
Fmz (k). (3.26)

The actual current density on the superconducting shell can be computed from the inverse

Fourier transform of 3.26. The dressing coil pair would then be comprised of the original

inner coil at radius a and a coil at radius b with a current distribution similar to the one
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found from the idealized superconducting shell.

3.3.1.1 Application to saddle coils

If the inner dressing coil is taken to be a cos θ coil of radius a and length L, and with N

saddle coils placed at angles ψi carrying a current I, its current density can be expressed as

Jz(φ, z) =

N∑

i=1

I

a
[H(z + L/2)−H(z − L/2)]× [δ(φ− ψi)− δ(φ+ ψi)] (3.27)

Jφ(φ, z) =
N∑

i=1

I [δ(z − L/2)− δ(z + L/2)]×

×




−H(φ+ ψi) +H(φ− ψi) if ψi ≤ π/2
H(φ− ψi)−H(φ+ ψi − 2π) if ψi > π/2

, (3.28)

where the Dirac delta function δ(x) and the Heaviside step function H(x) have been used to

specify the discrete current carrying wires. The Fourier transform of one of the components

is then

Fmz (k) =
I

2π a

N∑

i=1

(
e−̊ımψi − e+̊ımψi

) ∫ L/2

−L/2
dz e−̊ı k z

=− 2I ı̊

π a k
sin(k L/2)

N∑

i=1

sin(mψi) . (3.29)

Equation 3.26 can then be used to find the transform of the surface current distribution of

the active shield on the cylindrical shell at radius b

fmz (k) =
2 a ı̊ I I ′m(k a)

π b2 k I ′m(k b)
sin(k L/2)

N∑

i=1

sin(mψi). (3.30)

Inverting the transformation would give the actual surface current distribution J(φ, z),

which is a continuous function of φ and z.

The active shield would be constructed as a coil comprised of discrete current carrying

wires that approximate the perfect shielding condition of equation 3.30, to obtain instead

partial cancellation. A useful construction that is also appropriately used in [52] relies

on the divergence-less of the current constrained to the surface of the cylindrical shell to
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describe the surface current in terms of a vector potential such as

J(φ, z) = ∇×Ψ , (3.31)

where only one component, called the stream function Ψ(φ, z) = Ψρ is needed to fully

describe the surface current. The components of the surface current on a cylinder of radius

r can be defined in terms of

Jφ(φ, z) =
∂Ψ

∂z
and Jz(φ, z) = −1

s

∂Ψ

∂φ
. (3.32)

The stream function can be computed by integrating one of the current components, and

directly from inverting the Fourier component, so that

Ψs(φ, z) =− s
∫

dφJz(φ, z) (3.33)

=− s
∫

dφ
1

2π

∞∑

m=−∞
eı̊ mφ

∫ ∞

∞
dk eı̊ k z Fmz (k)

=
ı̊ s

2π

∞∑

m=−∞

e̊ımφ

m

∫ ∞

∞
dk eı̊ k z Fmz (k) . (3.34)

Because of the definition of the stream function as an integral of the surface current, iso-

contours of the stream function represent paths of closed loops of current, so that in order

to discretize the continuous current distribution expected from equation 3.30 into a discrete

number of wires, each carrying the same current, it is possible to place the wires on contours

for equidistant values of the stream function Ψ.

The stream function for the active shield of equation 3.30 is then calculated using equa-

tion 3.34 for radius b to be

Ψb(φ, z) =− a I

b π2

N∑

i=1

∞∑

m=−∞

e̊ımφ

m
sin(mψi)

∫ ∞

−∞
dk

e̊ı k z

k

I ′m(k a)

I ′m(k b)
sin(k L/2) (3.35)

=− 4a I

b π2

N∑

i=1

∞∑

m=0

cos(mφ) sin(mψi)

m

∫ ∞

0
dk

cos(k z) sin(k L/2)

k

I ′m(k a)

I ′m(k b)
. (3.36)

Figure 3.4 shows an example of the shape of an active shield coil computed from the

stream function of equation 3.35 for a given inner cos θ coil. Equidistant contours of the

stream functions determine the locations of wires for both inner and outer dressing coils.
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Each pattern shown is mapped to a cylindrical surface, where symmetry is implied for z < 0

and φ > π/2. Figure 3.5 shows a three dimensional model of the active shield coil, with

wire locations determined by the stream function.

The expected reduction in heat dissipated into the ferromagnetic shield is shown in figure

3.6 as a function of the ratio between the active shield coil and inner cos θ coil current ratio

I2/I1. The current distribution that provides perfect shielding to the magnetic field created

by the inner coil is a continuous distribution, so the effective shielding is finite if the shielding

coil is instead constructed with discrete current wires.

3.3.1.2 Solution for a current distribution

It is also possible to compute the shielding current for a finite length but continuous cos θ

inner current distribution. In this case, the components of the surface current would have

a form

Jz(φ, z) =
I

a
cosφ [H(z + L/2)−H(z − L/2)] (3.37)

Jφ(φ, z) = I sinφ [δ(z − L/2)− δ(z + L/2)] (3.38)

with return currents on either end-cap at z = ±L/2. The Fourier transform of one of its

components

Fmz (k) =
I

a

sin(k L/2)

k
(δm,1 + δm,−1) (3.39)

can then be applied to equation 3.26 and 3.34 to compute the stream function

Ψb(φ, z) =
I a

π b
sinφ

∫ ∞

−∞
dk eı̊ k z

sin(k L/2)

k

I ′1(k a)

I ′1(k b)
(3.40)

=
2I a

π b
sinφ

∫ ∞

0
dk

cos(k z) sin(k L/2)

k

I ′1(k a)

I ′1(k b)
. (3.41)

This form can be generally computed numerically faster than equation 3.35 for the dis-

crete cos θ distribution. In this case, the active shield solution does not depend on the

discretization of the inner coil.

Figure 3.7 shows the different shielding effectiveness of an active shield optimized for a

continuous cos θ current distribution using equation 3.40 as a function of the number of coils
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Figure 3.4: Contour plots of a portion of the stream functions Ψ(φ , z) for a N = 34 loop
cos θ inner coil of radius a = 50 cm and length L = 3 m, and an active shield outer coil at
radius b = 59 cm designed to shield the field produced by the inner coil. The discretization
of the active shield current distribution has been chosen to match the number of loops in the
inner cos θ coil. The contours of the stream function correspond to paths where wires would
be wound on a cylindrical surface in order to approximate the desired current distribution.
The current in the active shield should run in the opposite direction to the current in the
inner coil. Note that the maximum length of the combination of coils is ∼ 25% larger than
the original inner coil.
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Figure 3.5: Isometric model of an active shield coil constructed on a cylindrical shell of
radius R2 = 59 cm. The active shield consists of M = 20 saddle loops of wire designed to
shield the magnetic field flux produced by a inner cos θ coil (not shown) of radius R1 = 50 cm
and length L1 = 3 m. In the figure, the coil is oriented so that the magnetic field points
along the x direction.

used to discretize the current distributions of the coils. For comparison, an optimization for

a discretized inner coil is also shown. If the active shield current distribution is computed

against the continuous cos θ distribution of equation 3.37, both discretizations of the number

of loops in the inner and outer coil, N and M respectively, will affect the shielding. On the

other hand, if the active shield distribution is computed against an already discrete inner

coil current distribution for N saddle loops in a cos θ arrangement, as in equation 3.27, then

only the discretization of the outer active shield current in M coils will affect the shielding.

This is also apparent from figure 3.7 where the active shield designed for the discrete inner

coil outperforms all other approximations in shielding.

3.3.2 Shielding the active shield

The approach of actively shielding a magnetic coil can introduce gross distortions in the B

field. For this reason, it might be sought to use a third active coil to correct the distortions

produced by the active shield. It is possible to use the method described above of apply-

ing the boundary conditions of a superconducting cylindrical shell to compute the current

distribution necessary to correct the field. Furthermore, it is possible to compute the two

active coils at the same time for optimal shielding.
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Figure 3.6: Effect of active shielding on the mean magnitude squared of the magnetic field,
evaluated on the ferromagnetic (FM) shield surface as a function of the ratio between inner
and outer coil currents. The nominal field at the center of the coils is kept constant and
the data plotted are relative to the bare cos θ value for x = 0 (i.e. no active shielding).
The model of the coils was constructed with N = M = 34 current loops for both the inner
coil and the active shield, following the specification of table 3.1. For comparison, shielding
for different radii b of the outer active shield are shown. For the geometry of the magnet
package (b = 59 cm), the best shielding factor (≈ 80) occurs for x ' −0.843, as shown in
dashed gray line. Better shielding factors can be obtained by increasing the number of loops
in the active shield, as shown in figure 3.7. The resonances near x = −1.2 correspond to
ratios of currents that would effectively cancel the field at the center of the coils, resulting
in diverging currents to keep the nominal field finite.
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Figure 3.7: Reduction in expected resistive heating as integrated RMS of the B field as a
function of the number of active shield loops M . The effective shielding increases as the
number of loops M used to approximate the perfect shielding current distribution increases.
Different discretizations of the cos θ current distribution for the inner coil are also compared,
with better shielding for increasing number of loops N in the inner coil. Perfect shielding
conditions would apply for N →∞ and M →∞. Also shown in dashed line is the shielding
effectiveness of an active shield optimized using equation 3.35, as solution for a discrete
inner cos θ coil.
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In an approach described by [54] of double active shielding, the field from an active

shield can itself be shielded so as to not affect the field in the inner regions of the coils.

The boundary condition of equation 3.25 can be adapted to construct an additional shield

at radius c < b which would cancel the field produced by the active shield at b for regions

ρ < c, so that the combined conditions on the radial fields from the three coils at radii a, b

and c are

B(a+b+c)
ρ = 0 for ρ > b (3.42)

B(b+c)
ρ = 0 for ρ < c , (3.43)

where the field contribution from the shields (b+ c) but not from the inner coil is screened

at r = c. Nothing prohibits the coil c to be built at the same radius as the inner dressing

coil so that c = a. The inner coil distribution can then itself be redesigned to account for

the superposition of two current distributions.

The computation of the current distribution of the two double active shields can be done

by solving for the two boundary conditions

a2 Fma (k) I ′m(k a) + b2 fmb (k) I ′m(k b) + c2 fmc (k) I ′m(k c) = 0 (for ρ = b) (3.44)

b2 fmb (k)K ′m(k b) + c2 fmc (k)K ′m(k c) = 0 (for ρ = c) , (3.45)

where the z component is implied for the Fourier terms of the three coils Fa, fb and fc.

Given the transformed expression of the inner coil, the resulting transforms of the current

distributions on the active shields are

fmb (k) = −a
2

b2

[
I ′m(k b)

I ′m(k a)
− I ′m(k c)

I ′m(k a)

K ′m(k b)

K ′m(k c)

]−1

Fma (k) (3.46)

fmc (k) =
a2

c2

[
I ′m(k b)

I ′m(k a)

K ′m(k c)

K ′m(k b)
− I ′m(k c)

I ′m(k a)

]−1

Fma (k) . (3.47)

Ratios of the modified Bessel functions have been used for convenience in equations 3.46

and 3.47 so that the computation can be done using available numerical software libraries

which provide an exponentially scaled result [55], so that the exponential scale partially

factor out.

The inner coil at radius a can be modeled to be a cos θ coil with current distribution



41

given by 3.37, and the additional active shield can be built at the same radius so that c = a.

The combination of the three coils can then be built compactly on two cylindrical shells.

Moreover, using the stream function method, the current distributions of two coils wound

on the same surface can be combined and discretized once, resulting in a total of two coils

being constructed. The stream functions in this case can be computed numerically from

Ψa(φ, z) = − I sinφ [H(z + L/2)−H(z − L/2)] (3.48)

Ψb(φ, z) =
2I a

π b
sinφ

∫ ∞

0
dk

cos(k z) sin(k L/2)

k

I ′m(k a)K ′m(k c)

I ′m(k b)K ′m(k c)− I ′m(k c)K ′m(k b)

(3.49)

Ψc(φ, z) =
2I a

π c
sinφ

∫ ∞

0
dk

cos(k z) sin(k L/2)

k

I ′m(k a)K ′m(k b)

I ′m(k b)K ′m(k c)− I ′m(k c)K ′m(k b)

(3.50)

The modeling of an double active shield for the dressing coil in the nEDM experiment has

been attempted. Figure 3.8 shows the current distribution of double active shields computed

for a test inner cos θ coil of length L = 3 m. The resulting coil package becomes more than

twice the length of the original coil, posing problems for the geometry requirements of the

dressing coils. Figure 3.9 shows how the addition of the second active shield restores the

field uniformity.

It becomes questionable whether the method of double shielding is effective for this

geometry: the uniformity of the field will have increased, but the length of the coil will

have grown so much that it might be better to use a single active shield computed against

a longer inner coil. In the end, it turns out that it is easier to construct a dressing coil

with a single active shield to which a small number of shim coils are added to improve the

uniformity. The shim coils do not necessarily need to be shielded, if the correction field is

small.

3.3.3 Field correction

A small correction coil can be used to improve the uniformity of the dressing field generated

by a dressing coil and an active shield combination. The uniformity is important because

it impacts the spin relaxation for 3He atoms during a spin dressing measurement. The
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Figure 3.8: Contour plots of a portion of the stream functions Ψ(φ, z) for a set of double
active dressing coils at radii a = c = 50 cm and b = 59 cm. The current distributions the
outer and inner shields is computed for a cos θ inner coil of length L = 3 m. The current
distribution shown for the inner coil is a superposition of the continuous currents of the
inner coil and inner shield discretized together. Note that the length of the double active
shielded coils increases to more than twice the length of the original cos θ coil.
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Figure 3.9: Magnetic field profiles in the axial direction for actively shielded and unshielded
dressing coils. The currents in the coils have been adjusted so that a normalization of
By(0) = 1 G is obtained. A single active shield changes the profile of the magnetic field of
the original cos θ worsening the uniformity of the field in the z direction. The double active
shield design restores some of the uniformity of the field profile.
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relaxation rate follows
1

T2
∝
〈
∆B2

〉
(3.51)

as seen in equation 5.50 and adapted in section 5.8. Figure 3.9 shows that there is a

large variance of the field along the axis of the coils, which is along the longer side of the

measurement cell Lz = 40 cm, and the implementation of the active shield increases the

field deviation.

A permanent shim coil would be wound on the cylinder that holds the inner dressing

coil and connected so that current would flow in series to it. The windings of the shim

coil would represent a small contribution to the field compared to the more numerous

windings of the inner coil justifying not having to modify the active shield to account for

the small change in magnetic field. A random search for the specifications of the shim

coil was performed, constrained by a few symmetrical arguments that produce a quadratic

field profile. The shims were modeled to be small rectangular saddle coils on the curved

surface of the cylinder, where one of the sides is parallel to the axis of the cylinder and the

other side runs along a circle on the cylinder. A generalization of the parameters was done

so that a shim is specified by a pair of coordinates (φ, z) of the diagonal of the rectangle

on the surface of the cylinder, with a chosen convention of the current direction specified

by the sign of the slope of the diagonal. Without loss of generality, the parametrization

assumes that the diagonal of the shim is entirely in one octant of the cylinder surface with

φ ∈ [0, π/2] and z ∈ [0, zmax]. To preserve symmetry, the single rectangular shim pattern

is reproduced on all octants of the cylindrical surface. The pattern is symmetric about

about φ and z, as well as the direction of the field. Figure 3.10 shows an example of the

symmetric construction of a shim coil over the surface of the cylinder. This parametrization

allows for special cases of coils where one or two pairs of rectangular patterns come into

contact at the edge of the octant (i.e. φ = 0 or z = 0 or both), with currents canceling

out on the sides that are touching, so that they can be joined to form a larger loop that

spans multiple octants. The saddle coil pairs used in the cos θ coil can be defined in this

construction as special case coils where one of the points of the rectangular pattern lies on

the origin (φ = z = 0).

The parameter space for rectangular shim coils is large as it is possible to add multiple

shims to correct the profile. A random search was performed with a cost function designed
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Figure 3.10: Symmetric construction of coils on a cylindrical shell. The axis and direction of
the B field is specified and is transverse to the axis of the cylinder. A rectangular pattern is
specified by two points p1 and p2 in one octant and the pattern is repeated to be symmetric
in φ and z as well as on the other side of the coil where φ > π/2. The special cases where
p1 reaches either the z = 0 or the φ = 0 axes result in coalescing of pairs of rectangle loops,
with the currents of the segments that are touching canceling. The cos θ coil is constructed
with coils of this type with p1 = (0, 0), resulting in saddle pairs.

to improve the ∂B/∂z profile without significant worsening of the active shielding using a

single shim coil constructed as described above. Although the results do not converge to a

single design, a well suited example of the shim coil, designed for an inner cos θ coil of 30

loops, is specified by resulting in a total of 4 current loops. Pairs of loops are separated by

φ (rad) z (cm)

p1 0 42.7
p2 0.164 74.6

∼ 80 cm and are located within the largest gap between coil windings of the cos θ coil, on

both sides of the coil. The current in the loop runs in the opposite sense as the cos θ coil.
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3.3.4 Active shield optimization

The results obtained for the specifications of the active shield coils have been verified using

the numerical modeling software outlined in 3.2. The resistive heat dissipation has been

estimated by computing the total field produced by the inner dressing and outer active

shield coils at points on the inner surface of the ferromagnetic shield. The total field can

be expressed as

Bdress(r) =Binner(r) +Bouter(r) (3.52)

= Iinner [binner(r) + x bouter(r)] , (3.53)

where the geometrical contributions to the field per unit current b are used and the ratio x

between outer and inner currents is left variable. The quantity of interest for the estimate

has been
〈
|B|2

〉
integrated over the surface of the cylindrical shell. Separating the contri-

butions from the two competing sets of coils, and allowing the current ratios to be variable

x this becomes

〈
|B|2

〉
= I2

inner

[〈
|binner|2

〉
+ x2

〈
|bouter|2

〉
+ 2x 〈binner · bouter〉

]
. (3.54)

To optimize the shielding it is possible to extract the current ratio x from minimization. A

constraint on the current is given by the desired field in the region of interest (e.g. r = 0)

where the field strength is given by

Bdress(0) = Iinner [binner(0) + x bouter(0)] , (3.55)

where an assumption has been made that, because of symmetry, the directions of the fields

produced by the two sets of coils are parallel at the geometric center. The condition on one

of the currents is then

Iinner =
Bdress(0)

binner(0) + x bouter(0)
(3.56)

and the minimization of equation 3.54 yields the optimal current ratio

xopt =
bouter(0)

〈
|binner|2

〉
− binner(0) 〈binner · bouter〉

binner(0)
〈
|bouter|2

〉
− bouter(0) 〈binner · bouter〉

. (3.57)
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3.3.5 Small scale prototype

A small scale prototype was built to demonstrate the principles of active shielding. The

frame of an existing small scale cos θ coil, built on a hollow Aluminum cylinder of radius

R1 = 8.75 cm and length 56.3 cm, was used as the inner coil. The coil frame accommodates

40 loops of wire, each in a machined groove cut on the outer surface of the cylinder along its

length to approximate the cos θ current distribution. Each groove has a pair of matching pins

sticking out at either end of the cylinder where the wire can be secured. While preserving

the cos θ current distribution, only N = 8 loops were wound on the coil frame for this test,

in addition, the length of the loops was reduced to L1 = 49.6 cm.

A larger thin Aluminum shell of radius R2 = 9.69 cm was used to support the active

shield. The active shield shape was calculated using the stream function of equation 3.35

for the specific angles and lengths of the inner coil’s loops and for the given radius of the

thin shell. The computed shape of the active shield is qualitatively similar to the shape

shown in figures 3.4 and 3.5.

The active shield was constructed by gluing small Copper wires on a piece of poster paper

that was tightly wrapped around the Aluminum cylindrical shell. The positions of the wires

at all points on the surface of the cylinder were printed on the poster paper by the Caltech

Graphic Resources using a wide printer for poster presentations. The specifications were

stored in a PDF file with the dimensions adjusted so that the printed output would match

the real dimensions of the active shield. The printer method was calibrated by iteratively

sending reference geometries via PDF and measuring the output dimensions, adjusting to

make sure that the scaling matched.

Figure 3.11 shows a close-up photograph of the finalized coil, wrapped on its supporting

cylinder, with M = 10 loops of wire wound according to the specified pattern. Figure 3.12

shows the prototype placed inside the small-scale magnetic field mapper.

The final active shield coil consisted of M = 10 loops wound as a single continuous coil

in such a way that that the short segments of wire bringing currents into and out of each

loop were paired up and twisted with each other to partially cancel the field produced by

them.

A constant field mapping test of the prototype coils was performed using a single-

axis magnetometer mounted on a x-y-z mapper built at the Caltech Kellogg Radiation



48

Figure 3.11: Detail photograph of the active shield prototype. The wiring pattern is printed
on poster paper according to the optimal solution for a smaller cos θ coil (not shown). The
printout is cropped (∼ 60×64 cm2) and wrapped around an Al cylindrical shell for support.
The wires are then glued in position following the pattern. The wires carrying current into
the coil (upper left corner) are paired up closely, in order to partially cancel their induced
magnetic field.

Laboratory for the mapping of small cylindrical coil prototypes [56]. The inner cos θ coil and

the outer shield were placed at the center of the mapper with their axes aligned vertically.

The coils were connected to two independent power supplies. The current in the inner coil

was fixed to I1 = 1.5 A, while the current in the outer shield was varied. Table 3.2 provides

a summary of the different current setting of the measurement.

The mapper was programmed to move to different locations inside and outside the coils

to measure the principal component of the field, in this case By in a coordinate system

where z lies along the axes of the coils. At each point, after a settling wait time of a

few seconds, the background field Bb was measured with the currents in both coils turned

off. The total field was then measured after applying currents to the coils. The mapping

routine was repeated following the same pattern of points for several (∼ 5) cycles at each
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Magnetometer DAQ

Al shell

Active shield
prototype

Figure 3.12: Photograph of the active shield prototype installed on its aluminum shell
support and placed inside the small-scale field mapper. Not shown is the inner cos θ coil
which is centered inside the Al shell on a support to raise it, so that the centers of the two
coils coincide.

coil current setting.

A numerical model of the dressing coil prototype was used to compare the measured

data. Table 3.2 shows the general agreement of the raw data with the model at a single point

in the center of the coils, using the nominal currents specified in the measurement in the

model. A refined numerical model was also used where a normalization of the currents in the

model was allowed so to better match the measured data. A selection of the measurements

of the field inside the coil are summarized in figure 3.13, where the principal component

of the field By is plotted against position along the axes of the coils. The magnetic field

uniformity along this axis is dramatically worsened by the operation of the active shield.
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I1 (A) I2 (A) I2/I1 Bmeas.
y (G) Bmodel

y (G)

1.5 0.0 0.00 4.551 · 10−1 4.575 · 10−1

1.5 −0.1 −0.07 4.205 · 10−1 4.227 · 10−1

1.5 −0.2 −0.13 3.860 · 10−1 3.880 · 10−1

1.5 −0.3 −0.20 3.515 · 10−1 3.532 · 10−1

1.5 −0.4 −0.27 3.170 · 10−1 3.185 · 10−1

1.5 −0.6 −0.40 2.479 · 10−1 2.490 · 10−1

1.5 −0.7 −0.47 2.133 · 10−1 2.143 · 10−1

1.5 −0.8 −0.53 1.788 · 10−1 1.795 · 10−1

1.5 −0.9 −0.60 1.442 · 10−1 1.448 · 10−1

1.5 −1.0 −0.67 1.097 · 10−1 1.100 · 10−1

1.5 −1.1 −0.73 7.510 · 10−2 7.529 · 10−2

1.5 −1.2 −0.80 4.064 · 10−2 4.055 · 10−2

1.5 −1.3 −0.87 6.014 · 10−3 5.805 · 10−3

1.5 −1.4 −0.93 −2.845 · 10−2 −2.894 · 10−2

Table 3.2: Summary of mapping data measurements for a prototype of dressing coil with
active shield. The values of the measured magnetic field at the center of the coils are
compared to the values expected from a numerical model of the coil combination. As the
current in the outer active shield coil, I2, increases in magnitude, magnetic field cancellation
occurs. The field at the center vanishes for a current ratio I2/I1 ' .878, and beyond that
point the field direction reverses as the outer coil provides more of the field.

Outside the coils, the magnetic field was measured for a sample of points over the

surface of an imaginary cylindrical shell of radius Rout = 13 cm and length Lout = 60

cm, representing the location of the ferromagnetic shield. The effectiveness of the active

shield prototype in reducing the magnetic field was computed from the root mean square

measurement of the field outside the coils. The results are shown in figure 3.14 as a function

of the ratio I2/I1 of outer and inner currents.
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Figure 3.13: Normalized magnetic field profiles of a dressing coil prototype as a function of
position along the axes of the coils for different current settings. The data points represent
measurements of the principal component of the field, scaled by the value measured at
z = 0. The model curves are numerical calculations, where a normalization factor in the
current was introduced. The magnetic field gradient along the z direction is smallest for
the I2 = 0 case for which only the inner cos θ coil is active. In the lower figure, the field
profile for a current ratio near perfect shielding (I2/I1 ' −0.73) is shown to produce large
gradients.
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Figure 3.14: Reduction of the magnetic field induced outside the dressing and active shield
prototype coils as a function of the ratio of currents in the coils. The data points represent
averaging of a sample of measurements of By over a cylindrical surface of radius Rout = 13
cm and length Lout = 60 cm.
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Chapter 4

Establishment of a large Electric
field in superfluid Helium

A large electric field is essential for the measurement of the neutron Electric Dipole Moment

as it is in the nEDM experiment, where the observable shift in precession frequency due

to the presence of an EDM would be linear in the applied electric field. For a permanent

EDM to be measured with such method, it is necessary to compare the frequency shift

of two separate measurements with different field configurations. In one measurement the

magnetic and electric fields will be aligned and in the other anti-aligned.

In the nEDM experiment two symmetric and opposite electric fields are applied simul-

taneously to two separate measurement cells. The two cells are sandwiched between three

electrodes of rounded rectangular shapes where the outer electrodes are effectively electri-

cally grounded. A voltage difference is established between the middle electrode and the

outer electrodes to create the opposing electric fields. The direction of both fields can be

inverted by changing the polarity of the voltage of the middle electrode.

4.1 Electrode design for the nEDM experiment

4.1.1 Voltage multiplication

The requirements for the nEDM measurement define a nominal field E = 74 kV · cm−1 [35].

With a gap across a cell ∆x = 7.6 cm and taking into account ∼ 2.5 cm of cell wall thickness,

the required voltage drop across the electrode is expected to be in excess of 700 kV.

The high voltage electrode is contained within a super-fluid He cryostat and it would be

very difficult to deliver the high voltage directly to it from outside the cryostat. The high
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voltage is instead created inside the cryostat by means of voltage multiplication consisting

of a variable parallel plate capacitor. A lower initial voltage V < 100 kV can be supplied to

the voltage multiplier inside the cryostat via a single commercially-available feed-through.

Figure 4.1 shows the schematic drawing of the voltage multiplying apparatus.

The variable capacitor is constructed from two round large parallel plates with diameter

no less than 40 cm. The gap between the two plates can be adjusted by moving one plate

relative to the other, therefore, controlling the capacitance of the plates. For simplicity, the

movable plate is grounded, while the other plate is fixed and electrically connected to the

high voltage electrode between the two cells.

The high voltage electrode is electrically insulated from the rest of the conductors so

that its voltage can be floating above or below ground voltage. A charging electrode can be

physically brought into electrical contact with the high voltage electrode in order to establish

an initial voltage. Once charged, the charging electrode can be removed and the floating

high voltage conductor will maintain the accumulated charge. Since only the charging

electrode is ramped-up to initial high voltage, a single high voltage feed-through path to

the inner cryostat is necessary. The other electrodes, on the other hand, are effectively

coupled to ground, but can be electrically insulated and grounded outside the cryostat.

These require several low voltage feed-throughs which are much smaller and cheaper and

are not associated with the breakdown difficulties that high voltage feed-through incur.

The variable capacitor is electrically in parallel with the capacitors consisting of the two

cell electrodes. Effectively, the total capacitance of the system is then

Ctot = CV + CF , (4.1)

where CV is the variable capacitance of the movable parallel plate capacitor and CF is

the fixed capacitance of the other electrical conductors inside the cryostat, including the

fixed capacitance of the cell electrodes Ccell and the capacitative coupling to the grounding

cryostat case,

CF = 2Ccell + Cother. (4.2)

When the high voltage conductor is ramped up to a voltage V0 the charge accumulated on

it is given by

Q0 = Ctot V0. (4.3)
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Figure 4.1: Schematic drawing of the voltage multiplying apparatus. The single high voltage
feed-through (HVFT) delivers the initial voltage V0 to the inner high voltage electrode HV
through the outer vacuum shell (dashed gray). After ramping-up the voltage, 1.) The
connection to HV is physically retracted so that the electrode is now floating and 2.) the
high voltage power supply is disconnected from the apparatus. 3.) The variable capacitor
plate is retracted to increase the voltage of the HV electrode, thus increasing the electric
field between HV and GND electrodes, where the measurement cells are located. The
electrical currents flowing to and from electrodes at ground can be measured at a, b, c, d
and can provide diagnostic information on the inner voltage during the run.
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When the ramp-up is complete, the charging electrode is physically disconnected and the

initial charge Q0 stays on the floating high voltage conductor. It is then possible to modify

the voltage of the charged electrode by varying the total capacitance to ground using the

variable capacitor. The final voltage will be

V ′ =
Q0

C ′tot
=
CV + CF
C ′V + CF

V0 (4.4)

where C ′V is the final capacitance of the variable capacitor. If the final capacitance is less

than the initial capacitance, the voltage will have increased, effectively multiplying the initial

voltage. The system can be charged when the gap between plates in the variable capacitor

is at a practical minimum. After the charging electrode is removed, the variable capacitor

plates can be separated to the maximum gap allowed by the geometry of the cryostat in

order to get the highest voltage multiplication possible. Since the distance between the

cells’ electrodes is fixed, the amplification of voltage results in direct amplification of the

electric field.

The voltage multiplication process can also be understood by looking at the charge on

the high voltage conductor. The initial charge must be distributed on its surface and in

particular shared proportionally between the three large capacitors in the system based on

their initial capacitances. When the variable capacitor is retracted, the constant charge on

the conductor must redistribute itself, and since less charge can be accommodated by the

lowered capacitance of the separated plates, more will be distributed, by the capacitative

coupling, to the electrodes around the cells, establishing a higher voltage across the cells,

and therefore, a larger electric field.

4.2 Voltage Amplification Test

A large scale test of the voltage multiplication process was carried out at the Los Alamos

National Laboratory. The measurement involved testing the amplification of voltage by

means of in-situ capacitor plates, as well as establish a large Electric field across Stainless

steel electrodes in liquid 4He at superfluid temperatures. A previous measurement [57] was

performed with Al electrodes using the same apparatus.

The inner cryostat is shown in a model drawing in Figure 4.3 and consists of a large
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Stainless steel chamber of cylindrical shape, of diameter of 65 cm and ∼ 150 liters in

volume, which is filled with liquid 4He at superfluid temperatures. Stainless steel electrodes

are located inside this large bath of liquid Helium, so that when the cryostat is full, the

electrodes are completely immersed in liquid. The cryostat is, in turn, suspended inside

a larger outer vacuum vessel by four Kevlar ropes, to minimize the thermal coupling to

external heat sources.

The outer volume contains a thermal shielding Cu shell that surrounds the entire inner

cryostat to shield it from external heat loads. During operation, the Helium shield is kept

at a temperature below 30 K by actively cooling through a serpentine of Cu tubing carrying

cold 4He boil-off gas from an external Dewar. The inner cryostat is protected from radiative

heat loads by ∼ 30 layers of super-insulation.

On both sides of the cylindrical inner cryostat, and co-axial to it, two sets of bellows

allow the actuation of rods, inside the cryostat, that are used to control the position of two

electrodes, a charger (CHG) to set up the initial charge on the high voltage (HV) electrode

and a ground (GND) electrode that forms a variable capacitor with the HV electrode and

is used to test the voltage amplification. The use of bellows, which are filled with liquid

Helium, allows actuation of motion without a feedthrough, which would otherwise not allow

a superfluid tight cryostat. In addition, the actuation bellows are paired up and the linkage

with the actuator rods is done between the bellows pair so that when the electrode is

actuated, one bellows contracts while the other expands, allowing the total length of the

combination of bellows to be fixed by external support rods, and making it possible for the

electrodes to be moved without applying pressure on the liquid and without changing the

volume of the liquid Helium container.

4.2.1 Cryogenic cooling

The operation for the high voltage test includes cryogenic considerations for the system

to be run while filled with liquid Helium at temperatures below the λ-point. The cooling

procedure for the measurement is detailed in what follows.

Once closed, the outer vacuum chamber is evacuated using a turbo-pump. During the

cool-down, the inner chamber is kept filled with 4He gas at positive pressure with respect

to atmospheric pressure, in order to limit the inflow of extraneous gas in the chamber.

In order to check the vacuum seal between the separate inner cryostat chamber and the
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outer volume, a Helium leak detector (Pfeiffer Vacuum) is set up to constantly monitor

the presence of 4He in the outer volume. Any significant increase of Helium leakage during

the cooldown process, which cannot be explained by otherwise routine handling of liquid

and gaseous Helium in the room, must be considered as a possible compromise of the inner

chamber seal and investigated as such.

Liquid Nitrogen is used to pre-cool, at a controlled rate, both the inner cryostat, through

a set of cooling tubing, and Cu heat shields to less than 100 K. The cooling rate is controlled

by manually adjusting the flow of cryogenic fluid through the system with feedback from

∼ 50 temperature sensors installed inside the cryostat. The liquid Nitrogen can then be

replaced by Helium boil-off so that the temperature of the inner cryostat and shields can

brought down further. Once cold (< 15 K), the whole inner cryostat chamber can be filled

with liquid Helium, while the Cu shield is kept connected to the active cooling with Helium

boil-off. After the initial fill, the Helium level in the inner cryostat can quickly drop due to

evaporation from residual heat present in the system. The apparatus can be refilled when

necessary from liquid supply Dewars.

The temperature of the liquid 4He can be lowered by evaporative cooling using a vac-

uum booster pump connected to the exhaust of the inner cryostat. In order to lower the

temperature of 150 L of liquid 4He from T ' 4 K (boiling temperature at LANL pressure)

to below the superfluid transition and to T ' 2 K, it is necessary to remove

∆Q ' (5× 103 mol) · [H(4 K)−H(2 K)] ' 1.5× 105 J (4.5)

heat from the bath, with H(T ) representing the enthalpy of Helium [58] summarized for

interesting values in table 4.1. In order to keep the inner cryostat volume filled with liquid,

a constant supply of liquid 4He from external supply Dewar at 4 K must replace the liquid

that has evaporated during the cooling. Typically, temperatures of T ≈ 1 Kelvin can be

achieved using evaporative cooling if the external heat load is kept to a minimum.

4.2.2 Electrodes

Inside the inner cryostat, a large central high voltage electrode (HV), round in shape and

of diameter ' 45 cm is suspended in the middle of the cryostat by insulating rods made of

G10. This electrode is effectively insulated from the rest of the cryostat and once charged,
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T (K) H (J/mol)

4 35.1
2.17 10.7

2 6.5
1.6 1.6

Table 4.1: Liquid 4He enthalpy at selected temperatures above and below the λ-point [58].

it can be left electrically floating to preserve the charge on it. Figure 4.2 shows a voltage

contour of the internal electrodes.

Figure 4.2: Finite element model of large high voltage test internal electrodes, labeled,
enclosed in the grounded cryostat case. The contours represent equipotential lines when
the HV electrode is charged and the GND electrode fully retracted.

The charge can be brought to the HV electrode from outside the cryostat by means of a

small charger (CHG) electrode, which can be moved to touch the center of the HV electrode

and can then be retracted once charged. A compact high voltage feedthrough, capable of

reaching the highest voltage provided by the external high voltage power supply of 50 kV,

connects the inner CHG electrode to the outside of the inner chamber. A second high

voltage feedthrough provides the interface between the vacuum chamber and the outside
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Figure 4.3: To-scale section drawing of HV test apparatus [57]. The large HV electrode
at the center of the device is suspended by cylindrical insulating rods and is effectively
electrically floating. The GND and CHG electrodes can be moved relative to the fixed HV
electrode to test the voltage multiplication.

power supply. Once disconnected from the high voltage power supply, the CHG electrode

can be connected to a picoammeter to measure the flow of current due to amplification.

The ground electrode (GND) is about as large in area to the HV electrode and is located

on the opposite side relative to CHG. When the GND electrode is moved in close to the

fixed HV electrode, the capacitance of the two parallel plates is maximized, and decreases as

their separation increases. The maximum capacitance that can be expected from a distance

between the two plates of 1 mm is on the order of 1-2 nF, while the smallest, achieved at

the maximal separation of ∼ 6 cm, is about 25 pF.

A fourth stand-off (SO) electrode is at a fixed distance from HV, on the same side as

the CHG electrode with CHG protruding from a hole in its center. This electrode provides

a fixed reference capacitance to measure the effect of voltage multiplication.

4.2.3 Operation

To test the voltage multiplication the CHG electrode is first brought into contact with the

HV electrode. An initial gap of ∼ 3 mm between the HV and GND is established to provide

a large initial capacitance C0 ∼ 400 pF in the variable capacitor. A high voltage power
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supply is then used to ramp up the system to an initial voltage of 15–40 kV, charging HV.

Subsequently, the CHG is quickly retracted to its resting position (6 cm away from HV) and

the voltage on the power supply ramped down to ground, while the isolated HV electrode

is floating at a high voltage.

Once charged, the HV electrode will maintain its charge so that when the GND electrode

is slowly retracted to its maximum distance from HV, and its capacitance is drastically

decreased, the charge will redistribute over the surface of HV, shared by the rest of the

capacitors in the system, resulting in an amplified voltage difference, described by Equation

4.4.

After a retraction, the GND electrode is brought back towards the HV electrode, re-

turning to the original starting position and restoring the original capacitance. Since the

charge should be conserved on the HV electrode, the voltage should also return to its origi-

nal initial value. After a retraction-return cycle, the system is in its original configuration,

allowing additional retraction measurements to be performed on the charged system.

4.2.4 Data Acquisition

The GND, CHG and SO electrodes are isolated from the rest of the inner chamber and

effective grounding paths are established through three separate picoammeters located out-

side of the cryostat that can measure the currents that flow in and out of the electrodes

inside the inner cryostat. The equivalent electrical circuit of the setup is shown in Figure

4.4. During voltage ramp-up, current flows from the high voltage power supply into the

inner chamber through the feedthrough and out through the picoammeters connected to

the GND and SO electrodes.

During the amplification process, the rearrangement of charge on the HV electrode inside

the inner chamber can be measured by looking at displacement current flow through the

picoammeters. The results of one amplification is shown in Figure 4.7. The capacitance

from the GND electrode is greatly reduced and the electrode experiences a decrease in

charge, so a negative current is measured. Inversely, the other electrodes CHG and SO

experience an increase in charge and so a positive current flows towards them.
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Figure 4.4: Equivalent electrical circuit for the set of internal capacitors in the large scale
high voltage test. Three picoammeters measure the currents flowing in and out of the
cryostat. Shown as an additional capacitor in dashed line is the effective capacitance of
the HV electrode with respect to the inner cryostat shell which is effectively grounded, but
whose current is not measured. The initial charge Q0 on the floating HV electrode is coupled
to the capacitance from the other conductors in the inner cryostat. When the capacitance
in the variable capacitor drops, the charge on HV must rearrange itself on the remaining
capacitors, resulting in a higher voltage.

4.2.5 Finite element model

A finite element model was used to study the expected amplification properties of the high

voltage test. The software tool FEMM [59] offers solutions for electrostatic problems with

simple 2D geometry or rotational symmetry and was used to create the model of the large

scale test, as shown in Figure 4.2. From the finite element model it is possible to obtain

estimates of the capacitances between electrodes. Table 4.2 summarizes the computed

capacitances between the HV electrode and other electrodes in the system, and Figure 4.5

shows the relation between the capacitance of the GND electrode and the spacing.

Component C (pF)

HV–GND 390 (3 mm)
300 (4 mm)

HV–CHG 2.6
HV–SO 6.3
HV–case 25

Table 4.2: Finite element computation of electrode capacitances, including an estimate of
the stray capacitative coupling to the conductive cryostat “case”.
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Figure 4.5: Finite element computation of the capacitance of the GND electrode with
respect to HV, as a function of electrode spacing d. Fit to the function f(d) = C0 +
εA0/(d− d0), with parameters C0 ' 6.9 pF, A0 ' 1,367 cm2, d0 ' −0.14 mm, are displayed
to show agreement with 1/d behavior for small d.
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4.2.6 Calibration

In order to estimate a value for the amplified voltage, the measured change in charge can

be used if one of the fixed capacitances is known. While the finite element model provides

a useful comparison of what the capacitances of the system are, it is possible to estimate

one of the capacitances from the current drawn during the ramp-up of voltage.

In this configuration, CHG is in physical contact with the HV electrode and high voltage

is supplied to the system from the external power supply. The voltage is ramped-up slowly

(< 1 kV/s) and smoothly as allowed by the manual operation of the voltage control. During

the ramp-up, a small displacement current flows into the system through the high voltage

feedthrough, and out through the capacitative coupling of the GND and SO electrodes.

The capacitance of the SO electrode with respect to HV is estimated from the linear

relationship

QSO(t) ∼ CSO V (t) (4.6)

between the applied voltage V (t) and the accumulated charge QSO(t) on the SO electrode.

The charge can be roughly estimated from the integral of the current measured by the

picoammeter

QSO(t) =

∫
dt ISO(t). (4.7)

Figure 4.6 shows a sample of calibration data from the ramp-up of voltage. The capacitance

of the SO electrode is estimated to be

CSO ' 5.8(1) pF. (4.8)

4.2.7 Amplification

The voltage gain from the amplification process can be calculated from the current measured

during the amplification. The GND electrode is retracted at a constant speed of vGND '
1.7 mm/s away from the HV electrode by use of an electric linear motion system. The speed

of retraction is fixed by the rotational velocity (20 RPM) of the electric motor, connected

to a screw guide of 1/5” per rotation to transform rotational to linear motion. From the

velocity and time information of the current measurement, it is possible to know the distance
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Figure 4.6: Calibration data during voltage ramp-up is used to compute the capacitance of
the SO electrode.

between the electrodes

d = d0 + vGND · t (4.9)

where d0 is the initial gap, usually of 3 mm, between HV and GND electrodes. The retraction

time for a gap of d0 = 3 mm is ∆t ' 34 s.

The amplified voltage can be calculated as a function of the integrated measured current

scaled by the reference SO electrode capacitance CSO

V (t) = V0 +
1

CSO

∫ t

0
dt ISO(t) (4.10)

where V0 is the initial voltage applied to the HV electrode from the high voltage power

supply and the integral of the current is taken over the time interval from the beginning

to the end of the retraction stroke. The amplified voltage can be mapped to the electrode

separation so that it can be compared to the expected amplification characteristics of the

system.

Figure 4.9 shows measurements of voltage amplification obtained from the measurement

of displacement current during the retraction of the GND electrode.
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from power supply.
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4.2.8 Electrical breakdown in superfluid Helium

The large scale high voltage test was carried out with the intention of measuring the break-

down voltage of the stainless steel electrodes over a large volume of superfluid Helium. The

requirements of the nEDM experiment [35] necessitate a strict limit on the probability of a

breakdown for the entire duration of the experiment. Because of this, the voltage applied

to the electrodes during the measurement must be significantly lower than the maximum

voltage that the dielectric can sustain. The dielectric in question is liquid 4He in its super-

fluid state, at an operating temperature designed to be near 0.4 K. Given the geometry and

complexity of the components of the high voltage system, it is expected that the field across

the cells will not be the maximum electric field sustained across the liquid. For instance,

the electrodes are designed to bulge out and enclose the cells in such a way that the spacing

between the two electrodes is smallest outside the cells, so that for a given voltage, the field

will be higher just outside the cell. Since the nominal value of the electric field in the cells

is E ' 74 kV · cm−1, it can signify that breakdown should occur only for fields in excess of

100 kV · cm−1.

Breakdown in liquids is not well understood, at least not to the level that breakdown

in a gaseous medium occurs [60]. This is probably due to complications arising from phase

transitions between liquid and gas, and the fact that electrical currents tend to increase the

temperature due to resistive heating, leading to phase transitions for liquids, but not for

gases. The study of breakdown in Helium is of interest because of its cryogenic properties

and its inert chemical properties. One application is as an electrical insulator and cooling

agent for superconducting coils. The study of gaseous Helium gas at low temperatures

and varying pressures has been carried out extensively [61–63]. The breakdown in gaseous

Helium is understood to originate from known Townsend processes in which electron and

ion avalanches are sustained by the ionization of neutral atoms creating a conductive path

between the electrodes. The breakdown of Helium at low densities seems to agree well

with Paschen’s law for sustainability of an avalanche [62], so that the breakdown voltage

increases if the density is increased.

The breakdown in liquid Helium has been attributed [63–65] to the presence of bubbles

in the bulk, where electrons can localize and possibly acquire enough energy from the

electric field to ionize another atom and initiate an avalanche process. Due to the low heat
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of vaporization of Helium (Lvap ≈ 80− 90 J ·mol−1 [58]), bubble formation is prominent in

liquid Helium, while suppressed in other liquids. The study of breakdown in the liquid is

then a study of the processes of nucleation of bubbles which is due to the interface between

the electrode and the liquid.

One aspect that is evident in the literature [61, 66], is the fact that impurities in the

Helium in gaseous form greatly affect the breakdown strength. This can be a concern for

the liquid case too, where impurities can freeze out on the surface of the electrode and

change the breakdown strength of the interface between liquid and conductor. This was

also noticed in the large scale test conducted at LANL, where the breakdown strength in

liquid Helium was significantly affected when an accidental large contamination of the inner

cryogenic vessel introduced air in the system so that snow was visible from the windows.

The limited set of breakdown data collected during the runs on the large scale test at

LANL is summarized in Figure 4.10 for both the normal and superfluid phases of liquid

Helium [67]. The data points collected represent the maximum electric field that could

be sustained without a breakdown observed in a period of time on the order of a minute.

Qualitatively, the data show that in the normal phase breakdown is seriously affected by

the active pumping of the Helium liquid. This can be explained from the presence of boiling

in the liquid which generally decreases the density of the liquid, but also allows for paths in

gas to form because of the bubbles. The transition to superfluid does not seem to adversely

affect the breakdown capabilities. In the superfluid regime, the bubble formation due to

boiling is suppressed due to the large heat conductivity, so pumping on the liquid Helium

does not reduce the breakdown strength in a significant way. The breakdown strength seems

to depend on the pressure of the liquid, but not directly on its temperature, or its phase.

A single data point away from thermal equilibrium was obtained by sealing off the cryostat

containing the superfluid Helium and letting the pressure build up. The increase in pressure

did not change the temperature of the Helium bath significantly and the breakdown strength

was noticeably improved.

The range of temperatures and pressures for which the large scale test was performed

was limited by the capabilities of the system. A lot of effort was expended in reducing the

heat load to the large cryostat so that temperatures near a Kelvin could be reached. The

largest sources of heat were recognized to come from the top of the cryostat, where the

inlet and outlet ports were located, so that the design of the cryostat could not be easily
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modified. In addition, no convenient way existed to pressurize the Helium bath without

increasing its temperature or risking to burst one of the many safety relief valves of the

cryostat.

A new measurement of the breakdown in superfluid Helium is underway at LANL. A

smaller “medium scale” cryostat is used, designed specifically for superfluid temperatures.

A smaller set (≈ 10 cm diameter) of electrodes are fixed in place and separated by d ≈ 1−2

cm. The electrodes are individually powered by a pair of high voltage power supplies of

opposite polarities, so that fields near E ≈ 100 kV · cm−1 can be tested without the need

of voltage amplification. A 3He evaporative refrigerator is used to cool the liquid Helium

in the cryostat to temperatures of below 1 K. The new cryostat has been demonstrated to

work at temperatures T ≈ 500 mK [68]. In addition, the volume enclosing the Helium bath

is cooled through a metal interface, so that it can be separately pressurized while being

actively cooled. The breakdown measurements obtained with this new device should bring

results that are relevant to the nEDM experiment.
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Figure 4.10: Electrical breakdown measurements for the large high voltage test setup at
LANL. The data are plotted as a function of the bath temperature (a), as well as the
pressure (b). The breakdown tests were conducted at different temperatures of the liquid
helium bath, with a gap between electrodes of d = 4 mm. One pressurized data point was
obtained by valving off the inner cryostat and letting the pressure build up.
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Chapter 5

Systematic studies using Monte
Carlo spin simulations

As the search for an EDM of the neutron reaches higher sensitivities, the study of sys-

tematic effects in the planned measurement becomes more important and necessary for the

realization of the nEDM experiment. In order to study the effects that are expected in the

measurement, a Monte Carlo simulation package was created to study interactions of spins

with magnetic fields and electric fields.

5.1 Simulations

Simulations of spin interaction with magnetic and electric fields have been implemented

for the geometry planned in the nEDM experiment. This includes the study of ultracold

neutrons and their spin as they move inside the measurement cell as well as of 3He atoms,

which experience similar fields, but can behave differently because of their different velocities

and interactions.

The Monte Carlo simulations focus on the study of the interactions with fields ap-

propriately chosen to study certain systematic effects that can arise from magnetic field

inhomogeneities and interaction with the electric field. Magnetic and electric fields which

resemble the expected experimental parameters have been studied in order to validate the

assumptions that the systematic effects were either small or well understood, or else suggest

a different approach in the choice of the experimental design parameters.
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5.1.1 Numerical Approach

The Monte Carlo simulations are carried out by tracking the classical motion of the magnetic

moment vector of a particle with spin, which is aligned to its angular momentum, in the

presence of an external magnetic field. The magnetic energy of a particle possessing a

magnetic dipole moment µ in an external magnetic field B is [31]

U = −µJ ·B
J

= −J ~ γ σ ·B (5.1)

where the vector σ = J/J is the normalized spin vector and γ the gyromagnetic ratio.

Under the influence of a magnetic field, a torque tends to align the magnetic moment vector

to the field as to minimize the energy, but because of the intrinsic angular momentum of

the particle, the effective torque makes the spin precess about the axis of the field. The

basic equation of motion for the magnetic dipole is, then given by the Bloch equation [69]

σ̇ = γ σ ×B. (5.2)

Particular solutions exist for the Bloch equation that deal with spins precessing in simple

constant fields as well as rotating fields. In the case of the constant magnetic field, it is

possible to solve the Bloch equation of 5.2 by differentiating it over time, while assuming

∂B/∂t = 0, so that

σ̈ =γ σ̇ ×B = γ2 (σ ×B)×B (5.3)

=γ2
[
(σ ·B) B −B2 σ

]
, (5.4)

where the quantity B is the magnitude of the constant magnetic field. The quantity σ ·B
does not change in time and can be considered the inhomogeneous part of the ODE. A set

of homogeneous and inhomogeneous solutions can be found for σ so that

σ = α eı̊ γ B t + β e−̊ıγ B t +
(σ0 ·B) B

B2
, (5.5)

where the values for α and β can be solved using the boundary values at time t = 0

σ0 ≡ σ(0) and σ̇(0) = γ σ0 ×B , (5.6)
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leading to trigonometric solutions. The final form of the equations of motion are

σ(t) =

[
σ0 −

(σ0 ·B) B

B2

]
cos(ω t)− σ0 ×B

B
sin(ω t) +

(σ0 ·B) B

B2
, (5.7)

where the frequency of spin precession ω = −γ B has been substituted, and the sign con-

vention has been chosen so that the rotation vector that describes the precession of the spin

vector is simply

ω = −γB . (5.8)

It is useful to note that for small intervals in time, changes to the spin vector, as described

by equation 5.7 can be approximated to be

∆σ ' γ σ0 ×B ∆t− γ2

2

[
σ0 −

(σ0 ·B) B

B2

]
∆t2. (5.9)

This second order correction can improve the convergence of numerical methods used to

compute spin precession.

Another field configuration, for which a solution to the Bloch equation can be easily

found [70] is the case of a field Brot that is rotating with some frequency ωrot in a plane

that is perpendicular to the static field B0. If B0 points along the x axis, the expression for

the total magnetic field is

B(t) = B0 x̂+Brot cosωrot t ŷ +Brot sinωrot t ẑ . (5.10)

A transformation to a rotating frame, where the rotation is about B0 and the frequency of

rotation matches ωrot, will result in the rotating field to appear stationary corresponding

to the introduction of a pseudo-field along the direction of rotation, so that the total field

is now

B′ =

(
B0 +

ωrot
γ

)
x̂+Brot ŷ . (5.11)

The solution of equation 5.7 can then be used to compute the precession of the spin vector

about B′ in the rotating frame, which can then be translated to the non-rotating frame.
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5.2 Modeling of particle motion in the cells

The systematic effects associated with the measurement of spin precession in external mag-

netic fields depend on the motion of particles in those fields, so the modeling of particle

motion and interactions in the measurement cell is an important aspect of the Monte Carlo

simulation.

Particles that are trapped in the measurement cell stay in the cell by reflecting on

the inner surface of its walls. A bouncing particle exchanges linear momentum with a

boundary wall, where the minimum momentum exchange to remain inside the cell is given

by the component of the particle’s momentum normal to the wall before the collision. In

the case of a specular reflection, the component of the incoming momentum normal to the

wall changes sign, so that

∆pmin =− (n̂ · p) n̂ (5.12)

∆pspecular =− 2(n̂ · p) n̂, (5.13)

where n̂ is the unit vector normal to the surface.

Diffuse reflections of particles from the walls are implemented in the Monte Carlo simu-

lation following considerations of general equilibrium conditions [30, 71, 72]. In equilibrium

conditions, and in absence of external forces such as gravity, the density of the phase space

of the particles in the cell is expected to be uniform and interactions with the walls should

preserve that uniformity. In order to correctly simulate wall reflections, a suitable distri-

bution must be chosen that maps the outgoing momentum to the incoming one and that

preserves the density of states.

The outgoing direction cannot be chosen from a simple uniform half-spherical distribu-

tion over Ω = 2π because the resulting density of states would not be uniform. In principle,

this is because particles that have paths with steep impact angles to the wall (i.e. large

component of velocity normal to the wall) will reach the wall faster than their counterparts.

Since all output solid angles would be as likely, this results in the loss of steep impact angle

particles being higher than the production through the diffuse process.

In general, diffuse reflections should require the flux of momentum incoming to the

surface of the wall to equal the outgoing flux of momentum to keep the phase space density
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Figure 5.1: Phase space considerations for diffuse bouncing. The number of particles of
fixed velocity v that are incident on the area dA in time ∆t and from angle θ will be
proportional to the volume dV = dA cos θ. In addition, the flux of momentum through the
same area is proportional to v · dA = v dA cos θ.

uniform. This condition is already met for specular reflections, where the normal component

of momentum is inverted. A simple implementation of diffuse reflection where the outgoing

momentum of a specular reflection is rotated a random angle φ ∈ [0, 2π] about the normal

n̂ to the surface, will also preserve the phase space because of the azimuthal symmetry of

the reflection.

Diffuse wall reflections are implemented in this work so that the direction of momentum

of the particle after reflection is not correlated to the incoming direction. The particle

direction after diffuse reflection is picked from a distribution [72]

f(θ, φ) ∝ cos2 θ dΩ = sin θ cos2 θ dθ dφ (5.14)

with angles θ and φ as “normal” spherical angles with respect to the normal to the wall so

that the outgoing flux of particle momentum equals, on average, the incoming flux. This is

because the density of phase space is assumed to be constant, so that the flux of momentum

through an infinitesimal area dA varies as cos2 θ as shown in Figure 5.1.

The outgoing angle θ can then be chosen from Equation 5.14, properly normalized so

that the total probability is unity as

3

2π

∫ 2π

0
dφ

∫ π
2

0
dθ sin θ cos2 θ = 1. (5.15)

Using uniformly distributed random numbers y ∈ [0, 1], this can be accomplished noting
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that

y =3

∫ θ

0
dθ′ sin θ′ cos2 θ′ (5.16)

=1−
(
cos−1 θ

)3
, (5.17)

so that the angle θ can be picked as θ = cos−1
[
(1− y)1/3

]
. The azimuthal angle φ is chosen

from a uniform distribution in 2π.

5.2.1 Ultracold Neutrons

Ultracold Neutrons in the nEDM cell have been simulated to travel ballistically and reflect

from the cell’s walls without loss of kinetic energy. The UCN do not interact with other

UCN or other particles in the cell, so each neutron can be simulated independently. Wall

reflections are implemented with some fixed probability of diffuse reflection per bounce.

The velocity spectrum of UCN produced by the super-thermal collisions with phonons

in the liquid Helium is expected to follow a power function so that

f(v) ∝ vk, (5.18)

where k ' 2, with maximal trapped velocities given by the Fermi potential of the holding

cell. The initial spatial distribution of the UCN is assumed to be uniform at the beginning

of the simulation, as that is the moment after the UCN fill time during which UCN are

produced via downscattering from a cold neutron beam. Because of their small velocity

and non-interaction, only gravity affects the velocity of UCN within the cell, so that the

distribution along the y axis, aligned with gravity, becomes skewed, with a higher density

of particles towards the bottom of the cell.

Although UCN are trapped inside the cell by the Fermi potential VF which allows

neutrons with velocities of a few m · s−1 to reflect from the walls and neutrons with greater

speeds to escape, the interaction is not modeled in the Monte Carlo simulation of this work,

and the walls are assumed to be impenetrable. Future studies could address the effects

of velocity dependence of neutron losses. Most of the systematic effects discussed in this

chapter depend on the neutron velocity inside the cell, so a trap lifetime that is velocity

dependent could result in the systematic effects changing with time.
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The neutron lifetime τn is an important limiting factor in the measurement of UCN

properties. The measurement cycle is, in fact, designed to maximize the sensitivity to shifts

in frequency, by choosing a measurement time adapted [35] to the lifetime of the neutrons in

the cell, which depends on the measurement geometry and material properties of the cells,

the neutron lifetime and the capture process on 3He. The Monte Carlo simulations of this

work do not include physical lifetimes, since the neutron lifetime would not be a primary

contributor to the systematic effects sought in this work. On the contrary, the simulations

focus only on UCN that are inside the measurement cell for the entire simulation period.

5.2.2 3He atoms

Atoms of 3He, in trace amounts, diffuse in a super-fluid 4He bath at temperatures well

below 1 K. The velocity spectrum of the 3He atoms is given by the Maxwell-Boltzmann

velocity distribution function in the form

f(v) =
4√
π v3

mp

v2 e−v
2/v2

mp dv, (5.19)

where vmp is the most probable speed, given by

vmp =

√
2 kB T

M?
, (5.20)

where the effective mass of 3He diffusing in liquid Helium M? ' 2.2M3 was used [73].

In this regime, the phonon number density in the bulk of the 4He bath drops rapidly

with lower temperature and 3He atoms can then travel ballistically for long periods of time

before scattering with phonons. The fractional density of 3He is low enough, on the order

of 10−10, so that collisions between 3He atoms are negligible. The mass diffusion coefficient

for 3He atoms in a superfluid 4He bath was measured to be [74]

D =
(1.6± 0.2) cm2 s−1

[T (K)]7
. (5.21)

The velocity of 3He atoms is also small enough so that the probability of scattering with

phonons in the bulk does not depend on the instantaneous velocity of a single 3He atom [75].

Rather, the mean time between phonon scattering is defined in terms of the root mean
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velocity at temperature T

vrms =
√
< v2 > (5.22)

=

√
3 kB T

M?
=

√
3

2
vmp (5.23)

as

τp =
3D

v2
rms

. (5.24)

Because of the dramatic temperature dependence of D in Equation 5.21, the mean free path

of a 3He atom in bulk liquid, if defined as

λ̄p = v̄ τp (5.25)

with the mean speed v̄ =< v >= 2 vmp/
√

(π), can be orders of magnitude different with a

temperature change of 100 mK. Table 5.1 summarizes some useful properties of 3He diffusion

at temperatures below 1 K. For Helium temperatures ∼300 mK, the mean free path of 3He

atoms becomes comparable to the size of the storage volume, so that two temperature

regimes exist. Below 300 mK the 3He atoms travel essentially ballistically, constrained by

the walls of the cell, while at temperatures above 300 mK, the mean free path can be very

short compared to the characteristic length of the cell, so that 3He atoms spend a long time

scattering in the bulk liquid and seldom reach the walls. A characteristic diffusion time for

the particle to reach a distance R can be defined [76] to be

τD =
R2

D
=

3R2

τc v2
rms

, (5.26)

where the mean collision time τc is used in order to take into account diffuse collisions with

the walls in addition to scattering from excitations in the liquid. The effective mean collision

time can be estimated from a combination of the mean time between wall collisions τw and

the mean time between scattering from excitations τp. The effective mean time between

collisions is then
1

τc
=

1

τp
+

1

τw
, (5.27)

From kinetic theory arguments, the mean time between wall collisions can be estimated from
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the frequency of collision on the inner surface of the cell. Assuming a uniform distribution

of phase space for a mono-energetic particle of velocity v moving in a volume V , the collision

rate on a section of area dA will go as

1

τw
=

dA

V

〈
v+
⊥
〉

=
dAv

4V
, (5.28)

where v+
⊥ represents the component of the velocity normal to the surface and directed

towards it, so the averaging is done over half of the full solid angle, resulting in a factor

of 1/4. Integrating over the whole inner surface area A, a mean free path independent of

velocity can be defined to be

λw = τw v =
4V

A
' 7.85 cm , (5.29)

where the dimensions of the nEDM cell (7.6×10.2×40 cm3) have been used in the evaluation.

Figure 5.2 shows the typical collision times for 3He atoms in the nEDM cell as a function

of He bath temperature.

T (mK) vmp (m/s) λp (cm)

100 15.84 2.28 · 104

200 22.39 1.26 · 102

300 27.43 6.02 · 100

400 31.67 6.96 · 10−1

500 35.41 1.31 · 10−1

600 38.79 3.33 · 10−2

700 41.90 1.05 · 10−2

800 44.79 3.84 · 10−3

Table 5.1: Kinetic properties of diffuse 3He atoms in superfluid Helium below 1 K as a
function of temperature.

In the Monte Carlo simulations the scattering with phonons is modeled so that the

direction of motion of 3He atoms after scattering is randomized and so that the speed

is picked from the Maxwell-Boltzmann distribution at every scattering event. The time

between collisions with phonons is determined by picking a time tscat from a distribution

f(t)scat =
1

τp
exp

[
− t

τp

]
dt (5.30)
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at the beginning of the simulation and after each scattering so that a scattering event can

be modeled to occur at the position of the particle at time tscat. This is repeated until the

simulation period is over. In addition, re-thermalization of the speed can be implemented at

wall reflections. In the lowest temperature regime, where T < 300 mK, the mean free path

for collisions with excitations is long enough so that 3He atoms do not get a chance to re-

thermalize and acquire a new speed of propagation for long periods of time. The process of

re-thermalization at the walls is implemented with attention to phase space considerations,

resulting in a Maxwell-Boltzmann distribution of velocities, following equation 5.19. Since

the faster atoms reach the walls before the slow ones as the frequency of collisions with the

walls is linear in v, they have a greater chance of re-thermalizing to a slower velocity and

spend a longer time traveling at the lower velocity. After many wall collisions, this would

result in a distribution of particle velocities that is skewed toward lower velocities. In order

to preserve the density of states, the Maxwell-Boltzmann distribution needs to be scaled by

an additional factor v to become

f(v) =
2

v4
mp

v3 e−v
2/v2

mp dv. (5.31)

5.2.3 Numerical Method

A Runge-Kutta numerical method is used to compute the spin precession equation of mo-

tions of equation 5.2. The method, outlined in Numerical Recipes [77], relies on the 4th

and 5th order approximations of the equations of motion, using adaptive time step com-

putation. By computing two different orders of approximation, it is possible to estimate

the error that comes from the numerical approximation at each step. This can be used to

either validate a computation, in case the error is below a chosen threshold, or alternatively

discard a computed step and require the computation to be repeated using a smaller step

which should provide the desired error.

The numerical method, as implemented in the simulation software, has been compared

against the known solutions to the Bloch equations, such as equation 5.7, to validate the

method. An additional constraint was found to be useful in the computation of spin preces-

sion, that is requiring the normalization of the unit spin vector after each numerical step.

This can be partially accomplished by replacing the first order Bloch equation 5.2 in the
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Figure 5.2: Typical times between collision for 3He atoms in the nEDM measurement cell as
a function of temperature. The small dependence of the mean free period between collisions
with the cell walls is due to the increase in average particle speed at higher temperatures.
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numerical engine with the second order equation 5.9, although efficiency concerns result in

slower overall computation when including second order corrections.

The simulation software was designed so that the numerical computation of spin pre-

cession is separate and independent of the position of the particle in the measurement cell.

The path that a particle follows in the cell does determine the magnetic field that spin will

precess about, but the path is not otherwise affected by the evolution of spin. This imple-

mentation must then ignore the magnetic force on the magnetic dipole due to gradients.

Because of the separation of geometrical computations from spin precession, the paths are

also not affected by the time steps that the numerical method chooses. This method allows

to run different simulations in which the complete paths of particles are the same, while

the magnetic and electric fields can be varied. In this case, only the path related choices

are determined by the random number generator in the code, and they include starting

position and velocity vectors, as well as all the diffuse scattering events which change the

velocity vector. Therefore, two runs that are started with the same seed but different field

parameters will line up exactly in position, for all the particles studied.

5.2.4 Cloud Computing

A run management package was developed around the simulation software to enable Monte

Carlo simulation runs to be executed in parallel to increase the overall computing power

and decrease simulation run time. Since the particles are modeled not to interact with each

other in the simulation runs, their dynamics during the simulations are determined solely

by the starting parameters and the random number generator. So it is straightforward to

split simulations with any number of particles into smaller runs with fewer particles and

run them separately.

The run management is handled over HTTP protocol using an open-source Content Man-

agement System, Drupal [78] (PHP), to interface with a relational MySQL [79] database for

the management of runs. The software was written so that the input parameter files to the

binary simulation program would be small and plain textual, which can be easily stored in

a database. The output files, on the other hand, are larger and stored using the file format

of ROOT [80], organized in TTree structures and stored on disk. The web interface offers

control of the execution of simulations with the advantage of making a graphical client avail-

able to any computer with the sole requirement of having a browser and a connection to the
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Internet. For instance, the graphical client allows programmatic generation of run param-

eters for batch execution. The web interface also provides a layer of simplification to other

pieces of software by implementing an API (Application Programming Interface) to which

computers on different networks can communicate by exchanging plain-text queries and

results over HTTP, without need of setting up sophisticated private networks or protocols.

In addition to storing simulation run metadata, the web interface is also responsible

for managing a run queue, which is spread over a pool of computing units associated with

it. Some of the computers that are local to Kellogg Radiation Laboratory at Caltech were

readily added to the pool of available computers, so that some of the processing power could

be shared, when unused. Some customization options also allow to choose the number of

processors on a single computer to dedicate to the simulation effort. As of Summer 2013,

16 processors over 3 computers are available for simulation work on the KRL network.

Since the communication between worker computers and the central database computer

is over HTTP, it is up to the worker computers to query the web API for more simulation work

and report back on the status of the work. This is advantageous because it concentrates

the complexity of the management code onto the central computer with very lightweight

scripts on the worker computers. This also reduces the need to share semi-permanent

authentication information between worker and server computers reducing possible security

issues if one of the workers were to be compromised.

To boost computing power, the simulation package is developed to include capabilities

to run on commercially available computing centers. Amazon Web Services (AWS) [81]

have been utilized for the purpose. AWS provides virtual environments of Elastic Compute

Cloud (EC2) instances for pay, where the full operating system (Linux) is available to the

customer, by means of root user access, giving great flexibility on the design of complex

systems. The cost of each individual instance (≈ $0.10 h−1 in 2013) is computed hourly, so

that the system can be used for extra bursts of computing power as needed. Different types

of instances are available to satisfy the different use scenarios, such as high-CPU, large

memory or large network capabilities. The ones preferred for the Monte Carlo simulations

were of high-CPU kind, featuring the equivalent of 20 processors as Elastic Compute Units.

The EC2 pricing is modeled in such a way that it does not matter whether the computing

is done over the course of a few days on a single instance, or all at once during the course

of a few hours on dozens of instances. In addition, if instances are not used, no additional
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fee is incurred. This has made the system really useful in cases where time sensitive results

were expected and even hundreds of processors have been involved in the simulation effort

for a short time. Another service offered is Simple Storage Service (S3) which is used to

store interim simulation output from runs that were completed on the AWS network, before

transferring them to Caltech for analysis. Deployment of these cloud instances has been

automated and consists of booting a pre-prepared instance image (stored on S3), where all

the commonly needed software is pre-installed, retrieving the latest version of the simulation

source code and compiling it on the machine and setting up the environment. The worker

instances then make requests to the central database server for work. Every time a run is

completed, the instance sends the output data files to interim storage. Finally the instance

is able to turn itself off, if no other work is available.

5.3 Spin Relaxation

A spin ensemble will be subject to spin relaxation under the influence of real-world magnetic

fields that are different in magnitude or orientation or that vary differently for different

particles. Particles that are trapped and moving in a measurement cell, for instance, will be

subject to magnetic fields of different values if the field in the cell is non-uniform. When this

happens the spins, which might have started aligned to each other, will precess to different

orientations and will no longer be aligned to each other. This can be measured as a decrease

in the ensemble polarization.

It is worth looking at two different types of relaxation, namely the longitudinal spin-

lattice relaxation with characteristic time T1, in which the spin polarization with respect to

the reference magnetic field changes with time, and the spin-spin transverse relaxation with

characteristic time T2, in which the spin-coherent polarization is measured to decrease.

5.3.1 Longitudinal spin relaxation T1

The longitudinal spin-lattice relaxation T1 represents the decay rate of the polarization

vector with respect to an externally applied magnetic field B0. The expected longitudinal

polarization as a function of storage time of a spin ensemble is

Plong ' Plong(0) exp

[
− t

T1

]
, (5.32)
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where Plong(0) is the initial polarization at time t = 0. This is under the assumption that no

external process exists that can interact energetically with the spins in the system, so that

no favorable orientation of spins with respect to the magnetic field exists. This assumption

is valid in the regime studied where the coupling between spins is negligible. Because of the

symmetry of the Bloch equation, the relaxation process would then be equivalent for both

polarizations, resulting in the expected equilibrium polarization vanishing as t → ∞ with

the spin vector being uniformly distributed over the full solid angle.

In order to simulate the longitudinal relaxation and calculate the expected value for T1

for a given configuration of fields, in the Monte Carlo simulations, spins start out aligned

with the reference magnetic field so that Plong(0) = 1. The polarization is measured after

tracking the spins for a period of simulation time T ' 10− 100 s. If the reference magnetic

field is in the x̂ direction, then the polarization can be characterized by the decaying quantity

Plong = 〈σx〉 . (5.33)

After a period of time T , a spin ensemble relaxes so that the average component of the

spin vector aligned with the reference field decreases, while the components transverse to

it grow in a way that is azimuthally symmetric. For small deflection angles, the growth of

the transverse spin components can be characterized as a normal distribution with width σ

The longitudinal relaxation process for 3He atoms diffusing in superfluid Helium has

been simulated to estimate the relaxation time T1 expected in the nEDM experiment at

various temperatures below 1 K. The longitudinal relaxation times T1 expected for UCN

are much longer than for 3He because of the lower speed of UCN.

The formalism of McGregor [82] has been used to compute the expected longitudinal

relaxation times. The expression for the relaxation rate is given by

1

T1
=
γ2

2
[SHy(ω0) + SHz(ω0)] (5.34)

where ω0 is the Larmor frequency, γ is the gyromagnetic ratio and where the field spectra

SHi for the two transverse directions in the y − z plane have been used. The spectrum for

a single direction can be simplified to

SHy(ω) = |∇By|2 Sy(ω) (5.35)
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Figure 5.3: Longitudinal spin relaxation times (T1) extracted from Monte Carlo simulations
for 3He atoms as a function of bath temperature for different uniform gradient values. The
gradient for these data is uniform and symmetric so that ∂xBx = −2 ∂yBy = −2 ∂zBz, with
the reference field B0 aligned with the x̂ axis. Each data point represents a run consisting
of 10,000 particles, so that the error bars in the figure are small (∼ 1%) compared to the
values.
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Figure 5.4: Longitudinal spin relaxation times (T1) extracted from Monte Carlo simulations
for 3He atoms as a function of bath temperature. The different simulations share the same
value of relative gradient, which is in this case (1/B0) (∂By/∂y) = 5 × 10−6 cm−1. Note
that for higher temperatures, the relaxation times depend only on the ratio between the
gradient and the holding field, as can be seen from equation 5.38 in the limit τc → 0.
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which can be computed from the spectrum of the velocity autocorrelation function

〈vx(t) vx(t+ τ)〉 =
〈
v2
x

〉
e−τ/τc (5.36)

to be

Sy(ω) =
2
〈
v2
y

〉
τc

ω2 (1 + ω2τ2
c )
. (5.37)

If the gradients for the transverse field directions are equal in magnitude, the relaxation

rate of Equation 5.34 can be simplified to

1

T1
=
|∇By|2
B2

0

2
〈
v2
y

〉
τc

1 + ω2τ2
c

, (5.38)

where the dependency on the ratio of the gradient magnitude to the reference field B0 has

been explicitly shown.

Figures 5.3 and 5.4 show the data obtained from running Monte Carlo simulations of

longitudinal spin relaxation studies for 3He atoms in the nEDM cell. In these simulations,

the particle spin vectors are started aligned with the B0 reference field and are allowed to

freely precess for a period of time. The polarization of the ensemble is measured at the

end of the run. The agreement of the simulation data with the formalism described above

is good for the higher temperature regime (T > 300 mK) where the collisions with phonon

excitations dominate and lengths of diffusion are well defined. For the lower temperatures

(T < 300 mK), the time between phonon collisions becomes longer, comparable to the

Larmor period, while the diffuse wall reflections become the principal mode of collision,

introducing more subtle effects due to the geometry of the trap that are not included in

equation 5.38.

5.3.2 Transverse spin relaxation T2

The spin-spin relaxation T2 represents the decay rate of the coherent spin polarization.

In a system where spins precess in the y − z plane about field B0 = B0 x̂ the coherent

polarization is represented by the magnitude of the transverse vector

Ptrans = 〈σy + ı̊ σz〉 . (5.39)
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In order to extract the dephasing relaxation rate from the Monte Carlo simulations

particle spins start out perpendicular to the reference field and precess for a period T under

the influence of the fields in the cell. The average quantities 〈σy〉 and 〈σz〉 can be computed

separately from the data. In addition, it is possible to rotate the mean transverse spin

vector so that



〈
σ′y
〉

0


 =


 〈σy〉 〈σz〉
− 〈σz〉 〈σy〉


 ·


 〈σy〉
〈σz〉


 (5.40)

where the quantity
〈
σ′y
〉

represents the magnitude of the polarization and the correlation

between the mean quantities is removed and the polarization error can be extracted with

ease.

It is also possible to distinguish two processes which contribute to the relaxation of the

coherent spin polarization. The first process is strictly dephasing in the precession plane,

while the second is relaxation of the spin away from the precession plane. The in-plane

dephasing can be extracted by assuming that after precessing for period T a phase angle φ

will be distributed normally about some angle φ0 so that

f(φ) =
1√

2π σφ
exp

[
−(φ− φ0)2

2σ2
φ

]
dφ. (5.41)

The width of the distribution is then used to compute the polarization

Ptrans =
1√

2π σφ

∫ ∞

−∞
dφ cosφ exp

[
−(φ− φ0)2

2σ2
φ

]
(5.42)

= exp

[
−
σ2
φ

2

]
(5.43)

and the relaxation time can be defined from the relation

1

T2
=

σ2
φ

2T
, (5.44)

with T as the measurement period.

The second process of transverse relaxation deals with spins leaving the precession plane,

so that after a period T a spread in spherical angle θ is expected. In similar fashion, the
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angle θ can be thought of as spread around an angle θ0 ' π/2 with some width σθ. This

relaxation process is related to the longitudinal relaxation T1.

The full transverse relaxation time T2 can then be computed from the combined relax-

ation process

exp

[
− T
T2

]
= exp

[
−
σ2
φ + σ2

θ

2

]
(5.45)

Since the transverse relaxation T2 is, in general, shorter than the longitudinal relaxation

T1, it is an important concern for the experimental measurement to try to minimize the

effect of relaxation and run the measurement so that the expected relaxation time is longer

T2 � T than the experimental measurement period.

Figure 5.5 shows simulation results for the transverse spin relaxation times for 3He

atoms in a uniform magnetic field gradient, as a function of temperature. The processes

of dephasing, T φ2 and that of leaving the precession plane, T θ2 have been extracted sepa-

rately from the simulation data to visualize their temperature dependence. The transverse

relaxation times become shorter, in this case of a symmetric gradient, as the temperature

of the Helium bath increases. This is because the 3He atoms experience a lowered mobility

as the mean free path is shortened from phonon scatterings resulting in a broadening of the

resonant frequency. The formalism of McGregor [82] described below is used in the figure

to compute the full transverse relaxation.

As an example of how the two relaxation processes can yield different results, it is

useful to look at two similar uniform gradients, one for which ∂xBx is large, resulting in a

symmetric gradient condition ∂xBx = −2 ∂yBy = −2 ∂zBz, and one for which a small value

∂xBx ≈ 0 and an “anti-symmetric” transverse gradient ∂yBy = −∂zBz exist. In the case

where the gradient along x is large, spins will precess at different frequencies depending on

their average x position, with frequency shifts linear in gradient strength. It is expected,

then, that the dephasing in angle φ will be significant. On the other hand, if only the

transverse components of the gradient are present, they contribute a second order shift in

the B field, of magnitude

∆B =

√
B2

0 + 2

(
∂By
∂y

r

)2

−B0 (5.46)

' 1

B0

(
∂By
∂y

r

)2

, (5.47)
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Figure 5.5: Spin relaxation times extracted from Monte Carlo simulations for 3He atoms as
a function of bath temperature. The atoms are exposed to a symmetric uniform gradient.
The two processes of transverse spin relaxation, dephasing T φ2 and out of plane relaxation
T θ2 have been extracted from the simulation data, as well as the effective transverse spin
relaxation T2. For comparison, the longitudinal relaxation times T1 are shown. Equation
5.48 has been used for the analytical T2 curve.
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Figure 5.6: Longitudinal (T1) and transverse (T2) spin relaxation times extracted from
Monte Carlo simulations for 3He atoms as a function of bath temperature. The atoms are
exposed to an anti-symmetric magnetic field gradient of the form ∂yBy = −∂zBz. In this

case, the dephasing process is small (T φ2 > 1011 s) due to a small ∂xBx gradient component,
and the relaxation time T2 is dominated by the out of plane relaxation T θ2 .
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Figure 5.7: Transverse spin relaxation times (T2) extracted from Monte Carlo simulations
for 3He atoms as a function of bath temperature, for different of uniform gradients profiles
and magnetic field strengths. In the top figure the magnetic field gradient has a symmetric
shape, while on the bottom a gradient is chosen of similar magnitude but of transverse
symmetry. The gradient magnitude is not changed as the magnitude of the magnetic field
B0 changes. The analytical curves from equation 5.48 are plotted for comparison.
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where r is the distance from the point where B = B0 x̂. In this case, the dephasing in angle

φ should occur slower than in the symmetric gradient case —assuming equal magnitude

transverse gradients— while the relaxation process akin to the longitudinal relaxation T1 of

section 5.3.1 would still exist, resulting in longer T2 relaxation times. It is possible in such

a case for the transverse relaxation time T2 to be longer than the T1 longitudinal relaxation

time, as shown in figure 5.6.

The formalism of McGregor [82] can be used to compute the transverse relaxation times

for the cases described above and for the geometry of the nEDM cells. The long rectangular

prism geometry is similar to a long cylindrical geometry, so that equation (37) in [82] can

be applied and the transverse relaxation becomes

1

T2
=

1

2T1
+

1

120

γ2 L4

D

(
∂Bx
∂z

)2

+
7

96

γ2 a4

D

(
∂Bx
∂x

)2

, (5.48)

where a is the radius of a cylinder that can be approximated by the average of the two

smallest half-sides of the rectangular prism cell, a = (Lx +Ly)/4. The temperature depen-

dent diffusion coefficient D, introduced in equation 5.21, should be replaced by a suitable

coefficient that includes wall collisions, important for low Helium temperatures. Such a re-

placement can be done by noting that the transverse relaxation time constant of relevance

is τD, of equation 5.26, where the effective collision time τc includes the mean wall collision

time, so that from equation 5.24, the relation is then

D′ → 1

3
v2
rms τc , (5.49)

where the effective collision time, inclusive of wall collisions is used instead. It is clear

that the last term of equation 5.48 does not contribute to the relaxation if the gradient

along x vanishes, so that in that case the transverse relaxation rate is simply related by

T2 = 2T1. If a gradient of the form ∂Bx/∂z is present, the relaxation is proportional to the

fourth power of the length of the cell, from the second term of equation 5.48. The longest

length of the cell is planned to be Lz = 40 cm for the nEDM experiment, so that the ratio

(Lz/a)4 ' 6.52× 103, resulting in a relaxation rate likely dominated by the gradient along

z. Figure 5.7 shows the simulation results for transverse spin relaxation for 3He atoms,

where the relaxation is dominated by the ∂Bx/∂x gradient term of equation 5.48. Figure
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Figure 5.8: Transverse (T2) spin relaxation times extracted from Monte Carlo simulations
for 3He atoms as a function of bath temperature. In addition to a uniform symmetric
magnetic field gradient, a uniform gradient of the form ∂Bx/∂z along the longer side of the
measurement cell has been included. The second term of equation 5.48 contributes to the
shorter relaxation times, as compared to the values in figure 5.7.

5.8 shows an example of relaxation times for 3He under the influence of a gradient along z

of magnitude ∂Bx/∂z = ∂Bz/∂x = 0.1µG · cm−1.

5.3.2.1 Field symmetry considerations

It is worth noting that the transverse spin relaxation rate is related [82, 83] to the charac-

teristic diffusion time τD and to the deviation in precession frequency by

1

T2
=
〈

(∆ω)2
〉
τD (5.50)

= γ2
〈

(∆B)2
〉
τD , (5.51)

and is present in the last two terms of equation 5.48, where a constant gradient is assumed

to permeate a dimension of the cell, L for instance. It is possible to relate a constant
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gradient to the field deviation for a single direction, z for instance, if the field is expressed

as

Bx(z) = B0 +Gz z , (5.52)

where Gz = ∂Bx/∂z is the constant gradient in question. The field deviation, averaged over

L, is then computed to be

〈(
∆B2

)〉
L

=
〈
B2
〉
L
− (〈B〉L)2 (5.53)

=
(
B2

0 + 2B0Gz 〈z〉+G2
z

〈
z2
〉)
−B2

0 (5.54)

=G2
z

〈
z2
〉
L

= G2
z

L2

12
. (5.55)

If the magnetic field profile in the same direction were to be quadratic, the gradient would

be linear in z instead of constant and the field could be expressed as

Bx(z) = B0 +

√
3

L
Qz z

2 , (5.56)

where Qz represents the quadratic coefficient of the magnetic field, scaled to equal the root

mean square of the gradient

〈(
∂Bx
∂z

)2
〉

=
12

L2
Q2
z

〈
z2
〉

= Q2
z . (5.57)

It is possible to compute the average field deviation for this field over the length L of the

cell to be

〈(
∆B2

)〉
=
〈
B2
〉
− (〈B〉)2 (5.58)

=

(
B2

0 +
2
√

3

L
B0Qz

〈
z2
〉

+
3

L2
Q2
z

〈
z4
〉
)
−
(
B0 +

√
3

L
Qz
〈
z2
〉
)2

(5.59)

=
3

L2
Q2
z

(〈
z4
〉
−
〈
z2
〉2
)

= Q2
z

L2

60
. (5.60)

Since the mean square gradient for the linear case is simply G2
z, equation 5.55 shows that,

given the same root mean square gradients, the rate of spin relaxation should be at least a

factor of 60/12 = 5 smaller for a quadratic gradient than a constant gradient. In addition,

an argument of symmetry comes into play in the diffusion time τD. In fact, the diffusion
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time varies as ∝ L2, but this is the characteristic time to sample the field, so that if the

field is symmetric about z = 0 then the length used in the computation of τD can be

halved, giving an additional improvement of 4 over the constant gradient case. The total

improvement in T2 for a quadratic profile over a constant gradient is ∼ 20, assuming the

same root mean gradient. It is then important to make sure that the magnetic coils are

designed in such a way to produce a field that is symmetric.

5.4 Motional v × E Field

A particle moving in a stationary electric field must experience a motional magnetic field

Bv in the particle’s rest frame. This is due to the apparent motion of the charges that

comprise the stationary electric field in a frame moving with the particle. Since Bv comes

from a Lorentz transformation of the stationary electric field, the nature of the motional

field is relativistic, but since the velocities of the particles of interest in this work (e.g. 3He

atoms and UCN) are small compared to the speed of light, the relativistic factor γ ' 1 does

not contribute to the magnitude of the field and can be neglected. In SI units the motional

field is then

Bv =
E × v
c2

, (5.61)

where only components of the velocity v perpendicular to the electric field E give rise to

the field and the motional field is perpendicular to E.

If the particle has a magnetic moment, then the spin equations of motion will be subject

to the particle’s local field

B′ = B0 +
E × v
c2

. (5.62)

If an external reference magnetic field B0 that is parallel in direction to the E field is

applied to the system, the motional field contributes a small tilt of the direction of the local

field B′ by an angle

θ ' sin θ =
Bv√

B2
0 +B2

v

(5.63)

' Bv
B0

. (5.64)

In addition, the motional field contributes to an increase in the magnitude of the local field
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in quadrature

B′

B0
=

√
1 +

(
Bv
B0

)2

(5.65)

' 1 +
B2
v

2B2
0

= 1 +
E2 v2

⊥
2B2

0 c
2
, (5.66)

where v⊥ is the component of the velocity perpendicular to the field E.

Although the speeds are generally small compared to the speed of light, the motional

field Bv due to large electric fields is not negligible, especially in systems where the ambient

magnetic field is small. For instance, a particle moving perpendicular to an electric field

E = 100 kV · cm−1 at a mere v = 1 m · s−1 will experience a motional field of magnitude

Bv ' 1.1µG. For the case of the nEDM measurement where the magnitude of the holding

field B0 ' 30 mG, the motional field Bv is large enough to affect the spin precession of the

moving particles.

A similar argument can be done for a particle moving through a stationary magnetic

field. It will experience a motional electric field Ev in its rest frame from the simple equiv-

alence of the Lorentz force in the lab frame. The motional electric field would have a

form

Ev = v ×B (5.67)

where the relativistic factor γ ' 1 has been neglected. Even though the motional field

Ev is not scaled by a factor of 1/c2, its relative strength at non-relativistic speeds is small

compared to an externally applied electric field. In fact, its magnitude in a field B0 = 30 mG

and in a reference frame moving with velocity of v = 1 m · s−1 is Ev = 3µV ·m−1, a

decisively small quantity that can be ignored.

5.4.1 Collisions

Since the motional field Bv of a moving particle depends on the direction and magnitude

of the velocity v with respect to the electric field E, a change in velocity signifies a change

in the local field of the moving particle. A reflection from a boundary wall or a scattering

collision will alter the path of a moving particle resulting in changes in the motional field. If

gravity affects the direction of motion perpendicular to a uniform electric field, the motional

field will also vary. Because the motional field is perpendicular to v and E, it will appear
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to be following the motion of the particle as it bounces in the measurement cell.

5.5 Motional spin relaxation

An interesting consequence of the motional v × E field arises for particles with magnetic

moment moving in an externally applied combination of E and B fields, whose motion is

constrained to a volume or subject to collisions. An ensemble of such particles would expe-

rience many changes in velocity with respect to the stationary E field, so that its motional

field would be constantly and abruptly varying in direction due to wall collisions. The ef-

fective magnetic field would be “tilted” in the direction of the motional field. These small

random shifts in the orientation of B will induce relaxation of the ensemble’s magnetization.

The interesting aspect of the nature of this relaxation process is that it can occur even in

a combination of E and B fields that are perfectly uniform [84].

The relaxation process can be related to the relaxation processes of section 5.3 where

the magnetic field gradients are now replaced by the motional fields. Since the motional

fields are perpendicular to E, and thus B0, the situation is similar to the case mentioned

in 5.3.2 for a vanishing component of the gradient along B0, namely ∂xBx ≈ 0, so that the

effect of dephasing, T φ2 , is small and the longitudinal and transverse relaxation times are

related by

T2 ' 2T1 . (5.68)

Figure 5.9 shows the effect of the electric field on the relaxation times for 3He atoms.

The longitudinal relaxation times can be computed from equation 5.34 of [82] with a

suitable replacement for SHy(ω0) and SHz(ω0), for shifts due to the motional field Bv. The

equivalent transverse fields can be expressed by

B̃y = − E vz /c2 (5.69)

B̃z =E vy /c
2 ,

where the reference fields B0 and E are assumed to be pointing along the x direction.

The expression for the spectrum is found [85] to be related to the velocity autocorrelation
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function

〈
B̃y(t) B̃y(t+ τ)

〉
= 〈vz(t) vz(t+ τ)〉 E

2

c4
(5.70)

=
E2

c4

〈
v2
z

〉
e−τ/τc (5.71)

where the substitution of equation 5.36 was introduced and with a similar expression for

the other transverse component. The spectrum is then

SHy(ω) =
E2

c4

2
〈
v2
z

〉
τc

1 + ω2τ2
c

(5.72)

Because of symmetry considerations, the longitudinal relaxation rate is then expressed

1

T1
=

2

3

γ2E2

c4

v2
rms τc

1 + ω2
0 τ

2
c

, (5.73)

where the substitution
〈
v2
y

〉
+
〈
v2
z

〉
= 2/3 v2

rms has been used.

In the case that a magnetic field gradient is present, along with a large E field, the

motional spin relaxation and the relaxation due to the gradient can interact differently, so

that a systematic difference in relaxation rates can be expected if the gradient field and the

motional field tend to be aligned or not, as can be seen in figure 5.9.

5.6 Geometric phase

An important systematic effect in the search for Electric Dipole Moments comes from the

interaction of magnetic moments with the motional v×E field [22]. The effect in question,

named Geometric Phase (GP), is akin to Berry’s phase [86, 87] and it alters the effective

precession frequency of magnetic moments precessing in a B+E field combination in a way

that is dependent on the relative alignment of the fields. The geometric phase has been

studied extensively for its relevance in EDM measurements [88,89], on beams [24] as well as

on particles in traps [31,90]. The systematic shift in frequency is linear in E and gives rise

to an effective false EDM for the particles in question, which looks like a physical EDM, as it

changes sign with reversal of the E field. The geometric phase affects the precession of UCN

and 3He atoms differently, due to their different kinematic properties. The measurement

of the EDM is effectively extracted from the relative frequency difference of the two spin
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Figure 5.9: Monte Carlo simulations results showing the effect of motional spin relaxation
on T1 for 3He atoms as a function of bath temperature. A uniform symmetric magnetic field
gradient with relative magnitude (1/B0) (∂By/∂y) = 5× 10−6 cm−1 permeates the cell, as
well as the electric field E parallel to B0. A noticeable variation in relaxation times between
runs with E and B aligned and anti-aligned comes from the interaction of the magnetic field
gradient with the motional field. Note that groups of values have been shifted horizontally
for clarity. The model of equation 5.73, adapted to include the relaxation due to the gradient
is shown to agree with the simulation data.
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systems, so both have been studied in simulation. Experimentally, the false EDM differs

from a physical EDM because it depends on the kinematics of the system and if variations

of experimental parameters, other than the E field, introduce systematic effects on the false

EDM itself, then it can be distinguished from a physical EDM.

As seen in Equation 5.65, the motional field will, in general, increase the effective pre-

cession frequency quadratically in E regardless of the relative alignment of the E and B

fields. This frequency shift does not result in a false EDM since it can be recognized as a

systematic shift by measuring the precession frequency of a setup where the relative align-

ment of the fields has been inverted. The EDM signal is extracted from the difference

in precession frequencies between the aligned field configuration (↑↑) and the anti-aligned

(↑↓). Considering that both configurations will introduce different shifts from the frequency

expected from precession in uniform B0 so that

∆ω↑↑ = ω↑↑ − ω0 , (5.74)

with similar expression for the anti-aligned (↑↓) case, the false EDM due to the geometric

phase can be obtained from the difference

dGP = −~
2

∆ω↑↑ −∆ω↑↓

2E
, (5.75)

where J = 1/2 is assumed from here on for the case of spin-1/2 particles. With the fields

anti-aligned, a precession shift quadratic in E would be identical as in a setup with the

fields aligned which is not characteristic of an EDM and would cancel out.

5.6.1 Origin of the false EDM

In the presence of an electric field E, the geometric phase effect arises from the precession of

spins in an inhomogeneous magnetic field where the motional v×E field Bv is non-negligible

and it adds by superposition with non-uniformities in the B field. Only the non-uniformities

in B that are perpendicular to E can produce a false EDM. When the E field direction is

inverted, the motional field changes sign and where there was once constructive interference

with inhomogeneities in the B field, resulting in a slight increase in precession frequency,

the interference is now destructive and the resulting precession is slower. An inversion
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of the particle direction of motion also switches the sign of Bv. It might be expected,

then, that averaging over the velocity distribution could effectively cancel the difference in

precession frequencies between the two E field directions, but in fact this canceling out does

not happen, as shown below.

5.6.1.1 Motion in one dimension

In a simple example the geometric phase arises for a particle moving in one dimension with-

out collisions and under the influence of a uniform magnetic field gradient. The reference

B0 and E fields are aligned with the x̂ direction and the particle can move along ẑ with

velocity vz, so that the motional field is Bv = −E vz/c2 ŷ, where the signs of E and vz

determine its direction. In the presence of a constant small field gradient, the total field in

the frame of the moving particle is given by

B(t) =

(
B0 +

∂Bx
∂z

z(t)

)
x̂+

(
∂By
∂z

z(t)− E vz(t)

c2

)
ŷ +

∂Bz
∂z

z(t) ẑ . (5.76)

Because of the motion of the particle, the field changes in time as

∂B(t)

∂t
=
∂B

∂z
vz(t) , (5.77)

so that if the field from the gradient is small with respect to B0, the total field will appear

to slightly tilt away from x̂, with an angle between the total field and B0 given by

∣∣∣∣B0 ×
(
B0 +

∂B

∂z
z(t)

)∣∣∣∣ = B2
0

√
1 +

1

B2
0

(
∂B

∂z
z(t)

)2

|sin θ| (5.78)

∣∣∣∣B0 ×
∂B

∂z
z

∣∣∣∣ ' B2
0 |θ| , (5.79)

so that a frequency of rotation can be found to be

ωr = θ̇ ' B0

B2
0

× ∂B

∂z
vz , (5.80)

where the cross product ensures that the rotation vector represents the direction of rotation

in the usual way. A rotating reference frame can now be chosen where the total field is

stationary and a pseudo-magnetic field of magnitude ωr/γ arises from the rotation. The
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pseudo-magnetic field can interfere with the motional field Bv for a gradient along the

direction of motion, ∂Bz/∂z, so that the effective field in the rotating frame is given by

B′ =B0 x̂+

(
1

ω0

∂Bz
∂z
− E

c2

)
vz ŷ (5.81)

where the sign of E determines whether the interference is constructive or destructive. The

interference does not change if the velocity of the particle vz is inverted. This results in a

shift in frequency of precession that is asymmetric for different orientations of the E field

and does not average out over the two velocity directions. The magnitude of the frequency

shift is given by

∆ω = −γ B′ − ω0 (5.82)

= −γ
(
B′ −B0

)
(5.83)

so the difference in shifts between the two B + E field alignments is

∆ω↑↑ −∆ω↑↓ = γ

√
B2

0 + v2
z

(
1

ω0

∂Bz
∂z

+
E

c2

)2

+ (5.84)

− γ
√
B2

0 + v2
z

(
1

ω0

∂Bz
∂z
− E

c2

)2

(5.85)

' − 2 v2
z E

B2
0 c

2

∂Bz
∂z

. (5.86)

As pointed out in [31], this shift in frequency does not depend on the gyromagnetic ratio

of the particle in question, but only on the magnitude of the gradient relative to the square

of B0.

5.6.1.2 Motion in multiple dimensions

Any time the total field appears to be rotating due to the motion of a particle in a trap,

the pseudo-magnetic field of the rotating frame can interfere with the motional field. Only

motion perpendicular to the reference fields contributes to a non-vanishing phase accu-

mulation, so that the difference in precession frequency shift with contributions from two
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dimensions is

∆ω↑↑ −∆ω↑↓ = − 2E

B2
0 c

2

[
v2
y

∂By
∂y

+ v2
z

∂Bz
∂z

]
(5.87)

= −2E

c2

[
v2
y

ω2
0

∂By
∂y

+
v2
z

ω2
0

∂Bz
∂z

]
. (5.88)

If the uniform gradient is symmetric so that ∂yBy = ∂zBz = −∂xBx/2, then the above

expression becomes

∆ω↑↑ −∆ω↑↓ =
v2
⊥E
B2

0 c
2

∂Bx
∂x

(5.89)

where v⊥ represents the magnitude of the components of velocity perpendicular to x̂. On

the other hand, if the gradient is anti-symmetric so that ∂yBy = −∂zBz the frequency

difference becomes

∆ω↑↑ −∆ω↑↓ = − 2E

B2
0 c

2

∂By
∂y

(
v2
y − v2

z

)
, (5.90)

so that some canceling of the effect occurs when averaged over the possible velocities as
〈
v2
y

〉
'
〈
v2
z

〉
.

5.6.1.3 Geometric phase and collisions

The arguments on the origin of the geometric phase as described above do not take into

account particle collisions during its motion, and can be valid for ballistic motion, but it

turns out that collisions can have a large effect on the geometric phase. The direction of

motion of a particle in the trap changes due to collisions with the walls or other particles,

and the geometric phase can accumulate if the field due to inhomogeneities in the magnetic

field appears to be rotating in the local frame of a particle. The classical direction of Larmor

spin precession about the B0 field provides a preferred sense of rotation for a transverse

magnetic field. If a particle follows a path that is curving around the direction of the

reference fields due to collisions, the motional field which is always perpendicular to the

velocity vector will appear rotating in the local frame of the particle. Depending on the

geometry of the magnetic field, there can also be a transverse component of the magnetic

field that is co-rotating and interfering with the motional field. The apparent rotation of

a small field Br about B0 will change its relative strength with respect to B0. This is

because, in a frame rotating about B0 at frequency ωr, where a rotating field Br appears
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to be stationary, B0 appears modified by a pseudo-field so that

B′0 → B0 +
ωr
γ
, (5.91)

and in the case in which ωr = ω0 = −γ B0, the effective field cancels B0. In the rotating

frame, the total magnetic field magnitude is

∣∣B′∣∣ =

√(
B0 +

ωr
γ

)2

+ (Br)
2 (5.92)

so that the Larmor frequency is ω′0 = −γ |B′|, where the alignment of B′ with respect to

B0 must be taken into account when the pseudo-field ωr/γ is larger than B0. Back in the

laboratory frame, the effective precession frequency shift is given by

∆ω = (ωr − ω0)− γ B′ (5.93)

= (ωr − ω0) ×
[

1− γ

|γ|

√
1 +

γ2B2
r

(ωr − ω0)2

]
. (5.94)

This form allows for cases where ωr > ω0 > 0 and the rotating field is, in essence, outpacing

the rotation of the spin vector in the same direction, as well as ωr < ω0, but breaks down

when ωr ' ω0, resulting in resonances. Because the shift is such that ωr affects the relative

strength Br/B
′ of the rotating field on the Larmor precession, the interference between the

motional field Bv and the magnetic gradient will be asymmetric if the E field is inverted,

and the geometric phase does not cancel out when the velocity is averaged between two

opposite directions of motion.

A simple scenario considered by [31, 75], for which the geometric phase effect is eas-

ily calculable for a rotating path, applies to traps of circular geometry with E and B

perpendicular to the plane of the circle, and with a gradient of circular symmetry, with

∂yBy = ∂zBz = −∂xBx/2. Considering only the particles that travel in the plane of the

circle and following garland paths along the circumference of the trap, both the motional

v × E field and the gradient field appear rotating at a constant frequency in the reference

frame of the particle. Their motion is parametrized by the radius R of the trap and the

velocity in the plane v⊥, so that the angular frequency of a rotating frame where the fields

appear stationary is ωr = v⊥/R. Equation 5.94 describes the expected shift. The rotating
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field is expressed as

Br = −
(

1

2

∂Bx
∂x

+
E

c2
ωr

)
R r̂ , (5.95)

where r̂ represents the radial vector and the reference fields B0 and E are assumed to be

parallel with x̂, and aligned or anti-aligned depending on the sign of E. The difference in

frequency shift for B + E fields aligned (↑↑) and anti-aligned (↑↓) can be expressed as

∆ω(↑↑) −∆ω(↑↓) = − γ

|γ| (ωr − ω0)×



√

1 +
(γ B

(↑↑)
r )2

(ωr − ω0)2
−

√

1 +
(γ B

(↑↓)
r )2

(ωr − ω0)2


 (5.96)

' − γ
3

|γ|
1

ωr − ω0

(B
(↑↑)
r )2 − (B

(↑↓)
r )2

2
forBr � B0 (5.97)

= − γ
3

|γ|
R2E

c2

∂Bx
∂x

ωr
ωr − ω0

. (5.98)

This expression can be used to extract the shift in frequency that is linear in E, by canceling

out shifts common to the two field settings. A false EDM signal can be extracted as

dGP = −~
2

〈
∆ω(↑↑)〉−

〈
∆ω(↑↓)〉

2E
, (5.99)

where the averaging should be done over the particle velocity distribution. For a fixed

particle speed, the frequency shift difference can be averaged over the two possible directions

of rotation, which are equally likely, to obtain a value for the false EDM as a function of

speed. Noting that the rotating field B
(↑↑)
r → B

(↑↓)
r for ωr → −ωr, the averaged frequency

shift from equation 5.97 becomes

〈
∆ω(↑↑)

〉
−
〈

∆ω(↑↓)
〉
' −1

2

γ3

|γ|

[
1

ωr − ω0

(B
(↑↑)
r )2 − (B

(↑↓)
r )2

2
+ (5.100)

− 1

ωr + ω0

(B
(↑↓)
r )2 − (B

(↑↑)
r )2

2

]
(5.101)

= − γ
3

|γ|
(B

(↑↑)
r )2 − (B

(↑↓)
r )2

2

ωr
ω2
r − ω2

0

(5.102)

= − γ
3

|γ|
R2E

c2

∂Bx
∂x

ω2
r

ω2
r − ω2

0

(5.103)

=
γ

|γ|
v2
⊥E
B2

0 c
2

∂Bx
∂x

[
1− ω2

r

ω2
0

]−1

. (5.104)

This expression corresponds to equation (19) in [31]. The false EDM can be computed from
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equation 5.99 to be

dGP '
γ3

|γ|
~

8E

ωr
ω2
r − ω2

0

[(
B(↑↑)
r

)2
−
(
B(↑↓)
r

)2
]

(5.105)

=
γ3

|γ|
~

4 c2

ω2
r R

2

ω2
r − ω2

0

∂Bx
∂x

(5.106)

In Section 5.5, the motional spin relaxation was introduced, an effect present even in the

case of perfectly uniform E and B fields. This is not the case for the systematic geometric

phase effect, since no phase will be accumulated when precessing in uniform B + E fields.

This can be shown by noticing that if the alignment of the E field to the reference B field

is the only variable changing, then a simple flip in the direction of motion will result in

the same motional Bv field. If the motional field is the only perturbing field, and assuming

that paths have equal probability, the frequency shift cancels out. In a circular orbit, the

only rotating field would be the motional field and a flip in the electric field polarization

does not change the magnitude or the frequency of the rotating field. Although spins will

precess to different orientations if the E field is inverted in the uniform fields case, the total

phase accumulated with respect to the axis aligned with B0 and E will be identical for two

particles that follow the same path, so that any angle between the spins will be due only

to off-plane components, in a completely symmetrical way. This has also been verified in

simulations.

5.6.2 Geometric phase extraction

In the Monte Carlo simulations, the geometric phase can be extracted by tracking an en-

semble of spin vectors, measuring the phase at the end of a long period T of free precession

in the test fields and comparing the result to the expected phase given a reference field B0.

In these simulations, the spins are started polarized perpendicular to the reference field, so

that

σ0 ·B0 = 0 , (5.107)

with σ0 representing the spin vector at time t = 0. In the real experiment this is achieved

using a π/2-pulse in order to rotate the particle spins, which start out aligned with B0,

into the precession plane. The phase accumulated after a period of precession T can be

computed up to modulo 2π by comparing the spin vectors σ at the end of the simulations
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with their starting orientations. The phase φ is then related by

sinφ =
B0 · (σ0 × σ)

B0 |σ⊥|
(5.108)

=
B0 · (σ0 × σ)√
B2

0 − (σ ·B0)2
(5.109)

cosφ =
σ0 · σ
|σ⊥|

(5.110)

=
B0 (σ0 · σ)√
B2

0 − (σ ·B0)2
(5.111)

where the normalizing term |σ⊥| represents the magnitude of the spin projection on the

precessing plane and is used to ensure the unit magnitude of the vectors in the expressions.

Since each particle spin at the end of the precession period is compared directly to the

spin that the particle had at the start, the initial phase is removed so that the initial spin

ensemble can be chosen to be uniformly distributed in the precession plane in order to avoid

any spurious effects from starting the spins in one orientation rather than another.

As mentioned in section 5.1.1, two simulations can be run with the same seed for the

random number generator, but for which the field configuration is different. It is then

possible to run two simulation runs, identical but for the E field pointing in opposite

directions, so that the effect of the v ×E motional field can be examined for each particle.

This has the advantage of partly separating the geometric phase effect from the transverse

spin relaxation. In fact, the transverse relaxation of a spin ensemble broadens the width of

the accumulated phase signal, as described in section 5.3.2, resulting in uncertainty in the

phase measurement. By comparing the accumulated phase pair-wise for particles that have

gone through the same path, but with different electric field orientations, the geometric

contribution of the geometric phase can be extracted using equation 5.108 to compute the

frequency difference

∆ω↑↑ −∆ω↑↓ =
∆φ(T )

T
= sin−1


 B0 ·

(
σ↑↓ × σ↑↑

)
√
B2

0 − (σ↑↓ ·B0)
2
√
B2

0 − (σ↑↑ ·B0)
2


 (5.112)

after a period T of precession. In this form, σ↑↑ and σ↑↓ represent the spin vectors for the

respective aligned and anti-aligned B + E field combinations. The cross product ensures

that an accumulated positive phase difference represents a counter-clockwise rotation in the
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plane of precession.

The frequency shift usually varies for each individual particle path simulated. In fact, for

small frequency shifts, some of the particles would gain phase angle during the precession,

while others would lose it, and only the average phase shift would be non-zero. Moreover, the

extracted value would be the same whether analyzing the particle phase pair-wise or as two

ensembles. The difference is in the narrowing of the phase measurement. For example, if a

simulation run includes a sizable gradient in the same direction of the field, such as ∂Bx/∂x

for a field B0 aligned with x, then, two particles which spend a different amount of time in

two halves of the cells with respect to x, will be exposed to two different average magnitudes

of the B field, and, apart from other effects, they will precess at different frequencies. If the

phase from these two particles is averaged, the spread in phase will add to the uncertainty

when the false EDM is extracted, as only the average value will contribute. On the other

hand, if both of these simulated particles are compared directly to corresponding particles

under different E field settings, the difference in precession frequency will cancel out.

In order to get a sensible result from the geometric phase simulations the period of

precession needs to be long enough for the diffusion processes to well randomize the motion

of the particles. A few seconds is usually all it takes to sample the space. In addition, the

period should be long enough to separate the effects of spin relaxation, which broaden the

phase distribution as

σφ ∝
√
T , (5.113)

while the systematic shift in frequency should scale linearly in time. A precession period

T ≈ 500 s was used for the simulation of geometric phase.

5.6.2.1 Theoretical formalism

The shift in frequency introduced by the geometric phase effect for particles whose motion

is confined to a measurement trap has been studied by [31, 75, 90–92], for different geome-

tries and diffusion considerations, developing a theoretical framework that can be used to

estimate the effect for the nEDM experiment. The theoretical approach relies on the use of

correlation functions to compute the systematic frequency shift proportional to E. Small

field components that are perpendicular to B0 x̂ introduce transverse rotation frequencies

noted by ωi = −γ Bi for i = y, z. It is shown in [90] that a shift in Larmor precession
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frequency can be expressed by

δω(∆t) = −1

2

∫ ∆t

0
dτ

〈
cosω0τ× [ωy(t)ωz(t− τ)− ωy(t− τ)ωz(t)] (5.114)

+ sinω0τ× [ωy(t)ωz(t− τ) + ωz(t)ωz(t− τ)]

〉
, (5.115)

where an averaging over the spin ensemble is present in the integrand that can be computed

from the correlation functions. For the geometric phase, the transverse fields of interest are

given by interference between the motional v × E field, whose components were given by

equation 5.69, and the gradient of the B field. These can be expressed as

ωy = − γ
(
∂By
∂y

y − E

c2
vz

)
(5.116)

ωz = − γ
(
∂Bz
∂z

z +
E

c2
vy

)
. (5.117)

The expression for a shift in frequency due to the interaction of a gradient and the

motional v×E field is adapted from the formalism found in [93], where the expression ∆ΩE

of equation (1) is the shift in frequency linear in E. The difference of frequencies is twice

that quantity

∆ω↑↑ −∆ω↑↓ = −γ
2E

c2

[
∂By
∂y

Sy(ω0) +
∂Bz
∂z

Sz(ω0)

]
, (5.118)

where Si(ω) is the spectrum of the velocity autocorrelation function, defined as

Si(ω) =

∫ ∞

0
dt cos(ω t)Ri(t) , (5.119)

where the velocity correlation function has been used in

Ri(t) = 2

∫ t

0
dτ 〈vi(t) vi(t− τ)〉 . (5.120)

The expression for the spectrum is found by [75] and is valid for situations in which

collisions affect the motion of the particles in the cell. It is is evaluated for motion in one
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dimension Li in [93] to be

Si(ω0) =
L2
i

4

∞∑

m=−∞

1

π2 (m+ 1/2)2

(
ω0 Li
2 vi

)2
− π2 (m+ 1/2)2

[(
ω0 Li
2 vi

)2
− π2 (m+ 1/2)2

]2

+
ω2

0 L
4
i

16 v2
i λ

2

(5.121)

where λ is the mean free path of diffusion. If the motion is collision free and reflections

from the walls of a measurement cell are specular, the mean free path λ→∞ and

lim
λ→∞

Si(ω0) =
L2
i

4

∞∑

m=−∞

1

π2 (m+ 1/2)2

1
(
ω0 Li
2 vi

)2
− π2 (m+ 1/2)2

(5.122)

=
v2
i

ω2
0

[
1− 2 vi

ω0 Li
tan

(
ω0 Li
2 vi

)]
, (5.123)

where the infinite series has been reduced using Mathematica [94]. The presence of the

tangent in the expression accounts for the many resonances in the spectrum of equation

5.122. This expression can be combined with 5.118 to produce

∆ω↑↑ −∆ω↑↓ = − 2E

B2
0 c

2

[
v2
y

∂By
∂y

+ v2
z

∂Bz
∂z

+ v2
y

tan(ω0 ∆tz)

ω0 ∆tz
+ v2

z

tan(ω0 ∆tz)

ω0 ∆tz

]
, (5.124)

where the time intervals ∆ty = Ly/2 vy and ∆tz = Lz/2 vz were introduced. An additional

factor of 2 was included in 5.124, which differs from the formalism of [93]. The modified

expression agrees with the Monte Carlo simulation data for the difference in frequencies

extracted using equation 5.112, as shown below. In addition, the first two terms of equation

5.124 are present in the expression for particles traveling at constant speed without wall

collisions, as described in section 5.6.1.2 validating the need for the extra factor.

The spectrum of equation 5.123 has been used to compute the expected frequency shift

described by equation 5.118 and compared to simulation data obtained for motion of UCN

in a 2-dimensional representation of the nEDM measurement cells. In this simulation, the

particles are constrained to move on the y − z plane perpendicular to the direction of the

magnetic and electric fields and bounce with specular reflections on a rectangular boundary

(10.2 × 40 cm2). The spectra are computed for the two possible directions of motion. The

motion is characterized by the ratio of the velocity components, which stays constant, up to

a sign, after specular reflections from the rectangular walls. The characteristic time factors

Li/vi in equation 5.123 are constant in both directions for paths that have the same slope.
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The velocity can be defined as


 vy

vz


 =


 v cosφ

v sinφ


 (5.125)

so that the spectra Sy and Sz can be defined in terms of φ, and an expression for the

geometric phase frequency shift can be found from equation 5.118 with dependence on the

velocity v and angle φ. Figures 5.10 and 5.11 show the geometric phase for motion in 2

dimensions in a holding field of B0 = 10 mG, for different UCN velocities and magnetic field

gradient symmetries. Figures 5.12 and 5.13 show the same for a field of B0 = 30 mG. The

analytical formalism agrees well with the simulation data as the resonances in the spectrum

are dominated by reflections from opposite walls. Additional features that appear in the

simulation data are due to the repetitive nature of paths that are closed. These paths occur

when the velocity components are such that the particles traverse integer numbers of cell

lengths in the same time so that

|vy|
nLy

=
|vz|
mLz

m, n ∈ N . (5.126)

Figure 5.14 shows results for UCN in 3 dimensions with diffuse wall reflections.

In order to compute the geometric phase for 3He atoms in the cell, the formalism of

equation 5.121 can be averaged over the velocity distribution of the 3He atoms. The atoms

are moving in a superfluid Helium bath kept at a temperature T < 1 K, and the distribution

of velocities will follow a Maxwell-Boltzmann distribution as seen in equation 5.19. For

velocity components perpendicular to the direction of the E field, the relation

〈
v2
i

〉
=

1

3

〈
v2
〉

(5.127)

was used to compute an effective spectrum

〈Si(ω0)〉 =
4√
π v3

mp

∫ ∞

0
dv Si(ω0, v/

√
3) v2 e−v

2/v2
mp (5.128)

where vmp, the most probable velocity depends on temperature T according to equation

5.20. The mean free path λ changes by many orders of magnitude with the temperature

of the bath, as the mean time between interactions with phonons is given by equation 5.24
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Figure 5.10: Geometric phase simulation results for UCN moving at constant velocity and
with specular wall reflections in a 2-dimensional rectangular boundary. The data are plotted
as a function of the angle between the velocity components. A symmetric magnetic field
gradient ∂yBy = ∂zBz permeates the cell. The analytical curve reflects the formalism of
equation 5.124 and agrees with the simulation data. Most of the resonances present in the
simulation data are accounted for by the analytical formula but additional features stand
out that are due to motion on closed paths in the rectangle.
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Figure 5.11: Geometric phase simulation results for UCN moving at constant velocity and
with specular wall reflections in a 2-dimensional rectangular boundary. The data are plotted
as a function of the angle between the velocity components. An anti-symmetric magnetic
field gradient ∂yBy = −∂zBz permeates the cell. The analytical curve reflects the formalism
of equation 5.124.
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Figure 5.12: Geometric phase simulation results for UCN moving at constant velocity and
with specular wall reflections in a 2-dimensional rectangular boundary. The data are plotted
as a function of the angle between the velocity components. A symmetric magnetic field
gradient ∂yBy = ∂zBz permeates the cell. The analytical curve reflects the formalism of
equation 5.124 and agrees with the simulation data. Most of the resonances present in the
simulation data are accounted for by the analytical formula but additional features stand
out that are due to motion on closed paths in the rectangle.
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Figure 5.13: Geometric phase simulation results for UCN moving at constant velocity and
with specular wall reflections in a 2-dimensional rectangular boundary. The data are plotted
as a function of the angle between the velocity components. An anti-symmetric magnetic
field gradient ∂yBy = −∂zBz permeates the cell. The analytical curve reflects the formalism
of equation 5.124.
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and is displayed in figure 5.2.

Figures 5.15 and 5.16 show the results of extraction of the false EDM due to geometric

phase from simulation of 3He atoms. It is likely that the geometric phase for the UCN

system will be smaller than for the 3He system. This is mostly due to the slower speeds at

which the UCN move in the cell, and the similarity of the two gyromagnetic ratios.

5.7 π/2 oscillatory pulse

The oscillatory field used to rotate the spins of both UCN and 3He atoms into the precession

plane, the π/2-pulse, has been modeled in order to optimize the field parameters. In this sce-

nario, spins start aligned with a reference field B0. A field that is resonating at the Larmor

precession frequency of a single species of spin is effective in rotating the spin polarization

vector. This is used, for example, in the Ramsey technique of separate oscillatory fields [43]

implemented in other free precession measurements [32, 33]. For the nEDM measurement,

the two species of spins have a similar gyromagnetic ratio γ3/γn ' 1.11, so that the pulse

of a resonating oscillating field for one of the spins would favor transitions in the other. It

is necessary, then, to apply a pulse tuned to rotate both spin species simultaneously into

the precessing plane.

The oscillatory field is perpendicular to the holding field B0, and is parametrized by the

oscillation frequency ωπ/2, its magnitude Bπ/2 and duration of the pulse τπ/2, so that the

total field can be expressed as

B(t) =





B0 x̂+Bπ/2 cos(ωπ/2 t) ŷ for t < τπ/2

B0 x̂ for t ≥ τπ/2
, (5.129)

where an additional phase φπ/2 can be added to the cosine term. This field can be separated

into a clockwise and a counter-clockwise rotating components

B(t) =




B0

0

0


+

Bπ/2

2




0

cos(ωπ/2 t)

sin(ωπ/2 t)


+

Bπ/2

2




0

cos(ωπ/2 t)

− sin(ωπ/2 t)


 , (5.130)

which, in a frame rotating at ωπ/2 appear as a stationary field and a field rotating at −2ωπ/2.
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Figure 5.15: Simulation results of false EDM from geometric phase studies for 3He atoms
in the nEDM measurement cell as a function of bath temperature. The false EDM signal
is extracted from the frequency difference between settings with E field aligned and anti-
aligned to the reference field B0. Symmetric and anti-symmetric gradients are compared
for different holding field values. The results are compared to expected values using the
formalism of equation 5.121. See figure 5.16 for a detail of the higher temperature region
of this plot.
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Figure 5.16: Detail of simulation results of false EDM from geometric phase studies for 3He
atoms in the nEDM measurement cell as a function of bath temperature. Shown here is the
temperature range of interest for the nEDM measurement, while figure 5.15 shows lower
temperatures. The false EDM signal is extracted from the frequency difference between
settings with E field aligned and anti-aligned to the reference field B0. Symmetric and
anti-symmetric gradients are compared for different holding field values. The results are
compared to expected values using the formalism of equation 5.121.
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If the rapidly rotating field is ignored in the rotating frame the expression for the field is

B′(t) '
(
B0 +

ωπ/2

γs

)
x̂+

Bπ/2

2
ŷ , (5.131)

where γs represents the gyromagnetic ratio of the species of spin and an assumption has

been made that spins precess with a frequency ω = −γsB0 , so that the apparent field

reduces the value of B0 in a frame co-rotating with the spin precession about B0. Since

the gyromagnetic ratios of the two species differ, the B0 field cannot be effectively canceled

in a rotating frame for both species, so a partial component of the field aligned in x̂ will

be present for one or both species, depending on the frequency of the rotating frame. One

possibility is to make the field in x̂, in the rotating frame, the same magnitude but pointing

in opposite directions for the two species, by picking

ωπ/2 = −2B0
γn γ3

γn + γ3
. (5.132)

Another possibility is to make the Larmor frequency due to the field in x̂ the same, using

the mean gyroscopic ratio

ωπ/2 = −B0 γ̄ = −B0
γn + γ3

2
, (5.133)

the average frequency of the two spin species. There are other possible frequencies that can

be used, and each configuration is a specific combination of the parameters Bπ/2, ωπ/2 and

τπ/2.

In general, the field Bπ/2 must be large enough to be able to rotate the polarization by

at least π/2. In the rotating frame, this means that it must have a magnitude greater than

the effective reference field perpendicular to it, resulting in the conditions

Bπ/2 ≥ 2

∣∣∣∣B0 +
ωπ/2

γs

∣∣∣∣ , (5.134)

for both spin species s. In addition, the spins must end up in the precessing plane at the

same time right after the π/2-pulse is over, so the time τπ/2 must be chosen to satisfy

x̂ · σs(τπ/2) = 0 . (5.135)
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Using equation 5.7 to compute the spin precession about the total field B′ in the rotating

frame, as in equation 5.131 with σ0 = x̂, the conditions for the spins to be in the precession

plane at the same time are

1

(B′s)2

[(
Bπ/2

2

)2

cos(γsB
′
s τπ/2) +

(
B0 +

ωπ/2

γs

)2
]

= 0 (5.136)

for both species of spin, where B′s is the magnitude of the total magnetic field in the rotating

frame as in equation 5.131.

A possible solution using the frequency ωπ/2 as in equation 5.132 results in a condition

Bπ/2 = 2B0
γ3 − γn
γ3 + γn

(5.137)

' 0.107B0 , (5.138)

where equation 5.134 has been used, and the minimum field value is chosen so that the

spins spend a longer time in the precession plane. Since, in this setting, the fields in the

rotating frame are symmetric, the conditions of equation 5.136 become

cos

(
γs

√
2Bπ/2

2
τπ/2

)
= 0 , (5.139)

for each spin species s. There is no exact solution for this set of equations, and the first time

that both spins are simultaneously a few thousandths of a radian away from the precession

plane is for Bπ/2 · τπ/2 ' 12.97 mG · s, which for a field B0 = 30 mG, constraining the

magnitude of Bπ/2 per equation 5.137 to a value Bπ/2 ' 3.18 mG, results in a period of the

π/2-pulse of τπ/2 ' 4 seconds. This long period can be reduced if the parameters are allowed

to be adjusted, allowing, for example, larger values of the oscillating field than the constraint

of equation 5.137 that can be found numerically. Furthermore, since this solution has been

found with an oscillating field approximated as a rotating field, a numerical approach should

be taken to find the best parameter combination. Table 5.2 shows a sample of the parameters

that have been found by numerical optimization and can be used for an effective π/2-pulse.

Figure 5.17 shows the effect of the application of a π/2-pulse to both species of spins

initially aligned to B0 and the x̂ axis. Since the frequency of the oscillating field is not at

resonance, some oscillations of the spin polarization are noticeable.
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Figure 5.17: Spin polarization under the influence of a π/2-pulse oscillatory field, as calcu-
lated for a holding field of B0 = 30 mG. The polarizations for both spin species start aligned
with the B0 holding field at the start of the pulse (t = 0) and rotate with some oscillations
into the precession plane during the duration of the pulse τπ/2 ' 74.459 ms. The frequency
of the pulse ωπ/2 ' 578.92658 has been chosen to reflect equation 5.132. The magnitude
of the pulse field is Bπ/2 ' 3.220 mG. The oscillations of the polarization are due to the
operation of the π/2-pulse off resonance. The spins also appear to overshoot the precession
plane during their rotation and only end up precessing in it if the pulse is turned off at the
right time.
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ωπ/2 solution ωπ/2/B0 Bπ/2/B0
γ̄ B0

2π τπ/2

−B0 γn -0.9469 γ̄ 0.308 8.518

−B0
2 γ3 γn
γ3 + γn

-0.9972 γ̄ 0.107 6.668

−B0
γ3 + γn

2
-1.0000 γ̄ 0.134 7.474

−B0 γ3 -1.0531 γ̄ 0.345 6.813

Table 5.2: Sample of parameters for the oscillating π/2-pulse numerically optimized to bring
the spins of both UCN and 3He atoms within 1/1000 of a radian in the precession plane.
Different solutions for the pulse frequency have been modeled, where the frequency is fixed
on the exact solution, while the pulse magnitude Bπ/2 and duration τπ/2 are optimized
numerically. All quantities are expressed in terms of the reference field B0 and the mean
gyromagnetic ratio γ̄, and the pulse duration is expressed in the number of precessions that
a spin with gyromagnetic ratio γ̄ would complete about the B0 field. Note that solutions
exist for the π/2-pulse frequencies that match the Larmor resonant frequency of either spin
species.

5.7.1 Ramsey separated oscillatory fields

As discussed in section 2.3.2.3, the frequency of the π/2 pulse can be kept coherent with the

spin precession of 3He atoms during a measurement of an nEDM run. The π/2-pulse can

then be used to return the 3He polarization back to the original orientation with respect to

B0, so that an accurate phase measurement of the accumulated precession phase of the 3He

spin ensemble can be performed. This would be similar to a Ramsey measurement using

separate oscillatory fields [43], where the polarization at the end of the second oscillatory

pulse depends highly on the phase accumulated during a long period of free precession.

The polarization of the 3He in the nEDM experiment could be measured by allowing some

polarized UCN to enter the cell, and measuring the capture rate.

Because the π/2-pulse is designed to simultaneously turn two species of spins into the

plane of precession, only specific combinations of parameters can be used, so varying the

frequency of the oscillating field will result in worse precession plane alignment for the

EDM measurement. One parameter that can be varied is the measurement period T of

free precession, which does not affect the initial spin alignment. By varying T by a small

amount, the phase of the 3He spins with respect to the π/2 oscillating field grows as the
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Figure 5.18: Example of the measurement of the 3He polarization after a long period
T ' 500 s of free precession in EDM measurement. The value of the polarization of 3He
spin ensemble is obtained by pulsing the π/2 field a second time after a long period T + ∆t,
so that the accumulated phase can be measured. The value T has been chosen so that a
pulsing of the π/2 field will leave the 3He spins in the precession plane, so that varying ∆t
will have the highest resolution.

difference in their frequencies, resulting in a period of oscillation of

Tbeat =
2π

−γ3B0 − ωπ/2
, (5.140)

after which the 3He spin ensemble will have precessed one full cycle more than the oscillating

field. The 3He polarization after the second π/2-pulse depends on this phase difference so

that two EDM measurements can be operated with two measurement times differing by a

small ∆T < Tbeat to compare the accumulated phase across the runs. A field of B0 = 30 mG

and a frequency ωπ/2 as in equation 5.132 results in Tbeat ' 0.19 s. Figure 5.18 shows how

the polarization after a second π/2-pulse varies with different measurement times. Figure

5.19 shows how the separate oscillatory fields technique can be used to measure the effective

magnetic field strength.

The 3He polarization can be measured by allowing polarized neutrons into the measure-
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Figure 5.19: Example of the measurement of the 3He polarization after a long period
T ' 500 s of free precession in EDM measurement. The right axis shows the polarization
of UCN and 3He spins right after the π/2-pulse rotates them into the precession plane
(P = 0). The left axis shows the polarization of 3He spin ensemble, obtained by pulsing the
π/2 field a second time after a period T , so that the accumulated phase can be measured.
The quantities are plotted as a function of deviations of the holding field B0 and the period
T of free precession is chosen so that the polarization after the second pulse nearly vanishes,
resulting in the highest resolution for changes in B0. Note that small deviations in B0 have
a small effect on the effectiveness of the π/2-pulse to rotate both spins into the precession
plane (right axis).
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ment cells after the second π/2-pulse and observing the capture signal. The UCN population

during filling can be expressed as

NUCN(t) =
PUCN

Γ3 + Γβ + Γloss

(
1− e−(Γ3+Γβ+Γloss) t

)
, (5.141)

with PUCN/V ' 0.25 s−1 cm−3 representing the production of UCN in superfluid Helium,

and the other quantities given by table 5.3. The effective capture of neutrons on 3He atoms

rate (Hz) description

Γ3 2 · 10−3 n-3He capture rate
Γβ 1.13 · 10−3 neutron β decay rate
Γloss 8.3 · 10−4 trap lifetime of ≈ 1200 s

PUCN 780 UCN production in a single cell

Table 5.3: UCN production and losses for the nEDM experiment. [35]

depends on the relative alignment of the spins so it should be replaced by

Γ′3(θ) = Γ3 (1− cos θ) , (5.142)

where θ is the angle between the spin vectors. During the initial fill (≈ 1000 s) at the

beginning of a EDM measurement run, the polarizations of the neutrons and 3He atoms

is aligned, so that the capture rate is small. A counting measurement at the end of the

period T of free precession would occur with a significant rate of capture, where θ ' π/2.

A simple counting measurement for a fixed fill time Tfill would result in a number of events

measured given by

Nmeas(θ) =

∫ Tfill

0
dtΓ′(θ)NUCN(t) (5.143)

=
Γ′(θ)PUCN

Γ3(θ) + Γβ + Γloss

(
Tfill −

1− e−(Γ3(θ)+Γβ+Γloss)Tfill

Γ3(θ) + Γβ + Γloss

)
, (5.144)

where the signal rate has been represented by Γ′(θ) ' Γ3(θ) to denote that detector ef-

ficiency, proper identification of capture events and background signals can modify this

quantity. If no identification of capture events is performed, neutron β-decay events will

contribute to the measured number. A statistically significant discrepancy from expecta-

tion in the measured event count can be attributed to an accumulation of phase during the
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period of free precession, which is related to a discrepancy in the known holding field B0.

Using a fill time Tfill ' 120 s, the expected event count for θ = π/2, including a contri-

bution of ' 25% from neutron decay is Nmeas ' 11, 000, resulting in a statistical noise of

σ (Nmeas) ' 100, or 1%. A shift in phase of ∆φ ' 2×10−2 would increase (or decrease) this

number by ∆N ' 200, so that the discrepancy would be visible. Over a measurement period

T ' 500 s, this would be equivalent to measuring a frequency difference ∆ν ' 40µHz.

The implementation of a phase measurement at the end of an EDM run would serve

to augment the frequency measurement obtained from the SQUID signal during the run.

From the proposal [35] estimate of the sensitivity of the SQUID measurement, the 3He

frequency should be known to 26µHz for the measurement period of 500 s. Since the

uncertainty of the SQUID frequency measurement is proportional to δν ∝ 1/
√
T 3, it could

be advantageous to keep the 3He spins in the precession plane, instead of exposing them to

the second π/2-pulse, and continuing the SQUID measurement for the additional ∼ 100 s

of fill time.

5.8 Dressed spin simulations

The spin dressing technique introduced in section 2.3.2.2 has been implemented in the

Monte Carlo simulations. The dressing field oscillates at a frequency ωrf ' 3000 kHz with

an amplitude Brf ' 1.3 Gauss. In the simulations the numerical integration of the spin

equations of motion adapts the time step to the large field and fast oscillations, resulting in

slower simulations than for the cases studied above. From the analysis of the runs, the mean

time step in the simulations was found to be ∆t ≈ 0.5µs and this quantity is approximately

1/500 of the Larmor period of precession about the large Brf field. This results in long

computation times, with the computing wall-clock time being a factor of ∼ 30 longer than

the simulated run time. A single set of dressed spin simulation runs can require CPU usage

equivalent to a week.

A set of Monte Carlo simulations was run to address the question of spin relaxation in

an inhomogeneous dressing field. In particular, addressing whether the addition of active

shielding of the dressing field, as introduced in section 3.3.1, affects the relaxation times.

As seen in figure 3.9, the field along the longer side of the measurement cell is expected to

become less uniform with the implementation of an active shield.
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The formalism of McGregor [82] can be adapted to compute the expected T2 relaxation

times for the case of the spin dressing. As described in [34, 91], the deviations in the

dressing field can be associated with deviations of the effective gyromagnetic ratio of the

dressing parameter. The dressing parameter of equation 2.20 changes with the dressing

field magnitude Brf so that

∆Xs =
γs
ωrf

∆Brf , (5.145)

and since the effective gyromagnetic ratio γeffs is given by equation 2.19, the changes in

dressing field magnitude will result in

∆γeffs =
γ2
s

ωrf
J1 (Xs) ∆Brf . (5.146)

The deviations in the effective gyromagnetic ratio result in a spread of precession frequencies

which is akin to the dephasing process of transverse spin relaxation T2. In particular, the

relation of equation 5.50 can be used to compute the relaxation by noting that

∆ω = γ∆B + ∆γ B (5.147)

so that the second term on the right hand side can be related to the first, relating the

changes in the gyromagnetic ratio to deviations in the static field B0

∆B0 =
∆γeffs

γeffs

B0 =
γsB0

ωrf

J1(Xs)

J0(Xs)
. (5.148)

The formalism of McGregor of equation 5.48 can be used to compute the transverse spin

relaxation to be
1

T2
' 1

120

γ2
s L

4

D

γ2
s B

2
0

ω2
rf

[J1(Xs)]
2

(
∂Bx
∂z

)2

, (5.149)

where the effective gyromagnetic ratio was substituted and only the major contributing

term to the relaxation is included.

A small set of simulations of the spin relaxation due to a non-uniform dressing field

have been carried out for 3He at a temperatures near 450 mK. The distortion of the field

expected from the active shielding of the dressing field introduces a large deviation of the

field in the measurement cells. The gradient of relevance was calculated [95] from the coil
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model introduced in section 3.3.1 to be

∂Brf

∂z RMS
' 3.2× 10−4 G · cm−1 , (5.150)

with a quadratic profile, so that the field in z is symmetric about the center of the cell and

the considerations of section 5.3.2.1 should be implemented. The resulting relaxation times

are on the order of T2 ∼ 400 s, for a temperature T = 450 mK. Dressed spin simulations

have been shown to agree with this value. This is necessarily too small for the planned mea-

surement, and the development of correction coils was necessary to restore some uniformity

to the field. This is discussed in section 3.3.3. The correction coils reduce the gradient by a

factor of 10, leading to much better relaxation times T2 & 104 s. Figure 5.20 shows a small

set of simulation results for the dressed spin relaxation.
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Figure 5.20: Transverse (T2) dressed spin relaxation times extracted from Monte Carlo
simulations for 3He atoms as a function of bath temperature. The large gradient is produced
by the distortion to the field that active shielding introduces. The addition of a small
correction coil can fix the large gradient and reduce the relaxation rate. The gradient
has a quadratic profile, and the model curves are derived from equation 5.149. Only the
contribution from the gradient in z is plotted for the model. In the simulation result for the
correction coil, the other gradients can contribute to the relaxation, resulting in a lower T2

than calculated.
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Chapter 6

Benchmarking Frequency signal
extraction

A collaborative mock-data analysis task was carried out in order to design a suitable un-

biased analysis framework for the data that will be acquired in the nEDM measurement.

A few sets of Monte Carlo data were generated using GEANT4 by a collaborator [96] for

the purpose. The analysis effort would try to extract an Electric Dipole Moment signal

from the data. The motivation for such a task was to demonstrate that a frequency sig-

nal could be extracted from the analysis of capture events of neutrons onto 3He, without

introducing spurious effects that could be confused with an EDM. A few different analysis

methodologies were carried out by other collaborators and were later compared with the

known parameters of the Monte Carlo data.

The generated data included the basic signal expected from the measurement of the

relative precession frequency of neutrons and 3He spin under the influence of a large electric

field alternatively aligned to a reference magnetic field. This technique of measurement is

introduced in section 2.3.2.1.

In this chapter a particular unbinned analysis method is outlined. It is found to be

consistent with other strategies and particularly convenient for the type of data expected

from an Electric Dipole Moment signal.

The numerical minimization tools provided by the MINUIT package, which are also

implemented in the ROOT analysis framework, prove useful to fitting for the rate parameter

using a likelihood.
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Figure 6.1: The photomultiplier spectrum for capture events in a single measurement cell
with focus on the peak ∼ 12 due to n-3He capture events. The dashed black line shows the
cut on photo-electrons used in the analysis.

6.1 Mock-data analysis

The Monte Carlo generated data consist of the response in number of photo-electrons of 8

photomultiplier tubes (PMT) attached via light guides to the cells, as well as the adjusted

arrival time of the signal. Events can be identified as originating from a particular mea-

surement cell by looking at which set of 4 PMTs has been triggered. The largest set of

mock-data includes about 109 events from 1250 separate runs.

The energy spectrum from photomultiplier response is shown in figure 6.1. On average,

the number of photo-electrons generated by n-3He capture is expected to be ∼ 12, so it is

possible to construct a fiducial cut

6 <
∑

PMT

< 18 (6.1)

to exclude part of the unwanted background events.

The generated signal includes signals from scintillation light from neutron β decay and

neutron capture on a 3He nucleus, as well as additional background signals such as cosmic

rays passing through the cells and light guides, and radiation from activated regions in the

experimental apparatus.
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One of the additional concerns motivating this analysis preparation was the possibility

of the neutron β-decay asymmetry A [37] introducing effects that would significantly shift

the extracted frequency and bias the resulting EDM. Because of this, the generated data

included a large asymmetry |A| ' 1 in order to magnify the possible effect. The asymmetry

of the decay introduces an oscillation of the light collected by the PMTs due to the phase

of the neutron spin, which is precessing at the Larmor frequency. As expected, the large

asymmetry did not bias the extraction of the frequency.

The 3He capture signal oscillates at a beat frequency reflecting the coherent precession

of neutrons and 3He spins about the same magnetic field. A small difference in precession

frequencies between the two cells represents the input EDM parameter for neutrons under

the influence of the alternatively aligned electric field.

At the beginning of the simulation both species of spins are assumed to have gone

through some mechanism by which they were rotated so as to precess perpendicular to the

magnetic field. One such mechanism is described in section 5.7. This transition period is

not included in the mock-data and only the resulting phase accrued from the rotation is

considered. The phase is supposed to be constant for all the runs and in the real experi-

mental setup should be known to be repeatable to the 10−3 radians level. One of the goals

of the mock-data test is to find out how the knowledge of the initial phase would affect the

confidence interval on the fit of the EDM signal.

6.2 Likelihood Fit

In order to estimate the input EDM parameter, an analysis using maximum likelihood was

used to fit the neutron spin precession frequency relative to the frequency of 3He spins. A

statistic is constructed using the formalism described by Cowan in [97] and the parameters

of the fit function are estimated. The frequency of oscillation of the capture rate is one of

the parameters and it is used in the estimation of the EDM. The frequencies of both cells

were studied and fitted separately, whereas the EDM signal could, otherwise, be identified

as a shift in frequency between the two cells, for a single run. This would take into account

changes in the reference magnetic field B0 between different runs, affecting both cells equally.



138

6.2.1 Rate

The expected signal from the nEDM measurement is comprised of several sources that

eventually produce some number of photon-electrons in the PMTs. The signal of interest

to extract an EDM is an Electric field dependent modulation of the n-3He capture rate, as

detailed in section 2.3. Although it is possible to identify some of the extraneous sources,

some amount of background is expected in the signal.

The rate Γ(t) ≥ 0 is defined as the number of expected events per unit time, so that the

expectation value of a measurement that spans the interval T is given by

E[N ] =

∫

T
dtΓ(t). (6.2)

A simple time-varying rate for the signal expected from neutrons can be defined for a

single neutron to be

Γn(t) = Γβ + Γ3 [1− P (t) cosφ(t)] (6.3)

where Γβ and Γ3 are the effective rates of signal from β decay and n-3He capture rate

respectively. The capture rate depends on the angle φ between spin polarizations of the

neutron and 3He atoms so that Γ3 is the capture rate for an unpolarized ensemble, while

2 Γ3 would be the maximum capture rate if the two species of spins were polarized and

remained anti-aligned. The angle between the two spin species will be modulated as the

spin polarizations precess about the same field at different frequencies, as detailed in section

2.3, so that

φ(t) = ω t+ φ0, (6.4)

where φ0 is the initial angle between the two spin polarizations at the beginning of the free

precession measurement.

The polarization term P (t) included in equation 6.3 is expected to decrease in time as

the effective coherence of the signal decreases due to the spin relaxation processes affecting

both spin species and detailed in 5.3. It can be expressed as

P (t) = P0 e
−t/T2 (6.5)

where a combined spin-spin relaxation time T2 is used in the exponential decay of the
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coherent signal. The initial polarization P0 is omitted as a parameter to the fit because of

the evident correlation to Γβ and Γ3, so that a transformation of parameters can be chosen

Γ′3 → P0 Γ3 (6.6)

Γ′β → Γβ + (1− P0) Γ3 (6.7)

to fix the initial polarization P0 = 1 and remove it as a degree of freedom.

A generalized version of the rate for the signal in the nEDM cells can be described by

Γ(t) = N(t)× [Γβ + Γ3 (1− P (t) cos[ω t+ φ0])] + ΓB(t), (6.8)

where the rate for a single neutron has been multiplied by N(t), the number of remaining

neutrons in the measurement cell, which should be decreasing exponentially in time. In

addition, a background rate ΓB was added to represent the possible sources of background

signal.

6.2.1.1 Neutrons in the cell

The number of neutrons decreases in time via n-3He capture, β decay and losses of neutrons

that do not produce signal. When fitting data the exponential decay of the neutron signal

can be explicitly added with two fit parameters, so that

N(t) = N0 e
−t/τeff. , (6.9)

where N0 represents the initial number of neutrons and τeff. the effective decay parameter,

a combination of the processes that decrease the neutron signal. To first order, the decay

parameter is related to the signal rates

1

τeff.
' Γβ + Γ3 +

1

τloss
, (6.10)

but, because the n-3He rate oscillates in time, the decay parameter τeff. will not be a perfect

representation of the signal decay rate, although this discrepancy only exists for times short

compared to the period of oscillation.

An alternative approach that removes the explicit signal exponential decay and one of
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the decay fit parameters, is to set

N(t) = N0 −Nmeas(t) (6.11)

' N0 −
∫ t

0
dt′ Γn(t′) (6.12)

and count the number of neutron events measured Nmeas before time t during the analysis.

If the source of signal comes purely from neutron processes, then, each event measured

decreases the total neutron number by one and, consequently, the rate by 1/N(t). The

initial neutron number N0, in this analysis, is generally closely related to the physical

number of neutrons in the cell at the beginning of the measurement run, but is more

specifically defined as the maximum number of neutrons that could be observed by running

the measurement for a sufficiently long time, given the experimental circumstances of the

measurement, such as losses, detection efficiency, background and more. For example, N0

would change value if a cut was performed on a data set.

If the signal contains a non-neutron source, as is the case with any background in

equation 6.8, each individual measurement cannot be assumed to decrease the number of

available neutrons by exactly 1 because once in a while a background event is expected.

This discrepancy can be accounted for if the computed integral of the neutron rate Γn(t) is

used to represent the number of neutrons measured, as it is the case for the form of equation

6.12.

6.2.1.2 Rate as probability

The rate function can be normalized to become a probability density function

ρ(t) =
Γ(t)

Ne
, (6.13)

where Ne is the expectation value

Ne = E[N ] =

∫ T

0
dtΓ(t), (6.14)

for a measurement of given rate Γ(t) and measurement time limited to T .
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6.2.2 Maximum Likelihood

The estimation of the fit parameters is performed using the maximum likelihood method

with the formalism found in [97]. A likelihood statistic for a set of data can be constructed

from a given model, based on the probability that the model describes the data. If the

model is parametrized with n parameters expressed in the vector θ, it is understood that

the parameters θ̂ that maximize the likelihood are the best estimated fit parameters for the

data set. In order to perform a likelihood analysis, an appropriate probability distribution

should be used. The probability distribution that describes the statistical outcomes of a

counting measurement is given by the Poisson distribution, which is introduced below and

applied to this analysis.

6.2.2.1 Poisson Distribution

The Poisson distribution can be used to estimate the likelihood of a particular measurement

as originating from a parent distribution function. If a counting measurement is performed,

the probability of measuring exactly k events, given that λ = E[k] are expected

Pk(λ) =
λk e−λ

k!
, (6.15)

and is defined for non-negative real values of λ and non-negative integer values of k.

The probability distribution is normalized so that the following expressions are true,

∞∑

k=0

Pk(λ) = 1 (6.16)

∫ ∞

0
dλPk(λ) = 1 (6.17)

The first condition normalizes all possible measurement outcomes by assuring that for a

given value of expected events λ > 0, a number k ∈ N0 events will be measured with finite

and normalized probability. Only the special case for which no event is expected, λ = 0,

does not allow any possible measurement outcome except for k = 0. The second condition

normalizes the expectation value, showing that for a fixed number of measured events k,

there is a continuum of expectation values λ ∈ [0,∞) that could produce the outcome with

the Poisson distribution as probability density function in λ.
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In addition, the condition 6.17 can be used to draw a probability density function in

time if the expected value of the measurement is given by the integral of a rate Γ(t) as

in equation 6.2. Noting that dλ = dtΓ(t), the resulting normalized probability density

function of the measurement time t is

ρk(t) = Γ(t)
λk e−λ

k!
, (6.18)

In this form, the probability is expressed as the probability, per unit time, of measuring

exactly k events within time t + dt. This functional form of the Poisson probability is

valuable if the rate varies quickly in time and if k is small.

If no events are measured during an interval in time, equation 6.18 reduces to

ρ0(t) = Γ(t) e−λ(t), (6.19)

for k = 0. This form represents the probability distribution function of intervals between

stochastic events, which is used in the unbinned analysis described in 6.2.4.

6.2.3 Binned likelihood

Given an interval in time ∆t, the rate function can be used to compute the number of

expected events

λ =

∫

∆t
dtΓ(t) (6.20)

and if a number k of events is measured, the probability of such occurrence can be calculated

using equation 6.15.

A set of data that spans an interval T can be binned in Nbins intervals in time, of

duration ∆t = T/N each. The total likelihood of the data set is found by multiplying

together the Poisson probabilities of all bin contents

L =

Nbins∏

i=1

P (ki, λi) =

Nbins∏

i=1

λkii e
−λi

ki!
. (6.21)

where ki is the number of observed events in time bin ∆ti and λi the expected number

of events for the same bin, which depends on the parameters of the generating rate. The
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logarithmic likelihood is useful when dealing with small probabilities

logL =

Nbins∑

i=1

[ki log(λi)− λi − log(ki!)] . (6.22)

The maximum possible likelihood L̂ for a given binned data set k = {k1, k2, . . . , kN} is

found by maximizing the likelihood at each bin

∂(logL)

∂λi
→ 0 λ̂i = ki, (6.23)

and since this quantity depends only on the data set and not on the parameters in the model,

it can serve as reference to compare the likelihood obtained from the fit. The maximum

likelihood ratio Λ = L/L̂ can be defined to be

log Λ = logL− log L̂ =

Nbins∑

i=1

[
ki log

(
λi
ki

)
− (λi − ki)

]
(6.24)

=

Nbins∑

i=1

ki log

(
λi
ki

)
+Nobs −Ne, (6.25)

where Nobs is the total number of events observed in all bins and Ne the expectation value

of the total number of events.

The maximum likelihood study of a binned data set can be used to search for the best

fit parameters θ of a generating rate Γ(t; θ). As the rate parameters vary, the expected

number of measured events λi in each bin changes thus changing the bin likelihood and

the likelihood of the whole data set. The parameters can be varied until the maximum

likelihood is reached.

6.2.3.1 Normalization of the fit function

If the parameter space for the model rate Γ(t; θ) contains a normalizing constant factor

θN ∈ θ such that

Γ(t; θ)→ θN Γ′(t; θ′), (6.26)



144

with θ′ = θ−{θN}, then the associated likelihood function, equation 6.22, is maximized for

∂ logL

∂θN
=

Nbins∑

i=1

[
ki
θN
− λ′i

]
→ 0, (6.27)

so that θN = Nobs/N
′
e, the ratio between the number of observed events and the number of

events expected from the rate Γ′(t; θ′) during the measurement period T . The normalization

factor does not, then, affect the likelihood of the fit. It is useful to isolate the normalization

parameter and compute it in order to simplify and speed up the numerical maximization of

the likelihood.

In addition, the fact that the maximed likelihood coincides with the number of events

expected equaling the number of events measured is used below in the arguments concerning

the unbinned likelihood analysis.

6.2.4 Unbinned likelihood

The arguments in section 6.2.3 should be valid regardless of how a data-set is binned. This

is because of the normalization conditions of the Poisson distribution which allow for the

likelihood to be correctly computed without bias on the number of expected or observed

events. On the other hand, choosing an inappropriate bin size for the data set can hide

parameter sensitivity or introduce a bias. If, for example, a parameter such as ω in equation

6.3 defines oscillations in the expected number of events, the size of a bin needs to be small

compared to the period of oscillation, otherwise, the oscillations would be hidden within

the bin and the sensitivity of the likelihood to ω will be negligible.

Although it is possible to shrink the bin size to increase the sensitivity to oscillations,

the number of events per bin can decrease significantly, to the point where most of the

bins contain not a single event. If this is the case, the binning is no longer well defined

because of the many empty bins, and the number of degrees of freedom of the data set,

usually associated with the number of bins, can be misinterpreted and be larger than the

total number of events measured. This can bias the estimation of parameter error from the

data.

An alternative to using a binned likelihood analysis, that does not suffer from the small

event counts and is potentially less biased, is analyzing the data unbinned. The unbinned

likelihood is computed for individual events and can be equivalently thought of as the
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likelihood of intervals in time between two consecutive events. This follows the probability

density function described by equation 6.19. This form, together with the normalizing

condition derived from equation 6.27, results in the total log-likelihood function for unbinned

events of the form

logL =

N∑

i=1

log Γ(ti; θ), (6.28)

for rate parameters θ, where the rate is evaluated at each time ti. This is equivalent

to binning the events in N bins of variable width given by the interval in time between

consecutive events. The probability distribution function derived from the rate in section

6.2.1.2 can be used directly to compute the unbinned likelihood. As expected, the maximum

likelihood achieved from the individual events reveals the parameters of the fitting function

which most plausibly describe the data. In this case, the number of degrees of freedom is

computed from the total number of events measured.

6.2.5 Coverage

The task of fitting a parameter space θ to data must be linked to the considerations of

confidence intervals to determine the significance of the analysis and assign a value of error

to the fit parameters. [97–99]. The confidence interval, or coverage probability C, is defined

as the fraction of times that the parameter range defined by the estimated parameter, θ̂i,

of a given set of data and the errors on the parameter, contains the true parameter

θ0 ∈ [θ̂i + ∆θ−i , θ̂i + ∆θ+
i ], (6.29)

where the parameter errors ∆θ±i can be calculated. Usually, the errors on the parameter

are chosen as to cover a pre-determined fraction C of parameter values.

For example, if a measurement in x is expected to be Gaussian distributed, with the

estimated mean value x̂ and the known width σx, the probability density function is

f(x) =
1√

2πσx
exp

[
−(x− x̂)2

2σ2
x

]
, (6.30)

so the true parameter x0 will be x0 ∈ [x̂− nσx, x̂+ nσx] with a probability given by the

coverage C. Table 6.1 summarizes the first few confidence levels, as well as the equivalent
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log-likelihood difference of the Gaussian measurement x, defined as

∆ logL = −(x− x̂)2

2σ2
x

= −1

2

(
∆x

σx

)2

. (6.31)

The confidence interval of the Gaussian distribution measurement is given by the width

parameter σx, the coverage of the range is consistently C ' 68.3% and does not vary with

the mean parameter x̂ of the measurement.

∆x C (%) ∆ logL

1σx 68.27 −0.5
2σx 95.45 −2
3σx 99.73 −4.5

Table 6.1: Coverage C for the normal distribution at a distance of nσx along with the
corresponding likelihood difference.

If a measurement obeys the Poisson distribution, the coverage can be computed from

the likelihood ratio, log Λ = ∆ logL, if an appropriate error range is defined. A parallel

can be drawn to the Gaussian distribution and a confidence interval can be defined as the

range where the likelihood difference is ∆ logL ∈ [−1/2, 0] and is expected to have the

same coverage as long as the measured value k in the Poisson distribution is large. In fact,

if the confidence intervals are calculated from the likelihood difference

∆ logL(∆λ) = k log

(
k + ∆λ

k

)
−∆λ, (6.32)

where ∆λ = λ − k represents the distance from the estimated parameter λ̂ = k, and used

with the prescription for the likelihood differences of table 6.1, then a range for which the

real parameter

λ0 ∈
[
λ̂+ ∆λ−, λ̂+ ∆λ+

]
(6.33)

can be computed. Since measurements in the Poisson distribution assume integer values

so that each measured k will be associated to different intervals as seen in table 6.2, the

estimated parameter will also be restricted to integer values and the confidence interval

cannot be determined by a trivial function of the real parameter λ0 and must be computed
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numerically from

C(λ0) =
∞∑

k=0

λk0 e
−λ0

k!
×





1 if λ0 ∈
[
λ̂min, λ̂max

]

0 otherwise

. (6.34)

The result of this calculation is shown in figure 6.2 and is inspired by the figure in [99]

of the same. The discontinuities from the discrete observables are evident for small values

of λ0 revealing that the confidence intervals calculated with a fixed interval ∆ logL can

be affected systematically by the true parameter λ0. Asymptotically, the coverage for the

Poisson distribution confidence intervals approaches the value expected from the intervals

found in the Gaussian model, as shown in table 6.1.

k λmin λmax

0 0 0.5
1 0.3 2.36
2 0.9 3.77
3 1.58 5.08
4 2.32 6.35
5 3.08 7.58
6 3.87 8.79

Table 6.2: Confidence intervals for the Poisson distribution of different measured values k,
as calculated using equation 6.32 for a value ∆ logL = −1/2. The intervals define error
ranges around the estimated parameter λ̂ = k.

6.2.5.1 Coverage for the unbinned likelihood

The same coverage arguments can be applied to the unbinned likelihood analysis of section

6.2.4. The coverage can be computed from the distribution function of intervals between in-

dividual events of equation 6.19. In this case a confidence interval around the best estimator

for the rate, Γ̂ = 1/∆t, can be defined from the likelihood ratio as

∆ logL = log(Γ̂ + ∆Γ)−
∫

∆t
dt(Γ̂ + ∆Γ)−

(
log Γ̂−

∫

∆t
dt Γ̂

)
(6.35)

= log (1 + ∆Γ∆t)−∆Γ∆t . (6.36)
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Figure 6.2: Coverage of the confidence intervals of the Poisson distribution as a function
of the true parameter λ0. The intervals are computed using equation 6.32 with the same
likelihood intervals, ∆ logL, set by the Gaussian coverage, summarized in table 6.1

Given a fixed interval of likelihood ∆ logL, the quantity x ≡ ∆Γ ∆t can be solved for,

independently of Γ0 or ∆t. The two solutions x± yield the confidence interval in rate

Γ0 ∈
[
Γ̂ +

x−

∆t
, Γ̂ +

x+

∆t

]
. (6.37)

This interval can be expressed as a confidence interval in time for which the real rate

parameter Γ0 is contained

∆t ∈
[

1 + x−

Γ0
,

1 + x+

Γ0

]
. (6.38)

The coverage can be computed using the intervals in time from the probability distribution

function of equation 6.19

C =

∫ (1+x+)/Γ0

(1+x−)/Γ0

dtΓ0e
−Γ0t = e−(1+x−) − e−(1+x+). (6.39)

Because the coverage is not dependent on the real rate parameter Γ0 but only on the values

x± that correspond to the choice of ∆ logL, the desired confidence interval can be obtained

by numerical solution. Table 6.3 contains the numerical solutions for the first few likelihood

that have the same coverage C as the Gaussian model of table 6.1. The likelihood confidence

interval ∆ logL can be used when searching for the parameters that maximize the likelihood,
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in order to obtain an estimate of the error of the fit parameters. The errors in a parameter

are defined from the points in parameter space where the likelihood is ∆ logL away from

the maximum likelihood that can be found.

x− x+ C (%) ∆ logL

−0.73 1.5 68.27 −0.584
−0.96 3.88 95.45 −2.293
−1 7.13 99.73 −5.032

Table 6.3: Coverage C of the unbinned likelihood constructed from intervals between consec-
utive events, numerically computed using equations 6.35 and 6.39, with confidence intervals
comparable to the Gaussian counter-parts of table 6.1.

6.3 Goodness of Fit

A goodness of fit test should be performed to determine the statistical significance of the

fit. For the case of the method of least squares, where the prior distribution is known or

assumed to be Gaussian, the χ2 statistic offers a solid method to test the fit result. In this

case, the likelihood from the Gaussian probability function is used directly [97] to compute

χ2 = −2 logL =

N∑

i=1

(xi − x̂)2

σ2
i

. (6.40)

A similar statistic can be constructed for a counting measurement following the Poisson

distribution, which can be used in the analysis of binned data. The likelihood ratio defined

in equation 6.24 tests how well the model fits a data set of observed values with respect to

the maximum possible likelihood that those observed values could achieve. With the same

prescription as equation 6.40, the goodness of fit can be constructed

χ2 ' −2 logL =

N∑

i=1

[
ki log

(
λi
ki

)
− (λi − ki)

]
, (6.41)

at least for cases in which the mean value λ� 1, when the Poisson distribution approaches

the Gaussian distribution.

For values of λ that are small, the maximum likelihood ratio of a Poisson-distributed

sample is not independent of the mean value λ, so equation 6.41 is not a good candidate for

a goodness of fit statistic. This can be seen by computing the mean value for the expected
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Figure 6.3: Mean log-likelihood ratio expected from Poisson distributed observables, as a
function of the expected value λ. For large values of λ, this value agrees with the value of
1/2 expected from the Gaussian example.

likelihood ratio as

〈− log Λ〉 = −
∞∑

k=0

λk e−λ

k!

[
k log

(
λ

k

)
− (λ+ k)

]
, (6.42)

the values of which are pictured in figure 6.3, where the asymptotic behavior in λ → ∞
agrees well with the value expected from the least square goodness of fit of a Gaussian

distributed measurement.

Instead of using the Poisson distribution to compute the goodness of fit of an ensemble

of pre-determined fixed width bins, some of which might contain few or no events, it is

possible to look at the time between individual events and compute the goodness of fit from

the likelihood of those intervals. This is similar to choosing variable bin widths so that each

bin contains exactly one event. With the probability distribution function of the intervals

between events defined by equation 6.19, and the likelihood ratio of the measurement given

by the standard Poisson distribution with fixed k = 1, on average the likelihood ratio will

be

〈− log Λ〉 = −
∫ ∞

0
dtΓ e−Γt ( log Γt− Γt+ 1 ) = γE, (6.43)

where the γE = 0.577216... is the Euler gamma, which does not vary with the rate. There-
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Figure 6.4: The log-likelihoods of individual time intervals between consecutive events in
a random sample, scaled by the factor −1/γE, are distributed following the χ2 distribution.
For ease of visualization and comparison, the logarithm of the log-likelihoods is plotted.

fore, a statistic

χ2 = − 1

γE
log Λ (6.44)

can be used to test the goodness of fit. That is, the likelihoods computed for each time

interval between events follow a χ2 distribution, as shown in 6.4.

6.4 Mock analysis study

The analysis of the mock data is carried out using the formalism described in this section.

The fit parameters θ are estimated by maximizing the unbinned log-likelihood, computing

the likelihoods of individual events with respect to a test generating rate Γ(θ, t). This

likelihood statistic is shown to have coverage given by values in table 6.3, so it is possible to

set the error definition in the maximizer so that ∆ logL = −0.5841 to compute the standard

confidence interval parameters errors.

In addition, the goodness of fit is computed on the data set using the χ2 statistic

computed from the likelihoods with equation 6.44. Since the data set does not need to be

re-binned in order to compute the goodness of fit, the χ2 statistic can be computed directly

right after the maximum likelihood is found. The goodness of fit statistic only requires that
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the expected number of events in each variable sized bin of width ∆ti is calculated using

equation 6.20. Thus, this quantity can be computed for the same intervals in time used in

the likelihood maximization, resulting in a goodness of fit valid for the data set used in the

fit.

After cuts on the PMT energy deposition, as in equation 6.1, each Monte Carlo run

consists of roughly 2.1 · 105 events per cell. Figure 6.5 shows the signal from a single run,

which is modulated in time at a frequency of ' 9.9 Hz and decreases exponentially with

time, leaving few events per bin at late times.

The ROOT analysis framework is equipped with minimization routines derived from

MINUIT which were used to estimate the fit parameters in the mock analysis. Table 6.4

summarizes the fit parameters estimated from the analysis of each individual run and sub-

sequently recombined. The observed shift in frequency, as calculated from the fit parameter

ω in the two different cells, was extracted to be

∆ω = ω↑↑ − ω↑↓ = (−1.52± 0.99)× 10−6 rad · s−1 . (6.45)

The extracted EDM signal is then calculated from the electric field magnitude E = 74 kV · cm−1

given by

dn = −~
2

ω↑↑ − ω↑↓
2E

' (3.4± 2.2)× 10−27 e · cm . (6.46)

This agrees with the input value of the EDM parameter, which was set to dn = 3.3 ×
10−27 e · cm.

If the initial phase φ is known to be repeatable to a level of a 1/1000 of a radian, then

the parameter φ can be removed from the fit parameters and the error on the frequency

improves by a factor of
√

2. The initial phase of the scintillation signal represents the

difference in accumulated precession phase between the neutron and 3He spins at the end

of the π/2 pulse.

6.4.1 Goodness of fit

The goodness of fit test described in section 6.3 was applied to the fit results of the mock-

data analysis. The χ2 statistic of equation 6.44 has been used to find the probability that

the analyzed data set actually has, as parent distribution, the distribution offered by the
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Figure 6.5: Monte Carlo events for a single mock-data run (∼ 2 · 105 events) plotted over
time in bins of fixed width (7 ms ' 1/14 T ) together with the expected events from the
model rate with parameters which best fit the events in the run. The three plots show the
event rate at the start of the run (a) and later times (b,c).
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cell 1 cell 2
par err par err

N0 2.264 · 105 5.3 · 100 2.264 · 105 5.3 · 100

Γβ 9.408 · 10−4 4.2 · 10−7 9.404 · 10−4 4.2 · 10−7

Γ3 2.976 · 10−3 5.0 · 10−7 2.976 · 10−3 5.0 · 10−7

ω 61.62685202 7.0 · 10−7 61.62685354 7.0 · 10−7

φ −2.618 1.7 · 10−4 −2.618 1.7 · 10−4

1/T2 3.150 · 10−4 5.8 · 10−7 3.152 · 10−4 5.8 · 10−7

ΓB 1.000 · 10−2 1.5 · 10−5 1.000 · 10−2 1.5 · 10−5

Table 6.4: Fit parameters estimated from the 1250 runs which comprise the mock-data set,
for each cell. The electric field configuration is different between cells, with cell 1 having
the E field aligned to the magnetic field B0 and cell 2 anti-aligned, resulting in a difference
in precession frequency ∆ω ' −1.52(99) · 10−6 rad · s−1 between the cells.

model rate with the best fit parameters. This can be found by computing the cumulative

distribution function of the χ2 distribution with a number of degrees of freedom given by

n.d.f. = N − nθ, the difference between the number of events in the run and the number

of free parameters nθ. Figure 6.6 shows the probabilities obtained for each individual run

and for each cell. Because of the large number of degrees of freedom, these quantities all

represent reduced χ2 not far away from unity. The distribution of probabilities should be

uniform if the χ2 is statistically distributed. The results from fitting the mock data show

that the probability distribution is skewed towards the lower probability. This can signify

that the fit function, if properly minimized, does not capture all of the characteristics of

the generating function.
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Figure 6.6: The distribution of probabilities obtained from the χ2 statistic for each in-
dividual run in the mock-data set. The probabilities are computed from the cumulative
distribution function of the χ2 distribution. The expected shape of the curve is a uniform
distribution.
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Chapter 7

Summary

The proposed neutron EDM measurement is set out to provide an important test of the

fundamental symmetries of the Universe. At the planned sensitivity, the experiment should

offer evidence of new sources of CP violation and give insight to the problem of baryon

number asymmetry and the concept of baryogenesis.

Some of the challenges of the new experiment have been introduced and described in

this manuscript. They include the generation of a large electric field (E ' 74 kV · cm−1) in

a liquid Helium bath at superfluid temperatures (T ' 0.5 K) and the construction of coils

to provide a magnetic field that is uniform over the size of the measurement cells (40 cm).

For the measurement to achive the planned sensitivity, systematic effects arising from

the Geometric Phase need to be well understood. The study of the systematic effect needs to

be performed before the construction of the experiment, to make sure that the experimental

configuration is chosen appropiately to mitigate the effect, as well as when the experiment

is built and the magnetic field profiles can be measured, to further lower the error of the

systematic effect. In order to study the systematic effects, Monte Carlo simulations have

been advantageous, as they allow the focus to start on the simplest models of the interaction

of spin with the magnetic and motional fields, and introduce and study more interesting

scenarios as desired. Part of the work in this manuscript was aimed at developing software

and production systems that would allow for the generation and analysis of statistically

significant samples of Monte Carlo data to study the problem. This entailed the use of

parallelization of the simulation program to be run on many computer cores, augmented by

the availability of commercial cloud computing resources.
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