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Abstract

Motivated by recent MSL results where the ablation rate of the PICA heatshield was over-predicted,

and staying true to the objectives outlined in the NASA Space Technology Roadmaps and Priorities

report, this work focuses on advancing EDL technologies for future space missions.

Due to the difficulties in performing flight tests in the hypervelocity regime, a new ground

testing facility called the vertical expansion tunnel is proposed. The adverse effects from secondary

diaphragm rupture in an expansion tunnel may be reduced or eliminated by orienting the tunnel

vertically, matching the test gas pressure and the accelerator gas pressure, and initially separating

the test gas from the accelerator gas by density stratification. If some sacrifice of the reservoir

conditions can be made, the VET can be utilized in hypervelocity ground testing, without the

problems associated with secondary diaphragm rupture.

The performance of different constraints for the Rate-Controlled Constrained-Equilibrium (RCCE)

method is investigated in the context of modeling reacting flows characteristic to ground testing fa-

cilities, and re-entry conditions. The effectiveness of different constraints are isolated, and new

constraints previously unmentioned in the literature are introduced. Three main benefits from the

RCCE method were determined: 1) the reduction in number of equations that need to be solved to

model a reacting flow; 2) the reduction in stiffness of the system of equations needed to be solved;

and 3) the ability to tabulate chemical properties as a function of a constraint once, prior to running

a simulation, along with the ability to use the same table for multiple simulations.

Finally, published physical properties of PICA are compiled, and the composition of the pyrolysis

gases that form at high temperatures internal to a heatshield is investigated. A necessary link

between the composition of the solid resin, and the composition of the pyrolysis gases created is

provided. This link, combined with a detailed investigation into a reacting pyrolysis gas mixture,

allows a much needed consistent, and thorough description of many of the physical phenomena

occurring in a PICA heatshield, and their implications, to be presented.

Through the use of computational fluid mechanics and computational chemistry methods, signif-

icant contributions have been made to advancing ground testing facilities, computational methods

for reacting flows, and ablation modeling.
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Chapter 1

Introduction

The goal of this thesis is to use computational methods to advance entry, descent, and landing

(EDL) technologies for future space missions. The motivation stems from a recent NASA report

which identified key mission enabling technologies in order to ensure that NASA remains a world

leader in technology and science.

In 2010, NASA’s Office of the Chief Technologist (OCT) drafted a set of 14 Space Technology

Area Roadmaps (STARS) to identify key technologies for NASA to invest in. The Aeronautics

and Space Engineering Board of the National Research Council (NRC) then appointed a steering

committee to solicit external inputs and to evaluate the roadmaps. This led to the release of the

report: “NASA Space Technology Roadmaps and Priorities: Restoring NASA’s Technological Edge

and Paving the Way for New Era in Space” [39]. The 14 technical areas identified covered many

engineering and scientific disciplines, while remaining consistent with the three overall technical

objectives for NASA:

• Objective A: Extend and sustain human activities beyond low Earth orbit (LEO)

• Objective B: Explore the evolution of the solar system and the potential for life elsewhere (in

situ measurements)

• Objective C: Expand our understanding of Earth and the universe in which we live (remote

measurements)

This work will focus on technology development related to Technical Area 09 (TA09) “Entry,

Descent, and Landing Systems”. NASA’s justification for the inclusion of EDL technologies in

STARS is found in [39]:

NASA’s future missions will require ever greater mass delivery capability in order

to place scientifically significant instrument packages on distant bodies of interest, to
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facilitate sample returns from bodies of interest, and to enable human exploration of

planets such as Mars. As the maximum mass that can be delivered to an entry interface

is fixed for a given launch system and trajectory design, the mass delivered to the sur-

face will require reductions in spacecraft structural mass; more efficient, lighter thermal

protection systems; more efficient lighter propulsion systems; and lighter, more efficient

deceleration systems.

EDL systems are mission critical technologies. The primary goal of EDL technology development

is to extend the ability to deliver more payload safely to the destination. Two specific technologies

needed to achieve this goal were identified to be the development of rigid thermal protection systems,

and advancing EDL modeling and simulation.

Related to TA09, is TA14 “Thermal Management Systems”, where the over-arching goal is to [39]:

Develop a range of rigid ablative and inflatable/flexible/deployable thermal protection

systems (TPS) for both human and robotic advanced high-velocity return missions, either

novel or reconstituted legacy systems.

TPS is mission-critical for all future human and robotic missions that require plane-

tary entry or reentry. The current availability of high-TRL rigid ablative TPS is adequate

for LEO re-entry but is inadequate for high-energy re-entries to Earth or planetary mis-

sions. Ablative materials are enabling for all NASA, military, and commercial missions

that require high-Mach-number re-entry, such as near-Earth asteroid visits and Mars

missions, whether human or robotic.

Advancing these technologies requires a combination of theoretical, experimental, and numerical

work. The report asserts that:

Adequate ground-test facilities are required to validate analytical models, to bench-

mark complex computer simulations such as computational fluid dynamics models, and

to examine new designs and concepts ...

Large contributions have been made to this field in the past half-century; it is important to

outline some of NASA’s recent successful landings on Mars in order to understand the current state

of the art in EDL technologies.

1.1 Overview of Successful Mars Landings

“Von Braun got the astronauts into space. Lester Lees got them down.” - Apollo

project manager [1]

During the re-entry flight of a spacecraft returning from lower earth orbit, speeds greater than

6 km/s can be realized; for potential Mars return missions, speeds between 11 km/s and 14 km/s
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could be reached by the earth re-entry vehicle [15, 30, 120]. The aeroshell component of a re-entry ve-

hicle is designed to both dissipate the re-entry vehicle’s high speeds, and to protect the payload from

the extremely harsh aerothermal environment experienced during re-entry. The interaction between

the vehicle’s heatshield and the atmosphere generally dissipates more than 90% of the vehicle’s ki-

netic energy, which is largely converted into thermal loads that the vehicle must endure [82, 94]. An

accurate understanding of the aerodynamics and aerothermodynamics at high enthalpies is crucial

for the success of any space mission that includes a re-entry phase.

The pioneering work performed by Lester Lees investigating heat transfer over blunt bodies at

hypersonic speeds [82] aided the Mercury, Gemini, and Apollo astronauts safe return to the Earth.

Since then, great advances have been in this field that have allowed for the design of more advanced

re-entry vehicles. At the fundamental level, these advances have contributed to NASA’s ability

to land larger, and more complex missions on different planets with a greater level of precision

and control. Table 1.1 summarizes NASA’s different missions that have landed rovers or landers

successfully on Mars. Advances in hypersonics have allowed each missions’ respective landing ellipse

(expected landing site range) to continue to decrease, and for larger payloads to be landed on the

surface of Mars. The recent successful landing of the Mars Science Laboratory (MSL) mission is

a true testament to advances in hypersonics, as the entry mass of the MSL spacecraft into the

Martian atmosphere was ∼ 3300 kg, nearly three times more massive than any previous mission.

This spacecraft also endured the highest heating and stress on the heatshield compared to any

previous Mars mission [4]. Figure 1.1 shows a comparison of three generations of Mars rovers,

showing the large size increase of the recent Curiosity rover. Not only has MSL enhanced our

knowledge of Mars since its successful landing, but the flight data it recorded during atmospheric

entry allows initial predictions to be compared to the actual flight conditions experienced in the

Martian atmosphere. Some of the design considerations and flight data from the MSL mission are

discussed in the following section.

Table 1.1: Summary of successful NASA Mars landers and rovers. Data taken from [37] and NASA-
JPL press releases made available to the public [2, 3, 4, 5, 6].

Mission Landing Date Entry Mass (kg) Landing Ellipse (km)
Viking 1 & 2 June 19/August 7 1976 930 420 x 200
Pathfinder July 4 1997 585 100 x 50

Mars Exploration Rovers January 4/25 2004 840 80 x 20
Phoenix May 25 2008 602 75 x 20

Mars Science Laboratory August 5 2012 3300 20 x 7
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Figure 1.1: Scale models of three generations of Mars Rovers. From bottom left, and mov-
ing clockwise: Pathfinder, Mars Exploration Rover, and Mars Science Laboratory (Sojourner,
Spirit/Opportunity, and Curiosity). Photo-credit NASA-JPL http://photojournal.jpl.nasa.

gov/ [retrieved 21 April 2014].

1.2 MSL—Design Considerations and Flight Data

In order to continue to decrease the size of the landing ellipse (Table 1.1) for future missions,

understanding the hypersonic flight characteristics of a vehicle is vital. As a reference point, the

Apollo capsules required an entry flight path angle guidance accuracy of ±0.4◦ [30], while late

trajectory corrections for the recent MSL mission used a flight path angle guidance accuracy of

±0.05◦ [97]. In addition, a better understanding of the aerothermal properties of a vehicle’s thermal

protection system allows design margins to be reduced, ultimately resulting in a lighter system. This

allows mass on the spacecraft to be used for other payloads, such as additional science instruments.

Bose et al. [21] noted that “an under prediction of stagnation point heating is also seen when

comparisons are made with wind tunnel data, especially at turbulent conditions [36]. In MSL TPS

sizing, a stagnation point heating margin of about 50% was implemented to account for this under

prediction”. There is a stark lack of predictive capability.

A quote from the MSL press release [4] summarizes some of the factors involved in the design pro-

cess for MSL, and explains the motivation for the MSL Entry, Descent and Landing Instrumentation

(MEDLI) scientific instrument which took data as MSL entered the Martian atmosphere:

Models of the Martian atmosphere, heating environments, vehicle aerodynamics, and

heat-shield performance, among other factors, were employed in designing the Mars Sci-

ence Laboratory entry vehicle. Uncertainties in these parameters must also be modeled.

To account for those uncertainties, the design incorporates large margins for success.

The margin comes at a cost of additional mass. The goal of MEDLI is to better quantify

http://photojournal.jpl.nasa.gov/
http://photojournal.jpl.nasa.gov/
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these atmospheric entry characteristics and possibly reduce unnecessary mass on future

Mars missions, by collecting data on the performance of the Mars Science Laboratory

entry vehicle during its atmospheric entry and descent.

The heatshield for the recent MSL mission was outfitted with a series of pressure and temperature

sensors called MEDLI [43]. The specific subsystem containing thermocouples is referred to as the

MEDLI Integrated Sensor Plug (MISP), and this system provided temperature information for the

heatshield at a variety of locations and depths.

This is illustrated in Fig. 1.2, which shows the reconstructed flight data taken from MISP. The

flight data was taken from early entry into the Martian atmosphere until the heatshield was jettisoned

as part of the EDL sequence. Each of the seven plugs installed contained four thermocouples at

varying depths. TC1 was closest to the surface of the heatshield, while TC4 was farthest away from

the surface. Prior to launch, modeling efforts predicted that the thermocouples closest to the surface

of the heatshield (∼ 0.25 cm depth, TC1) at the leeward shoulder of the capsule would be destroyed

due to the recession of the heatshield surface. This was not the case, as data was gathered throughout

the entire EDL sequence from all of the thermocouples. For MISP 3, MISP 6, and MISP 2, it is

possible to see when TC 1 was predicted to burn out (vertical dashed line), and how the solid line

(flight data) shows that the thermal couple survived. Among other reasons, it is believed that errors

in the predicted transition point along the capsule and models used for the gas/surface interactions

led to these large over-predictions in the recession rate [94]. This over-prediction translates into an

over designed and more massive heatshield that must be carried from the Earth all the way to Mars.

A more detailed discussion of the MSL heatshield will be presented in Chapter 4.

Despite the ongoing great success of this mission, these discrepancies show the need for improve-

ment of modeling capabilities, and how fundamental knowledge gaps have large implications on the

uncertainties that need to be incorporated into the design process. These technologies are developed

through a combination of theoretical, numerical, and experimental work, which leaves a wide range

of topics which could be studied. In order to ensure the relevance of this work, it is important to

align the subjects investigated with NASA’s view for future technology development, along with

advancing fundamental scientific research.

1.3 Organization and Objectives of Thesis

Motivated by the recent MSL results, and staying true to the objectives outlined in the NASA

Space Technology Roadmaps and Priorities report, this thesis specifically focuses on advancing
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Figure 1.2: Reconstructed data taken from the MEDLI Integrated Sensor Plug (MISP) instrument
incorporated into the MSL heatshield. Each plot contains temperature data vs. time for ther-
mocouples at varying depths in the heatshield (TC1—TC4), with the dashed lines showing model
predictions, and the solid lines showing actual flight data. Image taken from Bose et al. [21], repro-
duced with permission from the author.

ground testing facilities, computational methods for reacting flows, and computational models for

ablative heatshields; all subjects which are highly relevant to EDL technologies. Chapter 2 proposes a

new ground testing facility for hypervelocity flows; Chapter 3 investigates a novel, computationally

efficient numerical method for modeling hypervelocity reacting flows; and Chapter 4 focuses on

ablative heatshields.

1.3.1 Ground Testing Facilities

Due to the difficulties in performing flight tests in the hypervelocity regime, large efforts have been

put into developing facilities on the ground that can be used to re-create re-entry-like flows. The

two most widely used hypervelocity ground test facilities are the reflected shock tunnel (RST) and

the expansion tube (ET). A detailed explanation of the design and operation of these ground testing

facilities is provided by Lukasiewicz [90].

In brief, to generate hypersonic flow, the RST processes the test gas with two normal shocks

(primary and reflected shock). This high temperature and pressure gas is stagnated, and then
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undergoes a steady expansion through a diverging nozzle to generate the desired test conditions. In

an ET, a primary shock is generated, similar to the RST, but then the test gas is processed by an

unsteady expansion (instead of a reflected shock). This allows the test gas to never be fully brought

to rest, contrary to the RST. Hornung [60] provides an overview for the requirements needed for

ground simulation of hypervelocity flows, and identifies the general advantages and disadvantages

of different facilities. Lukasiewicz [90] and Ben-Yakar and Hanson [13] provide a more detailed

description of the advantages and disadvantages of using a reflected shock tunnel vs. an expansion

tunnel. Due to the different operating modes of these two facilities, reflected shock tunnels are able

to produce longer test times than expansion tubes (excluding very high enthalpy conditions), but are

limited by the fact that the flow is stagnated during operation of the facility. The high pressure and

temperature of the stagnated (reservoir) flow imparts many structural and thermal requirements on

the facility, and may also lead to a test gas that is partially dissociated. While expansion tubes

benefit from the fact that the flow is never brought to rest (i.e. structural and thermal requirements

are generally not the main design driver), they are limited by a relatively short test time [60].

The appeal of an ET is that a higher maximum reservoir mass specific enthalpy (hR) and reservoir

pressure (pR) can be realized than in a RST. The expanded parameter space in an ET is due to

the unsteady manner in which the test gas is processed. Unfortunately, successful operation of

an expansion tube or tunnel is often hampered by excessive perturbations in the test gas; efforts

to reduce these perturbations are critical. Recent work performed by Miller et al. [104] in the

Stanford Expansion Tube Facility [13, 55] highlights the fact that in addition to noise associated

with non-ideal secondary diaphragm rupture, noise in pressure measurements can also correspond to

physical impacts of secondary diaphragm particulates with the objects being tested. This is shown

in Fig. 1.3, where the effect of secondary diaphragm particulates impacting the structure can be

seen in the pressure trace.

In an attempt to remedy these problems, Chapter 2 proposes a new ground testing facility, named

the vertical expansion tunnel, or VET. In this facility, the adverse effects from secondary diaphragm

rupture in an expansion tunnel may be reduced or eliminated by orienting the tunnel vertically,

matching the test gas pressure and the accelerator gas pressure, and initially separating the test gas

from the accelerator gas by density stratification.
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Expansion Section

(a) Schematic of Pitot-Plate Set Up

(b) Schlieren Image

(c) Pressure Trace

Figure 1.3: Effect of secondary diaphragm particulate impact on pressure traces in an expansion
tube. An impact is shown (b) that correlates to large pressure fluctuations measured (c). Figure
reproduced from Miller et al. [104], with permission from the author.

1.3.2 Reacting Flows

At the high speeds reached by re-entry vehicles entering an atmosphere, not only is the vehicle

traveling in a hypersonic regime (Mach number & 5), but the ordered kinetic energy per unit mass

of the gas (which for a body moving at U∞ can be approximated as U2
∞/2), is of the same order of

the relevant thermo-chemical energy scales in the flow [60]. In this regime, the velocity is so large

that the conditions behind a bow shock on a re-entry vehicle would cause the molecular components

of the gas to dissociate. The perfect gas assumption breaks down, and the chemical composition

and properties of the flow can no longer be assumed to be constant; thermo-chemical effects must be

accounted for. These effects must be taken into account when modeling re-entry flight conditions and

when used to simulate high enthalpy flows in ground testing facilities. As outlined by Hornung [60],
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nozzle freezing in a RST (due to the highly dissociated gas mixture in the reservoir) can produce

a test gas which varies greatly from the desired free-flight conditions. In addition, not accounting

for the finite amount of recombination reactions during the unsteady-expansion in an ET (radical

species present due to dissociation reactions caused by the primary shock) can under-predict facility

performance [60]. These effects cannot be predicted analytically, and must be modeled numerically.

A simulation that models reacting flows by using a detailed chemistry model generally requires

two additional considerations when compared to a similar non-reacting simulation: a transport

equation for each species considered, and a chemical source term for each species considered. When

the reacting 3D Navier-Stokes or Euler equations are considered, requiring a transport equation for

each chemical species increases the number of simultaneous equations that must be solved from 5 to

5+ns, where ns is the number of chemical species considered. The inclusion of chemical source terms

also has significant consequences when solving these equations: an increase in the computational

cost at every time step if a non-linear implicit solver is used, or a decrease in magnitude of the

allowable time step if explicit integration methods are used. These complications are due to the stiff

nature of chemical source terms. The added complexity dramatically increases the computational

cost of performing reacting simulations compared to non-reacting simulations.

One possible solution to reduce the computational complexity of reacting flow problems is to

reduce the chemical model used to a more manageable size. This involves choosing kr species that

are believed to be most important, where (ideally) kr << ns, and ns−kr species are eliminated. This

decreases the number of species from ns to kr, and therefore reduces the number of equations that

need be solved. However, for gases traditionally used in ground testing facilities, or gases considered

for Earth or Mars entry (air and CO2 respectively), gas models have already been significantly

reduced [53, 157].

Another solution that has been used in order to continue to reduce the computational time needed

for reacting flow problems is to introduce tabulated chemistry. A tabulated chemistry approach

generally solves for a small number (one or two) of transported quantities, potentially with or

without source terms. All mixture properties are then mapped onto this quantity. One common

method to implement tabulated chemistry for simulations involving combustion applications is to

create a table based on a laminar diffusion flamelet approach [44, 127, 174]. However, this method

generally requires a low Mach number assumption, and only recently have attempts been made to

extend this method to compressible flows [175]. In addition, tabulations geared towards combustion

applications are generally created based on 1D flame calculations, assuming that the flame structure



10

in multi-dimensions is unchanged from the 1D problem.

An additional model reduction method that has successfully been applied to combustion appli-

cations is a one-step chemistry model [11]. With this method, reactants go directly to products (one

reaction), at a finite rate; intermediate species are not considered. In addition, this method has been

successfully applied to compressible flows to numerically model reacting detonation waves [35, 61].

However, this method is geared towards systems where there are well defined reactants and prod-

ucts, which is generally not the case for ground testing facilities or re-entry flows, as no flames are

being considered. Due to these issues, a different efficient computational method is sought to handle

reacting compressible flows.

With these considerations in mind, the Rate-Controlled Constrained-Equilibrium (RCCE) method,

first proposed by Keck [70], is chosen. RCCE relies largely on the thermodynamic properties of indi-

vidual species, rather than solely on reaction rates. This method can be used to greatly reduce the

computational complexity of a given problem and does not require knowledge of the reaction zone

structure, nor is it limited to flames. This could be especially useful when considering the complicated

gas mixtures that are the product of ablative heatshields undergoing thermal decomposition. Rate-

Controlled Constrained-Equilibrium tracks one or several constraints through a reacting system,

and reconstructs the composition of the gas mixture as a function of the chosen constraint(s). This

reconstruction is based on a constrained thermodynamic equilibrium calculation. To date, RCCE

has largely been applied to flames in the incompressible regime [56, 63, 65, 71, 70, 80, 163, 164], but

there are no fundamental issues limiting the RCCE method only to incompressible flows. Further-

more, to the author’s best knowledge, there has only been one previous work applying RCCE to

compressible flows [94]. Finally, RCCE has never been previously considered for ablation modeling.

The goal of Chapter 3 is to perform a fundamental investigation of the RCCE method in the

context of flows characteristic to ground testing facilities, and re-entry conditions. The effectiveness

of different constraints are isolated, and new constraints previously unmentioned in the literature are

introduced. The intuition and insight gained from this investigation is later applied to the pyrolysis

gas products from an ablative heat shield in Chapter 4.

1.3.3 Ablative Heat Shields

Ablative heatshields, like the one recently used on the successful MSL mission, are designed to

dissipate the high heat fluxes experienced during atmospheric entry through material degradation.

The heatshield is designed to undergo a phase change so that some of the thermal energy is dissipated
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by the ablation of specific components in the heatshield. This translates into a heatshield that

is designed to recess upon entry into an atmosphere at hypervelocity speeds. Due to the many

complicated physical phenomena occurring when a heat shield starts to ablate, it is difficult to

accurately predict the performance of the heatshield (Fig. 1.2). This thesis focuses on phenolic

impregnated carbon ablator (PICA) heatshields, as this material is currently being studied and

used by NASA, SpaceX, and ESA. This material was first used as the forebody heat shield on the

Stardust mission launched in 1999 [159], and was more recently used as the heatshield material

for MSL [21]. PICA is a composite material that is formed by combining a porous carbon fiber

matrix with a phenolic-resin. As the composite material is heated, the resin begins to thermally

degrade at a lower temperature than the fibers. Pyrolysis gases are created as the resin undergoes

a thermal decomposition, and these gases flow internal to the heatshield before being injected into

the boundary layer above the heatshield. The properties of these pyrolysis gases play a prime role

in determining the overall thermal response of the heatshield.

(a) Apollo Heatshield (Avcoat) (b) PICA

Figure 1.4: Example thermodynamic equilibrium gas mixture produced from the Avcoat material
used in the Apollo Heatshield (a), and from PICA (b). Figure reproduced from Park et al. [122].

Unfortunately, in the ablation community, there is a large disconnect between the physical and

chemical properties of the PICA material, and the pyrolysis gases created. For example, there is

little discussion in the published literature pertaining to the choice of elemental composition for the

pyrolysis gas mixture, and the elemental composition of the pyrolysis gas mixture is also assumed

to be constant [26, 96, 106, 108, 117, 122]. In addition, a constant elemental composition has

been used to describe gas mixtures at unrealistically high temperatures, such as in Fig. 1.4, where
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equilibrium calculations are shown using the same elemental composition up to 12000 K. The MSL

data analysis predicted a maximum surface temperature of the heatshield to be ∼ 2000 K [21], and

simulations performed on sample Earth re-entry trajectories predict maximum surface temperatures

to be ∼ 3500 K [108]. Higher temperatures will be found external to the heatshield, but there the

gas composition will be a combination of both the pyrolysis gases, and the atmospheric gas. This

implies that using a constant elemental composition for all temperatures, as shown in Fig. 1.4, is an

over-simplification of what is occurring around a re-entry vehicle. Furthermore, little experimental

data exists beyond Sykes’ [162] work from the late 1960s, and only recently have preliminary results

been shown re-creating these experiments [182].

The goal of Chapter 4 is to address these issues, and to suggest new approaches to model PICA.

This chapter compiles published physical properties of PICA, and investigates the composition of

the pyrolysis gases that form at high temperatures internal to a heatshield. This work provides the

necessary link between the composition of the solid resin, and the composition of the pyrolysis gases

created. This link, combined with a detailed investigation into a reacting pyrolysis gas mixture,

allows a much needed consistent, and thorough description of the physical phenomena occurring in

a PICA heatshield, and their implications, to be presented in Chapter 4.
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Chapter 2

Vertical Expansion Tunnel1

2.1 Motivation

Figure 2.1: Above is a schematic of an expansion tunnel. The states 4 , 1 and 11 are the
initial (or fill) conditions of the driver, the intermediate and the accelerator sections, respectively.
Below is an x-t diagram of expansion tunnel operation. Shock waves are shown as thick solid lines.
Expansion characteristics are shown as thinner solid lines. The contact discontinuities are shown
as dashed lines. A particle path (PP), representative of the test gas, is shown as a dashed-dot line.
LD, LI , LA and LN are the lengths of the driver tube, the intermediate tube, the accelerator tube,
and the nozzle, respectively. The test time is labeled by ∞.

First proposed by Trimpi and Callis [171, 172], the expansion tube and tunnel (ET) have been

developed as hypersonic ground-test facilities for approximately half a century. A schematic for the

1The work in this chapter was performed in collaboration with N. J. Parziale, and has been published in large part
in Parziale, N. P., Rabinovitch, J., Blanquart, G., Hornung, H. G., and Shepherd, J. E. Proposed vertical expansion
tunnel. AIAA Journal, 51(12):2792—2799, 2013.
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operation of a standard expansion tunnel is shown in Fig. 2.1, where each numbered box represents a

state in the expansion tunnel. Shock waves are shown as thick solid lines. Expansion characteristics

are shown as thinner solid lines. The contact discontinuities are shown as dashed lines. A particle

path (PP), representative of the test gas, is shown as a dashed-dot line. LD, LI , LA and LN are the

lengths of the driver tube, the intermediate tube, the accelerator tube, and the nozzle, respectively.

An expansion tunnel operates ideally as follows: a pressure difference between the driver tube and

the intermediate tube is prescribed, and the primary diaphragm is instantly ruptured. The primary

contact surface impulsively advances from the primary diaphragm station into the intermediate

tube. The impulsive advance of the primary contact surface necessitates a pressure discontinuity

that processes the test gas (the primary shock wave). Upon arrival of the primary shock wave at

the secondary diaphragm station, the secondary diaphragm instantly ruptures, and a secondary

contact discontinuity impulsively advances into the accelerator tube. The impulsive advance of the

secondary contact surface necessitates a pressure discontinuity that processes the accelerator gas (the

secondary shock wave). Concurrent with the secondary diaphragm rupture, an unsteady expansion

(centered at the secondary diaphragm station) processes the test gas. The test gas is accelerated,

first through this unsteady expansion, and then (in the case of an expansion tunnel) through the

diverging nozzle at the end of the accelerator tube. With the addition of a nozzle, a light tertiary

diaphragm is required to separate the accelerator section and the nozzle. As shown in Fig. 2.1, the

tertiary diaphragm ruptures with the arrival of the secondary shock. This occurs sufficiently far

from the test gas that any non-ideal effects associated with this diaphragm rupture will not be a

major source of noise during the test time.

In the 1960’s and 1970’s, several expansion tubes and tunnels were constructed and results were

reported with significant perturbations in the test flow [102, 116, 153, 158]. The perturbations were

likely the result of acoustic waves in the driver gas being transmitted into the test gas and/or non-

ideal rupture of the secondary diaphragm. The disruptive acoustic waves that are transmitted to the

test gas from the driver gas occur for certain ratios of sound speed across the primary contact surface,

a3/a2 [124, 125]. Jacobs [62] used numerical techniques to study the introduction of perturbations

from the driver gas to the test gas. Mitigation of these unsteady sources of noise by appropriate

design and operation of an expansion tube has been successfully demonstrated at the University of

Illinois at Urbana-Champaign by Dufrene et al. [34]. The effects of the disruptive acoustic waves

were decreased by increasing the ratio of the driver pressure to the intermediate pressure (p4/p1),

which in turn decreased the value of c3/c2. Dufrene et al. [34] measured that a value of c3/c2 ≈ 0.55
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corresponded to maximum pressure fluctuations of ±50% of the mean value during the test time,

which was deemed acceptable from an experimental standpoint.

The non-ideal rupture of the secondary diaphragm can disturb the test gas in three ways: 1)

the reduction in useful test time due to finite secondary diaphragm rupture duration [60], 2) the

wave system that arises from the reflection of the primary shock wave off the secondary diaphragm

can affect the thermo-chemical properties of the gas [10], and 3) the diaphragm particulates can

contaminate the test gas by introduction of foreign matter to the test flow [104], reacting with the

test gas if the temperature is sufficiently high.

Since the inception of the simple shock tube, significant efforts have been made to understand

and mitigate diaphragm rupture issues [42, 126, 146, 154, 180]. Researchers have extended this

basis of knowledge to the problems associated with secondary diaphragm rupture in an expansion

tube [41, 104, 144, 179]. Furthermore, models of the secondary diaphragm rupture process have

been formulated and can be found in the literature [10, 115]. The particulates, which travel on the

order of the test flow velocity, can also impact and damage the test article [104, 179].

A number of expansion tube/tunnel facilities exist, including the X facilities at the University of

Queensland [115], the HYPULSE facility at NASA [38], the JX-1 facility at Tohoku University [150],

the 6-inch expansion tube at Stanford University [13, 55], the HET facility at University of Illinois

at Urbana-Champaign [34], and the LENS X facility at CUBRIC [58]. These facilities have been

used successfully for hypersonic aerodynamics and combustion research. Nevertheless, some of the

proceedings and articles show results from these facilities with significant test gas perturbations

(often conveyed through pressure measurements). In particular, many of these perturbations appear

in the vicinity of the test gas/accelerator gas interface; this is evidence of the secondary diaphragm

rupture adversely affecting the results. Recent work at Stanford has explicitly shown the effect of

impact of secondary diaphragm particulates on pressure measurements [104].

In this chapter, a means of mitigating the effects of secondary diaphragm rupture in an expansion

tunnel is proposed by eliminating the need for a secondary diaphragm. The secondary diaphragm is

no longer required if the facility is oriented vertically and the intermediate and accelerator tubes are

filled to the same initial pressure with gases of different density, light over heavy (e.g., He over Air).

The intermediate/accelerator interface would be initially separated by a fast acting sliding valve,

allowing the facility to be filled with the accelerator gas and test gas and reducing the diffusion across

the interface. The fast acting valve would be removed prior to the bursting of the primary diaphragm,

leaving the interface hydrodynamically stable. This facility is termed the vertical expansion tunnel
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(VET). In the following sections, an overview of expansion tubes/tunnels is provided, a comparison

of the available parameter space in a vertical expansion tunnel (VET), an expansion tunnel (ET), and

a reflected shock tunnel (RST) is presented. The comparison is restricted to perfect-gas conditions.

Perfect-gas quasi-1D Euler computations are used to calculate the available test time in the VET

and the ET; in addition, a referenced method is used to calculate the test time in a RST.

2.2 Available Conditions

In this section, a comparison of the parameter space available in a vertical expansion tunnel (VET),

conventional expansion tube (ET), and reflected shock tunnel (RST) is presented. The driver pres-

sure (p4 = 8.16 MPa) is chosen so that it could be filled by conventional research He gas bottles. In

all but one case, the test gas temperature is restricted to be below ≈ 2000 K to ensure a fair compar-

ison between facilities and to avoid the detrimental effects of test gas heating [60]. The restriction

of maximum test gas temperature permits the perfect-gas assumption. Additionally, at the pressure

ratio specified in Table 2.1, (p4/p1 ≈ 1000), the sound speed ratio is a3/a2 ≈ 0.57; at this a3/a2,

Dufrene et al. [34] observed experimentally that the Paull and Stalker type [125] perturbations in

the free-stream were acceptable. To aid in comparison, the test gas in each facility is expanded to

a free-stream Mach number of 5.5. In the VET, this necessitates the use of a nozzle at the end of

the expansion tube to increase the Mach number, making it an expansion tunnel. Without a nozzle

for the VET, useful test conditions cannot be created. A nozzle is not needed at the end of the

conventional ET because of the more efficient unsteady expansion.

Pressure-velocity diagrams are used to find the conditions of the test gas as it is processed by

the wave systems (for reference, follow the particle path, PP, in Fig. 2.1). The static pressure and

velocity must be matched in states 2 and 3 and in states 12 and 13 . This is done by plotting

the expansion

p3
p4

=

(

1− (γ4 − 1)(u3 − u4)

2a4

)

2γ4
γ4−1

, (2.1)

and shock relationships

u2 − u1

a1
=

p2 − p1

γ1p1

√

1 + (γ1+1)(p2−p1)
2γ1p1

, (2.2)

in pressure - velocity space and finding the point of intersection [87]. Here, γ is the ratio of specific

heats, p is the static pressure, u is the velocity, and a is the sound speed. Eq. 2.1 and Eq. 2.2

are annotated for finding the conditions after primary diaphragm rupture and are analogous to the
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equations that would be used to evaluate the states 12 and 13 . In the VET, the gas from state

13 is expanded through a nozzle using the usual steady quasi-1D gas-dynamic equations.

0 2 4 6 8 10
10

−2

10
−1

10
0

10
1

10
2

10
3

10
4

u/a1

p
/
p
1

 

 

2,3

12,13(∞)
11

4

1

EW
4→3

SW
1→2

EW
2→13(∞)

SW
11→12

Figure 2.2: Pressure-velocity diagram for a conventional expansion tube. Expansion waves are

denoted by EW, and shock waves are denoted by SW. Note that 13(∞) denotes the free-stream

state.
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Figure 2.3: Pressure-velocity diagram for a vertical expansion tunnel. Expansion waves are denoted
by EW, shock waves are denoted by SW, and the steady expansion is denoted by SE. Note that ∞
denotes the free-stream state.

In a conventional ET, a diaphragm is located between the intermediate and accelerator chambers

so that there can be a mismatch of the fill pressures in states 1 and 11 (pressure-velocity diagram in

Fig. 2.2). This secondary diaphragm may be eliminated by orienting the tunnel vertically, matching

the initial test gas pressure and the accelerator gas pressure, and initially separating the test gas from
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the accelerator gas by density stratification (pressure-velocity diagram in Fig. 2.3). The unsteady

expansion centered at the secondary diaphragm station is stronger in the ET when compared with

the VET; for this reason, the conventional ET is able to reach higher effective reservoir states than

the VET. If some sacrifice of the reservoir conditions can be made, the VET can be utilized in

hypervelocity ground testing without the problems associated with secondary diaphragm rupture.

The available conditions and test times for a given set of fill pressures are tabulated (Table 2.1) for

three types of impulse hypersonic facilities, the VET, the ET, and the RST. The effective reservoir

conditions (reservoir pressure and mass specific enthalpy) for the conventional ET and the VET are

found by isentropic compression of state 13 to rest. The pressure, p1, for the first shock tunnel case

(RST-1) is chosen such that it is operated in the tailored mode. The pressure, p1, for the second

shock tunnel case (RST-2) is chosen so that the temperature in the test gas does not exceed 2000 K.

At this pressure ratio (p4/p1), the RST will be operated in an over-tailored mode, and the Mach

number of the primary shock is 10% higher in RST-2 relative to the tailored condition (RST-1).

The pressure, p1, for the third shock tunnel case (RST-3) is chosen such that the reservoir mass

specific enthalpy is matched to the VET case and requires a 50% increase in the Mach number of the

primary shock relative to the tailored condition (RST-1). In this case, the test gas will be reacting,

so Cantera [47] with the Shock and Detonation Toolbox [25] is used to evaluate the conditions in

the reservoir and through the nozzle. The appropriate thermodynamic data [50, 100] and reaction

rates [53] are found in the literature. The test gas is assumed to be in chemical equilibrium in

the reservoir and up to the throat of the nozzle. The run conditions at the nozzle exit are found

by the integration of a system of coupled ordinary differential equations (accounting for finite-rate

chemistry) from the throat to the nozzle exit; the equations are derived in [69]. At matched reservoir

mass specific enthalpy, the VET has a higher effective reservoir pressure than in the RST-3 case.

This performance advantage of the VET relative to the RST would become increasingly apparent

by increasing the local Mach number in state 2 because the total temperature and pressure gain in

an unsteady expansion varies strongly with Mach number. In the RST-3 case there is 3.5% NO (by

Table 2.1: Comparison of run conditions available for a reflected shock tunnel (RST), conventional
expansion tunnel (ET), and a vertical expansion tunnel (VET).2

p4 [He] p1 [Air] p11[He] hR pR TMax u∞ p∞ ρ∞ T∞ M∞ τ
(MPa) (kPa) (kPa) (MJ/kg) (MPa) (K) (km/s) (kPa) (kg/m3) (K) (–) (µs)

ET 8.16 7.75 0.47 5.7 11 1980 3.1 11 0.048 800 5.5 56
VET 8.16 7.75 7.75 3.8 2.4 1980 2.5 2.6 0.017 534 5.5 82
RST-1 8.16 106 NA 1.8 7.8 1780 1.8 8.4 0.116 252 5.5 6400
RST-2 8.16 77.0 NA 2.0 6.7 2010 1.9 7.3 0.089 285 5.5 5700
RST-3 8.16 7.10 NA 3.8 2.0 3110 2.5 0.9 0.008 553 5.5 920
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mole) in the free-stream (calculated using Cantera [47] with the Shock and Detonation Toolbox [25]);

all other cases in all facilities produce a negligible amount of NO.

If the quantity of interest in ground-test facilities is effective reservoir conditions, then the capa-

bility of the VET is above the RST, but below the ET. One advantage of the ET or VET over the

shock tunnel is a lower maximum test gas temperature for a given reservoir mass specific enthalpy, so

the detrimental effects of the test gas being partially dissociated and partially vibrationally excited

are less severe. To increase test time one can scale the facility size up; however, in the case of a RST

nozzle throat heating will become a problem long before the problem would become apparent in the

ET or VET [60].

2.3 Test Time Calculation for the RST and ET

Test time calculations for the facilities shown in Table 2.1 require facility sizing choices to be made.

An L/d (1.27 m/25.4 mm) ratio of 50 is chosen to minimize the effects of the boundary layer on the

walls of the shock tube [109]; and is held constant for the RST, ET, and VET for comparison. The

overall length is chosen so that it may fit into a single story lab as a demonstrator-type facility.

In the RST, a 10◦ half angle nozzle of throat diameter 8.46 mm (1/3 in), length 175 mm,

and area ratio 70 is chosen so that the test section is of similar size to the VET. The test time

(listed in Table 2.1) was considered to begin after the nozzle startup time (estimate formulated by

Smith [156]) and end after the driver gas contaminates the test gas (estimate formulated by Wilson

and Davies [32]). This methodology to estimate the test time has been successfully demonstrated

by Sudani and Hornung [161].

When calculating the maximum test time for a given total tube length in a conventional ET, the

lengths for the intermediate and accelerator sections must be optimized. The sum of their lengths is

subject to the L/d constraint given above. Following [34, 181], the calculated test time is the time

between the secondary contact discontinuity and intersection of the tail and the reflected head of the

secondary expansion wave (Fig. 2.4), which can be solved for using the method of characteristics.

If the test section is not located at the ideal spatial location, the test time will be limited by the

arrival of the head or reflected tail of the secondary expansion wave. With L/d limited to 50, the

ideal lengths for the intermediate and accelerator tubes are determined to be 0.86 m and 0.41 m,

respectively, for the conditions given in Table 2.1. In this case, the test time is estimated to be

106 µs. It is important to note that this is an idealized test time calculation based on 1D inviscid

gasdynamic calculations; a discussion of viscous effects (among others) in relation to experimentally
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Figure 2.4: Schematic x-t diagram for a conventional ET, focusing on the accelerator tube, and the
ideal test time.

observed test times in expansion tunnels will be provided in Sec. 2.5.2. Within the framework of

these idealized calculations, increasing the test time of the facility simply requires an increase in

the facility length, as the test time scales linearly with combined length of the intermediate and

accelerator sections.

Calculation of the ideal test time in the VET requires the consideration of the location and

length of the nozzle, both of which significantly affect the test time. Unfortunately, no analytical

results are available when a nozzle is present. To explore a large parameter space at a relatively

low computational cost, quasi-1D Euler computations are performed based on a method suggested

by Glaister [45]. A summary of this method is presented in the following section, followed by the

results.

2.4 Ideal Test Time Calculation for the VET

While it is possible to solve the 1D problem analytically as shown previously, the problem becomes

inherently 2D or 3D once a nozzle is added. The problem can still be cast in a 1D configuration,

but analytical solutions no longer exist to describe the test time after the nozzle has expanded the

flow. In this case, numerical simulations are very useful when trying to estimate the duration of

the test time. The present analysis is performed assuming that all the gases behave as ideal gases,

and that no chemical reactions occur throughout the experiment. Due to the relatively low static
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temperatures reached by the gases throughout the different states, this is a valid assumption. In

addition, it is assumed that there is no mixing between any of the gases at the fluid interfaces as a

result of the short run time. A discussion of non-idealized effects associated with expansion tunnels

will be provided in Sec. 2.5.

2.4.1 The Compressible Euler Equations with Area Change

Following the method of Glaister [45], in three dimensions, and in a general orthogonal coordinate

system given by (x1, x2, x3), the Euler equations are given by Eqs. 2.3—2.5.

ρt +∇ · (ρu) = 0 (2.3)

(ρu)t +∇ · (ρuu) = −∇p (2.4)

et +∇ · [u(e+ p)] = 0 (2.5)

Combining these with Eq. 2.6, the equation of state for an ideal gas, allows the flow of an unsteady

compressible inviscid fluid to be solved for.

e =
p

γ − 1
+

1

2
ρu · u (2.6)

Here, ρ = ρ(x, t), p = p(x, t), e = e(x, t), and u = u(x, t) = [u1(x, t), u2(x, t), u3(x, t)]
T represent

the density, pressure, total energy, and the three components of velocity, respectively, at a general

position in space given by x = (x1, x2, x3)
T and at time t. The divergence and gradient operators

are left in a general form, and to evaluate these equations, the appropriate operator must be used

based on the chosen coordinate system.

In a general 3D orthogonal coordinate system, a line element ds can be written as

ds = ξ1dx1x̂1 + ξ2dx2x̂2 + ξ3dx3x̂3, (2.7)

where ξ1, ξ2, and ξ3 are scalar lengths. In Eq. 2.7, x̂1, x̂2, and x̂3 are the unit vectors parallel to

their specific coordinate lines. Assuming an ideal nozzle, all changes in the flow depend only on one

coordinate direction. In this case, it is assumed that all variables are a function of only x1 and t,

where the x1 coordinate corresponds to the location along the centerline of the nozzle. It is now

possible to write u = [u(x1, t), 0, 0]
T = u, which is a parallel flow assumption, and is only valid for

nozzles where the nozzle area varies relatively slowly. With this simplifying assumption, Eq. 2.3—2.5
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can be re-written as follows

(ξ1ξ2ξ3ρ)t + (ξ2ξ3ρu)x1 = 0 (2.8)

(ξ1ξ2ξ3ρu)t + (ξ2ξ3ρu
2)x1 = −ξ2ξ3

∂p

∂x1
(2.9)

(ξ1ξ2ξ3e)t + [ξ2ξ3u(e+ p)]x1 = 0 (2.10)

In order to describe compressible fluid flow through a duct of smoothly varying cross section, ξ1

can be an arbitrary constant, and here it is assumed that ξ1 = 1. Using this assumption, it is now

possible to once again rewrite the Euler equations as

(ξ2ξ3ρ)t + (ξ2ξ3ρu)x1 = 0 (2.11)

(ξ2ξ3ρu)t + [ξ2ξ3(p+ ρu2)]x1 = p
∂

∂x1
(ξ2ξ3) (2.12)

(ξ2ξ3e)t + [ξ2ξ3u(e+ p)]x1 = 0 (2.13)

In the above equations, the left hand side is similar to the 1D compressible Euler equations in

conservative form, while there is an additional source term added to the right hand side that is not

present in the classic 1D Euler equations. In order to simplify these equations further, Glaister uses

the notation S(r) = ξ1ξ2, so that S(r) represents the cross-sectional area of the duct at a point r,

where r is the distance in the x1 direction. This system of equations can then be written as

[S(r)w]t + [S(r)f(w)]r = g(w), (2.14)

where

w =













ρ

ρu

e













, f(w) =













ρu

p+ ρu2

u(e+ p)













and g(w) =













0

pS′(r)

0













. (2.15)

Note that it is also possible to obtain Eq. 2.15 by integrating the Euler equations (Eqs. 2.3—2.5)

over a cross section at a given point in space. It can be shown that S(r)f(w) = f [S(r)w], which will

be called F(W), and that S(r)wt = [S(r)w]t, assuming that the geometry of the domain does not

change with time. This allows Eq. 2.14 to be re-written as,
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Wt + [F(W)]r = g(w), (2.16)

where W = S(r)w. Following the terminology used by Glaister, this gives rise to a new set of

“conserved” variables; R, E, and P . R = S(r)ρ, E = S(r)e and P = S(r)p. It is important to

note that with these new conserved variables, the gas velocity, speed of sound, and enthalpy remain

the same: U = u, a =
√

γp/ρ =
√

γP/R, and h = (e + p)/ρ = (E + P)/R = H . In addition, the

Jacobian remains unchanged:

A =
∂F(W)

∂W
=

∂f(w)

∂w
. (2.17)

Finally, the Euler equations for duct flow are written as













R

RU

E













t

+













RU

P +RU2

U(E + P)













=













0

P S′(r)
S(r)

0













. (2.18)

with

E =
P

γ − 1
+

1

2
RU2. (2.19)

2.4.2 Roe Solver

A standard Roe Riemann Solver [145] is used to solve these equations. To denote Roe averaged

values, the notation Ỹ is used, where

Ỹ =

√
RLYL +

√
RRYR√

RR +
√
RL

. (2.20)

L and R refer to the left and right cell values, as the averaged quantities are calculated at cell

interfaces. The eigenvalues of Ã can be calculated to be

λ̃(1) = Ũ − ã, λ̃(2) = Ũ , λ̃(3) = Ũ + ã (2.21)

with corresponding eigenvectors of

ẽ(1) =













1

Ũ − ã

H̃ − Ũ ã













, ẽ(2) =













1

Ũ

1
2 Ũ

2













and ẽ(3) =













1

Ũ + ã

H̃ + Ũ ã













, (2.22)
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where ã = (γ − 1)(H̃ − 1
2 Ũ

2).

A numerical approximation for g̃(w) must be used, and Glaister proposed that

g̃2(w
n) =

Sj − Sj−1

∆r

ρ̃ã2

γ
(2.23)

is a natural choice for this approximation. Here, Sj represents the average cross sectional area over

cell j. With this notation, it is easy to see that to go from this new set of conserved variables to the

more traditional set of conserved variables, the simple relation of wn
j =

Wn
j

Sj
must be used.

The fluxes are projected onto the eigenvectors of the system so that a standard explicit update

step can be employed. In addition to the standard wave strengths being obtained for the Euler

equations, g̃(wn) is also projected onto the eigenvectors which modifies the standard wave strengths

that result from the Euler equations. Cell values are updated using a flux difference splitting method

which is outlined in Eq. 2.24.

Wn+1
j = Wn

j − ∆t

∆r









∑

λ̃
(i)

j+ 1
2

≤0

λ̃
(i)

j+ 1
2

γ̃
(i)

j+ 1
2

ẽ
(i)

j+ 1
2

+
∑

λ̃
(i)

j− 1
2

≥0

λ̃
(i)

j− 1
2

γ̃
(i)

j− 1
2

ẽ
(i)

j− 1
2









(2.24)

Here, the summations are performed over i, where i = 1, 2, 3. The subscripts refer to the cell

interface (j ± 1/2) where each value is calculated, the regular superscripts (n) correspond to a time

step, and the superscripts in brackets (i) correspond to a component (i ∈ 1, 2, 3).

Additionally, γ̃(i) refers to the modified wave strength, where

γ̃(i) = α̃(i) + β̃(i)/λ̃(i). (2.25)

The α̃(i) wave strengths are the standard Roe-averaged wave strengths, where

α̃(1) =
1

2ã2
(∆rP − R̃ã∆rU), α̃(2) = ∆rR− ∆rP

ã2
and α̃(3) =

1

2ã2
(∆rP + R̃ã∆rU). (2.26)

The ∆r operator is the difference in value between different cells, so that ∆rUj+1/2 = Uj+1 − Uj .

The β̃(i) in Eq. 2.24 takes into account changes in cross sectional area and can be expressed as

β̃(1) =
R̃∆rS

2γS̃
[(γ−1)Ũ+ ã], β̃(2) = − (γ − 1)R̃Ũ∆rS

γS̃
, and β̃(3) =

R̃∆rS

2γS̃
[(γ−1)Ũ− ã], (2.27)
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Figure 2.5: Schematic for the flux correction suggested by Abgrall and Karni when dealing with an
interface between two different fluids.

where S̃j+1/2 =
√

Sj+1Sj .

2.4.3 Treatment of Fluid Interfaces

The above numerical method assumes that γ is constant for every cell in the domain. This is not true

for the present investigation. It is possible to create unphysical oscillations at the interface between

two different fluids if no special care is taken when calculating values at these fluid interfaces. A

modification to the above scheme is used that was originally suggested by Abgrall and Karni [7].

Abgrall and Karni [7] suggested that a way to avoid unphysical oscillations at fluid interfaces is

to calculate two separate fluxes between the different fluids. A schematic explaining this method

is shown in Fig. 2.5, where the cell face at j + 1
2 is the interface between two different fluids with

two different ratios of specific heats, γ1 and γ2, respectively. When updating cell j, γ1 is used to

calculate the properties needed at j + 1
2 , and when updating cell j + 1, γ2 is used to calculate the

values needed at j+ 1
2 . In addition, the order in which γ values are updated in the domain based on

a scalar transport equation need be performed carefully. A more detailed explanation can be found

in Abgrall and Karni’s original work [7].

The drawback is that this scheme no longer conserves total energy since two different fluxes are

calculated at the same interface. In addition, the scheme uses “frozen” thermodynamics, or γ values

from the previous time step to calculate the new values. Abgrall and Karni [7] show that across a

material interface where pressure and velocity are constant (a standard contact discontinuity), the

errors induced due to the different fluxes used and the lag in updating γ are actually opposite in

sign, and very similar in magnitude. In addition, there are only three material interfaces in the

current simulations, and these interfaces are the only places where total energy is not conserved.

When the number of grid points in the domain is increased, the relative loss of total energy reduces.

It has been checked that the loss of total energy in the simulations run for this investigation were

negligible (< 0.001%).

In order to accurately describe the location of the different fluids, a method has to be implemented

to track the location of the fluid interfaces. A simple advection equation (Eq. 2.28) is solved where
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φ is a passive scalar.

∂φ

∂t
+ u

∂φ

∂x
= 0 (2.28)

The levelset function, φ, is used to determine the location of the different gases. For the case where

the driver and accelerator gases are the same and the test gas is different, it is simple to assign φ an

initial value of 1 in the driver and accelerator sections, and a value of -1 in the intermediate section.

If a nozzle is used, it is assumed that the nozzle will be filled with low pressure air, and therefore

φ is this section is also assigned a value of -1. After advecting φ, a hard switch is employed such

that if φ ≥ 0, the properties of driver/accelerator gas are used; and if φ < 0, the properties of the

intermediate gas are used. A modified form of the semi-Lagrangian scalar scheme discussed in [136]

is used to solve the scalar advection equation. Traceback of the grid-node particles is achieved using

first-order backward Euler time integration. A 5th-order accurate Lagrange polynomial is used for

interpolating the scalar at the traced-back location. A switch to monotonicity preserving first-order

linear interpolation is triggered if the interpolated scalar value breaches physical bounds.

2.4.4 Higher-Order Corrections

The numerical scheme explained in Section 2.4.2 is at best first order and diffusive, which means

shocks and contact discontinuities are unphysically spread over many grid cells. To help alleviate

this problem, a higher-order flux correction is added using wave limiters [84]. In order to implement

this, an additional term is added to Eq. 2.24, so that it is modified to
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with
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B̃(i)
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= Φ(θ
(i)

j− 1
2

)B(i)
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, where Φ(θ) is a limiting function, and B(i)

j− 1
2

= α̃
(i)

j− 1
2

ẽ
(i)

j− 1
2

. A Van Leer

limiting function is used [173]:

Φ(θ) =
θ + |θ|
1 + θ

. (2.31)

A careful choice must be made for θ in order to deal with the relatively large change in properties

at the interfaces between the different sections of the expansion tunnel. The initial pressure ratio of
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≈ 1000 between the driver gas and intermediate gas creates extremely steep gradients and rapidly

changing eigenvectors. Lax and Liu [81] suggested a robust function for θ that is designed to work

with systems of non-linear equations. They define

θ
(i)

j− 1
2

=
B̂(i)

J− 1
2

· B(i)

j− 1
2

B(i)

j− 1
2

· B(i)
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2

, (2.32)

where

B̂(i)

J− 1
2

= (̃l
(i)

j− 1
2

∆WJ− 1
2
)ẽ

(i)

j− 1
2

, (2.33)

and l̃ is the appropriate left eigenvector using Roe-averaged quantities. In addition, J changes value

based on the sign of the eigenvector, so that the limiting is performed in an upwinded or downwinded

manner as necessary, so

J =











j − 1 if λ̃
(i)

j− 1
2

> 0

j + 1 if λ̃
(i)

j− 1
2

< 0.
(2.34)

These higher-order corrections do a good job at making both contact discontinuities and shocks

sharper in the simulations. The flux limiters are not used in the vicinity of walls, or at the interface

between two fluids with different values of γ.

2.4.5 Entropy Fix

Due to the large pressure ratios needed initially in order to achieve relevant test conditions, an

entropy fix is required to avoid entropy-violating (expansion) shocks in the solution. The entropy

fix proposed by Sanders et al. [149] is implemented, and no entropy violating solutions are observed.

2.4.6 Numerical Results: Verification

A 1D perfect-gas Euler computation with the same initial conditions as the proposed VET but

without a nozzle (see Table 2.1) is performed. Without a nozzle, numerical results can be compared

directly to 1D analytical results, and this comparison serves as a verification of the numerical method

used. In this simulation, LD = 2.0 m, LI = 0.86 m, and LA = 1.0 m. The subscripts correspond to

the driver section, intermediate section, and accelerator section, respectively. The accelerator section

is made longer than the theoretical necessary length of 0.41 m (see Section 2.3) to ensure that the

tail and reflected head of the secondary expansion intersect inside the computational domain, as

sketched in Fig. 2.4. The primary diaphragm is located at x = 0 m, and the interface between the
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Figure 2.6: Numerical x-t diagram for a 1D perfect gas Euler simulation with the same initial
conditions as the proposed VET.

intermediate and accelerator sections is at x = 0.86 m.

To visualize the results of the 1D perfect-gas Euler computations, a numerical x-t diagram is made

using a numerical schlieren method, where contours of the function − log(| ∂ρ
∂x1

|) are plotted (Fig. 2.6).

The simulation results capture the theoretical wave system depicted in Fig. 2.1. There is also good

quantitative agreement between the numerical results and the analytical solution. The numerical

results differ from the analytical results by no more than the third significant digit (≈ 0.5%) for

pressure, velocity or density in states 2 and 3 and states 12 and 13 . The numerical values

have been averaged over the respective appropriate section, at t = 450 µs for states 2 and 3 and

at t = 600 µs for states 12 and 13 .

Comparison of the test time between the 1D perfect gas Euler simulations and the analytic

calculations is also necessary to fully validate the numerical technique. The numerical test time is

defined to be when the density is within 1% of the average value of density in the constant region,

state 13 . Figure 2.7 shows a comparison between the analytic test time and the numerical test

time. While fluctuations during the test time in an experimental facility are expected to be much

larger than 1%, we note that these analyses are for validation of the numerical technique.

The analytical test time is calculated to be 106 µs; the numerical test time is found to be 104 µs.

Figure 2.7 shows that the test times are also slightly offset in time from each other. This discrepancy

is due to the numerical methods used. Contact discontinuities, which are infinitely thin in the ideal
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Figure 2.7: Comparison between the analytic test time and the numerical test time for the 1D case.

case, are spread out over a few cells in simulations due to numerical diffusion. In addition, the

reflection of waves off of a contact discontinuity of finite thickness may introduce errors in the

simulations. Nevertheless, these small differences are acceptable, so quasi-1D Euler simulations are

started with the addition of the nozzle at the end of the accelerator tube.

2.4.7 Numerical Results: VET with Nozzle

The addition of a nozzle at the end of the accelerator tube is necessary for useful test conditions to

be generated with the VET. The addition of a nozzle also expands the design parameter space that

must be investigated. In this analysis, we consider changes to the location of the nozzle and lengths

of the intermediate and accelerator sections. The sum of the intermediate and accelerator section

lengths is still subject to the constraint L/d = 50. The same initial conditions as the proposed VET

(Table 2.1) were used. A 10◦ conical nozzle of length LN = 0.16 m is used (area ratio of 10.7).

Prior to the run, the nozzle is considered to be at a state similar to that of a dump tank; air at

low pressure (pN = 100 Pa, 750 mTorr). A burst pressure of 30 kPa is specified for the tertiary

diaphragm. Until the diaphragm breaks, it acts as a perfectly reflecting, infinitely stiff wall. The

primary diaphragm, the interface between the intermediate and accelerator sections, and the tertiary

diaphragm are located at 0 m, 0.94 m, and 1.27 m, respectively. The slightly larger length of the

intermediate section when compared to a conventional ET (0.94 m vs. 0.86 m) will be justified later.

Figures 2.8 and 2.9 show numerical x − t diagrams with the same fill pressures as the proposed
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Figure 2.8: Numerical x-t diagram for an expansion tunnel with a 10◦ half angle diverging conical
nozzle.
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Figure 2.9: A close-up of the accelerator section and nozzle from Fig. 2.8.
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Figure 2.10: Test time for varying lengths of the intermediate and accelerator sections when using
a nozzle.

VET (Table 2.1). An unsteady expansion is created when the secondary contact discontinuity enters

the nozzle. The trailing characteristic from this unsteady expansion corresponds to the beginning of

the test time. The test time is ended when either the tail or reflected head of secondary expansion

wave reaches the test location. The qualitative behavior of the nozzle startup processes observed in

Fig. 2.9 are consistent with the features seen in previous studies on nozzle start up phenomenon [156].

The predicted test time changes with the intermediate and accelerator lengths (Fig. 2.10). For

all cases, the intermediate and accelerator section length sum is held constant at 1.27 m. LI,nozzle

refers to the length of the intermediate section when a nozzle is used, and this length is normalized

by LI,1D, the ideal intermediate section length when no nozzle is used (LI,1D = 0.86 m). Increasing

the intermediate section length (and reducing the accelerator section length) - with respect to the 1D

case - increases the test time. After a certain threshold, the test time starts to decrease. All points

to the left of the maximum test time (Fig. 2.10) are limited by the reflected secondary expansion

wave head; all points to the right of the maximum test time are limited by the secondary expansion

wave tail. The maximum point is where the tail and reflected head of the secondary expansion wave

arrive at the test location inside the nozzle at the same time. A maximum test time of 82 µs is

found when LI,nozzle = 0.94 m and LA = 0.33 m. Traces of γ, ρ, p, u, and M are shown in Fig. 2.11

at the maximum test time. The average flow values (Table 2.2) are calculated during this test time

at a downstream location of x = 1.43 m, which corresponds to an area ratio of 10.7.

To show that it is possible to have more than one run condition for a given experimental set-up,
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Figure 2.11: Normalized flow conditions at a point (x = 1.43 m) corresponding to an area ratio of
10.7.

computations are performed with fill pressures in the intermediate and accelerator tubes doubled

and halved from the originally proposed VET conditions (Table 2.2). The data are still sampled at a

downstream location corresponding to an area ratio of 10.7 (fixed nozzle length). It is important to

note that the maximum static temperature reached in the half pressure trial is approximately 2350 K,

which means the perfect-gas assumption will begin to break down, so the calculated properties are

presented only as an estimate. Nonetheless, useful test times and test conditions are still generated

when the fill conditions of the VET are changed.

2.5 Real Facility Effects

The previous calculations were based on inviscid idealized 1D or quasi-1D gasdynamics. This section

outlines some of the physical effects and design considerations that should be accounted for when

operating an expansion tunnel or vertical expansion tunnel.

Table 2.2: Comparison of run conditions available for a vertical expansion tunnel (VET) with varying
fill pressures.3

p4 [He] p1 [Air] p11[He] hR pR TMax u∞ p∞ ρ∞ T∞ M∞ τ
(MPa) (kPa) (kPa) (MJ/kg) (MPa) (K) (km/s) (kPa) (kg/m3) (K) (–) (µs)

VET-Table 2.1 8.16 7.75 7.75 3.8 2.4 2000 2.5 2.6 0.017 535 5.5 82
VET-halved 8.16 3.88 3.88 4.5 1.5 2330 2.8 1.5 0.009 623 5.6 54
VET-doubled 8.16 15.5 15.5 3.1 3.6 1680 2.3 4.3 0.033 554 5.4 72
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2.5.1 Initial Test Gas/Accelerator Gas Separation

For the vertical expansion tunnel, we propose that the intermediate and accelerator chambers are to

be initially separated by a fast acting sliding valve. This sliding valve would separate the two tubes

during filling, and then be pulled away before the primary diaphragm bursts. The design of such

a sliding valve would be similar to one that has been shown to work for detonation-gas interface

studies in GALCIT’s Detonation Tube [85, 86]. The helium in the accelerator tube is expected to

diffuse into the intermediate tube after the sliding valve is pulled away. A characteristic diffusion

length scale, Ldiff , associated with helium and air can be approximated as Ldiff ≈
√

Dtdiff , where

D is the binary diffusion coefficient for air and helium, and tdiff is a characteristic time. The

characteristic diffusion time is chosen to be 50 ms, which is an estimate of the sliding valve opening

time. For practical tube fill pressures (p1, p11 ≈ 10 kPa), D ≈ 0.001 m2/s [57, 47], which gives a

diffusion distance of about Ldiff = 7 mm in tdiff = 50 ms. This is an acceptable diffusion length

and opening time.

2.5.2 Ideal vs. Experimental Test Conditions

The application of inviscid 1D gasdynamic calculations has been the basis for expansion tunnel

facility design in the past [34]. Some of the discrepancies noted between predicted test conditions

and experimental measurements of test conditions will be discussed in this section. Mirels [109]

performed a parametric study investigating the effect of boundary layers in shock tubes on the test

time. The boundary layer that forms on the tube wall between the shock and contact surface can

act as an aerodynamic sink and absorb mass from the core flow of a shock tube, which in turn will

cause the contact surface to accelerate, and the shock to decelerate. This can result in the test time

in a shock tube to be lower than the test time predicted from an inviscid calculation. Mirels [109]

reports that for shock tubes the test time varies as d2P and d5/4P 1/4 for laminar and turbulent

boundary layer cases (when viscous forces are considered), respectively. P is the pressure behind

the shock, and d is the inner shock tube diameter. An L/d of 50 is chosen for the VET in order

to minimize the effect of viscosity in this chapter, though it is important to note that Mirels [109]

correlation is based on an absolute value of the diameter and pressure in a shock tube, as the size of

the boundary on the tube wall will increase as the Reynolds number decreases behind the primary

shock.

The expansion tube at the University of Illinois at Urbana-Champaign [34] used an L/d of 52, with

a total facility length of 12 m. Although this expansion tube and the proposed VET vary greatly in
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size, the similar L/d ratio permits some comparisons to be drawn. It was found that experimentally

measured test times in the expansion tube at the University of Illinois at Urbana-Champaign were

significantly (∼ 50%) lower than the test times predicted with 1D gasdynamic calculations [34]. It

was originally hypothesized that viscous effects, non-ideal rupture of the secondary diaphragm, and

a contact surface with a non-zero width could account for the measured discrepancies [34]. Detailed

2D viscous computations were performed to investigate these discrepancies further [101]. It was

found that the effect of the boundary layer growth in the accelerator section was large due to the

initially low accelerator fill pressure (26.6 Pa) for the run condition considered. In addition, the low

pressure He in the accelerator section was susceptible to air contamination, which also altered the

test conditions. Once these effects were accounted for in the 2D simulations, viscous 2D numerical

predictions matched well with experimental measurements [101].

Results reported from the 6-inch expansion tube at Stanford University [13] claim that viscous

effects actually resulted in test times that were longer than the predicted test times from ideal 1D

inviscid calculations. This expansion tube has an L/d of 90, and a facility length of just under

10 m [13]. Ben-Yakar and Hanson [13] stated that the acceleration of the secondary contact surface

in the accelerator section lengthened the experimental test time. However, it is unclear if the 1D

inviscid calculations performed in this study accounted for the curvature of the reflected expansion

head (see Sec. 2.3). The accelerator pressure in the cases analyzed by Ben-Yakar and Hanson [13]

were at minimum an order of magnitude higher than the pressure in the accelerator tube analyzed

by McGilvray et al. [101], so it is possible that viscous effects in the accelerator tube were mitigated.

By construction, the VET maintains a relatively high pressure in the accelerator tube, since the

pressure in the accelerator tube must be matched to that of the intermediate tube. This lessens

the expected effect of boundary layer growth in the accelerator section, and the susceptibility of the

accelerator gas to contamination from air when compared to the facility at the University of Illinois

at Urbana-Champaign [34]. In addition, no secondary diaphragm is required in the VET. However,

a trade-off is made, as the VET requires a nozzle. Numerical simulations performed by Chue et

al. [27] highlight some of the difficulties associated with nozzle design for expansion tunnels. Care

must be taken to account for the boundary layer that is present at the inlet of the nozzle, among

other design considerations.

Due to many discrepancies observed in different experimental facilities, it is clear that experi-

mental measurements or 2D viscous detailed numerical simulations are needed to more accurately

predict the expected test conditions for the VET. However, the idealized inviscid quasi-1D gasdy-
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namic calculations performed in this chapter for the VET demonstrate that a useful test time can

be realized. One possible way to attempt to mitigate the effects that the non-idealized processes

will have on the test time is to design an expansion tunnel with a movable secondary diaphragm

location, or, in the case of the VET, design the facility with movable sliding valve. Flexibility in

the location of the secondary diaphragm/sliding valve allows the facility length optimization calcu-

lations previously performed (Fig. 2.10) to be modified based on experimental results. This could

help optimize experimental test times for a given run condition, and would allow more flexibility to

optimize the test time for different fill conditions.

2.6 Discussions

In this chapter, a test facility configuration termed the vertical expansion tunnel (VET) is proposed.

This facility avoids the detrimental effects of secondary diaphragm rupture in a conventional ET by

eliminating its necessity. The secondary diaphragm is no longer required if the facility is oriented

vertically and the intermediate and accelerator tubes are filled to the same initial pressure with

gases of different density, with light gases located over heavy gases (e.g., He over Air) so that the

interface is hydrodynamically stable. The intermediate/accelerator interface would be created just

before the run by a fast acting sliding valve that would be removed prior to the bursting of the

primary diaphragm.

The sliding valve opening time and characteristic diffusion length of the helium into the test

gas are shown to be acceptable. The maximum reservoir mass specific enthalpy and pressure of the

VET are higher than for a RST, but below the ET values. Perfect-gas quasi-1D Euler computations

and performance estimates indicate that the test time in the VET is slightly longer than in the

ET, but shorter than in the RST. Increasing the test time of the facility would require an increase

in length. In doing so, the machine would not fit into a single story laboratory, and a multi-

story design, like that successfully used in vertical shock tubes [9, 24], would be required. If some

sacrifice of the reservoir conditions can be made, the VET can be utilized in hypervelocity ground

testing to eliminate problems associated with secondary diaphragm rupture while maintaining useful

performance.

As previously mentioned, the limited test time in an ET or VET still imposes constraints on

possible experiments to be performed. Table 2.2 shows the predicted test time of the VET to

be 82 µs, with u∞ = 2.5 km/s. In order to generate steady flow around a test object at these

high speeds, a conservative estimate is that the test time is required to be τ = 20 L
u∞

, where L
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is the relevant length scale of the test object [60]. For the VET described in this chapter, with

τ = 82 µs, this corresponds to L = 0.01 m. Even though the diameter of the nozzle at test location

is approximately 0.105 cm, not all of this space is usable. This model size will increase linearly with

test time, and it is important to note that this is a conservative estimate of the allowable model size.

Throughout this chapter, static temperatures of the gas were kept below 2000 K. In order to

generate test conditions relevant to re-entry type flows, the velocity during the test time would have

to be increased. As outlined in Sec. 1.3.1, to generate these higher speeds during the test time the

chemical composition of the flow throughout the facility can no longer be assumed to be constant.

The higher static temperatures of the gases produced would require a computational method to be

introduced, to simulate the reacting flow when modeling a test facility. The most common way to

model chemical reactions would be to solve transport equations for each species, and to use detailed

chemistry. The following chapter introduces a different computational method that is suitable for

reacting flows in ground testing facilities, but can also be extended to more complicated mixtures

characteristic of ablative heatshields.
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Chapter 3

Rate-Controlled
Constrained-Equilibrium1

3.1 Motivation

In order to accurately simulate flows that are highly compressible, viscous, chemically reacting,

and possibly in thermal and chemical non-equilibrium, a computational method to handle chemical

reactions must be implemented into a CFD solver. There is a large increase in computational cost

when moving from non-reacting to reacting flows; a transport equation for each species considered,

and a chemical source term for each species must now be included in a computational method. In

the past, there has been a significant amount of effort put into reducing chemical models so that

a relatively large set of stiff ODEs need not be solved in conjunction with the fluid flow. Many

methods are either based on reducing the chemical model used to a manageable size, or to introduce

tabulated chemistry.

One class of methods that are geared towards reducing the size of the chemical model are based

on separating chemical reactions by time scales [52, 91, 92]. “Slow” reactions (associated with

large time scales) are solved, while “fast” reactions (associated with small time scales) are put into

local equilibrium. Keck [70] proposed a similar method, except that his method relies more on

the thermodynamic properties of the species present, rather than on the chemical reaction rates.

This method, referred to as Rate-Controlled Constrained-Equilibrium (RCCE), tracks one or several

constraints through the system, and reconstructs the system as a function of the constraint(s), based

on constrained thermodynamic equilibrium calculations. Examples of possible constraints include

the mass fraction of a single major species, radical species (species with valence electrons), or any

1The work in this chapter has been presented in part in J. Rabinovitch and G. Blanquart. A computationally
efficient approach to hypersonic reacting flows. In Proceedings of the 29th International Symposium on Shock Waves,
Madison, Wisconsin, 2013.
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linear combination of species mass fractions. In general, only the reaction rates associated with the

rate of change of the constraint variable need to be known for this method. Both the state of the

system and the rate of change of the constraint can be tabulated, and then efficient methods can

be used to incorporate this tabulated chemistry into a CFD solver. The computational benefits of

RCCE are clearly stated by Keck in his original work: “since in general the number of constraints

necessary to determine the state of a complex system to a specified degree of accuracy is very much

smaller than the number of degrees of freedom of the system, there are fewer differential equations

to integrate” [70].

The RCCE method has already been applied successfully to laminar and turbulent flames under

low Mach conditions in the past [56, 63, 65, 70, 71, 80, 163, 164]. Unfortunately, there is little

available data detailing the performance of the RCCE method for compressible flows, and virtually

none of it pertains to re-entry like conditions. Therefore, the goal of this chapter is to investigate

different possible constraints to be used with the RCCE method for reacting compressible flows. The

effectiveness of different constraints will be isolated by performing a point-wise comparison of results

based on constrained thermodynamic equilibrium calculations, to detailed chemistry results. These

results are shown in Sec. 3.8, and are not based on integrated RCCE simulations. The results from

this comparison allow an appropriate constraint to be selected for full RCCE simulations, and help

one understand the limits of the applicability of the RCCE method for the test cases considered.

Results from full RCCE simulations are then shown in Sec. 3.9. It will be seen that while some

constraints might perform well for a supersonic flow undergoing a steady expansion, the same kind

of constraint will perform poorly behind a shock wave. The analysis performed in this chapter

determines when a specific constraint is expected to yield accurate results, and when it is expected

to perform poorly. This chapter uses relatively simple gas mixtures, assuming thermal equilibrium

throughout, in order to isolate performance of individual constraints.

3.2 Previous Work

The RCCE method has been used in a variety of studies in the past to large degrees of success, and

these studies are summarized in this section. In Keck’s work [70], a detailed description of the RCCE

method is provided, as well as an overview of RCCE results obtained in other studies. In an earlier

study, Keck and Gillespie [71] compared steady state calculations to results obtained using the RCCE

method for the formation and removal of NO in an internal combustion engine. Later, Morr and

Heywood [111] used the RCCE method to analyze measurements of CO concentrations in a steady
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flow cylindrical burner. Law et al. [80] investigated the performance of several different constraints

when studying the reacting H2/O2 system. These studies showed good agreement between the

RCCE method and detailed chemical models. More recently, the RCCE method has been used to

show good agreement with full detailed mechanisms for complex hydro-carbon fuels [63, 65], and

the method has also been extended to allow for non-linear constraints [14].

Keck’s work [70] emphasized that only the rate constants for the reactions related to the rate

of change of the chosen constraint are needed for this method, and that the benefits gained from

using the RCCE method continue to increase as chemical systems become larger and more complex.

With more complicated systems in mind, this has motivated investigations of the RCCE method in

conjunction with tabulated approaches, such as in [163] and [164]. In addition, Hiremath et al. [56]

have extended the basic RCCE method to investigate dynamic methods to change the constraint

in order to minimize errors, but this was limited to investigating the effect of constraining different

combinations of individual species.

While the previously mentioned studies have all been geared towards subsonic combustion prob-

lems, Janbozorgi and Metghalchi [64] used a degree of disequilibrium analysis (Sec. 3.5.2) to suc-

cessfully model a supersonic reacting H/O system expanding through a nozzle. To the authors

knowledge, this is the only published work using the RCCE method for compressible reacting flows.

The timescale analysis performed in this chapter will build on the work performed in [64], and incor-

porate other formal timescale analysis techniques that have not been incorporated into the RCCE

method previously (Sec. 3.5.1). All of the studies discussed that use the RCCE method have been

geared towards combustion applications, where reactants and products can be distinguished. This

chapter extends the use of the RCCE method to compressible reacting flows that are not combustion

based, where it is more challenging to define specific reactants and products.

3.3 Reacting Euler Equations

When reduced order models are compared to detailed models, it is not always possible to compare

the yield of individual species, as some species might only exist in the detailed model. Instead,

it is common to compare the bulk properties of the fluid mixture, which a reduced order model

should reproduce. In order to determine which properties of the fluid are relevant in reacting

supersonic flows, the reacting Euler equations should be considered. The 3D reacting Euler equations

in conservative form are shown in Eqs. 3.1—3.3.



41

∂w

∂t
+

∂fx
∂x

+
∂fy
∂y

+
∂fz
∂t

= g, (3.1)
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and
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













































0

0

0

0

0

ω1(T, P, Y1, ..., Yns)W1

...

ωns(T, P, Y1, ..., Yns)Wns















































. (3.3)

E is the total energy, which is given by

E = ρ

(

e+
1

2
|u|2

)

, (3.4)

where e is the internal energy, |u|2 = u2+v2+w2, and u, v, and w are the velocities in the x, y, and

z directions, respectively. The above equations require an equation of state for closure, such as the

caloric equation of state, P = P (ρ, e, Y1, ..., Yns). T , P , ρ, Yi, ns, ωi, and Wi are the temperature,

pressure, density, mass fraction of species i, number of total species, net production rate of species

i, and the molecular weight of species i, respectively. From a mathematical standpoint, the RCCE

method alters the final ns equations given in Eq. 3.2 and Eq. 3.3. This will be shown in more detail

in Sec. 3.4 and Sec. 3.9. To limit the scope of this chapter, while still retaining the complexity of
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the chemical processes, steady one-dimensional, and quasi-one-dimensional flows are considered.

Following the derivations performed in [69], in the shock-fixed frame, the one-dimensional reacting

Euler equations can be re-written as:

dρ

dx
= − ρ

w

σ̇

η
(3.5)

dw

dx
=

σ̇

η
(3.6)

dP

dx
= −ρw

σ̇

η
(3.7)

dYi

dx
= ωi(T, P, Y1, ..., Yns)

Wi

ρ

1

w
, (3.8)

where w, σ̇, and η are the velocity in the x direction in the shock-fixed frame, the thermicity, and

the sonic parameter (η = 1−M2), respectively. Equations 3.5—3.8 can be generalized to include an

area change if desired, as shown by Kao and Shepherd [69]. To simplify notation, a chemical source

term, Ω, is introduced such that Ωi = ωi
Wi

ρ . The thermicity is defined to be

σ̇ =
ns
∑

i=1

σiΩi, (3.9)

where σi takes the form

σi =
W

Wi
− hi

cPT
, (3.10)

assuming an ideal gas. cP is the specific heat at constant pressure, W is the mixture averaged

molecular weight, and hi is the enthalpy of species i. For each individual species, the enthalpy can

be calculated by

hi = hi(To) +

T
∫

To

cp,i(T
′)dT ′, (3.11)

where hi(To) is the reference enthalpy at To = 298 K [25].

While the Ωi term is sensitive to individual species concentrations, the other bulk properties,

W and cp are dominated by species with the largest mole and mass fractions (respectively), as

W =
ns
∑

i=1

Xi · Wi and cp =
ns
∑

i=1

cpi · Yi. Here Xi refers to the mole fraction of species i. While not

appearing directly in the reacting Euler equations, the mixture enthalpy, h =
ns
∑

i=1

hi · Yi, gives an

indication as to how much energy is stored in the gas (not including contributions to internal energy

from pressure and volume). As a result, the overall evolution of the flow is mainly based on the

bulk properties of the mixture (such as W , cp, and h). Because of this, it is believed that errors
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made on minor species will have a relatively small effect on the overall evolution of the reactive

Euler equations. This is the major concept behind RCCE and allows for the successful application

of reduced order models that do not necessarily predict all minor species correctly, but do well

predicting bulk properties of a mixture.

3.4 RCCE Overview

The RCCE method is very different than many other chemistry reduction techniques, and this

section provides a general overview of RCCE. To quote Keck directly:

In the RCCE method it is assumed that for many practical applications, the evo-

lution of a complex system can be described with acceptable accuracy by a relatively

small number of rate-controlling reactions which impose slowly changing constraints on

the allowed states of the system. It is also assumed, as in thermodynamics, that fast

reactions exist which relax the system to the associated constrained-equilibrium state on

a time scale short compared to that on which the constraints are changing. Under these

conditions, a non-equilibrium system will relax to its final equilibrium state through a

sequence of rate-controlled constrained-equilibrium states which can be determined by

maximizing the entropy subject to the instantaneous values of the constraints. Thus

only the rate equations for the constraints must be integrated [70].

The fundamental purpose of RCCE (and many other methods) is to reduce the complexity of

a given system, yet to retain an “acceptable” level of accuracy. In general, when solving for the

flow field of a chemically reacting flow, the bulk (intensive) mixture properties are determined by

the chemical composition of the flow, and the macroscopic evolution of the flow is highly coupled

to the state of the reacting mixture. The level of accuracy required by a reduced order method is a

subjective description, and generally relies on some user-defined threshold. For general engineering

purposes, the bulk properties of the fluid (described in more detail in Sec. 3.3) must be compared

between the detailed and reduced order models, and this can give a good indication of the fidelity

of the reduced order model. It will be shown in Sec. 3.8 and Sec. 3.8.6 that seemingly major errors

made on minor species when reconstructing a gas mixture may have relatively little (if any) influence

on the bulk properties of the fluid mixture.

The RCCE method relies on the assumption that a limited number of chemical properties of a

mixture (constraints) can be used to reconstruct the composition of a mixture through constrained

thermodynamic equilibrium calculations. This is illustrated graphically in Fig. 3.1, where the inverse

of the molecular weight of a mixture is chosen to be the constraint (φ). The reaction begins in the

bottom left corner, and ends in the upper right corner of Fig. 3.1. A unique trajectory in T , P ,
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and φ space is traversed as the reaction goes to completion. With the RCCE method, the mixture

composition is calculated using a constrained equilibrium calculation based on the local temperature,

pressure, and molecular weight, at every point along this trajectory.
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Figure 3.1: Evolution of φ as a function of T and P for a shocked air flow where φ = 1/W . The
color shows the magnitude of the rate of change of the inverse of the molecular weight (|∂φ/∂t|), for
a given value of T , P , and φ.

One challenge associated with successfully applying the RCCE method to a given reacting system

is choosing the proper constraint(s). Some possible constraints originally suggested by Keck [70]

include tracking individual species, the sum of mass (or mole) fractions of major species, or the sum

of mass (or mole) fractions of radical species present in a mixture. Only the chosen constraint(s)

now need be solved for throughout the system, and then the rest of the mixture can be reconstructed

around this/these value(s).

In order to evaluate the performance of different constraints, comparisons between constrained

thermodynamic equilibrium calculations, and detailed chemistry can be calculated, without perform-

ing an integrated simulation. An overview of this comparison is presented below and in Sec. 3.8.

Details on integrated simulations are shown later in Sec. 3.9.

Mathematically, the constraint variable, φ, is often a linear function of all of the chemical species

present in a mixture. Assuming ns species present in a mixture,

φk =
ns
∑

i=1

Ck
i Yi, (3.12)
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where k corresponds to a chosen constraint, and Ck
i is the coefficient associated with the ith species,

for the kth constraint. To clarify notation, the superscript k is dropped for the rest of this section,

and the following analysis is performed for a single φ. It should be understood that the Ci coefficients

(constraint coefficients) will change if a different constraint is chosen. Eq. 3.12 is therefore re-written

as:

φ =

ns
∑

i=1

CiYi. (3.13)

For example, if one were to constrain only the jth species in a mixture, then Cj = 1, and Ci6=j = 0.

The constraint is generally chosen a priori for a given simulation, and the same constraint is used

throughout the entire simulation, i.e., the Ci’s are constant. If this were not the case, and non-

constant constraints were chosen, then Ci = Ci(Y), and Eq. 3.13 is no longer valid, as φ is no longer

a linear function of the Yi’s. Non-linear constraints are not considered for this work, though have

been used in other studies [14].

A superscript of CEQ will be used from this point on in order to distinguish between values cal-

culated through the use of constrained thermodynamic equilibrium calculations (CEQ superscript),

and values calculated through detailed chemistry calculations (no superscript). In order to evaluate

how a constraint performs without running an integrated RCCE simulation (Sec. 3.8), values for T ,

P , and φ (Eq. 3.13) are calculated from detailed chemistry results.

Values for YCEQ (YCEQ = [Y CEQ
1 ... Y CEQ

ns ]T ) are calculated such that YCEQ minimizes Gibbs

function, G, while keeping T , P , and φ constant for a specific mixture. This implies that

Y CEQ
i = Y CEQ

i (T, P, φ). (3.14)

All constrained equilibrium calculations performed to evaluate Eq. 3.14 are performed using the CEQ

code developed by Professor Stephen B. Pope at Cornell University [129, 131, 132]. An overview of

the method used in the CEQ code is provided in Appendix A. Equation 3.14 implies that φ = φCEQ,

by definition, where φCEQ =
ns
∑

i=1

CiY
CEQ
i . However, Eq. 3.17 and Eq. 3.18 will show that ∂φ

∂t and

∂φCEQ

∂t are not necessarily equal.

A chemical source term based on YCEQ can now be calculated:

ΩCEQ
i = ΩCEQ

i (T, P,YCEQ) = ΩCEQ
i (T, P, φ). (3.15)
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This is in contrast to the chemical source term described previously, Ωi = Ωi(T, P,Y). The difference

between ΩCEQ
i and Ωi is caused by the differences between YCEQ and Y; the same T and P are

used in both calculations.

The rate of change of the constraint must also be calculated, and this is done by differentiating

Eq. 3.13 with respect to time:

∂φCEQ

∂t
=

ns
∑

i=1

Ci
∂Y CEQ

i

∂t
. (3.16)

Using Eq. 3.15 this simplifies to

∂φCEQ

∂t
=

ns
∑

i=1

CiΩ
CEQ
i . (3.17)

A rate of change of the constraint can also be calculated solely based on the detailed chemistry

results (for comparison purposes), and this is defined to be

∂φ

∂t
=

ns
∑

i=1

CiΩi. (3.18)

Finally, it is also possible to calculate bulk properties of the mixtures. For example,

cCEQ
p =

ns
∑

i=1

cpi(T )Y
CEQ
i , (3.19)

while

cp =
ns
∑

i=1

cpi(T )Yi. (3.20)

Comparisons between the CEQ quantities and quantities calculated from detailed chemistry calcu-

lations are shown in Sec. 3.8. The previous analysis was performed assuming only one constraint

was chosen, but these calculations can be generalized if multiple constraints are chosen for a specific

application.

It is important to recognize that there is no guarantee that the same constraint(s) will work

for every problem investigated. This method requires some a priori intuition about the system to

be investigated, or some simplified analysis to be performed. The fact that constraints must be

identified before investigating a specific system can be seen as a disadvantage, yet Keck argues that

this is an advantage, as it “... forces one to think before embarking on elaborate calculations!” [70].
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3.5 Methodology for Constraint Selection

Inherent to the RCCE method is the necessity of picking constraints to be used. This section

outlines the general method for picking constraints based on time scale analysis and a degree of

disequilibrium analysis. A full explanation of all constraints considered, and how these constraints

can be calculated for specific test cases will be provided later in Sec. 3.7.

3.5.1 Timescale Analysis

Analyzing chemical timescales has been used extensively in the past by the combustion community.

The two popular methods that use time scale analysis for reduced order modeling techniques in-

clude Computational Singular Perturbation (CSP) [52] and Intrinsic Lower Dimensional Manifolds

(ILDM) [91, 92]. These methods advance quasi-steady state and partial equilibrium approxima-

tions [79] by systemically reducing a complicated detailed chemical model into a reduced model,

without relying on prior intuition about the chemical model being investigated. These methods con-

tinue to be updated [51], but only the basic principles are needed in this section. A brief overview

of CSP and ILDM is provided below for completeness.

The original work on CSP by Goussis and Lam [52] used CSP to model the homogeneous oxidation

of methanol in air at constant pressure. The authors applied a dynamical systems approach that

allowed the full 30 species mechanism to be reduced to a minimum set that required only 16 species.

The over-arching idea of CSP is to separate the system into “fast” and “slow” reaction subspaces,

with a rigorous and repeatable mathematical method. The reactions are divided into an “equilibrated

set,” which contains fast reactions that are in a local equilibrium, and a “rate-controlling” set which

contains the slower reactions that control the evolution of the system. If a reaction falls into neither

of these sets, then it is considered to be “superfluous”. Decoupling the fastest timescales from the

slowest timescales removes the stiffness from the system ODEs that needs to be solved, and allows

the system of equations to be solved in an explicit manner with high accuracy. The results reported

by Goussis and Lam [52] showed good agreement between the reduced order model and the detailed

mechanism.

ILDM, a method first proposed by Maas and Pope [91, 92], is also based on a dynamical systems

approach. Unlike CSP, which is geared towards reducing the stiffness of the system of ODEs needed

to be solved, ILDM is geared towards identifying a lower-dimensional manifold that the reaction is

confined to. A full overview and explanation of the applications of ILDM and the numerical issues

associated with the implementation of this method are provided by Eckett [35] and Hung [61], though
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a brief summary is also provided here. ILDM was originally developed for a spatially homogeneous,

adiabatic, and constant pressure system [92].

To begin, a chemical reaction can be described in terms of a state space, where the different

chemical species define the different dimensions of the state space. Therefore, a chemical reaction

is limited to a specific manifold in this state space, based on the initial conditions, and on mass

conservation. As the two state variables, h and P , were originally assumed to be constant by Maas

and Pope [92], the reaction space is limited to a manifold of dimension ns − ne, where ns is the

number of species considered, and ne is the number of elements. The subtraction of ne occurs due

to elemental conservation, and limits the dimension of the manifold. With this in mind, a chemical

reaction can be interpreted as a trajectory in this state space. Over time, these trajectories all tend

towards a point in state space that corresponds to the thermodynamic equilibrium composition, given

that enthalpy and pressure are held constant. Maas and Pope found that these reaction trajectories

tend to “bunch” and approach one another long before chemical equilibrium was reached. This

prompted an investigation that found lower dimensional manifolds which act as attractors in state

space, and are governed by slow reactions. Based around the attracting manifolds in state space, the

ILDM method can greatly reduce the overall order of the reacting system, while still maintaining a

user-defined level of accuracy.

For this work, only the first steps used in the ILDM method need be considered. The timescale

analysis performed by Maas and Pope [91, 92] is based on an analysis of the Jacobian matrix of the

chemical source term. This analysis is reproduced below.

In general, the rate of change of mass fractions of the species present in a mixture can be written

as

dY

dt
= Ω, (3.21)

where Ω = [Ω1 Ω2 ... Ωns]
T . To analyze the time scales associated with small perturbations from a

given chemical state, a small change in mass fraction is considered such that Y = Yo +Y′. Using

a Taylor series expansion, and keeping only the linear term in Y′ results in

dY′

dt
= J ·Y′, (3.22)

where J is the time dependent Jacobian matrix for the chemical reaction, with Jij = ∂Ωi

∂Yj
. If J

is assumed to be constant during a small time interval (small compared to the relaxation times

associated with the perturbations), the decomposition J = AΛB can be used. A is a matrix of
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basis vectors, and B = A−1. If A is an ideal basis matrix, then Λ would be a diagonal matrix

with ns entries. However, for chemical systems in general, J is a rank-deficient, non-symmetric,

and ill-conditioned matrix. It is at most rank ns − ne. This is caused by elemental conservation

throughout the system.

The first ns − ne right eigenvectors (columns of A), e1, e2, ..., ens−ne, are reaction modes for

the system. Each reaction mode is associated with a characteristic time scale, which is the inverse of

the real component of the corresponding eigenvalue, λi. A reaction mode with a small characteristic

timescale relaxes to the initial state faster than a mode with a larger characteristic timescale. The

eigenvector associated with fastest reaction mode (largest eigenvalue) will be referred to as ν∗, where

ν
∗ = [ν∗1 ... ν∗ns]

T . If the real component of an eigenvector is positive, it means that a perturbation

in the direction of its eigenvector will actually increase. This formal timescale analysis has not been

combined with RCCE previously; the reaction modes, and their associated timescales will be tested

as constraints, and the method used to calculate ν
∗ for a specific problem is presented later in

Sec. 3.7.3.

3.5.2 Degree of Disequilibrium

Another constraint based on time scale analysis, and also one of the constraints that Keck proposed

in his original work [70], is the degree of disequilibrium of an individual chemical reaction. The idea

behind this constraint is to evaluate whether or not specific chemical reactions are in a local state of

equilibrium. This information can be used to make an informed decision for the constraint selection,

and has been applied in previous works showing good agreement with detailed chemical models [64].

In order to evaluate whether or not a specific chemical reaction is in a state of equilibrium, the

“degree of disequilibrium” (or degree of equilibrium if preferred) can be calculated. The degree

of disequilibrium, DOD, for a specific reaction is defined to be DOD = log ( r
−

r+ ), where r− is the

backwards reaction rate, and r+ is the forwards reaction rate. When this value is close to 0, then the

reaction is close to equilibrium, as r− ≈ r+, and if this ratio is far from 0, then r− ≫ r+ or r− ≪ r+.

As outlined in Sec. 3.4, the chosen constraint should be representative of the rate limiting reactions

that are occurring in the system. It can be reasoned that reactions that are close to equilibrium are

related to relatively fast time scales, and should therefore not affect the value of the constraint (as

the constraint should only be affected by reactions with slow time scales). Keeping this in mind,

constraints that are independent of the fast reactions can be chosen.

A simple example is shown below for a five species (O2, N2, O, N, NO) air model. It is assumed
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that the system can be modeled by the following five reactions:

O + O ⇄ O2 (+M) (3.23)

N + N ⇄ N2 (+M) (3.24)

N + O ⇄ NO (+M) (3.25)

NO +O ⇄ O2 +N (3.26)

NO + N ⇄ N2 +O , (3.27)

where M represents any one of the five species. Assuming that Eq. 3.26 has a degree of disequilibrium

value close to zero for the entire reaction, and the other four reactions have values far from zero,

several different constraints for the RCCE method can be picked. For example, the constraint

φ = XNO +XO2 , φ = XO +XN , or φ = XNO +XO −XO2 −XN are some of the possibilities that

represent summations that are not changed as the reaction NO +O ⇄ O2 +N progresses. Xi refers

to the mole fraction of species i. If several reactions have a DOD close to zero, then the number of

constraints that could be chosen would be reduced.

3.5.3 Effect of Elemental Conservation

The DOD constraint can be augmented by the fact that elements are conserved throughout a

chemical reaction (assuming no nuclear decay). However, for new information to be added to the

system, the DOD constraint must be linearly independent of elemental conservation.

A simple example is performed by returning to the five species air model given in Sec. 3.5.2,

and again assuming that NO +O ⇄ O2 +N (Eq. 3.26) is in a local equilibrium throughout the

system. The following three equations represent the conservation of elemental oxygen, conservation

of elemental nitrogen, and a constraint based on DOD analysis, respectively.

2∆XO2
+∆XO +∆XNO = 0 (3.28)

2∆XN2
+∆XN +∆XNO = 0 (3.29)

−∆XO2
−∆XN +∆XNO +∆XO = 0, (3.30)

where ∆Xi represents the change in number of moles of species i during some amount of time.

Equation 3.30 is generated by taking the stoichiometric coefficients from the reaction (Eq. 3.26) that

is in local equilibrium, and re-arranging the coefficients such that they sum to zero.
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Solving Eqs. 3.28—3.30 simultaneously results in two free parameters, as there are five equations

and three unknowns. For example, ∆XN2
= 1

2 (3∆XO2
− ∆XNO), ∆XO = −2∆XO2

− ∆XNO,

and ∆XN = −3∆XO2
, if ∆XO2

and ∆XNO are chosen to be the free parameters. This defines an

infinite set of constraints that are based on the reaction NO +O ⇄ O2 +N having a DOD value

close to zero throughout the entire reaction, and augmented by considering the effects of elemental

conservation. The free parameters can be chosen arbitrarily, and the method used to calculate this

constraint for a specific problem is shown in Sec. 3.7.4.

The augmented DOD constraint, along with the new time scale constraint can now be applied

to actual test problems to see how they perform. These constraints will be compared to more

traditional constraints, such as individual species constraints, in the following sections.

3.6 Air Test Cases—Overview

As very few previous studies exist that use the RCCE method to solve problems involving compress-

ible flows, a detailed investigation into the performance of different constraints must be performed

in order to understand if RCCE is a viable method for this flow regime. Two model test problems

are used to accomplish this. Each case is set up in Cantera [47], using the Shock and Detonation

Toolbox [25] to solve the reacting Euler equations. The appropriate thermodynamic data [50, 100]

and reaction rates [53] are found in the literature. Temperatures are kept under 6000 K so that there

is a negligible concentration of ionized species in the gas mixture. Reactions shown in Eqs. 3.23—

3.27 are used to model the air mixture which includes five species: N2, O2, NO, O, N. The vector

of mass fractions of the mixture, Y, is defined to be Y = [YN2
YO2

YNO YO YN]
T . The parameters

for the test cases are chosen so that finite-rate chemical kinetics plays a role in determining the

composition of the flow, and that the flow parameters are characteristic of what might be experi-

enced in a hypersonic ground testing facility. One test case involves processing a gas mixture by

a normal shock; and the other test case involves looking at the steady expansion of a previously

shocked gas. Not only are these two types of flows necessary for the operation of ground testing

facilities, but these two genres of flows are also akin to what a blunt body would experience under

re-entry conditions; a bow shock over the forebody of the vehicle, and an expansion region as the

flow turns around the shoulder of the body. For all of the following work it is assumed that the gas

is in thermal equilibrium, i.e., translational/rotational/vibrational temperatures are assumed to be

the same.
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3.6.1 Case #1: Shocked Gas

For this test case, a gas mixture at 20 kPa and 297 K is processed by a normal shock traveling at

3 km/s. These initial conditions are very similar to Shot 2791 from T5 [123], where a gas mixture

at 22 kPa in the shock tube portion of the experimental facility was processed by a normal shock

traveling at 3.1 km/s. However, the T5 gas mixture was primarily CO2, and not air, for Shot 2791.

Across the normal shock, it is assumed that the composition of the flow remains frozen, but

the gas behaves as an ideal gas where the relevant gas properties (γ, cp, cv, etc.) are a function of

temperature. This assumption requires that the post-shock state be solved for in an iterative manner,

and Reynolds’ iterative method is used for this calculation [25]. After the post-shock properties are

calculated, the gas evolves kinetically until changes in the gas composition and thermodynamic

properties are negligible. Sample results for air (79% N2, 21% O2 by volume) are shown in Fig. 3.2.

Quantities are plotted as a function of distance in the shock fixed frame, where the shock is located

at x = 0 m. In this example, the mixture compositions reaches a relatively constant value at ∼ 1 cm

which corresponds to ∼ 25 µs downstream of the shock. Conditions for Case #1 are summarized in

Table 3.1.

Immediately behind the normal shock, the gas is in a state that is far from thermodynamic

equilibrium, as it is at a high temperature and pressure, and it is not yet dissociated. Farther down-

stream from the shock, a thermodynamic equilibrium state is reached, where T , P , and Y remain

constant. There is no imposed length scale on this problem, and the gas will reach a thermody-

namic equilibrium state some distance downstream of the shock. The point where thermodynamic

equilibrium is reached is therefore only related to the initial condition used for the problem (shock

speed, initial pressure, and the gas mixture and model chosen). This test case focuses on testing the

RCCE method for a flow which starts far from thermodynamic equilibrium, and should eventually

relax to a thermodynamic equilibrium state.

Table 3.1: Initial and final gas properties for Case #1.

Initial Conditions Thermodynamic Equilibrium Conditions
T (K) 297 3457
P (kPa) 20 1853
YN2 0.77 0.74
YO2 0.23 0.17
YNO 0.00 0.068
YO 0.00 0.023
YN 0.00 0.000018
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Figure 3.2: Evolution of mass fractions for air at 20 kPa and 297 K processed by a 3 km/s (M = 8.7)
normal shock. Some of the N2 and O2 dissociates at this high temperature and pressure condition.

3.6.2 Case #2: Steady Expansion

For this test case, a gas mixture at high temperature and pressure is expanded through a 20◦ half

angle conical nozzle. The composition of this gas is calculated by taking the same initial conditions

as in Sec. 3.6.1, then taking the equilibrium result from the original normal shock, and finally re-

processing the gas again by a reflected shock. This approximates the conditions that would be seen

in the reservoir of a reflected shock tunnel. In order to exaggerate the effect that finite rate kinetics

have on the expansion of this gas, this gas mixture is taken to be the composition of the gas at the

throat of the nozzle traveling at M = 1. In a real facility, the gas would accelerate to the sonic point

through the converging aspect of the nozzle, and the temperature and pressure would both decrease

as the velocity increases. Sample results for air are shown in Fig. 3.3 where the length is normalized

by the nozzle diameter (2.54 cm). Some recombination of the highly dissociated gas occurs before

nozzle freezing, and then the composition remains constant after ∼ 9 throat diameters downstream,

which corresponds to an area ratio (AR) of ∼ 17. Conditions for Case #2 are summarized in

Table 3.2.

This test case differs greatly from the previously discussed shock test case. First, the flow at the

nozzle throat is in a thermodynamic equilibrium state. As the flow travels downstream, temperature

and pressure decrease, which slow down the chemical reactions occurring. Eventually, the chemical

reaction rates are so small that the gas composition remains relatively constant. This phenomenon

is often referred to as nozzle freezing. From this point on, the flow is in a constant state away from a

local equilibrium. In fact, the gas is in a state farther from thermodynamic equilibrium the farther
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downstream the nozzle it travels. In addition, and contrary to the shock case (Sec. 3.6.1), a length

scale is inherently imposed on this problem by choosing a nozzle geometry. This test case focuses

on testing the RCCE method for a flow that should reach a final state where the gas mixture is not

in thermodynamic equilibrium, and this transition from equilibrium to non-equilibrium takes place

over a finite length, imposed by the user.
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Figure 3.3: Evolution of mass fractions for air originally in thermodynamic equilibrium at 5710 K
and 17.3 MPa, undergoing a steady expansion. Recombination reactions dominate this flow until
the composition freezes at approximately x/d = 9.

Table 3.2: Initial and final gas properties for Case #2.

Initial Conditions Conditions at AR = 17
T (K) 5710 2732
P (kPa) 17300 192
YN2 0.71 0.74
YO2 0.042 0.16
YNO 0.11 0.058
YO 0.0048 0.043
YN 0.13 6.6 · 10−6

3.7 Air Test Cases—Constraint Selection

With the test cases set-up, it is now possible to calculate the specific constraint coefficients (Ck
i )

to be tested with the RCCE method. The constraints fall under three major categories: individual

species constraints, global quantities, and constraints based on time scale analysis. The different

constraints chosen in each category are outlined in the following sections, and are summarized in

Table 3.3.
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Table 3.3: Summary of constraints to be investigated in this section. For k = 8, the conversion from
mole fractions to mass fractions requires that the inverse of molecular weight be used to keep the
constraint linear in mass fractions, and for k = 11 and k = 12, more analysis is needed to determine
the appropriate constraint coefficients.

Category Constraint Name k φk =
ns
∑

i=1

Ck
i Yi

Same Ci’s for Shock

and Nozzle (Y/N)

Species Constraints

Major Species 1 C1
N2,O2

= 1, C1
NO,O,N = 0 Y

Radical Species 2 C2
N2,O2

= 0, C2
NO,O,N = 1 Y

N2 3 C3
N2

= 1, C3
i6=N2

= 0 Y

O2 4 C4
O2

= 1, C4
i6=O2

= 0 Y

NO 5 C5
NO = 1, C5

i6=NO = 0 Y

O 6 C6
O = 1, C6

i6=O = 0 Y

N 7 C7
N = 1, C7

i6=N = 0 Y

Global Quantities

Molecular Weight 8 See Sec. 3.7.2 Y

Enthalpy of Formation 9

C9
N2,O2

= 0

Y
C9

NO =
∆h◦

fNO

WNO
YNO,

C9
O =

∆h◦

fO

WO
YO,

C9
N =

∆h◦

fN

WN
YN

Timescale Analysis

Fast Mode 10 C10
i = ν∗i N

DOD #1 11 See Sec. 3.7.4 N

DOD #2 12 See Sec. 3.7.4 N

3.7.1 Species Constraints

For simplicity, each of the 5 species, O2, N2, O, N, and NO, are used as individual constraints. In

addition, the linear combination of the mass fractions of the major species (O2 +N2) and the linear

combination of the mass fraction of the radical species (NO +O+N) are used as constraints. These

are some of the original constraints suggested by Keck [70].

3.7.2 Global Quantities

Several “global quantities” of the gas mixture are also chosen to be used as constraints. This is done

by performing a weighted sum of the species mass fractions, in order to keep the desired quantity

constant. These quantities include the mixture molecular weight (previously used by Keck [70]

and the standard enthalpy of formation (summation of the enthalpy of formation of the species

present, by mass), which is a new constraint. The enthalpy of formation is defined to be the

change in enthalpy due to the formation of a molecule from its constituent elements at standard

conditions. The mathematical formulation for these constraints are shown in Table 3.4, where ∆h◦
fi

is its enthalpy of formation (kJ/mol). The calculation of the molecular weight generally takes the
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form W =

(

ns
∑

i=1

Yi

Wi

)−1

. However, in order to define a constraint that is linear in mass fractions for

the constrained equilibrium calculations, a choice of φ8 =
ns
∑

i=1

C8
i Yi is used, where C8

i = 1/Wi. This

results in φ8 = 1/W . The global constraints are shown in Table 3.4.

Table 3.4: Global constraint examples. The enthalpies of formation for O2 and N2 are zero, which
is why they are not included in the general enthalpy of formation calculation.

Global Property Constraint

Molecular Weight φ8 =
YN

2

WN
2

+
YO

2

WO
2

+ YNO

WNO
+ YO

WO
+ YN

WN

Enthalpy of Formation φ9 =
∆h◦

fNO

WNO
YNO +

∆h◦

fO

WO
YO +

∆h◦

fN

WN
YN

∆h◦
fNO

= 90 kJ/mol, ∆h◦
fO

= 247 kJ/mol, ∆h◦
fN

= 471 kJ/mol

3.7.3 Constraints based on Timescale Analysis

Using the method outlined in Sec. 3.5.1, the different reaction modes and associated time scales

are analyzed for the two test cases. For a five species air mixture that contains O2, N2, O, N, and

NO, ns = 5 and ne = 2. This results in three (= ns− ne) reaction modes and timescales that can

be calculated from the Jacobian matrix (Eq. 3.22). The characteristic time associated with mode

i is defined to be t∗i = −1/Re(λi). The modes are ordered such that t∗1 < t∗2 < t∗3. Figure 3.4

shows the evolution of the normalized time scales for the two test cases. As a point of reference, at

x/d = 2, t∗1 ≈ 5 · 10−9 s, t∗2 ≈ 5 · 10−7 s, and t∗3 ≈ 1.3 · 10−6 s. These times should be compared to

the relevant fluid mechanical time scales in the flow, and for a nozzle, this can be estimated from2

t∗flow ≈ (UP
dP
dx )

−1. At x/d = 2, t∗flow ≈ 1.5 · 10−5. The fastest chemical time scales are much smaller

than the time scale associated with the flow, while the slowest chemical time scale is similar to that

of the flow.

Figure 3.4 shows this graphically; while there is a significant time scale separation between mode

one and the other two reaction modes, modes two and three have similar characteristic times. This

result holds for both the shocked flow and expanding flow, and suggest that time scale analysis can

be combined with the idea outlined in Sec. 3.5.2 to pick a constraint for the RCCE method based

on the fastest reaction mode. The fastest reaction mode represents a linear combination of some or

all of the original five reactions (Eqs. 3.23—3.27). As this mode equilibrates quicker than the other

two modes in the system, this “pseudo” reaction should not affect the value of the chosen constraint.

2Professor Joe Shepherd, Notes of March 9, 2013, “Simplified time scale analysis for reacting flow using Jacobian
eigen-analysis.”
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This is a similar argument that was used for the DOD method, except that the reaction mode is

used instead of one individual reaction from the original chemical mechanism.
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Figure 3.4: Evolution of the normalized reaction mode time scales for both shocked and expanding
flow.

Figure 3.5 shows the evolution of the fastest reaction mode (mode one) for each test case, where

ν∗i is the coefficient taken from the eigenvector associated with the fastest reaction mode (molar

based), for species i. All coefficients are normalized by ν∗O2
. For both cases, the reaction coefficients

remain relatively constant throughout the system. It should be noted that for small distances

behind the shock (x < 10−3 m, not plotted) in Case #1, eigenvalues with positive real components

are calculated. As mentioned previously, this identifies reaction modes where perturbations parallel

to this mode will not relax to the initial composition, but instead will move farther away from

the initial state. These positive eigenvalues are attributed to the state of the shocked air system

immediately downstream of the shock, where the high temperature non-dissociated gas mixture is

very far from an equilibrium composition. After a short amount of time, as the mixture begins to

become closer to its thermodynamic equilibrium composition, all of the calculated real components

of the eigenvalues become negative. The presence of these positive eigenvalues shows that while

being an interesting theoretical concept, it is often difficult to apply a time scale analysis used in

methods like CSP and ILDM to practical systems.

Some practical issues arise when calculating numerical values for a constraint based on the fastest

reaction mode. First, as the solution evolves, neither the reaction modes nor the characteristic time

scales remain constant. The separation between the characteristic time associated with the fastest

and slower modes is consistent throughout both cases, but the changing value of the reaction mode

implies that a non-constant constraint should be used when combined with RCCE. Second, these

constraints are not consistent between the shocked flow and expanding flow scenarios, due to the
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Figure 3.5: Evolution of the reaction coefficients for the fast reaction mode in air, normalized by
νO2 .

fundamentally different physical phenomena that occur in each case. After extensive testing, while

the changing reaction coefficients were found to have some effect on the calculated results, an average

reaction coefficient value was found to give results characteristic of this constraint.

For the constraint based on the fast reaction mode (φ10), the coefficients, C10
i , are chosen to be

C10
i = ν∗i , yielding φ10 =

ns
∑

i=1

ν∗i Yi, where ν∗i is the average ith reaction coefficient (mass fraction

based) for the fastest reaction mode. The average (to calculate ν∗i from ν∗) is performed over the

domain where the eigenvalue associated with the fastest reaction mode is negative, and reactions

are still occurring. All values of ν∗i are normalized such that ν∗O2
= 1. For the shocked flow, the

average is performed over the range 3.17 ∗ 10−4 m < x < 10−2 m, and for the nozzle flow, the

average is performed over 0 < x/d < 9. The values for ν∗ are not the same for both the shock

and nozzle cases. Calculating these averages results in ν∗Shock = [−0.20, 1,−0.72,−0.61, 0.53]T,

and ν∗Nozzle = [−0.46, 1,−0.44,−0.76, 0.67]T, for the shocked and nozzle flow, respectively, where

Y = [YN2
, YO2

, YNO, YO,YN]
T . This results in

φ10
Shock =

ns
∑

i=1

ν∗Shock,iYi, (3.31)

and

φ10
Nozzle =

ns
∑

i=1

ν∗Nozzle,iYi. (3.32)
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3.7.4 Constraints Based on DOD Analysis

Figure 3.6 shows the results when the DOD analysis explained in Sec. 3.5.2 is applied to both test

cases. The sign of the value of DOD in general switches between the two cases, as dissociation

reactions are more prevalent in the shocked flow, while recombination reactions dominate the nozzle

flow. In both cases, it can be seen that for at least one of the five reactions (different in each case),

the forwards and reverse reaction rates remain essentially equal throughout the system. In the

shocked case, it is N + O+M ⇄ NO+M, while in the nozzle flow it is NO +O ⇄ O2 +N. These

are the respective reactions that will be combined with elemental conservation when determining a

constraint to be used with RCCE.
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Figure 3.6: Degree of disequilibrium calculation for each reaction considered in the air system.

As discussed previously, equations for the conservation of oxygen and nitrogen can be written as

2∆XO2
+∆XO +∆XNO = 0 (3.33)

2∆XN2
+∆XN +∆XNO = 0. (3.34)

Re-arranging the stoichiometric coefficients for the reactions identified with a value of DOD close

to zero yields

−∆XNO +∆XN +∆XO = 0, (3.35)

for the shock case (reaction 3.25), and

−∆XO2
−∆XN +∆XNO +∆XO = 0, (3.36)

for the nozzle case (reaction 3.26). Equations 3.33, 3.34, and 3.35 are solved simultaneously for
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the shock case. As shown in Sec. 3.5.3, there are three equations with five unknowns, so two free

parameters can be picked arbitrarily. One solution is ∆XN2
= 1

4 (2∆XO2
− 3∆XN), ∆XNO =

1
2 (−2∆XO2

+ ∆XN), and ∆XO = −(∆XO2
+ ∆XN

2 ), where ∆XO2
and ∆XN are chosen to be the

free parameters.

For the nozzle case, Eqs. 3.33, 3.34, and 3.36 are solved simultaneously. One solution is ∆XN2
=

1
2 (3∆XO2

−∆XNO), ∆XO = −2∆XO2
−∆XNO, and ∆XN = −3∆XO2

, where ∆XO2
and ∆XNO

are chosen to be the free parameters.

The constraints calculated through the degree of disequilibrium analysis combined with element

conservation are summarized in Table 3.5. Two possible constraints are shown for each test case, as

it is possible to vary the free parameters and create a different constraint. k = 11 is named DOD

#1, and k = 12 is named DOD #2. The arbitrariness involved with picking free parameters is

not desirable when trying to pick a constraint in a rigorous manner. Values for the free parameters

are chosen to be of order 1, in order to stay consistent with the other constraints described in this

section. It will be shown that this subjectivity in constraint selection does have an impact on the

performance of the constraint, and hence, reduces the applicability and generality of DOD-based

constraints.

Table 3.5: Calculated constraints based on degree of disequilibrium analysis. Two possible con-
straints (DOD #1 and DOD #2) are shown for each test case.

Test Case Chosen Reaction k Chosen Free Parameters Constraint

Expanding Flow NO+O ⇄ O2 +N 11 XO2 = 2, XNO = 1 φ11
Nozzle =

5
2

YN2

WN
2

+ 2
YO2

WO
2

+ YNO

WNO
− 5 YO

WO
− 6 YN

WN

12 XO2 = 3, XNO = 2 φ12
Nozzle =

7
2

YN2

WN2

+ 3
YO

2

WO2

+ 2 YNO

WNO
− 8 YO

WO
− 9 YN

WN

Shocked Flow N+O ⇄ NO 11 XO2 = 1, XN = 0 φ11
Shock = 1

2

YN2

WN
2

+
YO

2

WO
2

− YNO

WNO
− YO

WO

12 XO2 = 2, XN = 1 φ12
Shock = 1

4

YN2

WN
2

+ 2
YO

2

WO
2

− 3
2

YNO

WNO
− 5

2
YO

WO
+ YN

WN

3.8 Constraint Performance

The different aforementioned constraints are implemented and compared to the results from the

Cantera simulations obtained with detailed chemistry. In order to gain insight into the effectiveness

of each constraint, the effect of error propagation that would be present in a fully-coupled simulation

is removed by comparing the detailed chemistry simulation results to RCCE results at every point

in the flow. Results pertaining to fully-integrated simulations will be shown later, in Sec. 3.9.
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3.8.1 Comparison Methodology

For each test problem, four basic plots are used to reveal how the constraint behaves through

the system (see, for example, Fig. 3.7). First, the constraint, φ, is plotted as a function of a

spatial coordinate, showing how the constraint evolves through the reacting system (top left). The

shock case consists primarily of dissociation reactions, while the expansion case consists primarily

of recombination reactions. This difference will cause the evolution of the constraint to vary greatly

between the two test cases. For the remaining three plots, quantities are plotted as a function of φ

(Eq. 3.12). This represents a shift from physical space into a “reaction space” (or phase space). As

the RCCE method requires the system to be reconstructed as a function of φ, this is the appropriate

space to visualize and evaluate the efficacy of the constraints.

The second plot (top right) shows the species mass fractions as a function of φ. Values calculated

from the detailed chemistry simulations, Y, are labeled as “Cantera”, and are compared to values

calculated from constrained thermodynamic calculations, YCEQ (Eq. 3.14). All discrepancies in the

mixture properties between the Cantera results and the CEQ results can be attributed to differences

between Y and YCEQ.

As discussed in Sec. 3.4, when coupled with a CFD solver, the bulk properties of the fluid mixture

are needed. γ, the ratio of specific heats, is taken to be a characteristic bulk property. Constrained

equilibrium calculation results (γCEQ) are compared to detailed chemistry results (γ) in the third

plot (bottom left). Finally, it is necessary to not only transport the value of φ in an integrated

simulation, but the source term for the constraint, ∂φ/∂t, must also be known as a function of φ.

The final plot (bottom right) compares |∂φCEQ

∂t | (Eq. 3.17) and |∂φ∂t | (Eq. 3.18). Depending on the

choice of constraint, all or only some of the reactions from the full mechanism are used. The absolute

value of this function is compared between the two cases (for visualization purposes). Qualitative

comparisons are shown first for each constraint, and then quantitative comparisons are shown in

Sec. 3.8.6.

3.8.2 Constraint: Individual Species

The results for a constraint based on the mass fraction of each individual species, O2, N2, O, and

NO, are shown in Figs. 3.7 - 3.13. Comparisons are made both for the shock and nozzle cases,

comparing finite rate chemistry results and constrained equilibrium results. Results for N are not

shown due to the low concentration of N present. As YN tends to 0, the constrained equilibrium

holding YN constant tends towards the unconstrained equilibrium calculation. In all figures, φ is
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normalized by the maximum value of φ in the domain (φmax), and the absolute value of ∂φ/∂t is

plotted for simplicity.
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Figure 3.7: Finite rate chemistry and constrained equilibrium calculations for a shocked air flow.
Constrained equilibrium calculations are performed constraining the mass fraction of O2.
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Figure 3.8: Finite rate chemistry and constrained equilibrium calculations for a shocked air flow.
Constrained equilibrium calculations are performed constraining the mass fraction of N2.

Figures 3.7 and 3.8 show the O2 and N2 constraints, respectively, for the shock test case. Both

of these constraints decrease monotonically throughout the system, as the O2 and N2 undergo

dissociation reactions. The mass fraction of O2 decreases by approximately 25% throughout the
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reaction, while the mass fraction of N2 decreases by approximately 5%. A larger range of the

constraint variable throughout the system is seen as desirable, as this allows the entire system

to be less sensitive to small errors made in φ. The reconstructed gas mixture based on the species

constraint on O2 (Fig. 3.7) over predicts the amount of N present, and the reconstructed gas mixture

based on the species constraint on N2 (Fig. 3.8) over predicts the amount of O present. Errors are

seen in both the bulk properties and source term for φ, and a more quantitative analysis of the

errors observed will be presented in Sec. 3.8.6.
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Figure 3.9: Finite rate chemistry and constrained equilibrium calculations for a shocked air flow.
Constrained equilibrium calculations are performed constraining the mass fraction of NO.

Figures 3.9 and 3.10 show the O and NO constraints, respectively, for the shock test case. As

these radical species are products of the dissociation reactions, their mass fractions increase through

the system. However, while NO increases monotonically throughout the system, the mass fraction of

O peaks midway through the system, and then decreases again, as shown in Fig. 3.10. This causes

properties to appear to be double valued when plotted as a function of φ. However, as temperature

and pressure are also changing throughout the system, each point is unique in T , P , and φ space.

A graphical example of a similar case was shown previously in Fig. 3.1. These constraints undergo

a relatively large change through the system, as the initial radical concentration is zero.

The increase then decrease in O can be explained by considering the dominant reactions in the
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Figure 3.10: Finite rate chemistry and constrained equilibrium calculations for a shocked air flow.
Constrained equilibrium calculations are performed constraining the mass fraction of O.

shock case:

O2 ⇄ O+O (3.37)

O2 +N ⇄ NO+O (3.38)

N2 +O ⇄ NO+N (3.39)

NO ⇄ N+O. (3.40)

Reactions 3.37 - 3.39 are written such that the net production rate is always in the forwards direction,

and the net production switches from being forwards to reverse midway through the system for 3.40.

Reaction 3.37 is the original source of O radicals, as originally no O and only O2 is present in the

shocked mixture. Reaction 3.38 results in the production of one O radical, while reaction 3.39 results

in the destruction of one O radical. However, the net forwards production rate from reaction 3.39

is always greater than that of reaction 3.38 in this example, which results in a net destruction of

O radicals from these two reactions. As the production rate of O from reaction 3.37 decreases, the

destruction of O from the combination of reaction 3.38 and reaction 3.39, and the destruction of

O in reaction 3.40, causes the mass fraction of O to decrease after a relative maximum is reached.

However, the production of NO from reaction 3.38 and reaction 3.39 is larger than the consumption

of NO in reaction 3.40, which causes the mass fraction of NO to increase monotonically through the

system, as shown in Fig. 3.9.
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Figure 3.11: Finite rate chemistry and constrained equilibrium calculations for an expanding air
flow. Constrained equilibrium calculations are performed constraining the mass fraction of O2.

Figure 3.11 shows the results for the nozzle test case, choosing the mass fraction of O2 as a

constraint. As the gas mixture starts in a highly dissociated state, recombination reactions dominate

as the flow expands through the nozzle, and the mass fraction of O2 increases as the flow travels

downstream. Similar results are observed when N2 is chosen as the constraint (Fig. 3.12).
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Figure 3.12: Finite rate chemistry and constrained equilibrium calculations for an expanding air
flow. Constrained equilibrium calculations are performed constraining the mass fraction of N2.

Figures 3.13 and 3.14 show results for O and NO, respectively. These values decrease monoton-
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ically through the system, and reach a constant value when the temperature and pressure are low

enough that the composition of the flow is “frozen” in the nozzle. The constraint on NO performs

better than the constraint placed on O. Although the reconstructed species composition for the

O constraint (Fig. 3.13) visually appears to be very accurate, errors are seen in the reconstructed

source term. This sensitivity to small errors in mass fractions will be discussed in a later section for

a similar example.
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Figure 3.13: Finite rate chemistry and constrained equilibrium calculations for an expanding air
flow. Constrained equilibrium calculations are performed constraining the mass fraction of O.
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Figure 3.14: Finite rate chemistry and constrained equilibrium calculations for an expanding air
flow. Constrained equilibrium calculations are performed constraining the mass fraction of NO.
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3.8.3 Constraint: Major and Radical Species

It is also possible to keep the sum of the mass fractions of different species constant through a

constrained equilibrium calculations. Major species and radical species are some of the original

sums suggested by Keck [70]. The major species make up the majority of the mixture (by mass

or mole), while the radical species represent the most reactive components of the mixture, and are

generally associated with fast reacting time scales. In the shocked case, the mass fraction of major

species decreases through the system (Fig. 3.15), while the mass fraction of radical species increases

(Fig. 3.16), as expected. Both constraints visually do a good job of reconstructing the system.
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Figure 3.15: Finite rate chemistry and constrained equilibrium calculations for a shocked air flow.
Constrained equilibrium calculations are performed constraining the summation of mass fractions
of the major species (O2 and N2).

Figures 3.17 and 3.18 show the same two constraints applied to expanding air. The opposite

trend is seen in the constraint variable in these two cases, as expected. φ monotonically increases

for the major species, while φ monotonically decreases for the radical species.
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Figure 3.16: Finite rate chemistry and constrained equilibrium calculations for a shocked air flow.
Constrained equilibrium calculations are performed constraining the summation of mass fractions
of the radical species (NO, N and O).
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Figure 3.17: Finite rate chemistry and constrained equilibrium calculations for an expanding air flow.
Constrained equilibrium calculations are performed constraining the summation of mass fractions
of the major species (O2 and N2).
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Figure 3.18: Finite rate chemistry and constrained equilibrium calculations for an expanding air flow.
Constrained equilibrium calculations are performed constraining the summation of mass fractions
of the radical species (NO, N and O).
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3.8.4 Constraint: Global Quantities

As mentioned previously, the two global quantities investigated include the inverse of the molecular

weight of the mixture, and the standard enthalpy of formation (by mass). There is an extremely

small variation in molecular weight throughout the shock system (∼1%), and this variation is not

monotonic, as shown in Fig. 3.19. To investigate whether this apparent multi-value is a problem,

Fig. 3.1 (Sec. 3.4) shows the value of φ as a function of T and P . This figure illustrates that even

though the same value for molecular weight is reached twice in the system, due to the varying

temperature and pressure at each point where this occurs, the evolution of the system is uniquely

valued when taking T and P into account. In other words, the mixture composition is still unique

for a given set of φ, T , and P values.
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Figure 3.19: Finite rate chemistry and constrained equilibrium calculations for a shocked air flow.
Constrained equilibrium calculations are performed by holding the inverse of the molecular weight
of the mixture constant.

While there are significant errors made in the reconstructed mass fractions of O2, NO, and N, the

bulk properties (γ and |∂φ/∂t|) are reproduced accurately. For an ideal gas at standard conditions,

γ is related to the degrees of freedom of the molecule, f , by γ = 1+ 2
f . For a monoatomic molecule

which has 3 translational degrees of freedom, this yields the familiar result that γ = 5
3 . For a diatomic

molecule at standard conditions, there are 3 translational degrees of freedom and 2 rotational degrees

of freedom (the vibrational degree of freedom does not contribute at room temperature), which yields

γ = 7
5 . In general, a monoatomic molecule has 3 degrees of freedom (3 translational), a diatomic

molecule has 6 degrees of freedom (3 translational, 2 rotational, and 1 vibrational), and a non-linear
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molecule containing N atoms, where N > 2, has 3N degrees of freedom (3 translational, 3 rotational,

and 3N − 6 vibrational). Depending on the relative sizes of the atoms present in a system, higher

molecular weight molecules are generally associated with a larger number of degrees of freedom. In

the air system considered, since N and O have similar molecular weights, the molecular weight of

the mixture is an indication of the ratio of monoatomic to diatomic molecules present. Interpreting

the molecular weight of a mixture as being related to a weighted average of the number of degrees of

freedom of the molecules present in the mixture explains why this constraint accurately reproduces

the mixture averaged ratio of specific heats, γ. This is done while simultaneously making significant

errors on the individual mass fractions.

The enthalpy of formation (∆h◦
f ) of a compound is the change in enthalpy due to the formation of

the compound from its constituent elements at standard conditions. As O2 and N2 exist as diatomic

gases at room temperature and atmospheric pressure, this constraint becomes a weighted sum of

the mass fractions of the radical species. As will be shown in Sec. 3.8.6, this constraint performs as

well and generally better than a simple summation of the radical mass fractions.
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Figure 3.20: Finite rate chemistry and constrained equilibrium calculations for a shocked air flow.
Constrained equilibrium calculations are performed by holding the enthalpy of formation (by mass)
of the mixture constant.

Similar trends are observed when these two constraints are applied to the nozzle test case

(Fig. 3.21 and Fig. 3.22). In both instances, φ decreases monotonically as the air expands through

the nozzle. However, a difference is seen in how accurately each constraint reproduces the value

of |∂φ/∂t|. While visually in Fig. 3.22 the mass fractions seem to be very well-represented by the
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constrained equilibrium calculations (relative difference < 1%), there is still a large error observed

in |∂φ/∂t|. The small errors in mass fractions compared to the large error in the source term is

shown in Table 3.6. These values are taken at an instantaneous location for when φ = 1.82 kJ/g

(φ/φmax = 0.719).

Table 3.6: Sensitivity of |∂φ/∂t| for the nozzle using the enthalpy of formation as a constraint.
Comparisons are made at φ = 1.82 kJ/g (φ/φmax = 0.719).

Finite-Rate Kinetics CEQ Relative Difference
YN2 0.7197 0.7196 0.01%
YO2 0.08281 0.08277 0.05%
YNO 0.09984 0.1000 0.2%
YN 0.0007589 0.0007657 0.9%
YO 0.09687 0.09683 0.04%

|∂φ/∂t| 4.245 · 104 8.247 · 104 100%

The high sensitivity to mass fractions stems from the fact that two reactions are close to being

in a partial equilibrium throughout the nozzle. Earlier in Sec. 3.7.3, Fig. 3.6b showed that the

forwards and backwards reaction rates for NO +O ⇄ O2 +N and NO+N ⇄ N2 +O are close to

equal throughout the entire expansion. Minor changes in species concentrations can therefore have

a large effect on the net rate of progress (r+−r−) for each reaction. This is shown in Table 3.7. The

largest discrepancies are seen where the reaction rate depends on the concentration of nitrogen: r−

for NO +O ⇄ O2 +N, and r+ for NO + N ⇄ N2 +O. The reaction rates differ by ∼ 1% in each

case, which is the same order of magnitude error as the discrepancy in mass fraction of N shown

in Table 3.6. However, as the net rate of progress requires the subtraction of the forwards and

backwards reaction rates, these small errors produce large discrepancies (Table 3.7). It is important

to be aware of this sensitivity when characterizing the performance of the chosen constraints.

Table 3.7: Sensitivity of reaction rates due to small discrepancies in mass fractions. All values are
given in kmol/(m3s), and are taken at φ = 1.82 kJ/g (φ/φmax = 0.719).

Reaction
Finite-Rate Kinetics CEQ

r+ r− r+ − r− r+ r− r+ − r−

NO+O ⇄ O2 +N 3.576 · 104 3.570 · 104 0.5668 · 102 3.5802 · 104 3.601 · 104 −2.074 · 102
NO+N ⇄ N2 +O 2.432 · 104 2.426 · 104 0.6318 · 102 2.458 · 104 2.425 · 104 3.311 · 102
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Figure 3.21: Finite rate chemistry and constrained equilibrium calculations for an expanding air
flow. Constrained equilibrium calculations are performed by holding the inverse of the molecular
weight of the mixture constant.
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Figure 3.22: Finite rate chemistry and constrained equilibrium calculations for an expanding air
flow. Constrained equilibrium calculations are performed by holding the enthalpy of formation (by
mass) of the mixture constant.
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3.8.5 Constraint: Timescale Analysis and DOD

Results from using constraints based on the fast reaction mode in each system and the degree of

disequilibrium analysis previously performed are shown in Figs. 3.23—3.26. These constraints work

to varying degrees of success when used to reconstruct the system. One of the largest fundamental

issues with these constraints is that they are not consistent between the two test cases. The reaction

modes (timescale analysis) and individual reactions that are close to being in equilibrium (DOD) are

not the same for the two test cases due to the fundamental differences in the two flows (dissociation

dominated vs. recombination dominated, in the shock and nozzle flows, respectively). This implies

that it would not be possible to use a single constraint in a flow around a re-entry vehicle, as after

the ambient gas is processed by a strong bowshock, it expands around the corner of the vehicle.

Only if a single application is required, then these constraints can be efficient, as shown previously

for reacting nozzle flow [64].

Figures 3.24 and 3.26 use different choices for the free parameters associated with the DOD

constraint, as previously shown in Table 3.5. These choices are arbitrary, though it is possible to try

to incorporate some intuition about the physical system considered when choosing these constraints.

For example, in Table 3.5, XN is set to 0 for the first DOD constraint chosen. This is based on the

knowledge that due to the relatively small amounts of N present in the shock test case considered,

a species constraint based on N does not perform very well. Later, Sec. 3.8.6 shows that the free

parameter choices can have a quantitative effect on the performance of the DOD constraint.
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Figure 3.23: Finite rate chemistry and constrained equilibrium calculations for a shocked air flow.
Constrained equilibrium calculations are performed using an average of the fastest reaction mode.
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Figure 3.24: Finite rate chemistry and constrained equilibrium calculations for a shocked air flow.
Constrained equilibrium calculations are performed by combining degree of disequilibrium analysis
and elemental conservation.
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Figure 3.25: Finite rate chemistry and constrained equilibrium calculations for an expanding air
flow. Constrained equilibrium calculations are performed using an average of the fastest reaction
mode. The fact that φ/φmax is greater than one indicates that the constraint has a negative value.
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Figure 3.26: Finite rate chemistry and constrained equilibrium calculations for an expanding air
flow. Constrained equilibrium calculations are performed by combining degree of disequilibrium
analysis and elemental conservation.
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3.8.6 Analysis of Constraint Performance

The previous section showed qualitative comparisons evaluating the ability of different constraints

to reconstruct the chemical system, based on constrained thermodynamic equilibrium calculations.

In this section, quantitative error calculations are presented in order to pick a constraint to be used

with an integrated RCCE simulation.

To pick relevant fluid properties to compare between the CEQ calculations and the Cantera cal-

culation, properties that appear in the reacting Euler equations (Eqs. 3.5—3.8) should be considered.

In the analysis presented in the previous section, γ, the ratio of specific heats, was used. Although

γ does not appear explicitly in Eqs. 3.5—3.8, for an ideal gas, γ = cP
cp−R , where R is the specific gas

constant defined by R = R

W
. Here R is the universal gas constant. A γ comparison encompasses

errors from both the molecular weight of the mixture, and from the cp of the mixture. In addition to

errors associated with the mixture molecular weight and cP , comparing γ evaluates errors that are

associated with the
T
∫

To

cp,i(T
′)dT ′ term in the hi(To) calculation previously mentioned (Eq. 3.11).

The reference enthalpy of the mixture (h(To) =
ns
∑

i=1

Yihi(To)) is another logical choice of a bulk

property to compare between the two different computational methods, due to the appearance of

the hi terms in Eq. 3.10. The reference enthalpy is used in order to place an emphasis on the error

made in mass fractions, and removing any temperature effect that would be apparent if the enthalpy

of the mixture were used as a metric for comparison instead. Finally, a comparison of the source

term, ∂φ
∂t gives an indication of how the system will evolve.

For this work, two different L2 norms are defined in order to quantitatively compare the different

constraints. If an arbitrary fluid property, F , is chosen, the first version of this norm is calculated

by

Lk
2 =

[

1

N

N
∑

i

|F (φk
i )− FCEQ(φk

i )|2
]1/2

, (3.41)

where N is the number of points used in the calculation, i represents a point in the flow, and k

corresponds to the specific constraint being compared (see Table 3.3). F (φk
i ) (for example, Eq. 3.20)

corresponds to a mixture property calculated from detailed chemistry simulations, and FCEQ(φk
i )

(for example, Eq. 3.19) corresponds to a mixture property calculated at the same point in the flow,

but using constrained equilibrium calculations, for the kth constraint. As discussed, γ, h(To), and

∂φ
∂t are chosen as the mixture properties to compare (F ).

However, the numerical method used to solve Eqs. 3.5—3.8 does not use an equally spaced grid,

in either x or φ. Points are clustered around strong gradients of ρ, w, P , and Y. Eq. 3.41 therefore
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weights errors associated with regions of higher gradients more heavily than the smoother regions of

the flow. This emphasizes the performance of the constraints in these high gradient regions, which is

a good indication as to how the constraint performs when there are many chemical reactions present.

In order to remove the effect of a non-uniform grid spacing, a “weighted” L2 norm is defined to

be

Lk
2,w =

[

1

φk
max − φk

min

N
∑

i

∆φk
i |F (φk

i )− FCEQ(φk
i )|2

]1/2

, (3.42)

where ∆φk
i is the local grid spacing in φk (∆φk

i = (φk
i+1 − φi−1)/2), and φk

max and φk
min are the

maximum and minimum values of φk in the domain, respectively. The unweighted error calculations

for γ and h(To) are shown in Fig. 3.27 and the weighted error calculations for γ and h(To) are shown

in Fig. 3.28. Weighted and unweighted error comparisons for |∂φ/∂t| are shown in Fig. 3.29.

Figures 3.27 and 3.28 are normalized by the maximum error in each test case, i.e., the maximum

error over all k for a specific test case, so that all error calculations range from 0 to 1. Alternatively,

each individual data point in Fig. 3.29 is normalized by the local max(|∂φ/∂t|), i.e., the maximum

value of |∂φ/∂t| for a specific k, in order to have an idea of the order of magnitude of error to expect

if the source term were to be used to reconstruct the original φ profile.
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Figures 3.27— 3.29 compare the performance of the different constraints in a quantitative manner.

Different constraints are shown on the x-axis (varying k), and their respective norms are plotted
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Figure 3.28: L2 Error Plot Air for h(To) and γ, calculated from Eq. 3.42. Each data set is normalized
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Figure 3.29: L2 Error Plot Air for the source term. |∂φ/∂t| values are calculated from Eq. 3.41,
and |∂φ/∂t|w values are calculated from Eq. 3.42. Calculated errors are individually normalized
by max(|∂φ/∂t|Cantera) in each trial, respectively. Different constraints are shown on the x-axis
(varying k), and their respective norms are plotted vertically.

vertically. Each vertical column portrays how an individual constraint performs. Symbols closer

to the x-axis indicate a smaller norm magnitude, and therefore a smaller error between the CEQ

results and the detailed chemistry results. In general, from Fig. 3.27 and Fig. 3.28 it can be seen that
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constraining the enthalpy of formation outperforms the other constraints when the errors on γ and

h(To) are compared. While constraining on the enthalpy of formation is expected to perform well

for reproducing the mixture enthalpy, its performance as it pertains to γ is similar (if not better) to

any other constraint. In addition, as the enthalpy of formation is a global property of a mixture, this

constraint is consistent between the two test cases (shock and nozzle), and no a priori knowledge of

the underlying chemical model is necessary. It is a constant constraint that can be used both when

dissociation or recombination reactions are dominant. In the air system considered, it corresponds

to a weighted sum of the radical species present. This constraint performs well because the radical

species are associated with fast timescales, which is the fundamental idea of RCCE, and weighting

the radicals based on their enthalpy of formations assures that the relevant bulk properties of the

mixture is as accurate as possible. This constraint has not received any attention in the literature

for previously performed calculations involving RCCE. More variance is seen in the results obtained

with the different constraints in Fig. 3.29, when errors on |∂φ/∂t| are compared. Still, the enthalpy

of formation constraint performs reasonably well and with similar accuracy for both nozzle and

shock cases.

It is apparent that the subjectivity introduced by free parameters in the degree of disequilib-

rium analysis can lead to varying accuracies of the results. Figure 3.29 also shows that the DOD

constraints perform much better for the nozzle test case than for the shock test case. This supports

the results described in [64], but shows potential issues about applying these constraints to different

systems.

To take these results one step further, the evolution of φ can be reconstructed, by integrating

the ∂φ
∂t values calculated in the previous section. This reconstructed value of the constraint will be

referred to as φRCEQ, and will only be calculated for φ9, the constraint based on the enthalpy of

formation. By calculating φRCEQ in this manner, no feedback from T or P is considered.

From the detailed chemistry calculations performed, the velocity as a function of location (in

the shock-fixed frame) is known, as well as the value of the constraint as a function of location.

These functions, U(x), and φ(x) can be used to calculate φ(t). Knowing dx
dt = U(x), which can be

re-arranged to
t
∫

to

dt′ =
x
∫

xo

dx′

U(x′) , numerical integration can be used to solve for t(x). It is convenient

to set to = 0 and xo = 0. Similarly, knowing ∂φ
∂t

CEQ
= f(φ), where f(φ) is the function previously

plotted, this can be re-arranged to show
t
∫

to

dt′ =
φ
∫

φo

∂φ′CEQ

f(φ′) , and can be integrated numerically to

solve for φRCEQ(t). Once again to = 0 and φo = φ(to). The results of this reconstruction are shown

in Fig. 3.30, where φ and φRCEQ are plotted.
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As shown in Fig. 3.29, the relative error on |∂φ/∂t| is approximately 0.2 for the nozzle case, and

approximately 0.01 for the shock case. For the nozzle case, this corresponds to an average difference

of 20% between the source term calculated with CEQ, and with the exact value calculated with

Cantera. While the two reconstructions reach the same final value of φ, there is approximately a

50% difference around t ≈ 30 µs in the nozzle case (Fig. 3.30b). The error is much smaller in the

shock case, and the reconstruction is much more accurate, as shown in Fig. 3.30a. This error in

the nozzle case could imply that a different state is reached in intermediate locations in the nozzle,

which could correspond to discrepancies downstream in the nozzle when nozzle freezing is expected

to occur. A fully integrated simulation needs to be run in order to fully evaluate the errors induced

in this case.
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Figure 3.30: Comparison between φRCEQ and φ calculated from detailed chemistry simulations,
plotted as a function of time for both the nozzle and shock cases. The calculations are performed
for φ9, a constraint based on the enthalpy of formation.
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3.9 Integrated RCCE Simulation

In order to confirm that the results shown in Sec. 3.8.6 remain consistent when the full RCCE

method is used, an integrated simulation is performed for the shock and nozzle test cases using a

single constraint on the enthalpy of formation. Now, feedback from T and P are included in the

simulation. To couple the RCCE method with a CFD solver in an efficient manner, a tabulated

approach can be used. This is a method that is widely used in computational chemistry (for example,

see [130, 139]). Prior to running an integrated CFD simulation, tables can be created that tabulate

mass fractions (YCEQ) as a function of T , P , and φ9. The following sections outline how the

integrated simulations are performed, and shows the results of these simulations.

3.9.1 Methodology for RCCE Simulations

Knowing that a tabulation method based on temperature and pressure will be used, the 1D reacting

Euler equations (Eqs 3.5—3.8) must be re-written in a manner consistent with this choice, and the

species equations must be replaced with an equation for φ9. The superscript 9 will no longer be

used with φ, as this section only considers φ9, the constraint based on the enthalpy of formation.

First, Eq. 3.8 is modified such that instead of ns species evolution equations being solved, con-

straint evolution equation(s) should be solved. With one constraint, an expression for dφ
dx is required.

Properties calculated from the fully integrated RCCE simulation will now take the superscript R.

We start with

∂φR

∂t
=

ns
∑

i=1

Ci
∂Y R

i

∂t
=

ns
∑

i=1

CiΩi(T
R, PR,YR) =

∂φR

∂t
(TR, PR, φR) = φ̇R. (3.43)

This simplifies to

dφR

dx
=

φ̇R

w
, (3.44)

which replaces Eq. 3.8. The calculation of Y R
i will be discussed in Sec. 3.9.2, and is based on a

tabulated approach.

In order to keep the system of equations consistent with the tabulation method (as a function

of T , P , φ) to be used, Eq. 3.5 must be substituted for an evolution equation for temperature.

Following the derivations performed in [69], the logarithmic derivative of the ideal gas equation,

P = ρRT , can be taken, yielding

dP

P
=

dρ

ρ
+

dR

R
+

dT

T
. (3.45)
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This yields a relationship for the temperature derivative in terms of previously determined quantities

except for dR
R . It can be shown that

dR

R
=

ns
∑

i=1

W

Wi
dYi. (3.46)

Combining Eq. 3.5, Eqs. 3.7—3.10, Eq. 3.45, and Eq. 3.46, yields an equation for the spatial evolution

of temperature in the shock fixed frame,

dT

dx
=

T

w

[

(1− γM2)
σ̇

η
−

ns
∑

i=1

W

Wi
Ω̇i

]

. (3.47)

This can be generalized to include an area change if desired, as shown by Kao and Shepherd [69].

All of the equations needed for the RCCE simulation can now be written as:

dwR

dx
=

σ̇R

ηR
(3.48)

dPR

dx
= −ρRwR σ̇R

ηR
(3.49)

dTR

dx
=

TR

wR

[

(1− γR(MR)2)
σ̇R

ηR
−

ns
∑

i=1

W
R

Wi
Ω̇R

i

]

(3.50)

dφR

dx
=

φ̇R

w
. (3.51)

In order to solve Eqs. 3.48—3.51, a method to determine YR(TR, PR, φR) is required, as σ̇R, ηR,

ρR, γR, W
R
, Ω̇R

i , and φ̇R are all functions of YR. This is discussed in the next section.

3.9.2 Tabulated Approach

It is possible to calculate YR(TR, PR, φR) from constrained thermodynamic equilibrium calcula-

tions, assuming that TR, PR, and φR are known (see Sec. 3.4). Instead of having to perform a

Gibbs function minimization calculation at every point in the flow, values for YR(TR, PR, φR) are

tabulated prior to running a simulation. A 3-dimensional table is created, which includes 100 differ-

ent values for P , T , and φ, respectively. The table contains 106 points in total. In each respective

dimension, the points are linearly spaced between the minimum and maximum values. In order to

be able to use the same table for both the shock and nozzle test cases, a relatively large range of

temperature, pressure, and φ is required. The minimum and maximum values chosen are 39 kPa

and 17.5 MPa, 2000 K and 5800 K, and 0 kJ/g and 2.6 kJ/g, for pressure, temperature, and φ,

respectively. This covers the minimum temperature, pressure, and φ range necessary for both the
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shock and nozzle test cases. When solving Eqs. 3.48—3.51, after each iteration, YR(TR, PR, φR) is

taken from the table, using a simple tri-linear interpolation method to interpolate values inside of

the table. Appendix B shows that the results for the test cases were fairly insensitive to the table

resolution, and all results presented in the next section use the table with 106 points.

3.9.3 Integrated Simulation Results - Shock

Results are shown for the mass fraction evolution and the value of the constraint for the shock test

case in Fig. 3.31 and Fig. 3.32, respectively. The evolution of φ (Fig. 3.32), which includes feedback

from T and P , is very similar to the earlier results shown in Fig. 3.30a, where no T and P feedback

was considered. This is to be expected, as the variation in temperature and pressure behind the

shock is relatively small. Figure 3.31 shows that initially some errors are made on the radical species

(over prediction of NO, and an under prediction of O and N), but both the RCCE solution and the

detailed chemistry solution tend to an extremely similar equilibrium value. Only minor variations

are observed between the detailed chemistry results and the RCCE results; a difference of ∼ 100 Pa,

∼ 3 K, and ∼ 0.002 kJ/g, is observed at x = 1 m, for pressure, temperature, and φ, respectively. The

maximum error in mass fractions at x = 1 m is made on YO2
, and is ∼ 0.002. Only very small errors

are expected, as the RCCE method is based heavily on thermodynamics, and should be accurate for

flows reaching thermodynamic equilibrium. The final discrepancies are most likely caused by errors

induced through tabulation, and from deviations of the RCCE solution and the detailed chemistry

solution behind the shock.

The accuracy of this method for the shocked flow is limited by the difficulty in using a constrained

thermodynamic equilibrium calculation to reconstruct a mixture that is far from thermodynamic

equilibrium. This was illustrated previously in Fig. 3.20. From the original investigation of how

the enthalpy of formation constraint performs for a shock flow, it was seen that errors were made

on individual species when using constrained equilibrium calculations, but the source term was

predicted fairly accurately. These are the same effects that are seen in the full RCCE simulation;

the evolution of φ is accurate, but errors are made on individual mass fractions. Therefore, it

might be possible to increase the accuracy of this method for the shock flow by using more than

one constraint for the constrained thermodynamic equilibrium calculations, though this would also

increase the number of equations that would need be solved in the RCCE simulation, and it would

also increase the complexity of the tabulation process.
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Figure 3.31: Results for a fully integrated simulation using the RCCE method for the shock test
case, constraining on enthalpy of formation.

3.9.4 Integrated Simulation Results - Nozzle

Results are shown for the mass fraction evolution and the value of the constraint for the nozzle test

case in Fig. 3.33, and Fig. 3.34, respectively. As expected, due to the over-estimation of the source

term seen in Fig. 3.30a, the RCCE simulation reaches a slightly different final composition before

freezing occurs in the nozzle. Overall, there is good agreement between the two simulations, and the

results compare well to the expected results based on the prior reconstruction method performed.

At x/d = 15, errors of ∼ 150 K, ∼ 720 Pa, and ∼ 0.2 kJ/g are made on temperature, pressure, and

φ, respectively, between the two simulations. The largest discrepancy in mass fractions at x/d = 15

is found to occur on YO2
, with a value of ∼ 0.02.

When comparing Fig. 3.34 to Fig. 3.30b, it is interesting to see that the fully integrated RCCE

simulation actually compares better to the original simulation performed with finite-rate kinetics,

than the reconstructed solution calculated in Sec. 3.8.6. It is postulated that this “self-healing”

solution can be explained by considering the basic physics involved with reacting nozzle flow. As the

flow travels downstream in the nozzle from the throat to the nozzle exit, the pressure and temperature

of the flow decreases, while the Mach number increases. As temperature and pressure decrease, the

formation of major species (fewer radical species) is favored from a thermodynamic point of view.

These recombination reactions are exothermic, and add heat to the flow. Therefore, at the end of

the nozzle, a gas mixture assumed to be constantly in local thermodynamic equilibrium will be at a

higher temperature than a gas mixture with the same original composition, but is assumed to be in

a frozen state throughout the nozzle nozzle. Equilibrium and frozen flow act as limiting cases, and
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Figure 3.32: Evolution of the constraint variable for a fully integrated simulation using the RCCE
method for the shock test case, constraining on enthalpy of formation.
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Figure 3.33: Results for a fully integrated simulation using the RCCE method for the nozzle test
case, constraining on enthalpy of formation.

reacting flows with finite-rate kinetics lie somewhere in between these two extremes.

In Fig. 3.30b, φRCEQ is predicted to decrease too quickly as the flow travels through nozzle

when compared to the detailed chemistry solution. For the enthalpy of formation constraint used,

φRCEQ is equal to a weighted sum of the mass fractions of the radical species present. Therefore, if

φRCEQ is predicted to decrease too quickly, this corresponds to an over prediction of recombination

reactions for the RCCE simulation, when compared to the detailed chemistry results. However, as the

recombination reactions are exothermic, an over-prediction in recombination reactions corresponds

to an over prediction in the amount of heat added to the flow, and therefore the temperature of
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Figure 3.34: Evolution of the constraint variable for a fully integrated simulation using the RCCE
method for the nozzle test case, constraining on enthalpy of formation.

the gas mixture is also over-predicted. At this point, the results from the fully integrated RCCE

simulation diverge from the reconstructed results, as the RCCE simulation incorporates feedback

from temperature and pressure.

For the reconstructed test case, YRCEQ = YRCEQ(T, P, φRCEQ), where T and P are the results

from the detailed chemistry simulation. For the fully integrated RCCE simulation, even if it is

assumed that φR = φRCEQ, then TR 6= T , PR 6= P . The most important difference is that TR > T

(as the temperature has the largest effect on the species composition calculated from a constrained

thermodynamic equilibrium). This implies that YR(TR, PR, φRCEQ) will have a higher radical

composition than YRCEQ(T, P, φRCEQ), as a higher temperature favors the formation of radical

species from thermodynamic considerations. This feedback slows down the production of major

species, and drives the RCCE solution back towards the detailed chemistry solution.

3.9.5 Integrated Simulation Results - Discussion

In order to evaluate whether or not this method is desirable for a more detailed simulation (poten-

tially 2D or 3D), some consideration should be given to the desired application of the RCCE method.

In situations where it is not a priority to perfectly resolve a mixture composition, the RCCE method

is advantageous. For the shock case, the RCCE method captures some of the non-equilibrium effects

of the flow occurring, tends towards the correct final equilibrium state, and only adds a minimal

amount of additional complexity when compared to a non-reacting flow simulation. On the other
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hand, for applications where the composition of the flow must be known immediately downstream

of a shock (perhaps if there is an extremely small stand-off distance of a bow shock in front of a

body), then the errors observed in Fig. 3.31 may become significant. In the nozzle case, Fig. 3.33

shows that the RCCE method was more accurate closer to the nozzle throat, where the flow was

closer to being in a state of local equilibrium, and larger errors were observed farther downstream,

when the flow moved farther from a local thermodynamic equilibrium state.

It might be possible to increase the accuracy of this method by reducing interpolation errors

associated with a tabulated approach through the use of more refined tables, or a higher-order

interpolation method. This is especially the case because the mass fractions span several orders of

magnitude for individual species, so small errors due to the interpolation method may have a large

effect on the final results. Other works have tried to improve on this by tabulating and interpolating

the logarithmic values of certain quantities [35], and this could be tested in the future for this method

as well. However, no significant difference in the results were noticed for the air test cases if the

table resolution was decreased by a factor of two in each dimension, to 50 by 50 by 50, as shown in

Appendix B.

With the minor errors observed for the integrated RCCE simulations for both the nozzle and

shock cases, these results suggest that one constraint can be used for simulations where both shocks

and expansion occur (2D/3D flows). Once again, this relies on the assumption that small errors

on individual species concentrations can be tolerated. Care should be taken when constructing a

table for a complicated simulation, as the expected pressure, temperature, and φ range needs to be

considered before creating the table and running the simulation. In addition, if a more accurate

description of the mixture composition is needed at all points in the flow, the effect of using more

constraints to increase the accuracy of the RCCE method should be investigated.

3.10 Extension to the Martian Atmosphere

In order to evaluate whether or not these constraints can be extended to different systems, a gas

mixture characteristic of the Martian atmosphere is tested using the same test problems previously

described. A 9 species gas model is used, containing Ar, C, CO, CO2, N, N2, NO, O, and O2. The

previous five reactions used for the air system (Eqs. 3.23—3.27) are still used, and in addition, the
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following reactions are included:

O + CO ⇄ CO2 (3.52)

O2 +CO ⇄ O+CO2 (3.53)

N + CO2 ⇄ NO +CO (3.54)

C + O2 ⇄ O+CO (3.55)

C + NO ⇄ CO+N (3.56)

These additional reactions and reactions rates are taken from GRI-Mech 3.0 [157]. An initial mixture

composition of 96.00% CO2, 1.93% Ar, 1.89% N2, 0.14% O2 and 0.04% CO (by volume) is used [93].

A similar analysis is performed as described in the previous sections for the air system, but

only constraints consistent between the shock and nozzle conditions are compared for this new

investigation. Figures 3.35 and 3.36 show the evolution of mass fractions through the shock test

case and the nozzle test case, respectively. The same initial conditions are used in the shock gas as

the previous air calculations (20 kPa and 297 K), but the post-shock conditions are now different

based on the properties of the new gas mixture.
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Figure 3.35: Evolution of mass fractions for a gas mixture characteristic of the Martian atmosphere
at 20 kPa and 297 K processed by a 3 km/s (M = 11.1) normal shock.

Figures 3.37 and 3.38 show comparisons between the constrained equilibrium calculations and

finite-rate kinetics simulations using the enthalpy of formation as a constraint. In this case, the

enthalpy of formation constraint is no longer a weighted sum of just the radical mass fractions, as

non-radical species may have non-zero enthalpies of formation (for example, CO). Similar results
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Figure 3.36: Evolution of mass fractions for gas mixture characteristic of the Martian Atmosphere
in thermodynamic equilibrium at 4467 K and 45.2 MPa undergoing a steady expansion.

are observed for the Martian atmosphere that were observed for air previously. In the shock case,

even though errors are made on the mass fractions of minor species, γ and |∂φ∂t | are accurately

reconstructed. In the expansion case, even though the mass fractions of individual species are well-

represented, significant errors are made reconstructing the source term. Once again, the source term

is extremely sensitive to small fluctuations in mass fractions, which can be attributed to reactions

shown in Eq. 3.26, Eq. 3.52, and Eq. 3.53. These reactions have large forwards and backwards

reactions rates which are similar in magnitude, and result in net production/destruction rates that

are highly sensitive to small changes in species mass fractions. This is a similar phenomenon to that

which was previously described for the air system.
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Figure 3.37: Finite rate chemistry and constrained equilibrium calculations for a shocked Martian
atmosphere flow. Constrained equilibrium calculations are performed by holding the enthalpy of
formation (by mass) of the mixture constant. The fact that φ/φmax is greater than 1 indicates that
the constraint has a negative value.
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Figure 3.38: Finite rate chemistry and constrained equilibrium calculations for an expanding Martian
atmosphere flow. Constrained equilibrium calculations are performed by holding the enthalpy of
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the constraint has a negative value.
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Quantitative error calculations for the selected set of constraints, k = 1, 2, 8, 9, 13, are shown in

Fig. 3.39. The values for the Ck
i coefficients are altered from Table 3.3 to remain consistent with the

new CO2 mixture. k = 13 is chosen to represent a species constraint on CO2, where C13
i=CO2

= 1,

and C13
i6=CO2

= 0. All of the Ck
i coefficients used in this section are consistent between the shock and

nozzle cases, for a given k. It is not surprising to note that CO2 performs well as an individual species

constraint, due to the large concentration of CO2 present in the flow. The enthalpy of formation

constraint performs the best overall once again, except when looking at the error on |∂φ∂t | for the

nozzle case.
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Figure 3.39: L2 Norm comparisons for different properties with a Martian gas mixture.

Using the method outlined in Sec. 3.8.6, φRCEQ is again reconstructed from the calculated
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CEQ data, and compared to the data from detailed chemistry simulations. Larger errors are again

observed in the nozzle case than the shock case, but the errors are smaller in the Martian mixture

than they were in the air investigation. For the air system, the relative error on ∂φ
∂t was ≈ 20%;

while it is only ≈ 5% for the Martian atmosphere.
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Figure 3.40: Reconstructing the evolution of φ as a function of time for both the nozzle and shock
cases, assuming a gas mixture characteristic of the Martian atmosphere, constraining the enthalpy
of formation.

Finally, a fully integrated RCCE simulation is run for the shock and nozzle test cases using

the method outlined in Sec. 3.9. A table is constructed for this simulation with 100 points for

pressure, temperature, and φ, respectively. The minimum and maximum values chosen are 100 kPa

and 45.3 MPa, 2600 K and 4800 K, and -8.7 kJ/g and -4.5 kJ/g, for pressure, temperature, and

φ, respectively, in order to cover the range of values expected for the two test cases. A tri-linear

interpolation method is used to interpolate values within the table again.

Figure 3.41 shows a comparison for the evolution of mass fractions, and Fig. 3.42 shows a com-

parison of the constraint evolution, for the shock test case. Similar to the air test case, some errors

are made on the mass fractions directly behind the shock, and the solutions agree better farther

downstream of the shock. A small difference in the final value of φ (0.03 kJ/g) is seen in Fig. 3.42.

This difference is once again caused by minor deviations between the solutions behind the shock, and

potentially by errors induced through interpolation. The differences in mass fractions between the

final solution reached by the RCCE method and the detailed chemistry method are small, with the

largest error in mass fraction observed between the two solutions being 0.004 for YCO2
at x = 1 m.

Minor discrepancies are also seen in the final temperature and pressure states, with the error being

∼10 K, and ∼ 20 Pa, for temperature and pressure, respectively.
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Figure 3.41: Results for a fully integrated simulation using the RCCE method for the shock test case
with a composition characteristic of the Martian atmosphere, constraining on enthalpy of formation.
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Figure 3.42: Evolution of the constraint variable for a fully integrated simulation using the RCCE
method for the shock test case with a composition characteristic of the Martian atmosphere, con-
straining on enthalpy of formation.

Figure 3.43 shows a comparison for the evolution of mass fractions, and Fig. 3.44 shows a com-

parison of the constraint evolution for the nozzle test case. Mass fractions of CO2, CO, and O2

are reproduced well, and minor errors are made on N2, NO, and O. Figure 3.44 actually shows

that the constraint does better than originally predicted in Fig. 3.40b. This is another example of a

“self-healing” solution previously described (see Sec. 3.9.4). For the two cases considered, the simple

reconstructed φ profiles do a very good job at predicting the performance of the corresponding fully

integrated RCCE simulations.
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Figure 3.43: Results for a fully integrated simulation using the RCCE method for the nozzle test case
with a composition characteristic of the Martian atmosphere, constraining on enthalpy of formation.
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Figure 3.44: Evolution of the constraint variable for a fully integrated simulation using the RCCE
method for the nozzle test case with a composition characteristic of the Martian atmosphere, con-
straining on enthalpy of formation.
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3.11 Discussion

There are three main benefits from the RCCE method that will be discussed in this section: 1) the

reduction in number of equations that need to be solved to model a reacting flow; 2) the reduction

in stiffness of the system of equations that needs to be solved; and 3) the ability to tabulate chemical

properties as a function of a constraint once, prior to running a simulation, along with the ability

to use the same table for a wide range of simulations.

Both of the mixtures considered in this chapter involve fairly simple reaction mechanisms (5

species and 5 reactions for air, and 9 species and 10 reactions for Mars). Those reaction mechanisms

had already been reduced; some chemical species were not included (such as NO2, N2O, NCO,

CN), and only the major reactions were considered. Nevertheless, the ability to use one constraint

has significantly reduced the computational complexity of the problem. With detailed, finite-rate

chemistry, 5 species transport equations need to be solved in addition to the flow variables (T , P , w

in 1D) for a total of 8 equations for air. For the Martian atmosphere, the total number of equations

is 13. The number of equations solved is greatly reduced for the fully integrated RCCE simulations.

These simulations need only solve 4 equations simultaneously, regardless of the mixture considered.

The reduction in computational cost would be even greater for larger chemical models.

The second benefit from the RCCE method is that the stiffness of the system of equations for

a fully integrated RCCE simulation has also been reduced. This is shown with a simple time scale

estimation. The simulation shown in Fig. 3.33 is considered at a point of x/d = 2. This location

is chosen such that recombination reactions are still occurring in the nozzle, and the flow has had

a finite amount of time to expand and depart from the thermodynamic equilibrium solution. At

x/d = 2, the characteristic times associated with chemical reactions are t∗1 ≈ 5·10−9 s, t∗2 ≈ 5·10−7 s,

and t∗3 ≈ 1.3 · 10−6 s (Fig. 3.4). At the same point, the time scale associated with the flow itself

is t∗flow ≈ 1.5 · 10−5 s (Sec. 3.7.3). A time scale for the evolution of φ can be estimated from

t∗φ ≈ ∆φ
∂φ/∂t , where ∆φ is the change in φ throughout the entire nozzle. At x/d = 2, t∗φ ≈ 5.4 · 10−5 s.

The time scale associated with the rate of change of φ is now on the same order of the relevant

fluid mechanical time scales. Due to the fact that ∂φ
∂t =

ns
∑

i=1

CiΩi includes a summation, the slowest

timescales associated with the chemical reactions govern the stiffness of the evolution equation for φ.

By reducing the stiffness of the system of equations, they can integrated in a more efficient manner,

and the computational complexity of the problem is reduced.

Finally, implementing RCCE based on tabulation allows a table to be created once before running

simulations. In fact, since the tabulation of the constraint is based solely on constrained thermody-
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namic equilibrium calculations, the same table can be used for a variety of different problems. This

was shown by using the same table for both the shock and nozzle test cases for air, and similarly

for the Mars atmosphere test cases.

As was discussed previously, there are limitations associated with the RCCE method. Some

errors are made predicting species concentrations for all of the cases considered. For the shock

test cases, it was observed that errors seen in the RCCE simulations can largely be attributed to

the difficulties in reconstructing the composition of a mixture far from thermodynamic equilibrium

using a constrained thermodynamic equilibrium calculation. For the nozzle test cases, where the

flows started in thermodynamic equilibrium, it was found that the accuracy of the RCCE method

was limited by discrepancies in φ between the detailed chemistry results and the RCCE results. ∂φ
∂t

for the enthalpy of formation constraint was sensitive to small differences in mass fractions, and

these errors led to different final properties being predicted for the gas downstream in the nozzle

simulations.

If necessary, one way to reduce these errors is to use more than one constraint to describe a

system. This increases the computational complexity of the problem, but as more constraints are

used, the solution from the RCCE method will tend towards the solution from detailed chemistry

simulations. In addition, a simple tabulation method was implemented in this work, with a basic

tri-linear interpolation algorithm to interpolate within the tables used. No attempts were made

to locally refine the tables created, or to use higher-order interpolation methods. For example,

Tang and Pope [163] implemented a method named “in situ adaptive tabulation-rate-controlled

constrained equilibrium (ISAT-RCCE)”. Tabulation was performed in situ during the combustion

calculations, and the method was found to be computationally efficient for simulating non-premixed

methane/air combustion in a statistically homogeneous turbulent reactor, using RCCE. Solution

mapping using polynomial approximation (PRISM) [166] is another example of a method where

only the accessed thermochemical state space is computed during the simulation, and stored in a

table for use again later, similar to ISAT. These methods are most likely overly-complex for the

simple gas models considered in this work, but for more complicated gas mixtures, these advanced

tabulation methods could be beneficial. The sensitivity of the obtained results with respect to the

tabulation and interpolation method is something that could be investigated in future work.
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Chapter 4

Pyrolysis Gas Composition in
PICA Heatshields1

4.1 Motivation

Ablative heatshields, like the one recently used on the successful Mars Science Laboratory (MSL)

mission, are designed to dissipate the high heat fluxes experienced during atmospheric entry through

material degradation. The heatshield is designed to undergo a phase change such that the thermal

energy is dissipated by the ablation of specific components in the heatshield. This translates into

a heatshield that is designed to recess upon entry into an atmosphere at hypervelocity speeds. A

variety of lightweight ceramic ablators (LCAs) were invented at the NASA Ames Research Center

in the 1990s specifically designed for this purpose. These materials are made of a carbon fiber

pre-form impregnated with a phenolic resin. Some examples of these materials designed for high

speed atmospheric entry include phenolic impregnated carbon ablator (PICA, developed at AMES

in the 1990s and first used as the material for the Stardust forebody heat shield, launched in

1999) [117, 167, 168], ASTERM (a PICA like material under development by Astrium through

ESA, starting in the early 2000s) [141, 142], and PICA-X2 (a PICA like material developed by

SpaceX in conjunction with NASA). Sharpe and Wright [152] provide a review of materials used for

applications in extreme environments from the 1960s until the present.

Being able to accurately characterize and model these materials in simulations is necessary to

safely design a heatshield for a mission. Although this has been an active field of research since

1The work in this chapter has been presented in large part in Rabinovitch, J., Marx, V. M., and Blanquart,
G. Pyrolysis Gas Composition for a Phenolic-Impregnated Carbon Ablator Heatshield. In Proceedings of the 11th
AIAA/ASME Joint Thermophysics and Heat Transfer Conference. AIAA, Atlanta, Georgia, 2014.

2SpaceX Manufactured Heat Shield Material Passes High Temperature Tests Simulating, http://www.spacex.com/
press/2012/12/19/spacex-manufactured-heat-shield-material-passes-high-temperature-tests-simulating,
accessed 02/03/2014.

http://www.spacex.com/press/2012/12/19/spacex-manufactured-heat-shield-material-passes-high-temperature-tests-simulating
http://www.spacex.com/press/2012/12/19/spacex-manufactured-heat-shield-material-passes-high-temperature-tests-simulating
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the 1960s [28, 46, 72, 83, 98, 134, 133, 135, 138, 162], the state of the art modeling tools used for

high-enthalpy aerothermodynamic predictions leave room for improvement. Prediction uncertainty

is as high as 60% for laminar convective heating [20, 21, 59, 183]. This in turn necessitates the

heatshield to be over-designed and more massive than needed, which takes away mass that could be

used towards other mission components, such as additional science payloads.

The goal of this chapter is to perform a detailed investigation into the pyrolysis gases produced by

a PICA heatshield. Improving our understanding of the pyrolysis gas composition and the evolution

of the pyrolysis gases will aid in accurately modeling the performance of a PICA heatshield. The

endothermic phase change from solid to gas is designed to dissipate the high heat loads; modeling this

effect is critical. In the ablation community, there is currently a large disconnect between the physical

properties of solid PICA, and the pyrolysis gases that are created when PICA starts to undergo a

thermal decomposition. For example, there is little discussion in the published literature pertaining

to the choice of elemental composition for the pyrolysis gas mixture in numerical simulations, and

why the elemental composition of the pyrolysis gas mixture is assumed to be constant [26, 96,

106, 108, 117, 122]. In addition, a constant elemental composition has been used to describe gas

mixtures at unrealistically high temperatures, as was shown in Fig. 1.4. This is in direct contrast

to experimental data that shows that the elemental composition of the pyrolysis gas mixture varies

with temperature [162, 169]. It should be noted that much of the numerical work performed by

NASA (for example, see [21, 26, 94, 106, 107, 108]) for modeling the thermal response of PICA

uses the fully implicit ablation and thermal response code (FIATv3) [105]. Material properties of

high-performance ablators are subject to export-control restrictions, and therefore the ablation and

thermal property model used in FIATv3 is only available in the appropriate NASA technical report,

available to qualified U.S. persons.3 No information from NASA/TM-2009-215377 is used in this

chapter. Unfortunately, because of these restrictions, it is unclear as to which physical phenomena

are included in FIATv3, and why certain values are used (for example, the elemental composition

of the pyrolysis gas mixture, and why it is assumed to be constant).

Only recently have the numerical capabilities been developed to incorporate a reacting, non-

constant elemental pyrolysis gas mixture, with a full thermal response code [78]. To the author’s

best knowledge, the work performed by Lachaud and Mansour [78] is the only published study that

accounts for non-constant elemental composition of the pyrolysis gas mixture, while also accounting

for the complicated porous flow field internal to the heatshield. Despite these advances, a simplified

3Milos, F.S., and Chen, Y.-K., “Ablation and Thermal Property Model for Phenolic Impregnated Carbon Ablator
(PICA),” NASA/TM-2009-215377, Jan. 2009.
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chemistry model is used in [78] for the computation to be feasible. On the contrary, this chapter

focuses on the thermodynamic and kinetic processes related to the pyrolysis gas mixture, and sim-

plifying assumptions are made for the fluid mechanics relating to the flow of the pyrolysis gases.

The focus is placed on better understanding the complicated chemical processes occurring in the

reacting pyrolysis gas mixture.

This chapter links solid PICA to the pyrolysis gases that form at high temperatures by compiling

published physical properties of PICA, and by explaining the fundamental processes that are involved

with phenolic resin synthesis and the thermal decomposition of the resin. This provides a necessary

link between the composition of the resin as a solid, the composition of the pyrolysis gases, and their

evolution through the pyrolysis layer. When modeling the pyrolysis gas mixture computationally,

certain species must be chosen to create a gas model. The inclusion or emission of species has a large

effect on the pyrolysis gas composition, yet there is a lack of literature explaining why certain species

are chosen, and why others are neglected in previous studies. The effects of choosing a specific gas

species composition are quantitatively shown in this chapter, emphasizing the importance of choosing

an accurate model for the pyrolysis gas mixture. Specifically, the need to include large aromatic

species in the gas mixture is emphasized, and physical phenomena associated with aromatic species,

such as solid carbon deposition, are investigated. The kinetic evolution of the pyrolysis gas mixture

is also investigated, and the assumption of thermodynamic equilibrium vs. finite-rate kinetics is

evaluated. This investigation into a reacting pyrolysis gas mixture allows a much needed consistent

and detailed description, of many of the physical phenomena occurring in a PICA heatshield, and

their implications, to be formulated. To begin, the following section outlines the many physical

processes that occur during ablation.

4.2 Ablation Overview

The multi-component nature of ablation has been described previously in great detail, and many

of the modeling issues and uncertainties that are associated with it have been reviewed in previous

works [78, 105, 106, 108, 120, 121, 122, 182]. Figure 4.1 shows a schematic overview of the physical

phenomena occurring for an ablating heatshield. While the scope of this work is limited to a

detailed investigation of the pyrolysis gases formed through the thermal decomposition of a phenolic

resin (the type of resin used in PICA heatshields), it is still necessary to be aware of all of the

processes occurring during ablation. For example, certain species radiate more than others at high

temperatures, influencing the heat transfer to the heatshield. As a result, even though making an
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Figure 4.1: Schematic diagram (not to scale) outlining the many physical phenomena occurring
for an ablative heatshield. Red arrows refer to heat fluxes, while blue arrows refer to mass fluxes.
Surface reactions can involve both heat and mass fluxes, and are shown in orange.

error in the amount of strong radiators (C, CO, C2, C3, C5, C2H, H, CN)
4 may not affect the global

properties of the gas mixture, the radiative heat flux would no longer be correct.

The virgin material of the heatshield consists of temperature resistant carbon fibers impregnated

with a phenolic resin. The resin is composed primarily of carbon, hydrogen, and oxygen, and poten-

tially small amounts of nitrogen and other contaminants (based on the resin type and manufacturing

process). As the material is heated, the resin begins to decompose and vaporize. Many small gas

bubbles are formed in the material, and once the bubbles become connected, porous flow ensues. The

gases produced are referred to as pyrolysis gases, and are generated throughout the entire pyrolysis

layer. As the temperature rises, the pressure in the heatshield continues to rise, and the pyrolysis

gases flow into the boundary layer. Some of the thermal energy of the external flow is dissipated

through this endothermic phase change. A “blowing” phenomenon at the heatshield surface also

adds a cooling effect to the flow, as the boundary layer is at a higher temperature than the pyrolysis

gases. Furthermore, the addition of the pyrolysis gases into the flow affects many properties of the

flowfield, including radiative properties, heat conductivity, flow field dynamics, etc.

Another reason why phenolic resins have been found to be effective for these applications is due

to the carbonaceous residue that results from the thermal decomposition of the resin. This solid

4Private communications with Professor Alexandre Martin, University of Kentucky.
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residue is generally referred to as char. The solid char either adheres to the fibers inside of the

heatshield (as shown in Fig. 4.1), or is advected away through the boundary layer. The char layer

(Fig. 4.1) refers to the area where all pyrolysis reactions have come to completion, and the carbon

fibers closest to the heat shield have been covered (to some degree) with solid char. This highly

emissive char can help radiate heat outwards, thermally insulate the interior of the vehicle, and add

to the structural stability of the heatshield itself [137]. Reinforcing the original carbon fibers with

this char material can also aid in reducing the amount of spallation that occurs during atmospheric

entry. It is possible for the fibers/char to ablate and enter the boundary layer in a gaseous form,

and it is also possible for spallation to occur, which adds solid carbon to the boundary layer. The

spallation effect is generally referred to as a failure flux, and is labeled in Fig. 4.1. A more detailed

description of PICA itself will be presented in the next section.

4.3 PICA Composition

Phenolic impregnated carbon ablators, as previously described, are a composite material that consist

of rigid, lightweight carbon fibers infused with a phenolic resin. A wide range of physical properties

are reported for PICA, and it is the goal of this section to compile previously reported values, in

order to understand the range of possible properties for this material. In addition, there is often a

large disconnect between the physical properties of PICA, and the pyrolysis gases produced from

PICA at high temperatures. Without a proper understanding of the composition of solid PICA, it

is not possible to explain the composition of the pyrolysis gases which are produced when PICA

starts to undergo a thermal decomposition.

Phenolic resins are not limited to the aerospace industry, and are used for a wide variety of

applications: from coatings, to adhesives, to carbon-less copy paper. In the year 2000, worldwide

consumption of phenolic resins exceeded 4 · 106 t [75]. Due to this demand, there is a large quantity

of literature available concerning phenolic resins, and phenolic composite materials (like PICA),

from a pure chemistry or industrial background. This work combines publicly available data from

the aerospace community on PICA, as well as knowledge from the chemistry community on resin

synthesis/decomposition and reacting mixtures. Combining knowledge from both of these fields

allows a full picture of the thermal decomposition of PICA, and the subsequent generation and

evolution of pyrolysis gases to be formed.

Shifting back to aerospace, Tran et al. [168] report densities for PICA ranging from 14 to

17 lbm/ft3 (224 kg/m3 - 272 kg/m3). If surface densification is performed on the material, then the
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Figure 4.2: Micro-graphs taken at different depths for the Stardust PICA heatshield. Depth increases
from left to right, where Slice 1 is close to the heatshield surface, Slice 6 is located∼ 5 mm below the
surface, Slice 9 is located ∼ 9 mm below the surface, and Slice 30 shows the virgin PICA material.
Image reproduced from [159].

density can be increased to 18 - 23 lbm/ft3 (288 kg/m3 - 368 kg/m3). In comparison, Avcoat-5026,

the material used for the ablative heat shields in the Apollo capsules, is a heavier material with a

density of 32 lbm/ft3 (513 kg/m3). Finally, Helber et al. [54] report that densities of ASTERM, an

ESA material similar to PICA, range from 240 to 550 kg/m3. Figure 4.2, reproduced from Stack-

poole et al. [159], shows micro-graphs of samples taken from the Stardust heatshield. These images

show the complicated microscopic structure of PICA, and how the amount of resin still bonded to

the fibers decreases from the virgin material (Slice 30) to the char layer (Slice 1). Slice 6 and Slice

9 are taken from inside the pyrolysis layer.

The following sections outline the expected physical properties for each individual component

of PICA: the carbon fibers, the phenolic resin, and the carbonaceous char that is created when the

resin is heated to high enough temperatures.

4.3.1 Expected Fiber Properties

PICA, as outlined by NASA, uses a fibrous ceramic substrate called Fiberform R© (manufactured by

Fibermaterials Inc.), which consists of rigid, lightweight carbon fibers, designed to be resistant to

high temperatures in vacuum [168]. This material is then impregnated with a phenolic resin. Tran et

al. [168] report that the fibers used have a diameter of 14-16 µm, and that the material (Fiberformr,

fibers only) has a density ranging from 8.5 to 11 lbm/ft3 (136 - 176 kg/m3). Information listed about

Fiberformr Rigid Insulation is publicly available,5 and a density range of 150 kg/m3 to 230 kg/m3

is noted, which is similar to what Tran et al. report in [168]. A room temperature porosity range of

80.2%–94.2% is also given.5

Helber et al. [54] have recently reported results on material response from ablation studies per-

formed in the von Karman Institute for Fluid Dynamics (VKI) Plasmatron [22]. A detailed study

5FiberformrRigid Insulation, http://www.fibermaterialsinc.com/product/fiberform-rigid-insulation/ [ac-
cessed January 24, 2014].

http://www.fibermaterialsinc.com/product/fiberform-rigid-insulation/
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was performed on ASTERM and other similar materials used by ESA. Properties for a material

(carbon fiber pre-form manufactured by Mersen Scotland Ltd.) similar to the pre-form used in

ASTERM are given in the report [54]. The fiber diameter is reported to be d ∼ 6.5 µm, the fiber

length is l ∼ 650 µm, density of the virgin material is ρ ∼ 180 kg/m3, porosity is ∼ 90 %, and

the specific surface area is ∼ 3.24 · 106 m3/m2, or 18000 m2/kg. Visual images presented taken

with a scanning electron microscope show the same random nature of the fiber alignments, and the

potential for non-uniformity inside of the carbon pre-form as for PICA (Fig. 4.2).

Tran et al. [168] also report on the mechanical and thermal performance of the carbon fibers.

The fibers themselves are an anisotropic material, with different properties along the fiber length

direction (strong direction) than along the fiber diameter (weak direction). In a heatshield, it is

useful for the ablative surface to be perpendicular to the weak direction of the fibers as the thermal

conductivity in the strong direction is 2.4 times that of the weak direction. In addition, the thermal

conductivity is reported by the manufacturer to be 0.21 W/mK at 530 K and 1.24 W/mK at 2500 K

in the strong direction.5 Tran et al. [168] measured the thermal conductivity yielding similar results,

and also observed that the thermal conductivity is strongly dependent on the temperature of the

fibers.

4.3.2 Expected Resin Properties

The phenolic resin used in PICA is a product of a polycondensation reaction between phenol

(C6H5OH) and formaldehyde (CH2O) in the presence of a catalyst [152]. The method used to

make the resin depends on the original ratio of formaldehyde to phenol (F/P). This process is out-

lined in other sources [75, 128, 152, 168], and is elaborated on in Appendix C. The chemical processes

outlined in Appendix C show how these phenolic resins are synthesized, and how the manufacturing

process can affect the final resin composition and its mechanical and thermal properties. The SC-

1008 (made by MomentiveTM) phenolic infiltrant is specifically mentioned in NASA reports [168],

but other commercial phenolic resins are available (for example, Plenco Phenolic Resins6).

4.3.2.1 Types and Production

Phenolic resins can be broadly classified into two groups: novolac resins and resole resins. With an

initial molar excess of formaldehyde to phenol (F/P>1), a resole resin is produced. The formaldehyde

and phenol are mixed, heated, and begin to cross-link (link one polymer chain to another) on their

6Plenco - Plastics Engineering Company, http://www.plenco.com/phenolic-novolac-resol-resins.htm [accessed
October 21, 2013].

http://www.plenco.com/phenolic-novolac-resol-resins.htm
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Table 4.1: Summary of starting reagent and reaction conditions for novolac and resole resins. Specific
ratios are taken from [75].

Type of Resin F:P Catalyst Used Crosslinking Agent Required?
Resole 1.2:1.0 - 3.0:1.0 Basic (Alkaline) No
Novolac 0.5:1.0 - 0.8:1.0 Acidic Yes

own. The procedure is performed in the presence of a basic (alkaline) catalyst. With an initial

molar excess of phenol to formaldehyde (F/P<1), a novolac resin is produced. Once again, the

formaldehyde and phenol are mixed and heated, but do not begin to cross-link until a cross-linking

agent is added to the mixture. This procedure is performed in the presence of an acidic catalyst. By

changing the original ratio of phenol to formaldehyde, pH, catalyst, reaction temperature, reaction

time, and distillation amount, it is possible to generate a variety of resin structures, which in

turn have a range of physical properties. The initial conditions for these two types of resins are

summarized in Table 4.1.

As an example, let us consider the Durite SC-1008 phenolic resin (data taken from the Momentive

website7). It is a resole type phenolic resin, and is listed as having a specific gravity of 1.07-1.10 (pre-

cure). This is equivalent to a pre-cure density of 1.07 - 1.10 g/cm3. A post-cure density of 1.25 g/cm3

is often used as the density for the resin in many molecular dynamics studies performed [33, 68, 112,

137, 165].

Given the manufacturing process described above and in Appendix C, most resins are composed of

carbon, hydrogen and oxygen elements, and potentially leftover components from the manufacturing

process. These are the same elements that will be present in the pyrolysis gases. An idealized linear

polymer (no cross-linking) is shown in Fig. 4.3, and the composition used for the resin in this

thesis will be taken to be the repeating unit, n, in this figure (C:H:O = 0.500:0.429:0.071 by mole).

The repeating unit, which corresponds to C7H6O, has a molecular composition close to that of a

single phenol molecule, C6H6O. Due to this similarity, pure phenol may be used as a representative

“surrogate” for the initial composition of the pyrolysis gases or resin, when a simplified model is

required. As an aside, if an idealized, fully cross-linked phenol molecule (3 cross-links per molecule,

similar to Fig. C.3) is used to calculate the composition of the resin, then a value of C:H:O =

0.517:0.414:0.069 is obtained. This composition and the composition of the repeating unit in Fig. 4.3

will act as limiting idealized cases for the elemental compositions of the resin. Actual phenolic resins

are not expected to be 100% cross-linked, but are also not expected to be linear polymers; some

finite amount of cross-linking is expected depending on the resin type and synthesis process (see

7Momentive, http://www.momentive.com/Products/TechnicalDataSheet.aspx?id=5652, accessed December 17,
2013.

http://www.momentive.com/Products/TechnicalDataSheet.aspx?id=5652
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Figure 4.3: Linear polymer representing an idealized cured resin structure for a phenolic resin.

Appendix C). Only minor discrepancies are noted when either of these compositions are used in

calculations, as the elemental compositions are extremely similar between the limiting cases.

4.3.2.2 Curing and Thermal Decomposition

The composition of a resin can also be modified post-polymerization by the application of a subse-

quent curing step. A more detailed explanation of this process and the expected thermal decompo-

sition of the resin is found in Sec. C.2. The present summary is based on results and explanations

presented in [75, 128, 162, 169], and more recently in [182].

In the curing step, excess formaldehyde (or a formaldehyde source), sufficient heat (typically ∼

150◦C), and/or an acid or base catalyst is applied in order to promote the cross-linking of any

remaining unjoined or open sites in the polymer. This promotes the formation of methylene bridges,

potentially eliminating other types of linkages that may have formed previously (Fig. C.2). This

was explicitly noted by Sykes [162], where it was found that the amount of water produced during

pyrolysis at relatively low temperatures was greatly affected by the cure time of the sample.

The decomposition of the resin, and pyrolysis gases produced, can generally be broken down

into three different temperature ranges. At approximately 300◦C, any remaining ether and nitrogen

linkages begin to break, forming aldehydes, cresols, and azomethines. Furthermore, at this stage,

any small molecules that were trapped from the manufacturing process are released, such as excess

phenol, water, formaldehyde, ammonia etc. A large percentage of the pyrolysis gases are found to

be H2O in this temperature range [162, 182]. At approximately 600◦C, substantial shrinkage of

the polymer occurs as a result of the formation of carbon-carbon bonds between aromatic rings,

resulting in the formation of a polyaromatic char. Substantial quantities of pyrolysis gases are

liberated, composed mainly of hydrogen, but also methane, volatile aromatic compounds (such as

phenol or benzene), water, carbon monoxide, and carbon dioxide. At temperatures above this,

(∼ 900◦C) any non-carbon species continue to be evolved, and the pyrolysis gas consists mainly of

H2 [162, 182].
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The expected pyrolysis gas products are a strong function of the temperature at which pyrolysis

is occurring. Knowing this, it follows that the elemental composition of the pyrolysis gas products

is not expected to be constant, and will also be a strong function of temperature. The fact that

the elemental composition of the pyrolysis gases is not constant over a temperature range is very

important, and will be discussed in more detail in later sections.

4.3.2.3 Presence of Impurities

Due to the complicated synthesis and curing process that is required to create phenolic resins, it

is possible for a phenolic resin to contain small amounts of impurities, which will affect the overall

properties of the resin.

The Apollo capsules used Avcoat 5026-39 HC/G as the resin in their ablative heatshields, which

is a novolac resin [29]. Hexamethylenetetramine, (CH2)6N4, is typically used as the cross-linking

agent during the production of this resin. As a result, a small amount of leftover nitrogen is often

assumed to be present when calculating the composition of the pyrolysis gas from Avcoat, as done

by Park et. al. [122]. More recent carbon phenolic heatshields use a resole resin where no catalyst is

needed in the cross-linking process. In some studies, nitrogen is not included when calculating the

composition of the pyrolysis gas [122], whereas in other studies [108], small amounts of nitrogen are

included for PICA heat shields. Other contaminants, such as Si, can be included in the pyrolysis

gas composition as well [108].

Experimental measurements performed in [162] on a novolac resin (Union Carbide Corporation

BRP 5549) showed the post-cure content of the resin to be 75.6% C, 6.12% H, 2.35% N, and 15.93% O

by mass (C:H:N:O = 0.465:0.449:0.012:0.074 by mole), extremely close to the expected value of

C:H:O = 0.500:0.429:0.071, if a phenol linked with CH2 (n in Fig. 4.3), is assumed to be the primary

component of the resin. The novolac resin used in [162] was premixed with hexamethylenetetramine,

and then cured by the authors. The experiments were performed on a neat resin sample, not the

composite material.

It is important to note than any nitrogen present in the final resin is generally leftover from the

synthesis process, and can be found in two general forms. It is possible that the nitrogen is physically

trapped in the resin, not chemically bound to other molecules. It is also possible that the nitrogen

is chemically bound in the resin structure (see o in Fig. C.1). Sykes [162] attributes the relatively

high nitrogen content in the resin to trapped ammonia (NH3), as ammonia is a product of the

decomposition of hexamethylenetetramine. If it is assumed that all of nitrogen content observed by
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Sykes [162] is trapped ammonia, removing this ammonia from the resin results in a new elemental

ratio of C:H:O = 0.488:0.434:0.078. This is even closer to the expected composition previously

described, further validating the use of the idealized resin structure shown in Fig. 4.3.

4.3.3 Expected Char Composition

Char refers to the solid carbonaceous residue that is created when the resin is heated to high enough

temperatures. This is the solid that is left behind as the resin undergoes a thermal decomposition.

Some of the initial resin is converted into pyrolysis gases, while some of the resin stays in the solid

phase, and evolves into char. The chemical pathways and timescales associated with the solid char

formation are still subjects that are under investigation [66, 169, 170].

In general, the amount of polyaromatic char that is expected to form from a virgin resin is

approximately 60% by mass of the original virgin resin [75]. This assumes that after a full thermal

decomposition of the resin has occurred, 40% of the original mass present was converted into pyrolysis

gases, and 60% of the original mass present remained as a solid, and evolved into char. This is close

to the value of 54% observed experimentally by Sykes [162].

Sykes [162] analyzed the char composition of a neat, cured novalac resin, through elemental

analysis. It was observed that the char present at 850◦ C contained 92.6% C, 0.9% H, and 6.5% O

by mass (C:H:O = 0.856:0.099:0.045 by mole). Tran et al. [168] tested a composite material (cured

resole resin and fibers) sample in an arc-jet at 1065 Btu/ft2-s (1210 W/cm2), 0.34 atm stagnation

pressure, for a total heat load of 26,625 Btu/ft2 (30,235 J/cm2). The composition of the char was

then measured using X-ray photoelectron spectroscopy. The elemental composition (by mole) of the

char was found to be 98% C, 1.7% O, 0.3% Si (Si noted as an error due to the sample processing

technique). This discrepancy in char composition between different experimental studies should be

addressed in more detail in future works.

The char, which has been observed to be primarily composed of carbon, may also have other

elements bound inside of it. For example, Syke’s [162] hypothesized that through oxidation reactions

it would be possible for oxygen to be present in the solid char. These elements could also be evidence

of incomplete pyrolysis, or contamination of the experimental samples.

It is also believed that some parallels can be drawn between soot that traditionally forms in

flames, and char. Both char and soot are solids consisting primarily of carbon atoms that are

formed at high temperatures, through reactions involving aromatic hydrocarbons. A dehydrogena-

tion process has been observed in combustion with soot formation. As time progresses, or as the
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soot matures, the H/C ratio of soot decreases [67, 148]. This type of phenomena should affect the

carbon char as well, and may help explain the discrepancies observed in experimentally measured

char compositions.

In addition, the char composition reported by Tran et. al [168] was taken from an actual PICA

sample after arc-jet testing. The PICA sample was subjected to a very high heat load, and was

heated for a longer time than the samples in Sykes’ [162] work. It is likely that the sample tested by

Tran et. al [168] was fully pyrolyzed, which could explain the very high carbon content measured in

the char. Based on the above discussion, for the rest of this thesis, when an idealized char material

is needed, it will be assumed to be composed uniquely of carbon. A similar assumption is made in

other works [78].

This section has provided an overview of the physical components of PICA, and a basic expla-

nation of the synthesis of phenolic resins and the expected decomposition products of a phenolic

resin at high temperatures. With this understanding of the components that make up PICA, and

investigation into the pyrolysis gas composition can now be performed.

4.4 Pyrolysis Gas Composition

Due to the formation of a solid carbonaceous residue (char), it is clear that the elemental composition

of the pyrolysis gases injected into the boundary layer is not that of the original resin. Experiments

performed on a phenolic resin have confirmed that the pyrolysis gases differ in composition signifi-

cantly from the original resin [177]. This has large implications for modeling efforts, as the elemental

composition of the pyrolysis gas is an additional unknown. Not only is it desired to have an accurate

description of the gas that is injected into the boundary layer, but the gas flowing internally in the

heat shield must also be modeled correctly in order to accurately predict the full thermal response

of the heatshield.

Many experimental works (for example, Sykes [162], Wong et al. [182]) show that the elemental

composition of the pyrolysis gas mixture produced is not constant over a large temperature range.

Very recently, Lachaud and Mansour [78], and Wong et al. [182] reported a decomposition model

for the solid resin based on experimental results. In this model, the gas mixture does not have a

constant elemental composition. The work by Lachaud and Mansour [78] is the first computational

work, to the author’s knowledge, to report results using a non-constant elemental composition for

the pyrolysis gas mixture. This differs significantly from all previous computational works that use

an average composition for the pyrolysis gas mixture (for example, see Milos and Chen [108]). A
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review of existing thermal response codes is provided by Lachaud et al. [77], and a summary of

the varying degree of complexity that is included in these codes, i.e., frozen chemistry, equilibrium

chemistry, or fine-rate kinetics, is provided by Lachaud and Mansour [78].

In order to understand how these different composition assumptions affect the pyrolysis gas, the

following sections investigate the effects of various gas models used, the chosen elemental composition

of the pyrolysis gas, and the equilibrium vs. non-equilibrium assumption on the mixture enthalpy

of the pyrolysis gases.

4.4.1 Equilibrium Pyrolysis Gas Composition

Internal to the heatshield, the pyrolysis gas flows at relatively low speeds. The complicated nature

of this porous flow is outside the scope of this work, but has received attention in the literature

elsewhere [8, 78]. It has previously been proposed that as the pyrolysis gases flow through the

porous medium internal to the heatshield, the gas speed is on the order of 10 m/s [8]. Based on

the rather slow motion of the gases inside of the heatshield, previous works have assumed that

the pyrolysis gases are in thermodynamic equilibrium at the local temperature and pressure. The

current work begins with this assumption.

As described previously, when the phenolic resin starts to degrade, many small gas bubbles are

formed in the material, and a porous flow begins once the bubbles become connected. As the flow

gets closer to the surface of the heatshield, the temperature increases. A range of temperatures for

when the resin starts to decompose can be found in the literature. In [168], 150◦C is given (fibers

impregnated with resole resin), 250◦C is given in [170] (fibers impregnated with resole resin), 300◦C

is given in [75] (neat resole resin), and 350◦C is given in [162] (neat novolac resin), for example. It

is expected that different phenolic resins have different physical properties, which helps explain this

range of temperatures found in the literature. Given these uncertainties, an average temperature

of 230◦C is used in this work as a starting point for resin decomposition. This temperature should

be understood as the temperature at the edge between the virgin material and the pyrolysis layer

(Fig. 4.1), and is similar to what is used in other works [182].

4.4.1.1 Gas Model

Through a collaborative effort with the von Karman Institute (VKI), a reduced 55 species thermo-

dynamic model has been developed to represent the pyrolysis gases produced from a typical PICA

heatshield. This model only includes thermodynamic properties for the different species chosen, and
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no information pertaining to chemical reactions. Therefore, this model can only be used for ther-

modynamic equilibrium calculations, and not for calculations that would require a set of chemical

reactions and reaction rates (finite-rate chemistry).

To create the model, 193 species were taken from the Chemical Equilibrium with Applications

(CEA) database [99]. Species characteristic of a typical carbon phenolic decomposition (species

with C/H/O) were originally chosen, and then species containing N were also added. This accounts

for mixing between an atmosphere that may be partially composed of nitrogen, and the ablation

products from a heatshield. In addition, thermodynamic properties for 8 additional species (C24H12,

C16H10, C3H,
1C3H2,

3C3H2, C4H, C5H, and C5H5) were recomputed, and added to the 193 species

set, creating a full model with 201 species.

Next, a model reduction was performed by calculating different thermodynamic equilibrium

compositions at constant temperature, and pressure, for the full 201 species model. The temperature

was varied from 25◦C to 5800◦C, and pressure was varied from 1 kPa to 10 MPa. At each respective

temperature and pressure condition, 1000 different elemental compositions were chosen (uniformly

varying in the ratio of C:H:N:O), and thermodynamic equilibrium calculations were performed. If a

mole fraction of a specific species was consistently (for all P , T , and C:H:N:O values tested) below

10−4, the species was removed from the gas model. It was found that trying more than 1000 different

elemental compositions at every temperature and pressure did not change the final reduced species

model.

This reduced the original 201 species model to a 55 species model. A comparison was then made

between the 55 species model, and the 201 species model, to calculate relative errors made by the

reduced species model on the bulk properties of the mixture. Comparisons were performed at all

values of T , P , and C:H:N:O ratios considered for the model reduction. It was found that for cp, h,

s (entropy), and Xradiators (see Sec. 4.2), the errors between the 55 species model and the full 201

species model were always less than 1%. The maximum percentage error made on mole fractions of

strong radiators present is approximately 0.1%.

The 55 species model was deemed acceptable for this chapter due to the relatively small discrep-

ancies with the full model. Detailed information about the gas species model reduction will be the

subject of a forthcoming publication [12]. The full list of species used can be found in Appendix D,

along with the sources used for thermodynamic properties. Thermodynamic data is also provided

for individual species that were recomputed for this gas model. This 55 species gas model is used

for the rest of this chapter.
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4.4.1.2 Elemental Composition of Pyrolysis Gases

In order to perform thermodynamic equilibrium calculations, an elemental composition must be

specified. Three different elemental compositions are chosen, in order to understand the effect

that elemental composition has on the pyrolysis gases. The first composition has a C:H:O ratio of

0.500:0.429:0.071 by mole, which is the expected composition of the pure resin (see Sec. 4.3.2). It is

understood that this is more carbon-rich than the expected pyrolysis gas composition, as this gas

composition assumes that no char is formed from the resin, but it serves as a limiting test case. The

second composition has a C:H:O ratio of 0.358:0.550:0.092 by mole, which is calculated by taking

the original resin composition and then assuming that 35% of the mixture, by mass, will turn into a

solid char comprised purely of carbon (see Sec. 4.3.1). This mass of carbon is then removed from the

mixture (35% char yield). This composition is more characteristic of the pyrolysis gas products for

mid-range temperatures during the decomposition process. The 35% char yield assumption yields

an elemental composition for the pyrolysis gases that is very close to the experimentally measured

composition of the pyrolysis gases at 500◦C [162]. The third composition has a C:H:O ratio of

0.195:0.690:0.115 by mole, which corresponds to a 60% char yield by mass (Sec. 4.3.3). These three

chosen compositions are summarized by the first three lines of Table 4.2.

In a recently published work, the species blowing rates for the pyrolysis gas were calculated

for a PICA material using the FIATv3 [105] thermal response code for a chosen trajectory [108].

During heating, the surface temperature varies from ∼ 200◦C to ∼ 3000◦C (not monotonically)

as a function of time. Milos and Chen [108] show results where the C:H:O ratio of the injected

pyrolysis gas remains essentially constant at 0.18:0.68:0.12. The missing 2% from the gas mixture is

attributed to 1.4% N, and then trace amounts of Si. The elemental composition used in the numerical

simulations by Milos and Chen [108] was taken from experiments, and the nitrogen content can be

attributed to impurities in the resin (potentially from synthesis), and it is unclear as to why Si is

observed experimentally.8

Finally, in an earlier work by Park et al. [122], the elemental composition of the pyrolysis gases

entering the boundary layer was C:H:O=0.229:0.661:0.110 by mole. Using the simplified resin com-

position discussed (see Sec. 4.3.2.1), the values used by Park et al. [122] correspond to approximately

a 56% char yield, and the values used by Milos and Chen [108] correspond to a char yield of roughly

65% (neglecting impurities). All pyrolysis gas compositions are summarized in Table. 4.2.

8Private communication with Dr. Frank Milos, NASA-Ames.
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Table 4.2: Summary of different pyrolysis gas compositions.

Mixture Description Elements Included Composition (by mole)
Pure Resin C:H:O 0.500:0.429:0.071

35% Char Yield C:H:O 0.358:0.550:0.092
60% Char Yield C:H:O 0.195:0.690:0.115
Park et al. [122] C:H:O 0.229:0.661:0.110

Milos and Chen [108] C:H:N:O:Si 0.18:0.68:0.014:0.12:0.006

4.4.1.3 Equilibrium Results—Polycyclic-Aromatic Hydrocarbon (PAH) Species

This section shows results for the previously discussed elemental compositions assuming thermody-

namic equilibrium. All thermodynamic equilibrium calculations are performed using Cantera [47],

and are performed holding temperature and pressure constant. First, the elemental composition

of the virgin resin is used, and calculations are performed at different temperatures while keeping

the pressure constant at 50 kPa (see Sec. 4.5.1). Fig. 4.4a shows the major species present using

the reduced 55 species model. The most pertinent observation is that large quantities of coronene

(C24H12, Fig. 4.5), are predicted for all temperatures below ∼1700◦C. At 1180◦C, the mixture is

predicted to be 70% coronene by mass, which shows the importance of including this molecule if

thermodynamic equilibrium calculations are going to be performed in this temperature range.
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Figure 4.4: Thermodynamic equilibrium composition of the pyrolysis gas mixture assuming an
initial resin composition of C:H:O = 0.500:0.429:0.071 by mole, at 50 kPa. Species with mole frac-
tions > 10−2 are shown in both plots. (a) includes coronene in the gas model, while (b) substitutes
naphthalene for coronene.

In Fig. 4.4b, coronene (C24H12) is removed from the list of species included and is replaced by
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Figure 4.5: Coronene molecule, C24H12.

naphthalene (C10H8). Once again, significant quantities of naphthalene are observed at tempera-

tures below ∼1700 K. In fact, if both coronene (C24H12) and naphthalene (C10H8) are included in

the species model, the predicted yield of naphthalene is essentially zero, and the results shown in

Fig. 4.4a are obtained again. All of the mass goes into the PAH species with the smallest H/C ratio.

For naphthalene, H/C = 0.8, and for coronene, H/C = 0.5. As illustrated, from a thermodynamic

standpoint, these large hydrocarbon species are likely to form, and only recently have our collab-

orators started to use these in their models based on our suggestions [78]. High concentrations of

these polycyclic-aromatic hydrocarbon (PAH) molecules can also have a large effect on the global

properties of the gas mixture, such as the value of the specific heat for the mixture, and the mixture

enthalpy. It should be noted that at the conditions considered in this section, while the formation of

C24H12 is favored from a thermodynamic standpoint, the validity of this assumption from a kinetic

standpoint has not been addressed yet, and will be considered in the next section. Above roughly

2000◦C, both Fig. 4.4a and Fig. 4.4b show the same mixture compositions. At these high temper-

atures, PAH species are no longer favored from a thermodynamic stand point, and the inclusion of

C24H12 or C10H8 has no effect on the mixture composition.

4.4.1.4 Equilibrium Results—Varying Mixture Composition

Figure 4.6 shows the mixture composition assuming different elemental pyrolysis gas compositions

resulting from different assumed char yields, namely; 35% char yield in Fig. 4.6a and 60% char yield

in Fig. 4.6b. Assuming a 35% char yield results in a maximum value of 50% C24H12 by mass at

1190◦C, and assuming a 60% char yield results in a maximum of 17% C24H12 by mass at 1210◦C.

Obviously, as the overall carbon content in the pyrolysis gas mixture decreases, the amount of C24H12

that forms from a thermodynamic equilibrium calculation decreases.

It is difficult to notice meaningful differences between complicated gas mixtures by looking solely

at species concentrations. From an engineering stand point, the question can be raised as to whether
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Figure 4.6: Thermodynamic equilibrium composition of the pyrolysis gas mixture assuming two
different char yields at 50 kPa. Species with mole fractions > 10−2 are shown in both plots.(a)
corresponds to a 35% char yield (C:H:O = 0.358:0.550:0.092) and (b) corresponds to a 60% char
yield (C:H:O = 0.195:0.690:0.11).

or not it is necessary to know the concentration of every single species in such a complicated mixture.

In this chapter, the mass specific mixture enthalpy is chosen as a relevant property to compare

between different mixtures. The mass specific mixture enthalpy gives a measure of the amount

of energy contained in the gas mixture, as was discussed previously in Sec. 3.3. For an ablative

heatshield to be effective, the endothermic decomposition of the resin and creation of pyrolysis gases

should absorb as much of the thermal energy of the external flow as possible. The enthalpy of the

mixture relates to the efficiency of the pyrolysis gases in creating a cooling effect. Other quantities,

such as cp, could also be compared, but generally show similar trends as enthalpy, and changes

in cp will also be reflected in the mixture enthalpy. If one were to consider the injection of the

pyrolysis gas mixture into the boundary layer of the heatshield, then other properties should be

chosen to compare as well, as the injection of the pyrolysis gases into the boundary layer will affect

the properties of the flow external to the heatshield. Although the boundary layer flow is not the

focus of this work, if this part of the flow were to be considered, one relevant choice would be to

compare γ between the different mixtures.

Figure 4.7 shows the quantitative effect of changing the elemental composition of the mixture

by plotting the mass specific enthalpy of the mixture over a temperature range characteristic of

what would be experienced inside of the heatshield. Figure 4.7 shows that the mixture enthalpy
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decreases as the char yield increases. Once again, the lower the char yield, the higher the carbon

content in the pyrolysis gas mixture, which means that there is more C24H12 present in the mixture

(Figs. 4.4 and 4.6). Figure 4.7 quantitatively shows that changing the elemental composition of the

gas mixture, while keeping the species model constant, has a large effect on the overall mass specific

mixture enthalpy especially at lower temperatures (T < 600◦C). Interestingly, the specific enthalpy

at higher temperatures (T ∼ 1500◦C) is virtually independent from the char yield, when the reduced

55 species model is used. These two observations are important as the difference in enthalpies is

related to how much heat is extracted by gaseous mixture.
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Figure 4.7: Enthalpy comparison for different gas models and elemental compositions. All mixtures
are in thermodynamic equilibrium over a range of temperatures and at a pressure of 50 kPa.

In addition to showing the effect of elemental composition on mixture enthalpy, Fig. 4.7 shows the

effect that the chosen gas model can have. In a recent study, Milos and Chen [108] used a 23 species

gas mixture (including C, H, N, O, and Si) for the pyrolysis gases injected into the boundary layer,

where the largest species included is C6H6. The gas mixture was calculated using FIATv3 [105].

Elemental compositions corresponding to a 0%, 35%, and 60% char yield are again used, and

the current 55 species gas model is replaced by Milos and Chen’s 23 species model [108]. Figure 4.7

shows differences in mixture enthalpy between the two different gas models. Figure 4.7 isolates

two important phenomena: 1) the effect of elemental composition on the mixture enthalpy and 2)

the effect of the chosen gas species model on mixture enthalpy. When performing thermodynamic

equilibrium calculations to calculate the composition of the pyrolysis gas mixture, the species model

and the elemental composition of the mixture must be chosen with care.
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4.4.1.5 Equilibrium Results—Discussion

To emphasize the effect that the elemental composition has on the overall composition of the pyrolysis

gas mixture, it is necessary to know how carbon rich a gas mixture must be in order to form C24H12

from a thermodynamic standpoint. This is done by varying the char yield from 0% (carbon rich

gas mixture) to 70% (carbon lean gas mixture). For a given char yield, the maximum value of mass

fraction of C24H12 is calculated for equilibrium mixtures spanning a temperature range from 230◦C

to 1800◦C.

Figure 4.8 shows that for carbon rich gas mixtures, the maximum mass fraction of C24H12 is

very high (up to ∼ 70%). A smooth decrease in the maximum mass fraction of C24H12 is observed

as the % char yield is increased. At a char yield of ∼ 65%, no significant amount of C24H12 is

predicted to form. This corresponds to a C:H:O elemental composition of 0.152:0.727:0.121 by mole.

Figure 4.8 also shows that the decrease in max(YC24H12 ) is almost entirely pressure independent.

It is found that the temperature associated with the maximum mass fraction of C24H12 occurs

for T > 1150◦C (with P = 50 kPa) for the range of elemental compositions considered when

there is a significant amount of C24H12 present. However, as seen in Fig. 4.4a, there is a large

quantity of C24H12 (mole fraction) that is predicted to form at temperatures near 230◦C. At these

relatively low temperatures, the prediction that gaseous coronene will form is most likely not valid.

The melting point and boiling point of coronene are 438◦C and 525◦C respectively, at standard

conditions. Even though the pressure considered in the calculations performed in this section is

lower than atmospheric conditions (50 kPa vs. 101 kPa), at low temperatures, the effect of possible

phase changes (condensation or solidification) should be considered. More investigation needs to

be performed into this low temperature regime, and this could help explain the point of inflection

in mole fraction of C24H12 in Fig. 4.6a. It is possible that temperatures lower than the point of

inflection seen in the mole fraction of C24H12 in Fig. 4.6a correspond to unphysical predictions of

C24H12, and temperatures higher than this point of inflection are physically accurate, but more work

is needed to verify this hypothesis.

The % char yield range shown in Fig. 4.8 covers a wide range of elemental compositions, and

shows that the presence of C24H12 is significant over a wide range of mixture compositions. If Park

et al.’s [122] elemental composition is used (Table 4.2), up to ∼ 25% by mass of the equilibrium

mixture is predicted to be C24H12 at ∼ 1200◦C, and if a composition similar to the one used by Milos

and Chen (neglecting Si) [108] is used (Table 4.2), then up to ∼ 10% by mass of the equilibrium

mixture is predicted to be C24H12 by mass at ∼ 1200◦C; neither of the species models in these two
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studies included any large PAH molecules. To the author’s best knowledge, no previous published

works have included PAH species in pyrolysis gas mixture when modeling PICA heatshields. In

order to understand the overall effect of including PAH species in the pyrolysis gas mixture on

the performance of a PICA heatshield, full simulations incorporating PAH species into a thermal

response code would have to be performed.
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Figure 4.8: Maximum mass fraction observed of C24H12 over a temperature range from 230◦C to
1800◦C, varying the elemental composition. The calculation is performed for four different pressures
to show the pressure independence of the plotted values.

4.4.2 Kinetic Evolution of Pyrolysis Gas Composition

The previous section did not take into account the finite amount of time it takes to form the large

PAH molecules. Although the formation of molecules such as C24H12 and other large aromatic

species is favorable from a thermodynamic standpoint, the residence time of the pyrolysis gas inside

of the heatshield might be too short for these molecules to actually form. In order to understand

the characteristic timescales involved in this process, several simplifying assumptions are made.

Based on results from MSL [21, 94], a characteristic length of 1 cm is chosen for the distance that

the pyrolysis gas will flow before leaving the heatshield. This represents the thickness of the pyrolysis

and char layers shown in Fig. 4.1. A speed of 10 m/s is chosen to be characteristic of the speed

of the gases traveling internal to the heatshield, based on the analysis performed by Ahn et al. [8].

Once again, the temperature at the bottom of the pyrolysis layer is assumed to be 230◦C, and the

temperature at the surface of the heatshield is assumed to be 1800◦C. To isolate the effect of finite-

rate kinetics, a simple Lagrangian approach is adopted. It is assumed that a packet of gas travels at

a constant speed of 10 m/s from the bottom of the pyrolysis layer to the surface of the heatshield,

at a constant pressure of 50 kPa. This ignores the complicated flow features associated with porous
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flow, and the effect that the changing density, temperature, and pressure of the fluid would have on

the velocity profile of the pyrolysis gases in an actual heat shield. Simulations accounting for these

effects, but using simplified chemistry models, can be found in [78]. As the packet of fluid travels

from the bottom of the pyrolysis layer to the surface of the heatshield, the temperature of the gas

increases. Therefore, the temperature (◦C), can be written as a function of time, and for the rest of

this work, a linear temperature profile of

T = 230◦C+ 1.57◦C · t, (4.1)

is used, where t is given in µs. Prescribing a temperature rise also assumes that the heat release

from the individual reactions occurring does not affect the temperature gradient imposed by the high

temperature gas external to a heatshield. An initial composition of 100% gaseous phenol (A1OH) is

chosen in order to represent the initial composition of the pyrolysis gases. This acts as a “surrogate”

for the phenolic solid resin (Sec. 4.3.2.1). Species diffusion is also neglected for these calculations.

All of the previous assumptions are made in order to simplify the complicated reacting flow occurring

inside of a heatshield, keeping in mind that the goal of these calculations is to find characteristic

times associated with PAH formation.

The combustion database of Blanquart [17, 18, 19, 114] is used for the homogeneous reactions in-

volved with the pyrolysis gas mixture (this mechanism is available for public use9). This mechanism

contains 172 species and 1878 reactions (forwards and reverse reactions counted separately). While

this mechanism is geared towards combustion applications, it contains all major pathways for PAH

formation, and is useful for understanding timescales associated with PAH formation in the pyrolysis

gas mixture. The largest hydrocarbon species included is C18H10, as the pathways and rates for

the formation of larger species, such as C24H12, are largely unknown at this time. Chemical ab-

breviations used in this mechanism include: A1 (benzene, C6H6), A1OH (phenol, C6H6O), A1C2H

(ethynylbenzene, C8H6), A2 (naphthalene, C10H8), A2R5 (acenaphthylene, C12H8), A2C2HB (2-

ethynylnapthalene, C12H8), A2R5C2H (1-ethynylacenapthylene, C14H8) and FLTN (fluoranthene,

C16H10).

Simulations are performed using packages from the CHEMKIN 2 library [143]. A constant

pressure homogeneous reactor is used with a prescribed temperature rise as a function of time

(Eq. 4.1), that corresponds to ∼ 1500◦C/cm for a fluid moving with a constant speed of 10 m/s.

Figure 4.9 shows the decomposition of phenol and the kinetic evolution of the gases produced under

9Mechanism available at http://www.theforce.caltech.edu/resources/

http://www.theforce.caltech.edu/resources/
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Figure 4.9: Kinetic evolution of pyrolysis gases with an imposed temperature and pressure profile.
A time of 1000 µs corresponds to the gas traveling a distance of 1 cm at a speed of 10 m/s.
T = 230◦C + 1.57◦C · t, where T is in ◦C, and t is in µs. P = 50 kPa.

constant pressure and a prescribed temperature profile. It is clear that significant concentrations of

varying PAH molecules are formed by the end of the simulation (1000 µs). To contrast this, Fig. 4.10

shows the composition of the gas mixture if a thermodynamic equilibrium is assumed, with the same

C:H:O elemental composition as pure phenol. It is clear that there is a large discrepancy between the

two mixtures, as the PAH molecules take time to form in Fig. 4.9. A maximum amount of C18H10

is found at 1300◦C (8% by mole, 55% by mass) when a thermodynamic equilibrium is assumed. A

quantitative comparison between the two mixtures is shown in Fig. 4.11, comparing the mixture

enthalpies by mass between the two cases. Extremely large discrepancies are noted, showing that

the bulk properties of the mixture are greatly affected by a thermodynamic equilibrium assumption.

Figures 4.9—4.11 isolate the effect of assuming that the pyrolysis gas mixture is in thermody-

namic equilibrium vs. allowing the pyrolysis gas mixture to evolve kinetically. The same elemental

composition (that of phenol) was used for both the equilibrium and finite-rate kinetics calculations,

and the same species model was used for both of these calculations. Not only is the enthalpy of

a mixture in thermodynamic equilibrium largely effected by the largest hydrocarbon molecule in-

cluded, but the finite amount of time it takes the PAH species to form based on kinetics also has a

great effect on the mixture enthalpy. It should be noted that the chemical mechanism used in this

section was not directly designed for these conditions. Nevertheless, the results show that significant
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quantities of PAH species will form in a relatively small amount of time and this will have significant

effects on modeling efforts for these composite ablative materials.

To summarize this entire section, three different effects have been isolated: 1) the effect of

elemental composition on the pyrolysis gas mixture; 2) the effect of the gas species model chosen on

the pyrolysis gas mixture; and 3) the effect of assuming thermodynamic equilibrium vs. finite-rate

kinetics on the pyrolysis gas mixture. The large discrepancies shown between all of these assumptions

must be known and accounted for when determining what models to use in a thermal response code.
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Figure 4.10: Equilibrium composition of pyrolysis gases with the same imposed temperature and
pressure profile. T = 230◦C+ 1.57◦C · t, where T is in ◦C, and t is in µs. P = 50 kPa.
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and thermodynamic equilibrium (red). T = 230◦C + 1.57◦C · t, where T is in ◦C, and t is in µs.
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4.5 Pyrolysis Gas Flow Regime

The previous analysis was performed assuming a standard continuum flow regime. In order to

validate this assumption for the flow of the pyrolysis gases internal to a heatshield, relevant length

scales must be compared. In this section, conditions characteristic of what MSL experienced on

entry into the Martian atmosphere are used to estimate the flow regime of the pyrolysis gas inside

of an ablative heatshield. By using flight data reported by Bose et al. [21] and Mahzari et al. [94],

a mean free path of the pyrolysis gas can be estimated, and this can be compared to the relevant

length scales in the heatshield itself (size of the pyrolysis layer, diameter of the fibers in the virgin

PICA material, and the average fiber separation).

4.5.1 Continuum Flow Assumption

The mean free path (λ) can be calculated from

λ =
kBT√
2πσ2P

, (4.2)

where kB is the Boltzmann constant (J/K), T is the temperature (K), σ is the collision diameter of

the gas molecules (m), and P is the pressure of the gas (Pa). The MISP reconstructed temperature

data shows that the thermocouples installed in the MSL heatshield experienced a wide range of

temperatures, depending on the location of the thermocouple in the heatshield, the time during

flight, and how deep below the heatshield surface the thermocouple was installed (1.2). 1000 K is

taken as a characteristic temperature for these calculations, which is based on the temperature range

that the thermocouple closest to the heatshield surface (∼ 0.25 cm) experienced.

Surface pressure CFD predictions were made by Bose et al. [21], and over the time that corre-

sponds to a heatshield temperature close to 1000 K, surface pressure predictions range from ∼ 15 kPa

to ∼ 30 kPa. These measurements were confirmed by flight data taken by the Mars Entry Atmo-

spheric Data System (MEADS) [88]. Calculations performed by Ahn et al. [8] for the Pioneer Venus

Small Probe (Day) showed that the pressure of the pyrolysis gas inside the heatshield can be a factor

of two or higher than the surface pressure. Taking these facts into consideration, a value of 50 kPa is

chosen to be a characteristic pressure inside of the heatshield for this calculation. The same pressure

was used for the results presented in the previous section.

To evaluate the collision diameter, the gas mixture is assumed to have the same elemental

composition as a cured phenolic resin. Assuming thermal equilibrium, the main constituents of the
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Figure 4.12: Schematic showing the simplified packing assumption for the carbon fibers. r is the
fiber radius, and s is a calculated length to give the measured porosity.

mixture by volume are CO (43%), H2 (25%), CH4 (22%), and C24H12 (10%) at 1000 K and 50 kPa.

For simplicity, as this is an order of magnitude calculation, the diameter of CO (3.65 · 10−10 m) is

used in this calculation.

The Knudsen number, which is the ratio of the mean free path to a characteristic length scale

(Kn = λ/l), allows one to determine if the flow is in a continuum regime. From Eq. 4.2, the mean free

path is evaluated to be approximately λ ≈ 6 · 10−7 m. If this is compared to a characteristic length

of 1 cm associated with the pyrolysis layer, then Kn ≪ 1, and the pyrolysis gas is in a continuum

regime. While this Knudsen number shows that on a global scale the flow is in a continuum regime,

the potential for collisions between the gas molecules and the carbon fibers must also be taken into

account in order to estimate the importance of heterogeneous interactions [78, 182].

A Knudsen number calculation based on a fiber diameter of 10 µm (Sec. 4.3.1) yields Kn ∼ 0.05.

Alternatively, the mean free path can be compared to an estimation of the average separation

distance between the fibers in the char layer. The mean distance is calculated by making the

simplifying assumption that the cylinders are arranged into a triangular unit cell, and are infinitely

long. Assuming a porosity of 90% (Sec. 4.3.1) allows a mean separation to be estimated. A schematic

of this arrangement is shown in Fig. 4.12, where r is the fiber radius, and s is a calculated distance

to give the desired porosity. Using the properties of ASTERM given in Sec. 4.3.1, a mean distance

between the fibers can be estimated to be 10 µm, which results again in Kn ∼ 0.05. Similar values for

Kn were calculated for the PICA heatshield used on the Stardust mission, when different conditions

along the Stardust re-entry trajectory were used [76].

A Kn ∼ 0.05 is low enough that the flow can be considered to be in a continuum regime, but it

is also large enough to imply that heterogeneous reactions between the pyrolysis gas and the solid
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carbon fibers cannot be ignored. This is the “coking zone” proposed by Lachaud and Mansour [78],

and Wong et al. [182], where it is possible for the gaseous carbon to form a solid residue on the fibers,

and other heterogeneous reactions to occur. In addition, it is possible for solid carbon molecules to

be formed through gaseous collisions, similar to soot being formed in a flame. These phenomena

remove additional carbon concentration from the pyrolysis gas mixture, and effect the elemental

composition of the gas. More details on these phenomena are provided in the following two sections.

4.5.2 PAH Collisions

In previous studies, soot formation is primarily discussed with respect to flames, and a summary of

the formation of condensed-phased materials in flames was recently written by Wang [178]. While

there are competing theories on soot nucleation and growth, in general, models start from vapor-

phase nucleation. Particle growth then occurs through coalescence, coagulation, surface reactions,

and condensation of vapor species [110, 178]. Nevertheless, a common trend among these theories

is that collisions between PAH species are believed to form pre-cursors species for larger soot par-

ticles [178]. Early models used PAH-PAH sticking coefficients on the order of 0.2-0.4 [103], while

more recent work looks into great detail of the interactions between two PAH species [155].

The frequency of PAH-PAH collisions can be calculated in order to determine whether or not

“sooting” is expected to occur internal to the heatshield. Following the derivation by Vincenti and

Kruger [176] for collision rates, the number of free paths terminated for a molecule of type A, by a

molecule of type Y , per unit time is

ΘAY = nY σ
2
AY

(

8πkT

m∗
AY

)1/2

, (4.3)

where ΘAY is the number of paths terminated per unit time, nY is the number of Y molecules per

unit volume, σAY is the collision diameter of A and Y , and m∗
AY is the reduced mass for A and Y .

As collisions between two of the same molecules, for instance C24H12, are being considered for soot

nucleation, the reduced mass is mC24H12
/2, and the collision diameter is the diameter of a coronene

molecule. The collision diameter of C24H12 is approximated to be 9.2 · 10−10 m through a simple

MM2 [40] energy minimization calculation. nY is a function of both T and the partial pressure of

C24H12. ΘAY represents a collision frequency, and in order to estimate the number of collisions

expected, this value is multiplied by a characteristic time. Once again, a speed of 10 m/s is assumed

over a length of 1 cm which results in a time of 1 ms. Writing Eq. 4.3 in terms of PC24H12
, T and
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multiplying by 1 ms yields

κ ≈
2300[κK1/2 m s2

kg ]PC24H12

T 1/2
, (4.4)

where κ is the number of collisions one coronene molecule is expected to undergo with another

coronene molecule before it is injected into the boundary layer. From Fig. 4.9, mole fractions for PAH

species are observed to be on the order of 1%. Equilibrium mixture calculations previously shown

show a range in concentrations of C24H12, with maximum values corresponding to approximately a

10% mole fraction of coronene. Assuming a mixture pressure of 50 kPa, and a temperature of 1000 K

results in a range of approximately 36,000 (XC24H12 = 0.01) collisions to 360,000 (XC24H12 = 0.1)

collisions expected.

If every collision between two PAH molecules were to lead to soot pre-cursors, and the removal of

the two PAH molecules from the flow, then dnPAH

dt = −2kn2
PAH, where k is a rate constant. Relating

this expression to Eq. 4.3 yields ΘPAH,PAH = knPAH . In addition, sooting models generally include

a sticking efficiency, which takes into account that for every collision between two molecules, most

molecules may not stick to each other, but instead “bounce off” of each other. A value of 0.3 is used

for this sticking efficiency [103]. Considering C24H12 as the PAH molecule results in

dnC24H12

dt
= −2 · 0.3 · σ2

C24H12,C24H12

(

8πkT

m∗
C24H12,C24H12

)1/2

n2
C24H12

. (4.5)

The solution to this ODE is

nC24H12(t) =
n◦
C24H12

1 + 2 · 0.3σ2
C24H12,C24H12

n◦
C24H12

t
(

8πkT
m∗

C24H12,C24H12

)1/2
, (4.6)

where n◦
C24H12

= nC24H12(t = 0), the initial number of C24H12 molecules per unit volume.

Evaluating Eq. 4.6 at t = 0.001 s (corresponding to the surface of the heatshield), T = 1000 K,

P = 50 kPa, and XC24H12 = 0.01 or XC24H12 = 0.1, results in 99.5% and 99.95%, respectively, of the

C24H12 being removed from the flow. Even if the sticking coefficient is decreased by a factor of 1000,

and XC24H12 = 0.01, 95.6% of the C24H12 is predicted to be removed from the flow, showing that

this sooting prediction is relatively insensitive to the chosen sticking efficiency. These calculations

imply that it is likely that soot will be formed from any PAH molecules. Once “soot” particles

are formed, it would also be possible for these particles to collide with and deposit on the fibers.

These calculations, while estimates, show that the removal of PAH species from the flow due to soot

formation needs to be taken into account when considering the evolution of the pyrolysis gases.
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4.5.3 PAH and Fiber Collisions

Not only must collisions between PAHmolecules be considered, but collisions between PAHmolecules

and the carbon fibers will also occur in a heatshield. Originally, when deriving Eq. 4.2 for the

mean free path in a gas mixture, it is standard to assume that one molecule is in motion, and all

other molecules are stationary. Following this derivation, once again performed by Vincenti and

Kruger [176], the number of collisions per unit time for a single molecule with another molecule of

the same type is found to be

Θ = πσ2Cn. (4.7)

C is the mean molecular speed, σ is a collision diameter (based on a sphere of influence calculation),

and n is the number of molecules per unit volume of the gas. This expression must now be altered

in order to estimate how many times a single PAH molecule will collide with a stationary carbon

fiber, as Eq. 4.7 is only valid for spherical particles impacting other spherical particles. Internal to a

heatshield, it is assumed that spherical coronene particles are colliding with infinitely long cylindrical

carbon fibers (Fig. 4.12). To simplify this calculation, it is assumed that coronene molecules are

traveling perpendicular to the length of fibers, and all of the fibers are parallel to one another, as

shown by the infinitely repeating unit cell shown in Fig. 4.12. The πσ2C product from Eq. 4.7

represents a cylindrical volume carved out by a moving particle. Due to the assumption that

cylindrical fibers are all parallel, and that the coronene particles move perpendicular to the fiber

length, this term is now modified so that only an in plane area is considered, and becomes σC.

However, a new area of influence must be calculated. The diameter of this “circle” of influence is

given by σC24H12
+ df , where df is the fiber diameter. A 2D schematic of this arrangement is shown

in Fig. 4.13. As df ≫ σC24H12
, this can be approximated by df . A modified n is now calculated

such that it refers to a number density (per unit area) of carbon fiber centers.

Combining this information results in

Θ = dfCn∗, (4.8)

where n∗ is the number of fiber centers per given area. Assuming a Boltzmann distribution, C =
(

8kT
πmC

24
H
12

)1/2

. Multiplying the collision frequency by the same characteristic time as before, results

in κ ≈ 160[κT−0.5]T 0.5. Assuming a reference temperature of 1000 K, this calculation shows that

a single coronene molecule will collide with a carbon fiber approximately 5200 times before leaving

the heatshield.
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v = C

d = σC24H12
+ df

σC24H12

df

C24H12 Molecule

“Circle”
of Influence

Fibers

Figure 4.13: 2D schematic outlining the geometrical assumptions for C24H12 colliding with a carbon
fiber. This figure represents a top-down view of a plane intersected by the fibers (fibers are assumed
to be infinitely long in/out of the page). The “circle” of influence outlines an area that needs need
to be considered for collisions between C24H12 molecules and the stationary carbon fibers.

This corresponds to an estimate for an upper bound on the number collisions between PAH

molecules and fibers in a heatshield. In the opposite extreme, no collisions would occur if the

particles were all traveling parallel to the carbon fibers. This is an unrealistic assumption, as the

length of the carbon fibers is expected to be on the order of 650 µm (Sec. 4.3.1), which is much

smaller than the expected size of the pyrolysis layer (∼ 1 cm). Furthermore, the mean free path

of the molecules was estimated to be less than 1 µm. Under these conditions, the molecules are

not expected to remain parallel to the fibers. As was previously shown in Fig. 4.2, the fibers are

expected to be aligned in a random manner. Because of this random structure, and the random

motion of the molecules (due to Brownian collisions), a more advanced model would be required

to more accurately estimate for the number of collisions between PAH molecules and fibers. Some

work has been done investigating the microscopic structure of PICA through the use of numerical

simulations [76], though this is outside the scope of this work.

It is interesting to note that the collision rate, Θ, is no longer a function of nC24H12 , but is

constant because n∗ is constant. If every collision between a PAH molecule and a carbon fiber were

to result with the PAH molecule being deposited on the carbon fiber, then

dnPAH

dt
= −knPAH , (4.9)

where k is once again a rate constant. Unlike Eq. 4.5, Eq. 4.9 is linear in nC24H12 , since only

collisions between PAH molecules and fibers, and not collisions between PAH molecules and other
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PAH molecules are being considered. Combing Eq. 4.8 and Eq. 4.9 gives

dnC24H12

dt
= −dfCn∗nC24H12 . (4.10)

The solution to this ODE is

nC24H12(t) = n◦
C24H12

e−dfCn∗t, (4.11)

where n◦
C24H12

= nC24H12(t = 0), the initial number of C24H12 molecules per unit volume. Evaluating

Eq. 4.11 with T = 1000 K, P = 50 kPa, and XC24H12 = 0.01 or XC24H12 = 0.1, at t = 0.001s, results

in essentially none of the original PAH molecules remaining. Even if the right hand side of Eq. 4.9 is

divided by 1000, and assuming XC24H12 = 0.01, Eq. 4.11 predicts that 99% of the PAH species will

be removed at t =0.001 s. This results is very similar to the PAH-PAH collision results; the carbon

deposition prediction is relatively insensitive to the assumptions that went into the collision model.

These calculations once again imply that it is likely that carbon deposition on the fibers will occur.

Primarily, it is challenging to estimate a sticking efficiency for what percentage of collisions

between a coronene molecule and a fiber will remove a C24H12 molecule from the gas mixture. More

work needs to be put into quantifying how much mass deposition will occur on the solid fibers due

to heterogeneous reactions. In the future, it might be possible to experimentally measure a sticking

efficiency for the PAH molecules and fibers, similar to what is done for soot formation. Even though

it is hard to draw quantitative conclusions from this analysis, the results suggest that heterogeneous

collisions will affect the overall evolution of the pyrolysis gas mixture.

4.6 Effect of Carbon Deposition

When the pyrolysis gas flows through a porous medium consisting of carbon fibers, the previous

sections showed that a large number of PAH-PAH and PAH-fiber collisions are expected. Preliminary

calculations also showed that soot formation, and surface deposition reactions are highly probable.

Surface reactions will also likely be encouraged due to the relatively large size of the carbon fibers

(µm), compared to the PAH molecules (Å), and soot nuclei (nm). Heterogeneous reaction rates are

still widely unknown, and previous works have only focused on oxidation reactions with respect to

the fibers [119]. The potential for solid carbon deposition, through “soot” or PAH/fiber collisions,

and the effect that this has on the pyrolysis gas mixture is a topic that has not received much

attention previously. In order to determine whether or not solid carbon deposition on the fibers will
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affect the bulk properties of the pyrolysis gas, the following models are proposed.

4.6.1 Model #1

To mimic the porous flow of increasing temperature towards the surface of the heat shield, we pro-

pose the following model, based on thermodynamic equilibrium calculations. At every temperature

considered, any coronene present in the gaseous mixture is removed (due to the high number of

collisions predicted in Sec. 4.5.3), and then the enthalpy of the remaining mixture is re-evaluated.

The calculations are performed over a temperature range between 230◦C and 1800◦C. 1800◦C is a

good approximation of the temperature that the surface of a heat shield would experience during

atmospheric entry.

This simple model assumes that any carbon predicted to be in a large PAH molecule is likely to

form a solid carbon substance. This assumption accounts for gas-phase nucleation of soot particles,

which are then deposited inside of the heatshield, as well as heterogeneous reactions between a

PAH molecule and a carbon fiber that result in a PAH molecule “sticking” to a carbon fiber. A

slight variant of this model is also proposed such that any hydrogen content from coronene is added

back into the overall gaseous species composition. This accounts for the dehydrogenation effect

previously mentioned [67, 148]. This method is referred to as Model #1, and is outlined by the

following equations:

Y∗(T, P ) = YEQ(T, P,Y◦) (4.12)

Y M1
i6=C24H12

(T, P ) = Y ∗
i (T, P ) (4.13)

Y M1
C24H12

(T, P ) = 0 (4.14)

hM1(T, P ) =

ns
∑

i=1

hi(T )Y
M1∗
i (T, P ) (4.15)

where the superscript M1 refers to Model #1, and Eq. 4.12 is a thermodynamic equilibrium cal-

culation holding T and P constant, for a chosen constant initial elemental composition (Y◦) of

the pyrolysis gas mixture. The mass fractions, YM1, are normalized before Eq. 4.15 so that
ns
∑

i=1

Y M1∗
i (T, P ) = 1. P is held constant at 50 kPa, and T is varied. A slight variation to this
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model where H is added back into the mixture is outlined by:

Y∗(T, P ) = YEQ(T, P,Y◦) (4.16)

Y M1H
i6=C24H12,i6=H2

(T, P ) = Y ∗
i (T, P ) (4.17)

Y M1H
H2

(T, P ) = Y ∗
H2

(T, P ) + 6
WH2

WC24H12

Y ∗
C24H12

(T, P ) (4.18)

Y M1H
C24H12

(T, P ) = 0 (4.19)

hM1H(T, P ) =

ns
∑

i=1

hi(T )Y
M1H∗
i (T, P ) (4.20)

where the superscriptM1H refers to Model #1 - Add H, and Eq. 4.16 is once again a thermodynamic

equilibrium calculation holding T and P constant, for a chosen initial elemental composition (Y◦) of

the pyrolysis gas mixture. The mass fractions, YM1H, are again normalized before Eq. 4.20, so that
ns
∑

i=1

Y M1H∗
i (T, P ) = 1. For both variants of Model #1, no changes in hM1 or hM1H are observed if

another thermodynamic equilibrium calculation is performed on the modified mixtures (YM1∗ and

YM1H∗).

4.6.2 Model #2

Model #2 accounts for the fact that Model #1 does not consider the time history of the pyrolysis gas

flowing through the porous layer. As the pyrolysis gas travels towards the surface of the heat shield,

the local temperature increases, and carbon may be deposited at various locations in the heatshield.

In order to take the flow history into account, a simple integration through the pyrolysis/char layer

is performed using temperature as the integration variable. This approach once again assumes that

the time scale associated with removing the carbon char from the flow is small compared to the time

scale associated with the convection of the pyrolysis gases through the heatshield. This method is

referred to as Model #2 (M2), and it is outlined by the following equations:

Y∗(j) = YEQ(T (j), P,YM2∗(j − 1)) (4.21)

Y M2
i6=C24H12

(j) = Y ∗
i (j) (4.22)

Y M2
C24H12

(j) = 0 (4.23)

hM2(j) =
ns
∑

i=1

hi (T (j))Y
M2∗
i (j) (4.24)
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where Eq. 4.21 corresponds to a thermodynamic equilibrium calculation at the specified temperature

and pressure, based on the elemental composition from the previous iteration. The mass fractions,

YM2(j), are normalized before Eq. 4.24 so that
ns
∑

i=1

Y M2∗
i (j) = 1. j corresponds to the index of an

array, where j = 1, 2, ..., 1000. YM2∗(0), the initial condition, is defined to be the thermodynamic

equilibrium composition at 230◦C, 50 kPa, and a chosen composition of Y◦. As YM2(j) is now

a function of YM2(j − 1), any carbon that is removed from the mixture at lower temperatures is

no longer present in the mixture at higher temperatures. A temperature array is defined to be

T (j) = 230◦C+j · 1.57◦C, in order to use 1000 points through the desired temperature range. A

large number of temperature iterations are used in order to mimic thermodynamic quasi-equilibrium

throughout the heat shield. Increasing the number of points used had no effect on the resulting

enthalpy calculations.

Again, a slight variant of this model is also proposed (M2H) such that any hydrogen content

from coronene is added back into the overall gaseous species composition, and is outlined by:

Y∗(j) = YEQ(T (j), P,YM2H∗(j − 1)) (4.25)

Y M2H
i6=C24H12, 6=H2

(j) = Y ∗
i (j) (4.26)

Y M2H
H2

(j) = Y ∗
H2

(j) + 6
WH2

WC24H12

Y ∗
C24H12

(j) (4.27)

Y M2H
C24H12

(j) = 0 (4.28)

hM2H(j) =

ns
∑

i=1

hi(T (j))Y
M2H∗
i (j), (4.29)

where Eq. 4.25 corresponds to a thermodynamic equilibrium calculation at the specified temperature

and pressure, based on the elemental composition from the previous iteration. The mass fractions,

YM2H(j), are again normalized before Eq. 4.29 so that
ns
∑

i=1

Y M2H∗
i (j) = 1

4.6.3 Results

The enthalpy of the mixtures are plotted in Fig. 4.14, Fig. 4.15 and Fig. 4.16, for original elemental

compositions (Y◦) of 0%, 35%, and 60% char yield, respectively. The enthalpy of the mixture

calculated with a standard thermodynamic equilibrium calculation at constant temperature and

pressure (no removal of carbon) is also shown.

As expected, a larger discrepancy is seen between the carbon deposition models and the thermo-

dynamic equilibrium calculations for the compositions that initially include more carbon (0% char



134

300 500 700 900 1100 1300 1500 1700
−8

−6

−4

−2

0

2

4

6

8

10

T (◦C)

h
(M

J
/
k
g
)

 

 

Model # 1
Model # 1 - Add H
Model # 2
Model # 2 - Add H
Equilibrium

Figure 4.14: Enthalpy comparison using different models to account for solid char deposition. The
original elemental composition corresponds to a 0% char yield.

300 500 700 900 1100 1300 1500 1700
−8

−6

−4

−2

0

2

4

6

8

T (◦C)

h
(M

J
/
k
g
)

 

 

Model # 1
Model # 1 - Add H
Model # 2
Model # 2 - Add H
Equilibrium

Figure 4.15: Enthalpy comparison using different models to account for solid char deposition. The
original elemental composition corresponds to a 35% char yield.
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Figure 4.16: Enthalpy comparison using different models to account for solid char deposition. The
original elemental composition corresponds to a 60% char yield.

yield). This is because the high carbon content in these mixtures favors the formation of coronene.

The main discrepancy between Model # 1 and Model # 2 is seen at higher temperatures. This is

due to the constant removal of carbon from the mixture as the temperature is increased for Model

#2. Once a significant quantity of carbon is removed from the gas mixture, the formation of PAH

molecules is no longer encouraged, and a relatively linear increase in enthalpy is seen as temperature

increases. This is attributed to a relatively constant cp value in this temperature range. These

plots indicate that for regions in the pyrolysis layer where there is a high concentration of carbon

present in the gaseous phase, solid carbon deposition will greatly influence the enthalpy of the mix-

ture. Finally, the differences between Model #1 and Model #2 at higher temperatures indicate that

taking into account the history of the pyrolysis gas flow is important. Where soot formation, or

solid carbon deposition occurs in the heat shield will effect where the elemental composition of the

pyrolysis gas changes. The species composition and elemental composition of the pyrolysis gas will

continue to change as the gas flows from the pyrolysis layer, through the char layer, and into the

boundary layer, and should be accounted for in material response models.

4.7 Analysis of Experimental Results

All of the previous sections have quantitatively shown the effect that different modeling assumptions

(i.e., equilibrium vs. finite-rate kinetics) have on the pyrolysis gas mixture. In order to investigate

the validity of some the assumptions previously made, a detailed analysis of available experimental

data is performed in order to determine whether or not experimentally measured pyrolysis gases are
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in a state of thermodynamic equilibrium, and to investigate the range of elemental compositions

observed in previous studies.

In 1967, Sykes [162] produced the first detailed report in the aerospace community on the com-

position of the pyrolysis gases produced by the thermal decomposition of a phenolic resin. A com-

mercially available novolac-type resin (Union Carbide Corporation - BRP 5549) premixed with

hexamethylenetetramine was used in this study. The resin was cured, and ∼ 7 mg samples were

tested. These specimens were placed in a pyrolyzer attached to a gas chromatograph [113]. The sam-

ples were heated to a desired temperature for 10 seconds, and then the temperature was quenched.

Temperatures from 100◦C to 1000◦C were analyzed at 50◦C intervals. A detailed explanation of the

experimental set-up can be found in [160].

The experimental data collected by Sykes [162] are shown in Fig. 4.17 and are compared to

equilibrium calculations with the same H:C:O composition. The elemental composition of the py-

rolysis gas measured by Sykes [162] varies at each temperature (Table 4.3), and was used in the

equilibrium calculations shown in Fig. 4.17. The gas mixture contains the same 55 species used

throughout this chapter, and includes additional species measured by Sykes (toluene - C7H8, phenol

- C6H5OH and xylenol - (CH3)2C6H3OH). References for the thermodynamic data for the added

species can be found in Appendix D. Results comparing the experimental measurements and nu-

merical calculations are shown in Fig. 4.17. It is clear that the experimentally-measured gas mixture

is not in thermodynamic equilibrium, and the greatest relative discrepancy is seen in the amount of

C7H8, C6H5OH and (CH3)2C6H3OH present around 500◦C. At 500◦C and 550◦C, the equilibrium

calculations predict XC24H12
≈ 0.04 and XC24H12

≈ 0.02 at the two temperatures, respectively. This

corresponds to YC24H12
≈ 0.4 at 500◦C and YC24H12

≈ 0.2 at 550◦C. Again, the species with the

largest C/H ratio is favored from a thermodynamic standpoint. As discussed in Sec. 4.4.1.5, at

these relatively low temperatures, not accounting for gas condensation/solidification may effect the

thermodynamic equilibrium calculations performed.

Under these experimental conditions, the kinetics of the decomposition of the resin, specifically

the finite time needed for the observed large hydrocarbon molecules to break down, plays a large

role in accurately predicting the composition of the pyrolysis gases. In summary, an equilibrium

assumption does not accurately predict the composition of the gas mixture (Fig. 4.17).

Trick et al. [169] performed a similar experiment to Sykes [162], except that a composite material

(fibers and resin) was used, unlike the neat resin analyzed previously. A Fiberite Inc. commercially

available carbon phenolic composite material was used, designated SC1008/T300. This material has
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Table 4.3: Calculated elemental composition of measured pyrolysis gases over a large temperature
range measured by Sykes [162].

Temperature (◦C) C (molar) H (molar) O (molar)
100 0.000 0.667 0.333
150 0.000 0.667 0.333
200 0.000 0.667 0.333
250 0.000 0.667 0.333
300 0.000 0.667 0.333
350 0.000 0.667 0.333
400 0.202 0.586 0.212
450 0.211 0.594 0.195
500 0.368 0.534 0.098
550 0.319 0.573 0.108
600 0.273 0.644 0.083
650 0.225 0.690 0.085
700 0.164 0.769 0.067
750 0.103 0.849 0.048
800 0.044 0.929 0.027
850 0.030 0.954 0.015
900 0.009 0.991 0.000
950 0.000 1.00 0.000
1000 0.000 1.00 0.000

Amoco heat-treated T300 carbon fibers impregnated with a resole resin [170]. The samples were

pyrolyzed in a thermogravimetric balance, and a constant heating rate of 1◦C/min was used. Fourier

transform infrared spectroscopy (FTIR) was used to analyze the experiments. These measurements

were combined with pyrolysis gas composition measurements performed in other studies [74, 118],

and this data has been converted to elemental mole fractions in Table 4.4. The experiments did

not distinguish between phenol C6H6O and cresol (C7H8O, and referred to the combination of the

two as “low molecular weight substances (LMS)”. They also provided different compositions over

three different characteristic temperature ranges. In Table 4.4, the first two lines represent the

same experimental measurement, with the first line assuming that all of the LMS observed can be

attributed to phenol, and the second line assumes that all of the LMS observed can be attributed to

cresol. The results are similar for each assumption, and bound the possible composition range. The

results show a large change in the elemental composition of the pyrolysis gases over the different

temperature ranges (consistent with the results from Sykes [162]).

Combining the previous experimental data for the elemental composition of the pyrolysis gases

produced from a phenolic resin, over a large range of temperatures, results in a large range of values,

as shown in Fig. 4.18. This plot contains values for temperatures above 300◦C so that the results are

not affected by the resin cure time [162]. The shading for Trick et al.’s [170] data at low temperatures

represents the range previously described due to measuring a combined fraction of cresol and phenol.
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Figure 4.17: Experimental data reported in Table 1 of [162] compared to thermodynamic equilibrium
calculations.

Table 4.4: Calculated molar elemental composition of the pyrolysis gases reported by Trick et al.
(Table 2 in [169]).

Temperature Range (◦C) C (molar) H (molar) O (molar)
300-550 (100% Phenol) 0.400 0.466 0.133
300-550 (100% Cresol) 0.389 0.500 0.111

400-800 0.108 0.792 0.010
560-900 0.071 0.788 0.141

It is hard to quantitatively estimate the error associated with the experimental measurements, as

there is a contribution both from experimental error, and errors associated with not all mass of

gaseous species being accounted for. Ongoing work by Wong et al. [182] should rectify potential

conservation of mass issues. In addition, as outlined in Sec. 4.3.3, a range of char compositions

has been observed experimentally. Figure 4.18 shows that the constant gas compositions used in

previous numerical studies represents a simple average composition over a large temperature range.

As shown in the previous sections, this over-simplification of the pyrolysis gas elemental composition

has significant effects on the pyrolysis gas composition and properties.

When comparing data reported by Trick et al. [170] to the data reported by Sykes [162], the effect

of measuring gas species over a large temperature range must be accounted for. The data reported

by Trick et al. [170] represents an integration of the pyrolysis gas products over a temperature range.

However, neither the elemental composition nor the volume of pyrolysis gas evolved is constant with

temperature. For proper comparison, the data set reported by Sykes [162] must be integrated over
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Figure 4.18: Comparison of pyrolysis gas elemental compositions from experimental studies and
computational studies. Shaded areas represent the range in Trick et al.’s [170] data from the phe-
nol/cresol combination. Values taken from Milos and Chen [108] are approximate, as the original
composition also includes some N and Si. Values taken from Park et. al. [122] correspond to a
pyrolysis gas mixture for a PICA heatshield (Fig. 1.4).

temperature in a manner similar to the data set reported by Trick et al. [170]. Figure 4.19 shows

the resulting comparison with Sykes’ [162] data. Discrepancies are still observed between the two

studies, and further experimental investigations are required to describe the observed differences.

4.8 Constrained Equilibrium Calculations

While the pyrolysis gas mixture measured by Sykes [162] is not in thermodynamic equilibrium (as

shown in Sec. 4.7), intuition gained from Chapter 3 suggests that it may still be possible for the

pyrolysis gases to be in a state of constrained thermodynamic equilibrium. This section is geared

towards investigating the feasibility of using constrained equilibrium calculations to represent the

pyrolysis gas mixture.

Again, all constrained equilibrium calculations are performed using the CEQ program using mass

fractions, and include 58 species (55 species model + 3 additional species measured experimentally

by Sykes [162]) [129, 132]. Many constraints were experimented with, including general linear

constraints (summation of mass fractions of multiple species) and individual species constraints. As

is shown in Fig. 4.20, it was found that the experimental data could be well represented if individual

species constraints were put on CO2, C7H8, C6H5OH and (CH3)2C6H3OH.
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Figure 4.19: Comparison of pyrolysis gas elemental composition from the work of Trick et al. [170]
and Sykes [162]. Shaded areas represent the range in Trick et al.’s [170] data from the phenol/cresol
combination. Data from Sykes has been integrated over the temperature ranges that Trick reports.

From Fig. 4.20 several conclusions can be drawn. While the measured gases are not in thermody-

namic equilibrium at each temperature, the mixture composition is well-represented by a constrained

equilibrium calculation. The aromatic species measured are only present in a temperature range from

∼ 400 ◦C to ∼ 700 ◦C. Above this temperature, these species are no longer pyrolysis gas products.

Below this temperature these species have not yet been formed (i.e. they have not yet been liberated

from the resin). A more detailed explanation of the resin decomposition is given in Sec. C.2. C7H8,

C6H5OH and (CH3)2C6H3OH represent direct products from the decomposition of the resin, and

this is why they are observed experimentally.

A comparison of mass specific mixture enthalpy is shown in Fig. 4.21 for the three different gas

compositions discussed (Sykes’ [162] data, an equilibrium mixture, and a constrained equilibrium

mixture). While the mixture composition changes drastically, the calculated enthalpies are still

surprisingly similar. The largest (albeit small) discrepancies are observed when there is a strong

concentration of aromatic species (mid-temperature range). These results are consistent with the

computational results previously shown in Fig. 4.7. This figure shows that for temperatures between

∼ 500◦C and ∼ 800◦C, the mixture enthalpy is fairly independent of the gas species model used; but

it is largely dependent on the elemental composition of the gas considered. This is the same effect

that is shown in Fig. 4.21. For temperatures ∼ 500◦C, the equilibrium calculations do not predict

the mixture composition well, but the enthalpy is well re-produced. At higher temperatures, the
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Figure 4.20: Experimental data reported in Table 1 in [162], converted to mass fractions, and
compared to constrained equilibrium calculations.

mixture composition measured by Sykes [162] is mainly hydrogen, so it is not surprising that the

mixture compositions and enthalpies are matched in this regime.
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Figure 4.21: Comparison of mixture enthalpies based on experimental data reported in Table 1
in [162].

The same constrained thermodynamic equilibrium method is applied to the more complicated

mixture described in Sec. 4.4.2. Due to the large number of species present, the constraint previously

used on enthalpy of formation (Chapter 3) does not perform well. Constraints placed on individ-

ual species perform better, and two sample plots showing the mixture reconstruction are shown



142

in Fig. 4.22 and Fig. 4.23. A constraint is always placed on phenol (A1OH), as the simulations

performed in Sec. 4.4.2 assumed an initial composition of 100% phenol. The kinetic decomposition

of phenol therefore plays a very important role in the evolution of the gas mixture, and is a logical

choice for a species constraint. In addition, due to the important role that PAH molecules play in

pyrolysis gas mixtures, constraints are also placed on the PAH species present. As illustrated in

Fig. 4.22 and Fig. 4.23, when more constraints are used, the mixture composition is more accurately

represented. The order of species constrained is: A1OH, A1C2H, A1, A2R5, A2C2HB, A2R5C2H,

A2, and FLTN, which is based on the predicted mass fractions present of these species at t = 1000 µs.

In Fig. 4.22, Fig. 4.23, and Fig. 4.24, the molecule CO is reconstructed accurately, even though it is

not a constrained species. This is important as it has been previously identified as a strong radiator

(Sec. 4.2).
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Figure 4.22: Comparison of mixture composition for finite-rate chemistry results and constrained
equilibrium calculations constraining on A1OH. Lines represent finite-rate chemistry results, and
symbols represent constrained equilibrium calculations. T = 230◦C + 1.57◦C · t, where T is in ◦C,
and t is in µs. P = 50 kPa.

Alternatively, a sum of the mass fractions of A1C2H, A1, A2R5, A2C2HB, A2R5C2H, A2, and

FLTN, is used as a constraint, in conjunction with a species constraint placed on A1OH. These

results are shown in Fig. 4.24. While visually it appears as this constraint does not do a good job

at representing the mixture composition, the enthalpy plot shown in Fig. 4.25 illustrates how the

mass specific enthalpy of the mixture is well-represented with this constraint. Unsurprisingly, as this

idealized mixture starts entirely as phenol, Fig. 4.25 shows that a large benefit is initially gained by

constraining the mass fraction of phenol. At times & 700 µs, when significant amounts of the original
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Figure 4.23: Comparison of mixture composition for finite-rate chemistry results and constrained
equilibrium calculations constraining on 8 species. Lines represent finite-rate chemistry results, and
symbols represent constrained equilibrium calculations. T = 230◦C + 1.57◦C · t, where T is in ◦C,
and t is in µs. P = 50 kPa.

phenol start to react, discrepancies are seen between the different constraint selections. In general,

the more constraints that are used, the closer the enthalpy is to that of the mixture calculated using

finite-rate kinetics. However, the constraint based on the sum of the aforementioned PAH species,

while over predicting the concentration of the largest PAH species included (FLTN, Fig. 4.24), the

enthalpy of the mixture is better represented than constraining on 7 other species individually. This

highlights the importance of PAH species in these types of gas mixtures, and shows that choosing

the appropriate constraint when performing constrained equilibrium calculations can yield significant

benefits.
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Figure 4.24: Comparison of mixture composition for finite-rate chemistry results and constrained
equilibrium calculations constraining on A1OH and the summation of mass fractions of A1C2H,
A1, A2R5, A2C2HB, A2R5C2H, A2, and FLTN. Lines represent finite-rate chemistry results, and
symbols represent constrained equilibrium calculations. T = 230◦C + 1.57◦C · t, where T is in ◦C,
and t is in µs. P = 50 kPa.
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Figure 4.25: Evolution of mixture enthalpy for the different gas mixtures calculated through con-
strained equilibrium calculations.T = 230◦C+1.57◦C·t, where T is in ◦C, and t is in µs. P = 50 kPa.
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4.9 Summary and Discussion

Current kinetic models are not advanced enough to capture all aspects of the phenolic resin de-

composition, including phase transition from solid to gaseous species, decomposition products, het-

erogeneous reactions, soot formation, etc. On a more basic level, despite the continued investi-

gation of the decomposition of phenol (which is a major component of the resin), there is still a

debate about the primary mechanism for this decomposition, and the primary products that are

created [23, 31, 73, 89, 95, 147, 151, 184, 185]. A review of previous work on phenol decomposition

can be found in [151], which illustrates a long debate over the primary reaction involved in the

thermal decomposition of phenol. Due to the complicated nature of this system, it is clear that

reduced “engineering” models are needed for design purposes.

Based on the detailed investigation performed in this chapter, it is now possible to create a fuller,

more consistent description of many of the physical phenomena, and their implications, occurring

in an ablative heatshield.

• The solid constituents of phenolic resin are known (see Sec. 4.3.2 and Appendix C). Any

minor variations in resin composition, possibly due to cross-linking density or impurities, will

not be a leading source of error for modeling efforts. An elemental composition of C:H:O =

0.500:0.429:0.071 by mole is believed to be a good choice for the resin composition.

• A mass-loss model used to determine the mass and composition of pyrolysis gas produced [78]

currently appears (in the author’s opinion) to be the most viable method to approach the

initial decomposition of the solid resin, i.e., solid→gas phase transformation. The model is

consistent with charring; not all of the solid resin undergoes a phase transformation, and some

mass remains behind as char.

• The mass-loss model [78] does not assume that the pyrolysis gases produced have a constant

elemental composition over time and temperature. The model was derived to be consistent

with experimentally observed pyrolysis gas products (see Sec. 4.7). The temperature varies as

a function of depth in the heatshield; therefore different pyrolysis products will be produced

at different depths in the heatshield.

• The gaseous pyrolysis products must now be modeled. To predict the correct species composi-

tion of the gas mixture initially formed from the resin decomposition, constrained equilibrium

calculations can be used. Constraints should be placed on the large aromatic species that are

the direct products of the decomposition of the resin (Fig 4.20).
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• As the pyrolysis gases continue to evolve, if the correct elemental composition is used for

500◦C. T . 800◦C, the mass specific enthalpy of the mixture can be well represented (Fig. 4.7

and Fig. 4.21) by a thermodynamic equilibrium calculation. For T & 1200◦C, the mass specific

mixture enthalpy depends largely on the gas model used (Fig. 4.7). For a gas model to be

accurate over a large range of temperatures, both the mixture elemental composition must be

known, and an accurate gas species model must be used that includes PAH species (Fig. 4.4

and Fig. 4.6).

• The formation of PAH species at higher temperatures through gas phase reactions is supported

both by thermodynamic equilibrium calculations (Fig. 4.4 and Fig. 4.6) and calculations based

on finite-rate kinetics (Fig. 4.9).

• Once the PAH species are formed, they are expected to be deposited on the fibers; particle

growth through vapor phase nucleation (see Sec. 4.5.2) and heterogeneous reactions with the

carbon fibers (see Sec. 4.5.3) will remove carbon from the gas mixture.

• This solid carbon deposition changes the elemental composition (C:H:O) ratio of the gas mix-

ture, therefore changing the bulk properties of the gas mixture (Fig. 4.14, Fig. 4.15, and

Fig. 4.16).

• Due to the slow time scales involved with PAH formation, a thermodynamic equilibrium ap-

proach should not be used (Fig. 4.9 and Fig. 4.10).

• Preliminary constrained equilibrium calculations show that with an intelligent choice of con-

straint based on PAH species, the mixture properties can be well approximated if the slow

time scale associated with PAH formation were to be known (Fig. 4.25).

Further experiments and investigations are still needed to accurately measure/simulate the evo-

lution of PAH species in conditions relevant to pyrolysis in ablative heatshields. Once these time

scale are known with more certainty, it will be possible to model the pyrolysis gas mixture with

more accuracy. In addition, the effects of diffusion have been neglected in this work. Mass diffusion

will likely play a role internal to the heatshield itself, and near the surface of the heatshield in the

char layer. Near the surface of the heatshield it is possible for atmospheric gas from the boundary

layer to diffuse into the char layer. Some authors have investigated this effect [76], though this is

still an open research topic. In addition, species diffusion will occur inside of pyrolysis layer, when

porous flow is occurring. State of the art computations [78] have not been able to account for species

diffusion with detailed kinetic models, and this is also a topic for future work.
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Chapter 5

Conclusions and Future Work

Guided by the NASA Space Technology Roadmaps and Priorities report, and motivated by recent

MSL flight data, this work has contributed to the advancement of EDL technologies for future space

missions. Through the use of computational fluid mechanics and computational chemistry methods,

significant contributions have been made to advancing ground testing facilities, computational meth-

ods for reacting flows, and ablation modeling. These contributions will help further entry, descent

and landing technologies for future space missions, and will allow more advanced and ambitious

missions to take place in the future.

5.1 Vertical Expansion Tunnel

Due to the difficulties in performing flight tests in the hypervelocity regime, a new ground testing

facility called the vertical expansion tunnel was proposed. The adverse effects from secondary

diaphragm rupture in an expansion tunnel may be reduced or eliminated by orienting the tunnel

vertically, matching the test gas pressure and the accelerator gas pressure, and initially separating

the test gas from the accelerator gas by density stratification. Two benefits are: 1) the removal

of the diaphragm particulates in the test gas after its rupture and 2) the elimination of the wave

system that is a result of a real secondary diaphragm having a finite mass and thickness. An inviscid

perfect-gas analysis and quasi-1D Euler computations were performed to find the available reservoir

conditions (pressure and mass specific enthalpy), and the useful test time in a VET. The VET was

compared to a conventional expansion tunnel and a reflected shock tunnel. The maximum reservoir

conditions of the VET were found to be higher than the RST, but lower than the ET. The useful

test time in the VET is slightly longer than the ET, but shorter than the RST. If some sacrifice of

the reservoir conditions could be made, the VET could be utilized in hypervelocity ground testing,

without the problems associated with secondary diaphragm rupture.

To validate the VET concept, a bench top facility should be constructed. This will allow the
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efficacy of the proposed design to be investigated experimentally. All sizing calculations performed

in Chapter 2 were specifically geared towards facilitating the construction a small prototype facil-

ity. Additional design possibilities include constructing a facility with a variable location for the

secondary diaphragm. If the intermediate and accelerator lengths can be varied for a standard ET,

or a VET, test times can be optimized for a variety of fill conditions. If the VET design were to

be validated for a bench-top size facility experimentally, additional theoretical and numerical cal-

culations could be performed to evaluate the possibility to extend the VET concept to even higher

enthalpies; for example, the feasibility of a free-piston driven VET could be investigated.

5.2 Rate-Controlled Constrained-Equilibrium

A fundamental investigation into the performance of different constraints for the Rate-Controlled

Constrained-Equilibrium method was performed for reacting supersonic flows. Simple gas mixtures

were used, and the effectiveness of different constraints was isolated by performing a point-wise

comparison to detailed chemistry results. Formal time scale analysis techniques were combined

with RCCE in order to determine possible new constraints. However, due to subjectivity involved

with the numerical implementation of these constraints, and an inconsistent performance across

simulations that involved both shocks and expansions, a new constraint based on the enthalpy of

formation was proposed. This constraint worked well for both the nozzle and shock test cases used,

though small errors in mass fractions were seen for both test cases. In addition, this constraint

worked well both for the air mixture considered, and for a gas mixture consisting primarily of CO2

(which is characteristic of the Martian atmosphere). Detailed analyses were performed in order to

predict the performance of a specific constraint when used in a fully integrated RCCE simulation.

The predictions matched well with the results of the RCCE simulations. Three main benefits from

the RCCE method were determined: 1) the reduction in number of equations that need to be solved

to model a reacting flow; 2) the reduction in stiffness of the system of equations needed to be solved;

and 3) the ability to tabulate chemical properties as a function of a constraint once, prior to running

a simulation, along with the ability to use the same table for multiple simulations.

Future work related to the RCCE method could be to extend this method to other atmospheres

relevant to potential future NASA missions. For example, the atmosphere of Titan (the largest

moon of Saturn), consists primarily of nitrogen, with some methane content as well. This chemical

mixture would require a much larger mechanism that the ones used in this thesis for air and CO2.

While the potential for computational savings is much higher with this more complicated system, it
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is unclear as to how many constraints would be needed to model a system like the Titan atmosphere.

5.3 Pyrolysis Gas Composition in PICA Heatshields

The final chapter of this work performed a detailed investigation into the pyrolysis gases produced

by a PICA heatshield. Published physical properties of PICA were compiled, and the fundamental

processes that go into phenolic resin synthesis were explained, providing a needed link between the

physical properties of solid PICA, and the pyrolysis gases that are created when PICA starts to

undergo a thermal decomposition. The implications of including or excluding certain species in the

gas model were illustrated, and an emphasis was specifically placed on the need to include PAH

species in the gas mixture. The effect of solid carbon deposition, a phenomena associated with

the presence of PAH species, was predicted to have an effect on the elemental composition of the

gas mixture, and on the bulk properties of the mixture. The kinetic evolution of the pyrolysis

gas mixture was also investigated, and the assumption of thermodynamic equilibrium vs. finite-rate

kinetics was evaluated. In order to model the pyrolysis gas mixture in a consistent and accurate way,

an equilibrium approach is inadequate, and a method to account for the finite time scale associated

with PAH formation should be used. Constrained equilibrium calculations were shown to reproduce

the mass specific mixture enthalpy of the pyrolysis gases well, if a time scale associated with PAH

formation were to be known.

Future work should focus on two of the unknowns identified in this work; the rate of solid

carbon deposition, and a timescale associated with PAH formation under conditions relevant to

pyrolysis. Once an accurate timescale for PAH formation can be determined, combined with the

RCCE method, it is believed that an engineering model could be developed to accurately track

the kinetic evolution of the pyrolysis gases inside of the heatshield. Additionally, experimentally

quantifying the effects of solid carbon deposition could validate the previously proposed sooting and

collision models accounting for this effect. Finally, effect of mass diffusion inside of the heatshield

could be investigated in the future as well.

The detailed investigation into reacting pyrolysis gas mixture in Chapter 4 allowed consistent,

and more detailed description of many of the physical phenomena occurring in a PICA heatshield,

and their implications, to be created. Knowing that Fig. 1.4 is an oversimplification of the problem,

we now have a better understanding of the problem at hand, and have advanced modeling techniques

for ablative heatshields.
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Appendix A

Constrained Thermodynamic
Equilibrium Calculations

All constrained equilibrium calculations performed in this thesis were made using the CEQ code

developed by Professor Stephen B. Pope at Cornell University. CEQ is a Fortran 90 library that

implements a Gibbs function continuation method [132] in order to calculate thermodynamic, or

constrained thermodynamic gas mixture compositions. The chemical equilibrium composition is

calculated either at fixed pressure and temperature, or at fixed pressure and enthalpy. For con-

strained thermodynamic equilibrium calculations, constraints can be imposed on individual species,

or on arbitrary linear combinations of species. The CEQ software may be downloaded at http://

eccentric.mae.cornell.edu/~pope/CEQ.

A detailed explanation of the full mathematical method used can be found in [132], and an

overview of the Gibbs function continuation method for standard thermodynamic equilibrium cal-

culations can be found in [129]. The Gibbs function continuation method uses Lagrange multipliers

in order to solve the constrained minimization problem. These Lagrange multipliers are determined

from the solution of a set of non-linear equations. It is claimed that the Gibbs function continuation

method addresses the fact using Newton’s method to solve the non-linear system of equations may

fail due to a singular iteration matrix [132]. The CEQ code was developed in order to address issues

that Bishnu et al. [16] reported - showing that both the NASA code [48] and the STANJAN [140]

code, when extended to constrained equilibrium calculations, failed to determine constrained equi-

librium compositions in some cases.

http://eccentric.mae.cornell.edu/~pope/CEQ
http://eccentric.mae.cornell.edu/~pope/CEQ
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Appendix B

RCCE Table Sensitivity

Results for the shock test case for different table resolutions are shown in Fig. B.1 and Fig. B.2,

constraining on the enthalpy of formation. Each table uses minimum and maximum values of 39 kPa

and 17.5 MPa, 2000 K and 5800 K, and 0 kJ/g and 2.6 kJ/g, for pressure, temperature, and φ,

respectively. However, one table uses 50 points in each dimension, one 75, and one 100, corresponding

to tables with 125000, 421875, and 1000000 points in total, respectively. All quantities are linearly

spaced in each dimension. The mass fraction results are observed to be fairly insensitive to the table

resolution. The maximum difference over the entire domain between the lowest resolution table

and the highest resolution table, for the mass fraction of each species present, is less than 3 · 10−4,

4 · 10−4, 6 · 10−4, 3 · 10−4, and 4 · 10−7, for YN2
, YO2

, YNO, YO, and YN, respectively. Similarly, the

maximum difference in φ is less than 0.005 kJ/g over the entire domain.
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Figure B.1: Sensitivity of RCCE mass fractions results to table resolution for the shock test case.

Similar results for the nozzle test case are shown in Fig. B.3 and Fig. B.4, using the same three

tables, and a constraint based on the enthalpy of formation. The maximum difference over the entire
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Figure B.2: Sensitivity of RCCE constraint value to table resolution for the shock test case.

domain between the lowest resolution table and the highest resolution table, for the mass fraction

of each species present, is less than 4 · 10−5, 3 · 10−4, 7 · 10−5, 2 · 10−4, and 2 · 10−5, for YN2
, YO2

,

YNO, YO, and YN, respectively. The maximum difference in φ is less than 0.003 kJ/g over the entire

domain.
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Figure B.3: Sensitivity of RCCE mass fractions results to table resolution for the nozzle test case.
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Appendix C

Resin Synthesis1

This section is included for completeness, and provides a basic overview of some of the possible

synthesis processes used for making phenolic resins. All mechanisms and properties are adapted

from [162], [75], [128], and [169], and the references mentioned therein.

C.1 General

Novolac and resole resins are synthetic polymers (3), generated via the co-polymerization of phe-

nol (1) and formaldehyde (2), in the presence of an acid or base catalyst, respectively (Fig. C.1).

Although the polymers generated using an acid catalyst (novolac resins) are structurally similar to

those generated using a base catalyst (resole resins), their structure and composition often differ.

With respect to the simplified polymer structure (3) shown in Fig. C.1, these differences include vari-

ations in cross-linking density (n), amount of 2,2′-methylene (CH2) linkages (m) vs. 2,4′-methylene

linkages (q), ether linkages (CH2OCH2) (p), and nitrogen incorporation (CH2NHCH2) (o). A more

detailed discussion regarding the synthesis, and subsequent compositional differences of novolac and

resole resins is given in Sec. C.3.

The method employed to synthesize the resin results in compositional differences such as the

cross-linking density, as well as the number of nitrogen and oxygen linkages present. This will affect

the resulting physical properties of the resin, including hardness as well as chemical and thermal

stability. Generally, resins synthesized by acid catalysis (novolacs) comprise a more limited structural

range then those synthesized by base catalysis (resoles), and thus resole resins generally result in

products with more diverse properties. It is worthy to note that cure times, as well as temperatures,

1The work in this appendix was performed in collaboration with V. M. Marx, has been presented in large part
in Rabinovitch, J., Marx, V. M., and Blanquart, G. Pyrolysis Gas Composition for a Phenolic-Impregnated Carbon
Ablator Heatshield. In Proceedings of the 11th AIAA/ASME Joint Thermophysics and Heat Transfer Conference.
AIAA, Atlanta, Georgia, 2014.
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Figure C.1: Synthesis of a phenolic resin by co-polymerization of phenol and formaldehyde under
acidic conditions (i.e., novolac resins) or basic conditions (i.e., resole resins).

are dependent upon the structure of the uncured resin following polymerization. Furthermore, the

presence of impurities such as residual water, phenol, and acid or base catalysts can also affect the

extent of the cure.

C.2 Curing and Decomposition Characteristics

The composition of a resin can also be modified post-polymerization by application of a subsequent

curing step. In the curing step, excess formaldehyde (or a formaldehyde source), sufficient heat

(typically ∼ 150◦C), and/or an acid or base catalyst is applied in order to promote the cross-

linking of any remaining unjoined or open sites. The high temperatures employed can also result

in elimination of the ether and amine linkages (o and p in 3) to give methylene linkages (Fig. C.2).

For example, pre-cured novolacs containing an increased amount of 2,2′-methylene linkages (e.g.,

high ortho novolacs, see Sec. C.3.2) cross-link more easily, and cure faster than those predominantly

comprised of 2,4′-linkages.

OHHOOHHO

O
∆

- 2

Figure C.2: Conversion of ether to methylene linkages upon curing.

The extent of curing is important as this will also affect the resulting composition and properties

of the resin, as well as the pyrolysis gases evolved. At approximately 300◦C, any remaining ether (p
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in 3) and nitrogen (o in 3) linkages will begin to break forming aldehydes, cresols, and azomethines

(which can also cause coloring). Furthermore, at this stage any small molecules that were trapped

from the manufacturing process will be released, such as excess phenol, water, formaldehyde, am-

monia etc. Substantial decomposition of the resin occurs at approximately 400◦C, due to cleavage

of the phenolic hydroxyl groups as well as the methylene linkages. These processes generate reactive

oxygen species, which can further accelerate the breakdown of the methylene linkages via oxidation

to hydroperoxide, ketone, and alcohol intermediates, which rapidly decompose. Volatile byproducts

are formed such as water, hydrogen, methane (CH4), carbon monoxide (CO), carbon dioxide (CO2),

and phenols. Little shrinkage of the resin occurs, because many of the methylene cross-linkages are

replaced by carbon-carbon bonds that form between two aromatic rings directly. At approximately

600◦C, substantial shrinkage occurs as a result of the formation of additional carbon-carbon bonds

between aromatic rings, resulting in a polyaromatic char (typically, approximately 60% of the origi-

nal resin). Substantial quantities of pyrolysis gases are liberated, composed mainly of hydrogen, but

also methane, volatile aromatic compounds (such as phenol or benzene), water, carbon monoxide,

and carbon dioxide. Finally, although the char ignites at 900◦C, controlled decomposition of pheno-

lic resins in an inert atmosphere in the presence of other forms of carbon (e.g., carbon fibers, coke,

synthetic graphite) can be used to yield stable, glassy composites.

C.3 Synthesis of Novolac Resins

Novolac resins are synthesized by acid-catalyzed polymerization of phenol and formaldehyde (Fig. C.3).

Typically 0.1% - 2% (by mole) of acid catalyst is used. An acidic medium favors the production of

linear polymers (in which repeat units are comprised of di-substituted phenol units). As substitution

on phenol (1) increases, its reactivity towards formaldehyde decreases. As a result, excess phenol

is added in order to achieve a controlled polymerization. This is effective up to molecular weights

of ∼1000 g/mol, beyond which the concentration of end groups and unreacted phenol becomes too

low, and polymer branching (in which repeat units are comprised of tri-substituted phenol units)

becomes competitive with linear chain growth. With the addition of a cross-linking agent, the poly-

mer is then cross-linked in a second, subsequent step in which the polymer chains are joined via

additional 2,2′- or 2,4′-methylene linkages between open sites (highlighted in Fig. C.3).

In terms of resin composition, it is worth mentioning that because benzylic alcohols (10) are

unstable in the presence of strong acids, and resins synthesized using strong acid catalysts are

generally devoid of ether linkages. However, ether linkages may be produced in small amounts when
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Figure C.3: General synthetic scheme for the production of a novolac resin.

weak acid catalysts (such as oxalic acid) are employed (see Sec. C.5 for a more detailed explanation).

In the curing step for these resins, nitrogen-containing compounds, such as hexamethylenetetramine

(4), are often employed as a source of formaldehyde (2). Figure C.4 outlines how 4 serves as a source

of 2. Typically 5% - 15% (by mole) of 4 is utilized; as a result, varying amounts of nitrogen is often

incorporated in novolac resins due to competing reactions of phenol (1) with imine (5).
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Figure C.4: Hexamethylenetetramine (4) as a source of formaldehyde (2).
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C.3.1 Brønsted Acid Catalysts—Novolac Resins

Figure C.5 gives a generalized mechanism for polymerization under Brønsted acidic conditions. In

water, formaldehyde (2) exists primarily in its hydrate form (7), which is a commercially available

as formalin. Compound 7 is protonated in the presence of a Brønsted acid, such as sulfuric acid (6),

a representative strong acid, generating 8 which expels water to provide protonated formaldehyde 9.

Compound 9 then engages in electrophilic aromatic substitution with phenol (1). Although either

C2 or C4 of phenol can react, a reaction at C4 is favored. In strong acid, the resulting benzylic

alcohol (10) has a very short lifetime, and rapidly undergoes proton transfer providing 11. In weak

acid, 11 is in an equilibrium with its unprotonated form (which can yield additional byproducts,

discussed in Sec. C.5). Compound 11 then reacts with a second equivalent of phenol (1). Again, the

reaction preferentially takes place at the C4 position, generating 12 which leads to 13 as the major

product (bearing a 4,4′-methylene linkage). Compounds 15 and 19 are generated in an analogous

manner as shown.

The major product 13 only has open sites at the C2 position, so formaldehyde (2) will next

add at the C2 position. The entire pathway described in Fig. C.5 is then repeated with preferential

substitution at C4 of phenol (1). In the end, this yields a polymer comprised of predominantly

2,4′-methylene linkages (typically ∼50%-75%): the remaining linkages are primarily 4,4′-methylene

units (∼20%), and only small amounts of 2,2′-methylene units are produced (∼5%).

C.3.2 Lewis (Neutral) Acid Catalysts—High Ortho Novolac Resins

Figure C.6 gives a plausible mechanism for polymerization under Lewis acid conditions. Initially,

phenol (1) forms a coordination complex (21) from reaction with a divalent metal precursor (20)

(M = Zn, Mg, Mn, Cd, Co, Pb, Cu, or Ni). Complex 21 can coordinate formalin (7), which directs

the initial addition to C2, generating 22. Compound 22 undergoes proton transfer yielding 23,

which then unselectively reacts with phenol (1) at either C4 or C2 to form 15 and 19, respectively.

This entire process is repeated as in Fig. C.6, thus producing a polymer exhibiting a high content

of 2,2′-linkages (typically 45% [2,2′], 45% [2,4′]). In addition, as benzylic alcohol intermediates are

present, ether linkages are also produced as minor byproducts (∼10%) (see C.5).
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Figure C.5: Brønsted acid-catalyzed reaction of phenol with formaldehyde.

C.4 Synthesis of Resole Resins

Resole resins are synthesized by base-catalyzed polymerization of phenol and formaldehyde (Fig. C.7).

Typically ∼1% - 12% (by mole) of base catalyst is used. A basic medium favors the production of

branched polymers, because substitution of phenolate ions (generated from 1 under basic condi-

tions) increases reactivity towards formaldehyde. Similarly, these polymers often cross-link under

the reaction conditions and thus generally do not require the addition of a cross-linking agent in

the curing step. As a result of this polymethylolation of phenol, excess formaldehyde is added in

order to achieve a controlled polymerization. Regardless, resole resins will still often contain a small

amount of unreacted, “trapped” phenol (∼5% - 15% by mole). As benzylic alcohols are stable in

the presence of base, resins synthesized using base catalysts also generally contain a high amount of

benzylic ether linkages (39) prior to curing (see Sec. C.5). However, these linkages can be converted
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Figure C.6: Lewis acid catalyzed reaction of phenol with formaldehyde.

to the stronger methylene linkages (Fig. C.2) upon heating in the subsequent curing step. Fewer

ether linkages are produced if weaker bases such as amine bases are used as catalysts instead of

sodium hydroxide (NaOH). However, in these cases a significant amount of nitrogen is incorporated.

This occurs as a result of reaction of phenolate ions with imines (5), which form from the reaction of

formaldehyde (2) with the amine catalyst (Fig. C.4). The use of amine bases also typically results in

polymers with higher molecular weights, less free phenol, lower water solubility, and a higher glass

transition temperature.

As a result of the spontaneous cross-linking of the polymethylol groups that occurs under the

reaction conditions for resole resins, the polymerization and curing processes can be conducted in one

step; this is in contrast to novolac resins in which polymerization and curing are always conducted

in two separate steps.

Figure C.8 gives a generalized mechanism for polymerization under basic conditions. Phenol

(1) reacts with base to form phenolate ion (24), which reacts with formaldehyde (2) (generated

from formalin (7) in the presence of base) to yield 25. Proton transfer produces mono-substituted
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phenolate ion (26), which reacts with formaldehyde (2) analogously to 24, yielding phenolate (27).

Substitution increases the reactivity of phenolate ions: thus, reactivity increases in the order of

24 < 26 < 27. Reaction of phenolate (27) with 2 produces compound 28, which can eliminate

hydroxide ion yielding 29. Reaction of 29 with phenolate ion (24) produces 30. Proton transfer

reactions result in 31 and then 32, which can continue to react with 24 in an analogous fashion to

29, producing 33, 34, and finally fully branched phenol (35). Polymerization proceeds via further

reaction of 35 and its intermediates until all of the formaldehyde is consumed, generating highly

branched polymers. Furthermore, these polymethylolated repeat units can also react with each

other, generating a highly cross-linked polymer network.

C.5 Byproducts formed in synthesis of resins

Figure C.9 illustrates representative examples of various byproducts that can be formed in the

synthesis of resins. Small (∼1% - 2% by mole) benzodioxane (37) impurities are found when weak

acids (such as oxalic or phosphoric acid) are used, due to the small amounts of benzylic alcohols (36)

that are produced and react with protonated formaldehyde (9). This is not seen when sulfonic or

sulfuric acid is used, as benzylic alcohols rapidly decompose under strongly acidic conditions; instead,

they remain fully protonated as 17. However, 37 can liberate formaldehyde upon curing and can be

subsequently reincorporated and cross-linked as methylene bridges. Formation of benzylic alcohols

(36) under weak or neutral acidic conditions, as well as basic conditions, can also result in the

production of varying amounts of benzylic ethers (38). However, these also generally decompose to

formaldehyde and methylene linkages upon curing (Fig. C.2). Formation of 39 can occur under any

of the reaction conditions, and 39 can dimerize to produce 40. It is unlikely that this byproduct will
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decompose under the curing conditions. Hence, it might remain trapped in the resin and liberated

as a pyrolysis gas at higher temperatures.
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Appendix D

Pyrolysis Gas Model

The 55 species used for the pyrolysis gas mixture model are listed in Table D.1. Even though no

nitrogen content is assumed in this work, the entire model is included for generality. Only 8 species

(C24H12, C16H10, C3H,C3H2-triplet, C4, C4H, C5, C5H, and C3H2-singlet) do not use the standard

CEA data, and the thermodynamic data used is included at the end of this appendix for completion.

The three additional species used to model the work by Sykes [162] are shown in Table D.2.

Table D.1: 55 gas species model used to model the pyrolysis gas mixture.

Species Reference Name (if different) in Paper Figures
C Ref. [100]
C+ Ref. [100]
C2 Ref. [100]

C16H10 Ref. [12]
C24H12 Ref. [12]
C2H Ref. [100]

C2H2, acetylene Ref. [100] C2H2

C2H2, vinylidene Ref. [100]
C2H4 Ref. [100]
C2H6 Ref. [100]
C2N2 Ref. [100]
C2O Ref. [100]
C3 Ref. [100]
C3H Ref. [12]

C3H2, triplet Ref. [12] C3H2

C3H3, 2-propynl Ref. [100]
C3H4, allene Ref. [100]
C3H4, propyne Ref. [100]

C3O2 Ref. [100]
C4 Ref. [12]
C4H Ref. [12]

C4H2, butadiyne Ref. [100] C4H2

C4N2 Ref. [100]
C5 Ref. [12]
C5H Ref. [12]
C6H2 Ref. [100]
C6H6 Ref. [100]
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CCN Ref. [100]
CH Ref. [100]
CH2 Ref. [100]
CH3 Ref. [100]

CH3CN Ref. [100]
CH4 Ref. [100]
CN Ref. [100]
CNC Ref. [100]
CO Ref. [100]
CO2 Ref. [100]
e – Ref. [100]
H Ref. [100]
H+ Ref. [100]
H2 Ref. [100]
H2O Ref. [100]

C3H2, singlet Ref. [12] HCCCH
HCN Ref. [100]
HNC Ref. [100]
HO2 Ref. [100]
N Ref. [100]
N2 Ref. [100]
NH Ref. [100]
NH3 Ref. [100]
NO Ref. [100]
NO+ Ref. [100]
O Ref. [100]
O+ Ref. [100]
O2 Ref. [100]
OH Ref. [100]

Table D.2: References for additional 3 species used to model Sykes’ data [162].

Species Reference Name (if different) in Paper Figures
C7H8 Ref. [100]

C6H5OH Ref. [100]
(CH3)2C6H3OH Personal calculations [19, 114]

Thermodynamic data used in this thesis that is not available from the CEA [99] database in

presented below, using constant NASA polynomial fits [49], and shown in the input format for

Cantera [47].

species(name="C24H12",

atoms = " C:24 H:12 ",

thermo = (

NASA9( [ 200.00, 1000.00], [ 1.383880670E+06, -1.053873090E+04, 4.417694380E+00,

2.338931650E-01, -2.612047160E-04, 1.520433220E-07,

-3.635641460E-11, 9.132072210E+04, -5.550829190E+01] ),

NASA9( [ 1000.00, 6000.00], [ 7.917402510E+06, -5.299587210E+04, 1.374419740E+02,

-1.056258770E-02, 2.038212660E-06, -2.098331830E-10,

8.905690460E-15, 3.233839640E+05, -8.591038290E+02] )

),)
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species(name="C10H8",

atoms = " C:10 H:8 ",

thermo = (

NASA9( [ 200.00, 1000.00], [-2.602845316E+05, 6.237409570E+03, -5.226095040E+01,

2.397692776E-01, -2.912244803E-04, 1.854944401E-07,

-4.816619270E-11, -1.114700880E+04, 2.972139517E+02 ] ),

NASA9( [ 1000.00, 6000.00], [ 5.906172110E+06, -3.163229240E+04, 7.030342030E+01,

-6.018865540E-03, 1.142052144E-06, -1.161605689E-10,

4.892844020E-15, 1.962567046E+05, -4.347848950E+02 ] )

),)

species(name="C3H",

atoms = " C:3 H:1 ",

thermo = (

NASA9( [ 200.00, 1000.00], [ -4.370697870E+04, 3.864188930E+02, 3.768803720E+00,

8.973917020E-03, -7.419268860E-06, 3.700122010E-09,

-8.337208180E-13, 8.239066050E+04, 6.490524130E+00] ),

NASA9( [ 1000.00, 6000.00], [ 1.061164700E+06, -4.180064720E+03, 1.221115430E+01,

-6.649242000E-04, 1.156319000E-07, -1.081795820E-11,

4.209683310E-16, 1.096660270E+05, -4.894138010E+01] )

), )

species(name="C3H2, singlet",

atoms = " C:3 H:2 ",

thermo = (

NASA9( [ 200.00, 1000.00], [ 1.571611930E+05, -1.805718300E+03, 1.144535590E+01,

-7.207286770E-04, 2.657982850E-06, -1.312447490E-09,

1.355365380E-13, 7.861045500E+04, -4.025988140E+01] ),

NASA9( [ 1000.00, 6000.00], [ 1.797943970E+06, -7.091352330E+03, 1.684099870E+01,

-1.180921210E-03, 2.096836660E-07, -2.000344190E-11,

7.927151790E-16, 1.121174950E+05, -8.070969030E+01] )

),)

species(name="C3H2, triplet",

atoms = " C:3 H:2 ",

thermo = (

NASA9( [ 200.00, 1000.00], [ -1.285712600E+04, 7.349430760E+01, 6.468831070E+00,

8.291493810E-03, -7.554556720E-06, 4.780476460E-09,

-1.325294590E-12, 6.276309600E+04, -7.594614420E+00] ),

NASA9( [ 1000.00, 6000.00], [ 1.974617930E+06, -6.712789200E+03, 1.618225050E+01,

-8.370312160E-04, 1.237531890E-07, -9.503648200E-12,

2.896386860E-16, 1.048523410E+05, -7.393045090E+01] )

), )

species(name="C4H",

atoms = " C:4 H:1 ",
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thermo = (

NASA9( [ 200.00, 1000.00], [ 2.387116150E+05, -3.190597560E+03, 1.770049480E+01,

-1.352198470E-02, 1.904183020E-05, -1.205074560E-08,

2.926006000E-12, 1.121671410E+05, -7.760462490E+01] ),

NASA9( [ 1000.00, 6000.00], [ 1.393117560E+06, -6.387192280E+03, 1.709846550E+01,

-1.154160270E-03, 2.138718680E-07, -2.126358940E-11,

8.760314590E-16, 1.336746000E+05, -8.229773560E+01] )

),)

atoms = " C:5 H:1 ",

thermo = (

NASA9( [ 200.00, 1000.00], [ -4.221257120E+04, -2.670627130E+02, 8.727034160E+00,

1.017403710E-02, -5.707367690E-06, 1.279424970E-09,

-8.975136370E-15, 1.104880580E+05, -1.971612140E+01] ),

NASA9( [ 1000.00, 6000.00], [ 1.212530080E+06, -6.103203090E+03, 1.998790840E+01,

-1.135041710E-03, 2.132642460E-07, -2.147467780E-11,

8.948595310E-16, 1.448008030E+05, -9.393232520E+01] )

),)

species(name="(CH3)2C6H3OH",

atoms = "C:8 H:10 O:1 ",

thermo = (

NASA( [ 300.00, 1000.00], [-2.11293458E+00, 7.85176505E-02, -3.77077553E-05,

-7.65526959E-09, 9.28225883E-12, -2.20903042E+04,

3.84698808E+01] ),

NASA( [ 1000.00, 3000.00], [1.46057910E+00, 6.94131778E-02, -4.07352658E-05,

1.14191146E-08, -1.23365591E-12,

-2.27678245E+04, 2.06740013E+01 ] )

),)
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