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Abstract 

We simulate incompressible, MHD t urbulence using a pseudo-spectral code. Our 

major conclusions are as follows. 

1) MHD turbulence is most conveniently described in terms of counter propagating 

shear Alfven and slow waves. Shear Alfven waves control the cascade dynamics. Slow 

waves play a passive role and adopt the spectrum set by t he shear Alfven waves. Cas­

cades composed entirely of shear Alfven waves do not generate a significant measure 

of slow waves. 

2) MHD t urbulence is anisotropic with energy cascading more rapidly along k1.. t han 

along k11, where k1.. and k11 refer to wavevector components perpendicular and parallel 

t o the local magnetic field. Anisotropy increases wit h increasing k1.. such t hat excited 

modes are confined inside a cone bounded by k11 ex k l where 'Y < 1. The opening 

angle of the cone, (}(k.L) ex k ~(l--r), defines the scale dependent anisotropy. 

3) MHD turbulence is generically strong in t he sense that t he waves which comprise it 

suffer order unity distortions on timescales comparable to t heir periods. Nevert heless, 

t urbulent fluctuations are small deep inside t he iner t ial range. Their energy density 

is less t han that of the background field by a factor 82 (k1..) « 1. 

4) MHD cascades are best understood geometrically. Wave packets suffer distortions 

as they move along magnetic field lines perturbed by counter propagating waves. 

F ield lines perturbed by unidirectional waves map planes perpendicular to t he local 

field into each other. Shear Alfven waves are responsible for the mapping's shear and 

slow waves for its dila ta tion. The amplitude of the former exceeds t hat of t he latter 

by 1/ 0(k.L) which accounts for dominance of t he shear Alfven waves in controlling 

the cascade dynamics. 

5) Passive scalars mixed by MHD t urbulence adopt t he same power spectrum as the 

velocity and magnetic field perturbations. 

6) Decaying MHD turbulence is unstable to an increase of t he imbalance between 
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t he flux of waves propagating in opposite directions along the magnetic field . Forced 

MHD turbulence displays order unity fluctuations with respect to the balanced state 

if excited at low k by o(t) correlated forcing. It appears to be statistically stable to 

the unlimited growth of imbalance. 

7) Gradients of the dynamic variables are focused into sheets aligned with the mag­

netic field whose thickness is comparable to the dissipation scale. Sheets formed by 

oppositely directed waves are uncorrelated . We suspect that t hese are vortex sheets 

which the mean magnetic field prevents from rolling up. 

8) Items (1)- (5) lend support to t he model of strong MHD turbulence put forth by 

Goldreich and Sridhar (1995, 1997). Resul ts from our simulations are also consistent 

wit h t he GS prediction 1 = 2/3. The sole notable discrepancy is that t he 1D power 

law sp ectra, E (kJ..) ex kj_o:, determined from our simulations exhibit a~ 3/2, whereas 

t he GS model predicts a= 5/3. 
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Chapter 1 INTRODUCTION 

1 .1 G alactic Turbule nce 

The galaxy is host to varied environments where turbulence plays a role. This work is 

concerned with the specialized case of small-scale MHD turbulence, where the energy 

in t he uniform component of the magnetic field outweighes that in t he fluctuations. 

T his regime has the character of strongly-interacting Alfven waves. In establishing 

the astrophysical context of this regime, we give an overview of the structure of the 

interstellar medium (ISM) with the principal sources of turbulence. We also discuss 

implications of Alfven wave turbulence for various astrophysical phenomena. 

1.1.1 ISM 

We identify four representative phases of the interstellar medium (ISM) and assign a 

set of example values to each (Spitzer 1978, Heiles 2000). 

Phase nH ne T brms vs VA 

Cloud > 1000 > 0.01 30 > 3. 10- 4 > 5 . 104 106 

Cold 1 10-5 80 3 . 10- 6 105 106 

Warm 0.01 0.01 8000 3. 10- 7 106 106 

Hot 0.003 0.003 106 10- 7 107 106 

nH and ne are the number densities of hydrogen (or protons, if ionized) and free 

electrons. The ratio of acoustic (vs) to Alfven (vA) speeds can be larger or smaller 

t han unity. Formally vs is infinite in our simulations, however the Alfven wave 

cascade results require only t hat t he Alfven speed substantially exceed that of t he 

fluctuations. 

The warm phase, alternatively known as t he diffuse ionized gas (DIG) or the warm 

ionized medium (WIM) , is generally associated with ionizing stars. T he hot phase is 
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associated with supernova remnants and superbubbles, and tends to dominate in the 

Galactic corona more than 100 pc from the disk midplane. The cloud phase consists 

of gravitationally condensed matter and is host to star-forming activity. 

For calculations of turbulent intensities, we assume an outer scale velocity of 

v> "' 10 km/s, a lengthscale of L > "' 10 pc, a density of nn "' 1cm- 3
, and a Galactic 

ISM mass of 1010 M0 , which implies a t urbulent dissipation rate of"' 3 · 1041ergs- 1
. 

It falls upon us to identify the principal sources of t urbulence which can supply t his 

power. 

1.1. 2 Sources of Turbulence 

Supernovae, which occur every "' 30 years, inject "' 1051 ergs of energy into t he 

ISM. As the supernova ejecta expands, some fraction of t he energy ("' 4%) (Dyson 

& Williams 1987) drives kinetic motion in the surrounding ISM, with t he rest going 

into heat (which is subsequently radiated) and the production of cosmic rays. The 

turbulent energy input associated with supernovae is t herefore "' 3 · 1040 erg/s. This 

is t he principal origin of the hot coronal gas. 

Massive 0 stars contribute energy to the interstellar medium t hrough winds and 

t he expansion of ionization fronts. The winds tend to have velocities of"' 2000 km/s 

and a mass flux of "' 10- 6 M0 yr- 1 , implying a mechanical energy output of 1036 erg/s. 

There are "' 20,000 0 stars (Mathis 1986, ApJ301,423) , giving an energy of 2 · 1040 

erg/s. 

High velocity clouds (HVC) consist of HI and have Doppler velocit ies placing 

them out of the Galactic rotation curve (Wakker & Woerden 1997). T heir probable 

origin is from supernova fountains (5M0 yr- 1 ) and accretion (1M 0 yr- 1 ). Assuming 

an infall velocity of 200 km/s, accretion represents an energy input rate of 1040 erg/s. 

In a simulation of a cloud-disk collision, MacLow et al. (1989) obtained a resulting 

t emperature of 105 K , suggesting t hat they are not responsible for the hot ionized 

medium. 
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1.2 Applications 

1.2.1 Scint illation 

ISM turbulence is indirectly observable through interstellar scintilla tion (ISS). The 

free electron density ne constitutes a spatially-varying index of refraction responsible 

for the scintillation of pulsar radio sources. We consider a scenario where fluctuations 

in entropy, and hence n e, exist in pressure equilibrium and evolve as a passive scalar. 

The turbulent dynamics therefore determine the spectrum of n e fluctuations. 

The scattering measure is defined by SM = J C~(z)dz, where the electron density 

spectrum is given by En. (k, z ) = C~(z)k-a and z is the path from the source to the 

observer. Assuming a Kolmogorov form and an outer scale .A>, we have C~ "'n~..\;2/3 . 

Armstrong, Rickett, & Spangler (1995) summarize our knowledge of t urbulence 

obtained from various pulsar lines of sight . Information about the smallest scales 

(109cm) comes from diffractive scintillation, angular broadening, and decorrelation 

bandwidth observations. Refractive scintillation and dispersion measure fluctuations 

probe structure at scales of "' 1014 em. Rotation measure and direct angle-resolved 

observations cover the outer scale conditions at "' 1019 em. By splicing together infor­

mation at each scale, they obtain an averaged spectrum with C~ "'5 . 10- 17cm- 2013 , 

and a power law index consistent with a uniform value of 5/3 throughout the 11 

decades of range. The uniformity of the index plus the fact t hat it is smaller t han 

2 suggests a turbulent process. They identify the WIM as the dominant source of 

scintilla tion. Using a value of ne "' 10- 2 from dispersion measure observations, we 

have an outer scale of .A> "' 3 · 1018
. They also place an upper bound on the inner 

scale of 1010 em and mention that much smaller values can exist on the most active 

lines of sight. 

Observations of anisotropic scatt ering (Molnar et al. 1995, Spangler & Cordes 

1998) suggest an origin in anisotropic electron density fluctuations. 
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1.2.2 Heating 

The Alfven wave cascade experiences a transition at the ion cyclotron scale where 

MHD breaks down. From there, the energy can either go into ion thermal motion 

or it can continue into an electron hydrodynamic cascade which ult imately heats 

electrons. The question of which species is heated is of interest to accretion onto 

compact objects, where the temperature is sufficiently high that t he collision length 

exceeds the system size, and therefore energy is not exchanged between protons and 

electrons. The advection dominated accretion flow (ADAF) model assumes that ions 

are preferentially heated , which are then accreted spherically before they can radiate 

their energy. If electrons are heated , t hey can radiate before accreting. 

Quataert and Gruzinov (1998) found that the issue depends critically on the 

anisotropy and rate of the cascade. Wave-particle resonances occur when k11 ( u 11 -vA) = 

nSlcy where t is the particle velocity, k is the wavevector, and Slcy is the cyclotron 

frequency. Particles are accelerated by Ell for Landau damping and b11 for transit 

time damping (TTD) . Both E ll and b11 are zero for Alfven waves until t he proton 

cyclotron scale is reached , where particle effects become important. Therefore, par­

ticle damping is only significant in the range of the cyclotron radius. For anisotropic 

turbulence with {3 ~ 1 there are negligibly few particles fast enough to satisfy the 

n =I= 0 resonances. For the n = 0 resonance, TTD damping increases with {3 because 

the protons have a higher magnetic moment for interacting with b11 · T he amount of 

energy damped by the protons depends on how quickly the cascade proceeds through 

the cyclotron range. Drawing from results in this thesis for the energy cascade rate, 

Quataert and Gruzinov found that the division between proton and electron heating 

occurs somewhere between {3 ("o,j 5 and {3 ("o,j 100. Larger {3 results in the protons being 

heated and sm aller {3 results in the electrons being heated. 

1.2.3 Cosmic Ray Scattering 

Cosmic rays are scattered by Alfven waves, and they can also generate Alfven waves 

(Kulsrud & Pearce 1969, Blandford & Eichler 1987). Chandran (2000) found that 
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t he anisotropic structure of GS t urbulence suppresses scattering. T he resul ts can 

be summarized as follows. Particles resonate with Alfven waves when k11 (u 11 - vA) = 

nOcy = nu.l. / (2nrcy), where t is t he cosmic ray velocity, k is the wavevector , Ocy is the 

cyclotron frequency, and r cy is the cyclot ron radius. For u.1. rv u11, r cy rv All < < A.1. . 

T he cosmic ray samples many incoherent t ransverse wavemodes per orbi t and t he 

scattering is weak. Alfven wave scattering is strong when the pitch angle e is less 

t han A.1./ All, where t hen rcy < A.1.. St rong scat tering from slow modes is possible 

when vii = VA, which occurs when e rv 7r /2. The resonance condit ion also implies 

t hat wavemodes excited by cosmic rays have k.1. rv k11. These modes interact weakly 

with the anisotropic modes. 

1.2.4 Particle Transport 

Chandran & Cowley (1998) calculated plasma conductivit ies wit h application to in­

tragalactic cooling flows in situations where the collision length exceeds t he magnetic 

coherence length. In t heir model, magnetic structure enters t he picture t hrough the 

divergence of neighboring fieldlines and the trapping of electrons by magnetic mirrors. 

Electrons are confined to fieldlines unt il they change directions through scattering or 

mirroring, at which point t hey can become displaced onto a new fieldline separated 

from the original fieldline by of order t he cyclot ron radius. The departure of t he 

electron from its original t rajectory and its subsequent transport is t hen determined 

by t he divergence of the old and new fieldlines from each other . 

T he Rosenbluth scaling for the divergence of field lines derives from the assumption 

of isotropic turbulence and states that b.r rv r0ez/zo, where r0 is t he initial fieldline 

spearation , z is the path along the fieldline, z0 is a scale length , and b.r is the 

characteristic fieldline separation at z . The appropriate scalings for anisotropic Alfven 

turbulence are: 
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Intermediate regime : 

Js and h are numerical constants of order unity obtained from simulation. <: is the 

cascade rate and VF is the velocity at the forcing scale. 
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Chapter 2 ALFVEN WAVES 

2.1 Basic Equations 

T he equations which govern magnetohydrodynamics (MHD) are 

(2 .1) 

(2.2) 

8tp + V · (pv ) = 0, (2.3) 

V ·B =O. (2.4) 

T he concent ration of a passive scalar advected by the fluid evolves according to 

(2.5) 

v fluid velocity B m agnetic field 

p fluid density p fluid pressure 

c passive scalar concent ration Vv moment um diffusivity 

VB m agnetic diffusivity V c passive scalar diffusivity 

We simplify equations (2.1)-(2.5) for applications in t his paper. 1 Incompressibility 

is assumed t hroughout , so we set p = 1 and define the t otal pressure P = p + B 2 j81r. 

T he m agnetic field is measured in velocity units by b - B jv'41f. Each diffusive term 

is replaced by a n'th order hyperdiffusivity with the same coefficient Vn. W it h t hese 

modifications, equations (2. 1)- (2.5) t ransform to 

(2.6) 

1 Further steps are taken in §4.2 to cast these equations in a form suitable for compu tation. 
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(2.7) 

V · v = O, (2.8) 

V·b = O. (2.9) 

(2.10) 

To relate P to v and b , we take the divergence of equation (2.6) which yields 

\72 P = Vb : Vb - Vv : Vv. (2.11) 

Thus 
p = J d3x' (Vv : Vv - Vb : Vb) 

47r lx'- xl · (2.12) 

2.2 Regimes 

We decompose t he magnetic field into a uniform part plus fluctuations; 

b =(b)+ ~b, (2.13) 

where (b) = VA Z with VA the Alfven speed. Energies corresponding to t hese compo­

nents are denoted by E(b), Ev, and E 6 b, respectively. The parameter 

(2.14) 

which measures the relative importance of the fluctuations compared to t he uniform 

field , determines t he character of MHD turbulence. 

MHD t urbulence with small p, can be described in terms of interacting waves. 

Kinetic and potential energy are freely interchanged so Ev and Ec:,.b have comparable 

magnitudes. Wavemode t urbulence is the principal subject of this thesis. Analytic 

scalings are presented in §3 to provide an intuit ive feel for its dynamics. Results from 

our simulations are described in §5 and discussed in §6. 
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We offer a brief comment on MHD turbulence with large J.t, although strictly 

speaking it is not part of this investigation . Suppose energy is input on outer scale 

L at a rate sufficient to maintain f.t » 1. Then the effect of t he magnetic stress on 

large scale motions is negligible, and on t hese scales MHD turbulence resembles hy­

drodynamic turbulence. But the Kolmogorov scaling implies that the energy density 

in eddies of size ). < L is of order (.A/ L )213 f.t t imes that in t he mean magnetic field . 

Thus on scales below ). rv J.t312 L , MHD turbulence wit h J.t » 1 is similar to t hat with 

f.t « 1. 2 

2.3 Linear Waves In Incompressible MHD 

Linear p erturbations about a uniform background magnetic field can be decomposed 

into shear Alfven and pseudo Alfven waves. The pseudo Alfven wave is t he incom­

pressible limit of t he slow magnetosonic wave.3 As is well known, both waves conform 

to the dispersion relation 

(2.15) 

Eigenvectors for these modes t ake the form 

v A (k , t) = a (k ) exp ik · (x =f vAtz ), b A(k , t) = =fa (k ) exp ik · (x =f vAtz), (2.16) 

Vs(k , t) = §(k ) exp ik · (x =f VAtz ), b s(k , t) = =fS(k ) exp ik · (x =f vAtz ), (2.17) 

where the unit polarization vectors are defined by 

k x z 
a =----~------[1 - (k . z)2jl/2, 

z - (k . z)k 
§ - ---::--........;_-

[1- (k . z)2Jl f2 

We note that k, § , and a form a right-hand t riad . 

(2.18) 

MHD t urbulence is anisotropic with power cascading more rapidly to h igh k j_ t han 
20ur discussion has ignored the amplification of magnetic energy by fi eld line stretching due to 

eddies with >./ L » 1-£312 which would cause 1-£ to decrease with t ime. 
3In the limit of incompressibility the fast magnetosonic wave has infinite phase velocity a nd 

cannot be excited. 
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to high k z. In the limit kj_ » k z, § ---+ z; displacements associated with slow modes 

align along the unperturbed magnetic field. 

2.4 Elsasser Variables 

The Elsasser transformation 

(2.19) 

applied to equations (2.6) and (2 .7) with vn = 0 brings out the two wave character-

is tics 

BtWt + VA8zWt = -w-~. · V w t - V P, 

Btw -1.- VA 8 zW t = - w t · V w -1. - V P , 

where from equation (2.12) , 

p = j d3
x ' V wt : Vw-~. 

47f lx' - xl · 

(2.20) 

(2.21) 

(2.22) 

Linear waves propagate at the Alfven speed VA either parallel (wt) or anti-parallel 

(w-~.) to the direction of the background magnetic field. 

2 .5 Collis ions Between Wave Packets 

Weak disturbances of the background field may b e decomposed into upward (w t ) 

and downward (w-~. ) propagating wave packets. In the special case of unidirectional 

propagation either w t = 0 or w-~. = 0, and an arbitrary nonlinear wave packet is an 

exact solution of the equations of incompressible MHD (Parker 1979). To prove this, 

take t he divergence of the equation for the nonzero w . This yields '72 P = 0 which, 

since it applies globally, implies V P = 0, and hence that the wave packet propagates 

without distortion. An important corollary is that nonlinear distortions occur only 
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during collisions between oppositely directed wave packets. 

Collisions are constrained by t he conservation laws of energy, 

(2.23) 

and cross helicity, 

1 I 3 I = 2 d X V. b. (2.24) 

These conservation laws follow directly from equations (2.6)-(2.9) in the limit that 

vn = 0. As a consequence, energy is not exchanged between colliding wave packets. 

A short proof follows. 

Take the dot product of equations (2.20) and (2.21) with W t and w .i, respec­

tively. The advective and pressure gradient terms reduce to total divergences. This 

establishes that 

(2.25) 

provided wt and w .J. either vanish at infinity or satisfy periodic boundary conditions. 

Now all that remains is to show that 

1 I 3 2 Et = 4 d x lwtl (2.26) 

are the energies of isolated upward and downward propagating wave packets. Clearly 

the total energy in the wave packets is 

(2.27) 

Moreover, the definitions of the Elsasser variables lead to the identity 

(2.28) 
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Lastly, as is easily verified from the induction equation (2.9), flux conservation implies 

(2.29) 

Together, equations (2.27)-(2.29) demonstrate that Et and E4- are t he energies of 

isolated upward and downward propagating wave packets. Then equation (2.25) 

completes the proof that wave packet collisions are elastic. 

2.6 Wave Packets Move Along Field Lines 

To lowest nonlinear order in the wave amplitudes, distortions suffered in collisions 

between oppositely directed wave packets arise because each packet moves along field 

lines perturbed by the other. The proof follows directly from equation (2.20) written 

to second order in the amplitudes of the w t and w 4- fields. With the aid of equation 

(2.22), it can be shown that 

( 

d3 , v d l) . v (1)) 
D w (2) + e (l) . V w (l ) +vI _..::.. ~ . w t = 0. 

t t t 47r lx' - xl (2.30) 

Here 

(2.31) 

and 

x (xo, t) - Xo + e (xo, t). (2.32) 

The Lagrangian displacement, e, connects the Lagrangian coordinate of a fluid par­

ticle, x 0 , to its Eulerian coordinate, x . 

Several steps are needed to establish equation ( 2. 30). In terms of e, 

b A ae J =VAZ+VA~. 
u zo t 

(2.33) 

To first order in the amplitudes of Wt and w 4-, we may replace x 0 by x in the definition 
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v (l) = ae(l ) I 

at x ' 
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ac (l) 

b ( l )- -"'-1 -VA a · z t 

It then follows from equations (2.19) and (2.34) that 

(2.34) 

(2 .35) 

The final step is to verify that the linear operator Dt passes through the int egral sign 

and changes e (l) to w l l ) while leaving the rest of the integrand unaltered. 

Equation (2.30) has a simple interpretation. Consider an upward moving wave 

packet for which wi2
) = 0 prior to its interaction with downward moving waves. 

Subsequent to this interaction suppose that e (l ) at fixed Zt = z - VAt is changed by 

~e(l) . Then as a function of zt 

d3 I ~ ~ c(l) . ~ (1) 
~w(2) = -~e(l) . Vw - V J _____E_ v .,. . v w t 

t t 41f lx' - xl (2 .36) 

The first t erm on the right-hand side of this equation is the perturbation t hat would 

result from the unconstrained displacement of wi1
) by ~e( l). The second term con­

strains t he perturbation to preserve V · wi2) = 0.4 Since magnetic field lines are 

frozen in the fluid , we conclude that, at least to second order, wave packets follow 

m agnetic field lines. The turbulent energy cascade is associated with t he shear of the 

~e( l) field. Uniform displacements, which arise as a consequence of the sweeping of 

small disturbances by larger ones, do not contribute to the transfer of energy across 

scales. 

The proof in this section has been couched in Eulerian coordinates. A technically 

simpler version in Lagrangian coordinates is given by Sridhar and Goldreich (1994) . It 

consists of demonstrating that the third order Lagrangian density for incompressible 

MHD vanishes when written in t erms of the transverse components of the displace­

ment vector. Although simpler technically, the Lagrangian based result is more subtle 
4 T his term arises from the gradient of t he total pressure. 
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conceptually. Its proper interpretation is provided in Goldreich & Sridhar(1997).5 

5Henceforth we refer to Goldreich & Sridhar (1995) and (1997) separately as GSI and GSII, and 
together as GS. 
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Chapter 3 MHD CASCADES 

A variety of models have been proposed for MHD t urbulence. They share t he common 

feature that energy cascades from lower to higher wave number. 

3.1 The Irosnikov-Kraichnan Model 

The standard model is t hat due to Irosnikov (1963) and Kraichnan (1965). Kraich­

nan 's derivation of t he IK spectrum relies on the fact that only oppositely directed 

waves interact in incompressible MHD. It assumes explicitly that t he t urbulence is 

isotropic and implicit ly that the dominant interactions are t hose which couple three 

waves. 

The above assumptions imply that t he cascade time across scale >. is 

Setting vVtc equal to the dissipation rate per unit mass, E, then yields 

which corresponds to the 1D power spectrum1 
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Nonlinearity is measured by x ""' (v>.. /vA), where N rv x- 2 is the number of wave 

periods in tc; 
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1 Because the IK cascade is isotropic, it is sufficient to specify its l D power spectrum. 

(3.4) 
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Since x decreases with decreasing .X, only dissipation limits the length of the IK 

inert ial range. 

T he IK model is flawed because the assumption of isotropy is inconsistent wit h the 

frequency and wavevector closure rela tions that resonant triads must satisfy (Shebalin 

et al. , 1983) . These take the form 

(3.5) 

(3.6) 

But since w = VA ikz l, equation (3.5) and t he z component of equation (3.6) yield t he 

set 

(3.7) 

(3.8) 

Because nonlinear interactions can only occur between oppositely directed waves, 

the 3-mode coupling coefficient vanishes unless waves 1 and 2 propagate in opposite 

directions. In that case, equations (3.7) and (3.8) imply that eit her k 1z or k2z must 

vanish. Since one of the incoming waves has zero frequency, 3-wave interactions do 

not cascade energy along kz. 

3.2 Intermediate MHD Turbulence 

GSII propose an anisotropic MHD cascade based on scalings obtained from 3-wave 

interactions. It represents a new form of turbulence, which they term intermediate, 

because it shares some of t he properties of both weak and strong t urbulence. Although 

individual wave packets suffer small distort ions in single collisions, interactions of all 

orders make comparable contribut ions to the perpendicular cascade.2 

To derive the scaling relations for the intermediate cascade, we repeat the steps 
2T his is a controversia l claim. 
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carried out in §3.1 for the IK model, but with A.t in place of A and All held constant. 

Here A.t and All are correlation lengths in directions perpendicular and parallel to the 

local magnetic field . Thus 

(3.9) 

Setting € rv v~_jtc, we find 

( 

\ 2 ) 1/4 €VA/\.L 
V.x.L rv \ , 

/\ II 
(3 .10) 

and 

(3.11) 

Besides being anisotropic, the intermediate MHD cascade differs from the IK 

cascade in another important respect. The strength of nonlinear interactions, as 

measured by 

X rv (v>-.1 All ) rv ( ~Af~ ) 
114 

, 
VA A .L v AA.L 

(3.12) 

increases along t he cascade. Thus, even in t he absence of dissipation, the interme-

diate cascade has a finite inertial range. This suggests that a strong form of MHD 

turbulence must be t he relevant one for most applications in nature. 

3.3 Strong MHD Turbulence 

A cascade for strong MHD turbulence is described in GSI. Its defining property is 

that MHD waves suffer order unity distortions on time scales comparable to their 

periods. GSI argue t hat the quantity x defined in equation (3.12) saturates at a 

value of order unity. T his state is referred to as one of crit ical balance. Toget her with 

t he assumption of a constant energy flux along the cascade, as expressed by 

(3.13) 

it implies that 

(3.14) 
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Although there is a parallel cascade of energy in strong MHD turbulence, the degree 

of anisotropy increases along the cascade. 

Let us assume vL rv VA and isotropy on scale outer scale L. Then t he 3D energy 

spectrum of strong MHD turbulence takes the form 

(3 .15) 

where f(u) is a positive symmetric function of u with the properties that j(u) ~ 1 

for lui ~ 1 and f(u) negligibly small for lui » 1. The power spectrum is flat as a 

function of k11 for k11 ~ k1'3 L - l /
3 because t he velocity and magnetic perturbat ions on 

transverse scale k j_ 1 arise from independent wave packets whose lengths >. 11 rv >-1'3 £ 113 . 

The 1D perpendicular power spectrum obtained from equation (3.15) reads 

(3.16) 

Thus the sp ectrum of strong MHD t urbulence is an anisotropic version of the Kol­

mogorov (1941) spectrum for hydrodynamic turbulence. 

Inertial range velocity differences and magnetic perturbations across perpendicular 

scale >-1. satisfy 

(3.17) 

Thus even though t he turbulence is properly classified as strong, deep in the inertial 

range magnetic field lines are nearly parallel across perpendicular separations AJ. and 

nearly straight along parallel separations >-11; differential bending angles are of order 

(>. J. /L)l/3 rv (>.ii/L)l/2. 

3.3.1 Parallel Cascade 

It is interesting to examine the frequency changing interactions that drive t he parallel 

cascade. Referring back to the intermediate cascade, we know that 3-wave interactions 

do not change frequencies. However, interactions involving more t han 3-waves can. 
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For example, frequency changes arise in 4-wave interactions of the form 

(3. 18) 

(3.19) 

where k1z and k2z have t he same sign and W3 = vAik3zl = 0 (Ng & Bhattacharjee, 

1996; GKII) . The parallel cascade they give rise to proceeds at a rate which is smaller 

t han t hat of the perpend icular cascade by a factor of order X· Because strong MHD 

turbulence is characterized by x "' 1, it has a significant parallel cascade. 

3.3.2 Field Line Geometry 

MHD t urbulence is best understood geometrically. Field lines per t urbed by waves 

propagating in one direction define two-dimensional mappings between xy planes 

separated by dist ance z. Shear Alfven waves dominate the shear and slow waves 

t he dilatation of t hese mappings. T he magnitude of t he shear exceeds t hat of the 

dilatation by a factor of order ..\11/ )..L "' (L/ ..\.L) 113 » 1. These mappings describe 

t he distort ion that counter propagating waves would suffer if they moved at uniform 

speed along t he pert urbed field lines. The dominance of the shear over t he dilatation 

explains why shear Alfven waves cont rol the p erpendicular cascades of both types of 

wave. 

T he recognit ion t hat MHD waves tend to follow field lines is essential to under­

standing t heir t urbulent cascades. Figure 3.1 provides a visual illustration of how t his 

works. T he left-hand panel displays a snapshot of field lines per t urbed by downward 

propagating waves. In the right-hand panel we follow t he evolut ion of a horizon­

tal pattern as it propagates from the bottom to t he top following t hese lines. The 

distort ion of the init ially circular bullseye is principally due to t he shear in t he two­

dimensional mapping defined by the perturbed field lines. The cascade t ime on t he 

scale of the init ial pattern is that over which t he shear grows to order unity. 

T his geometrical picture requires two qualifications. The first is t hat the p ropaga­

t ion speed of MHD waves is not exactly const ant but varies with the strength of the 
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local m agnetic field. P ressure perturbations associated wit h slow waves are balanced 

by perturbations of magnetic pressure. The resulting perturbations in propagation 

speed , of order V>..L, contribute to the nonlinear cascade. Over one wave period t hey 

lead to fractional distortions of order V>..L/vA "' AJ./ All « 1. Thus they are properly 

ignored . The second qualifica t ion is t hat MHD waves do not exactly follow field lines. 

T he extent to which this effects their cascade remains to be quant ified . 

The parallel cascade may also be viewed in geometrical terms. Consider an up­

ward propagating wave packet of length All and widt h A1. which is being distorted 

by downward moving wave packets of similar scale. Correlations along t he parallel 

direction are shortened because the front and back of t he wave packet undergo differ­

ent 2-dimensional mappings. This happens because t he upward propagating packet 

distorts each downward going packet as it passes t hrough it . This distort ion is of 

order x. For strong MHD turbulence x"' 1 which accounts for its significant parallel 

cascade. 

Incidentally, the geometrical picture also aids the interpretation of results from 

pert urbation theory. For example, the 3-wave resonant interactions which dominate 

the p erpendicular cascade and the 4-wave resonant interactions which cause t he lowest 

order frequency changes each depend upon the amplit udes of modes wit h kz = 0. 

This is because the shear in the mapping between xy planes separat ed by t::.z is 

proport ional t o t he displacement amplitudes of modes with kz ~ 1/ t::.z. Pert urbation 

t heory corresponds to the limit of vanishing cascade strength in which shears of order 

unity are achieved in t he limit of infinite separation along t he z-axis. 

3.3.3 Relation to 2D Hydrodynamic Turbulence 

Magnetic field lines possess a t ension which makes them ill-disposed to bend , but 

t hey are easily shuffled . T his accounts for t he 2D character of MHD turbulence. It 

a lso prompts an inquiry about t he relation of MHD turbulence to 2D hydrodynamic 

t urbulence. Each fluid element conserves its vorticity in inviscid 2D hydrodynamics. 

This results in a direct cascade of enstrophy (vorticity squared) toward high k1. and 
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Figure 3.1: Wavepacket Distortion Through Fieldline Wander. 

The left-hand panel displays a sample of field lines perturbed by downward propagating 
waves. The distortion of an originally circular bullseye pattern as it moves upward 
following these field lines is shown in the right-hand panel. 
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an inverse cascade of energy toward small k1. (Lesieur 1990). As we now demonstrate, 

MHD turbulence does not share these characteristics. 

The vorticity equation in MHD, obtained by taking the curl of equation (2 .6) with 

Vn = 0, reads 
8(V x v ) 

Ot = V X [v X (V X v)- b X (V X b)). (3.20) 

We concentrate on shear Alfven waves since they dominate the fie ld aligned vorticity 

for nearly perpendicular cascades. Scaling the terms in equation (3.20) shows that 

(3 .21) 

Thus w11 changes on the cascade time scale; it is not even approximately conserved. 

Consequently, there is no enstrophy constraint to prevent energy from cascading 

toward larger k 1. . 
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Chapter 4 SIMULATION STRATEGY 

What follows is a comprehensive discussion of the techniques used in our simulations. 

We begin by introducing the notation we adopt. 

4.1 Spectral Notation 

Cartesian coordinates are distinguished by Greek indices which run from 1 - 3. Sim­

ulations are carried out in boxes whose sides have lengths L o: and corresponding grid 

sizes N o:. Integer coordinate components, lo:, and integer wavevector components, so:, 

are defined through the relations 

(4.1) 

and 
21r No: N o: 

ko: = Lo: so:, where - 2 ::::; So: ::::; 2· (4.2) 

The discrete Fourier transform in 1D is given by 

(4.3) 

where the ti lde,~ denotes Fourier transform. Generalization to 3D is trivial. 
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4.2 Spectral Algorithm 

4 .2.1 Fourier Space E quations 

We evolve the incompressible MHD equations in Fourier space where they take the 

form (Lesieur 1990) 

BtVcx = -ik7 ( Oap - k~~p ) ( VpV
7 

- bpbJ - Vnk2nva , 

8tlJcx = -ikp(vpbcx - bpvcx )- Vnk2nba, 

a - ·k - k2n­tC = -~ pVpC- 1/n C. 

4. 2 .2 Integratio n Method 

( 4.4) 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

Equations (4.4), (4.5), and (4.8) constitute a system of ordinary differential equations 

with time as the dependent variable and the Fourier coefficients {vex, ba, c} as t he 

independent variables. We employ a modified version of the second order Runge­

Kutta algorithm (RK2) to advance the variables in time. First order algorithms are 

substantially less stable than RK2 at the same timestep. 

RK2 advances the variables across an interval b..t in two stages. Derivatives eval­

uated at the initial t ime are used to compute trial values of the variables at the 

midpoint b..t/2. Then derivatives computed at b..t/2 with these t ria l values are used 

to advance the variables from t = 0 to b..t. In symbolic form 

iitrial(b..t/2) = ij(O) + Btii(O)b..t/2 (4.9) 

is followed by 

ij(b..t) = ij(O) + 8tii(b..tj2)b..t, ( 4.10) 

where 8tij(b..t /2 )b..t is evaluated using iitrial(b..t/2). Each stage involves a first order 

Euler (E1) step in which the derivative is taken to be constant . 
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We make one departure from standard RK2 and treat diffusive terms with an 

integrating factor. Consider an equation of the form 

( 4.11) 

where A comprises the non-diffusive terms. Its solution, with A constant throughout 

t he interval flt , is 

(4.12) 

We use this expression m place of E1 in each stage of RK2. To lowest order in 

vnenflt, equation (4.12) reduces to E1. However , it has the advantage that it yields 

stable solut ions to equation ( 4.11) with constant A for arbitrary values of vnk2n fl t 

whereas E1 yields unstable solut ions for vnk2n fl t > 2. 

4.2.3 Dealiasing 

Bilinear terms in equations (4.4), (4.5), and (4.8) are calculated by t ra nsforming the 

individual fields to real space, carrying out the appropriate multiplications t here, 

and then t ransforming t he products back to Fourier space. This requires N 1N 2 N 3 

operations using the Fast Fourier Transform (FFT) algorit hm; (N1 N 2N3 ) 2 operations 

would b e needed to carry out t he equivalent convolution in Fourier space. 

T his economy comes at the price of eit her a 1/ 3 reduction in resolut ion or an 

aliasing error (Canuto 1988). To appreciate t his, consider the 1D product 

pq(s) = it 2:1 [l: s' p(s')e-21ris'l/N l:s" q(s" )e- 21ris"l/N ] e27risl/N 

_ 1 ~ ~ - ( ' ) - ( " ) 27ri(s'+s")l/N J: - NL-s'L-s 11 P s q s e Us ,s'+s"+mN, (4.13) 

where m is any integer. T hem = 0 terms comprise the convolution, and t he rem ainder 

t he aliasing error. To avoid the aliasing error , we set all Fourier components with JsJ > 

N /3 to zero both before we compute t he real space fields and again after we return 
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the bilinear terms to Fourier space. Truncation ensures that Fourier components of 

bilinear terms wit h m =/= 0 vanish. Its cost is t he reduction of t he effective spatial 

resolution from N to 2N /3. 

4.3 Spectral Wave Mode Decomposition 

Separation of v(k ) and b(k) into upward and downward propagating components 

is accomplished by forming Fourier coefficients of the Elsasser variables w t(k ) and 

w.t. (k ) according to 

w t (k ) = v(k ) - b(k) -w.~.(k) = v(k ) + b(k). (4 .14) 

Projections of wt (k ) and w .t. (k ) along t he polarization directions of the linear incom­

pressible MHD eigenmodes given by equation (2.18) yield amplitudes of upward and 

downward propagating Alfven and slow waves. In obvious notation 

St(k) - s · wt(k ) = iis(k ) - bs(k ) ( 4.15) 

S.t. (k)- § · w.t.(k ) = iis(k ) + bs(k ) (4.16) 

where 

iis (k ) = s · v(k) bs(k ) = s· b (k ). (4.17) 

The eigenmode frame, (k, §,a) , is t ied to the d irection of the mean field , b0 = z, to 

which the local field d irection, b, is inclined by an angle e,....., V L J. /VA· Consequently, 

our method for spectral decomposition erroneously mixes Alfven and slow modes. 

However , for nearly transverse cascades the mixing is only of order 02 ~ 1. 

Field line t il t also causes kr and kz to differ from kj_ and ku ; 

kz = - sinOkj_ + cos Oku. (4.18) 
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Thus kr ~ k1_[1 + 0(02
)]. However, kz ~ k11 + Ok1_ ~ Ok1_, where t he final relation 

applies because t he degree of anisotropy increases wit h increasing k1_ along MHD 

cascades. Thus, k1_ can be represented to acceptable accuracy by kr. However, k 11 

cannot be obtained from kz. Henceforth, we treat as equivalent kr and k 1_ and L x = L y 

and L 1_. However, we are always careful to distinguish kz from k 11 and to note that 

(4.19) 

4.4 Power Spectra 

Three-dimensional power spectra of field quant ities, E30 (k) , are azimuthally symmet­

ric functions of k r = kxx + kyy at fixed kz.1 Accordingly, we define the 2D integrated 

power spectrum by 

(4.20) 

It is important to note that E2o(kr, kz) is not equivalent to E 2o(kl_, k11). Moreover, 

the latter cannot be derived from the former. This shortcoming is due to the failure 

of the spectral decomposition procedure described in §4.3 to determine k 11 . It means 

that the 2D power spectrum is not a useful quantity.2 However , we make so much 

use of t he 1D integrated power spectrum defined by 

(4.21) 

that henceforth we drop the subscript 1D. 

4.5 Structure Functions 

T he 3D behavior of MHD t urbulence is best captured in real space using second 

order structure functions t ied to the local magnetic field. We define t ransverse and 

1 In any specific realization this is t rue only in a statistical sense. 
2We obtain 2D information from structure functions. 
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longitudinal structure functions for the vector field U by 

SFTu(x.L) -< [U(x' + x .L)- U(x')] · [U(x' + x.L)- U(x')] >, (4.22) 

where X 1_ • b = 0, and 

SF L u(xll) < [U(x' + f (xll))- U(x')]· [U(x' + f(xll) ) - U (x')] >, ( 4.23) 

where f (xll ) = f0x
11 ds b(s). Averaging over x' is done with random volume sampling. 

Since the vector fields of interest possess statistical axial symmetry about b, we 

include an axial averaging of the direction of X 1_ at fixed X.L = lx .LI in t he computation 

of SFTu(x.L )· The integral in the definition for f (x11) is taken along the field direction 

starting at x'. 

4.6 Timestep And Hyperviscosity 

The anisotropy of MHD turbulence complicates the discussion of constraints on the 

timestep and hyperviscosity. Accordingly, we begin by discussing the simpler case of 

spectral simulation of isotropic hydrodynamic turbulence. 

4.6.1 Isotropic Hydrodynamic Turbulence 

We assume the Kolmogorov scaling. Given velocity V£ on outer scale L , inertial 

range velocity differences across A ,:;; L scale as v.x "' (.A/ L )113vL down to inner scale 

f"' (vn/VLL2n-l )3/(6n-2) L. 

Four conditions constrain the values of the timestep , flt , and hyperviscosity, lin , 

suitable for a spectral simulation of isotropic hydrodynamic t urbulence. Each refers to 

the behavior of modes with the largest wavevectors, kM. We express t hese constraints 

in terms of the dimensionless variables flt = V£kM flt and 1J = (vnk'tf)j(vLkM ). 

• Conditions 1) and 2) are concerned with computational accuracy. 
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1. Advection by outer scale eddies gives rise to fractional changes of order 

vLkMb..t in the Fourier components of the smallest scale modes during one 

timestep.3 Accurate computation requires 

(4.24) 

which is the spectral equivalent of t he Courant condition in real space. 

2. Hyperviscosity causes a fractional decay of order vnk'tfb..t in the amplitudes 

of the smallest scale modes during a single timestep. Thus 

(4.25) 

• Conditions 3) and 4) are required to maintain stability. 

3. This constraint depends upon the algorithm used to advance the variables in 

time. Integration with RK2 results in an unphysical transfer of energy from 

large to small scale modes. Consider 1D uniform advection at speed v L of 

the single Fourier mode v(kM, t). RK2 yields v(kM, b..t) = [1- ivLkMb..t­

( VLkMb..t) 2 j2]v(kM, 0). Thus jv(kM, b..t) j2 = [1 + ( V£kMb..t)4 j4]jv(kM, 0) j2 . 

In order that hyperviscosity maintain stability, 

( 4.26) 

4. A turbulent cascade transfers energy from large to small scales where it is 

dissipated by viscosity. Spectral simulations of turbulence must include a 

mechanism which is able to dispose of t he energy carried by the cascade 

before it reaches kM. Otherwise it would reflect back to smaller k and the 

high k Fourier modes would approach energy equipartition with those of 

lower k. 4 Hyperviscosity suffices provided the inner scale it sets is larger 

3Changes caused by interactions which are local in Fourier space are smaller by a factor 
(kML) - 1/3. 

4 T he energy per Fourier mode scales as k- 11
/ 3 in Kolmogorov turbulence. 
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than the grid resolution . T his requires 

(4.27) 

Dealiasing also involves a loss of energy and can stabilize simulations run 

with a sufficiently small t imestep even in t he absence of hyperviscosity. 

Further investigation is needed to clarify the manner in which energy is 

lost due to dealiasing. 

4.6.2 Anisotropic Magnetohydrodynamic Turbulence 

We restrict our discussion of MHD turbulence to cases in which the energy in the 

mean magnetic field greatly exceeds t hat in the kinetic and m agnetic fluctuat ions. 

As discussed in Chapter 3, analytic a rguments indicate t hat the Kolmogorov scaling 

is obeyed in planes perpendicular to the mean magnetic field. Thus constraints on the 

timestep and hyperviscosity deduced in §4.6.1 for hydrodynamic turbulence pertain 

to MHD turbulence in the xy plane provided we take 6.t = VL.J._ kM.J._ 6.t and TJ _ 

(vnk'f:lJ/( V£.L kMJ· 

Different constraints arise from motion a long the direction of t he mean m agnetic 

field . Strong MHD turbulence is anisotropic with energy cascading more rapidly 

along k.1. than along k11 . Analytic a rguments imply that the anisotropy at perpen­

dicular scale kj_1 is determined by the condition that the nonlinearity parameter 

x = (v>.k .J... )/(vAkll) rv 1, where k11 is the wavevector component in the direction of the 

local m agnetic field . It is important to maintain the distinction between k11 and kz. 

As discussed in §4.3, kz ::::::: (vL.J._/vA )k.J... rv (k.J...L J... )113 kll. 

We control the value of (vL .J._ L z)/(vAL J... ) in our simulations. Typically this quan­

tity is set somewhat larger than unity in order to ensure that t he largest scale struc­

tures cascade on a time scale shorter than the Alfven crossing t ime Lz/VA· As a 

consequence, 

( 4.28) 
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Figure 4.1: Timestep and Hyperviscosity. 

v = L1t3 

4 

1.5 

W e illustrate constraints on the dimensionless timestep and hyperviscosity as described 
in §4.6. The constraint given by equation (4. 27) is not shown because it depends upon 
an additional parameter. Allowed choices lie in the simply connected region bounded 
by the upper left hand corner of the figure. Each plotted point represents values used 
in an individual simulation. 
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After this preparation, we are ready to examine the constraints placed on b.t and Vn 

by evolution in the z direction. 

1. Advection in the z direction is dominated by propagation at the Alfven speed 

since VL, << VA in our simulations. Thus computational accuracy demands 

vAkM, b.t ~ 1. Since vAkM, ~ v£.1. kM.1., this constraint is less severe than that 

imposed by equation (4.24). 

2. Hyperdiffusivity is not important in t he z direction because kM, «: kM.1. and we 

use a scalar hyperdiffusivity. 

3. Integration with RK2 leads to an unphysical transfer of energy from large to 

small scales due to advection at the Alfven speed. Provided equation ( 4 .26) is 

satisfied, this does not cause any difficulty because vA kM, ~ VLJ.. kM.1.. 

4. The maximum wave number in the z direction , kM,, must be larger than that at 

the inner scale of the cascade. From equation (4.19) 

( 4.29) 

As mentioned above, the factor preceding kM.1. L _1_ is typically larger than uni ty. 

Thus adequate resolut ion along z generally requires N z > N _1_ . 

4. 7 Tests Of The Spectral Code 

Time derivatives of field quantities computed with the spectral code agree with those 

obtained from a finite difference program with an elliptic incompressible pressure op­

erator. Although the latter is unstable, it offers an independent method for computing 

time derivatives. 

The code preserves t he solinoidal character of v and b. To machine accuracy it 

returns k · 8tv(k) = 0 and k · 8tb(k) = 0. It also conserves energy. Provided Vn = 0, 

it yields 8tE = .Ek v(k) · 8tv(k) + b(k) · 8th(k ) = 0, again to machine accuracy. 
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Harmonic Alfven waves are evolved by our spectral code in a manner consistent 

wit h their analytic dispersion relation. 

Results obtained from a simulation of decaying hydrodynamic turbulence (Z45) 

run wit h our code agree with t hose from a more thorough simulation by Jimenez 

et a l. (1993). Our simulation is carried out in a cubic box with L = 1.0, has 

resolution 2563 , kinematic viscosity v = 8 · 10- 4
, t imestep 6.t = 2.5 x 10- 4 , and is 

init ialized wit h rms velocity v = 1.0. We compute components of t he velocity gradient 

longit udinal , V'11v11, and t ransverse, \7 ..1. vii, to v at each point in our computational 

box. Distribut ion functions, P Fq(x ), of each quant ity, q, are compiled and moments 

calculated according to 

Mn= 

T hese are tabulated below. 

Simulation Z45 

n v V'11v11 \7 ..LVII 

3 0 -.43 0 

4 1.6 4.4 5.9 

5 0 -6.5 0 

6 3.4 48 102 

f~00 xnPFq(x) 

[f~oo x2 p Fq(x) J n/ 2. 

J iminez et al. 

v V'11v11 \7 ..LVII 

0 -.50 0 

2.8 4.6 6.19 

0 -8.0 0 

13.0 55 110 

Gaussian 

0 

3 

0 

15 

(4.30) 

Because our simulation is of decaying t urbulence whereas t hat of Jiminez et al. IS 

forced , appropriate comparisons are restricted to inner scale quant it ies derived from 

components of V v and exclude outer scale quantities derived from components v. 

W it h t his proviso, our results are in satisfactory agreement with theirs. 

4 .8 Simulation D esign 

We carry out simulations of both forced and decaying MHD t urbulence. Delta­

correlated forcing is implemented by adding a random forcing field of energy E6.t 

to the existing fields each timest ep , where E is t he specified forcing power. Fourier 

modes wit hin 3 lattice units of the origin receive random divergenceless values corre-
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sponding to a power spectrum of E( s) "'"' s-513 , with individual energies drawn from 

a Boltzman distribution. We force both velocity and magnetic fluctuations. Forcing 

v alone would artificially correlate the power received by w t and w .). . 

The aspect ratio of our simulation box is chosen to match the anisotropy of the 

turbulence. In most of our simulations, Lz » Lx = Ly . We scale lengths to L z = 1 

and velocities to VA = 1. Thus waves take flt = 1 to propagate the length of the 

box. The excitation level, set by the parameter (vLJ. Lz)/(vALJ..), is chosen so that 

the longest waves cascade in less than flt = 1. An equivalent statem ent is that 

a typical fieldline wanders by more than £ .1.. in the transverse direct ion during its 

passage across the length Lz of the box. This requires the excitation parameter to 

be somewhat larger than unity. Typical values in our simulations are of order 5. We 

generally run our simulations for a few crossing times. Thus nonlinear interactions 

are fully expressed on all scales. 

Our basic procedure comes with a variety of refinements. The fields can be decom­

posed into their w t and w -1- components as given by equations ( 4.14) . Each of these 

may be further separated into shear Alfven and slow modes according to equations 

(4.15) and (4.16) . In this manner we can selectively input and remove waves of any 

type and with any direction of propagation. 
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4.9 Catalog Of Simulations 

A variety of simulations are referred to in §5. Each has an external magnetic fie ld 

of unit strength aligned with the z-axis, uses a fourth order hyperviscosity, and is 

carried out in a box of dimensions Lx = Ly = 2 x 10- 3
, Lz = 1. The dimensionless 

forcing power is denoted by P . It is chosen so that t he rms dimensionless fluctuations 

of v and b have magnitude 3 x 10- 3 . These values also characterize the initial states 

of simulations of decaying turbulence. 

Simulation Parameters 

ID (N1_, N z ) t:..t 1/4 Comments 

Z114 64,256 4 X 10- 4 5 X 10- 37 p = 2 X 10- 5 

Zll5 128,512 3 X 10- 4 5 X 10- 40 p = 2 X 10- 5 

Zll7 256,512 1.5 X 10- 4 5 X 10- 43 p = 2 X 10- 5 

Zll8 128,512 3 X 10- 4 5 X 10- 40 4 < 81_ < 8 

Zll9 128,512 3 X 10-4 5 X 10- 40 8 < 81_ < 16 

Z120 128,512 3 X 10- 4 5 X 10- 40 16 < 81_ < 32 

Z121 128,512 3 X 10- 4 5 X 10- 40 2 < 81_ < 4 

Z122 128,512 3 X 10- 4 5 X 10- 40 P = O 

Z123 256, 512 1.5 X 10- 4 5 X 10- 43 32 < 81_ < 64 

Z124 256,512 1.5 X 10- 4 5 X 10- 43 16 < 81_ < 32 

Z125 64,256 4 X 10- 4 5 X 10- 40 P = O 

Z126 128, 512 3 X 10- 4 5 X 10- 43 p = 2 X 10- 5 

Z127 128,512 3 X 10- 4 5 X 10- 43 p = 2 X 10- 5 

Z128 64,256 4 X 10- 4 5 X 10- 37 P = 0, At +S .J, 

Z129 64,256 4 X 10- 4 5 X 10- 37 P = 0, A t+A.J, 

4.9.1 Simulations of Forced Turbulence 

Our basic simulations include forcing at a total power per unit mass of P = 2 x 10- 5
. 

Recall that p = 1 and VA = 1. Statistically equal power is input into shear Alfven 

and slow waves propagating in opposite directions along the magnetic field. Higher 
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resolution simulations run for shorter times are init ialized by refining lower resolution 

simulations run for longer times. 

Our sequence of forced simulations begins with Z114 which has resolution 64 x 

64 x 256 and runs up to t = 6.6 . Initial condition for simulat ions Z115, Z126, 

Z127 with resolutions 128 x 128 x 512 are drawn from Z114 at t = 2.4, 4.7, and 

6.6, respectively. These are times at which the fluxes of oppositely directed shear 

Alfven waves in Z114 nearly balance. The refined simulations run for an additional 

flt = 0.4, long enough for small scale structure to develop up to the dealiasing cu toff. 

Our highest resolution, 256 x 256 x 512, simulation Z117 is initialized from Z115 at 

t = 2.8 and run until t = 2.95. 

4.9.2 Simulations of Decaying Turbulence 

Our simulations of decaying turbulence are designed to test specific properties of 

the MHD cascades. Simulation Z125 continues Z114 without forcing from t= 2.8 to 

t=9.9. Simulations Z128 and Z129 are initia lized from Z114 at t = 6.6, the former 

by removing the Alfven down and slow up waves and the latter by removing all slow 

waves. A series of simulations are initialized from forced simulations by removing all 

upward propagating waves outside a specified band while leaving the down modes 

unchanged. Simulations Z121 , Z118, Z119 , and Z120 are each initia lized from 

Z115 at t=2.8 with the up modes band-filtered from 2 :::; s.1.. :::; 4, 4 :::; s.1.. :::; 8, 

8 :::; s.1.. :::; 16, and 16 :::; s.1.. :::; 32, respectively. Likewise, simulations Z124 and Z123 

are initialized from Z117 at t= 2.95 with up modes band-filtered from 16 :::; s.1.. :::; 32 

and 32 :::; s.1.. :::; 64, respectively. The former has the same up band as Z120 but twice 

the transverse resolution. 
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Chapter 5 SIMULATION RESULTS 

5.1 Power Spectra 

We obtain power spectra from our simulations as described in §4.4. 

5. 1.1 lD Power Spectra 

Examples of 1D power spectra obtained by averaging resu lts from three simulations 

(Z115, Z126, and Z127) of resolution 128 x 128 x 512 are presented in F igure 5.1. 

Each spectrum has an inertial range slope of approximately 1.5. The power spectra 

displayed in Figure 5.2 come from a single simulation (Z117) with resolution 256 x 

256 x 512. Aside from their extended inertial ranges, they look similar to those plotted 

in Figure 5.1. 

5.1.2 2D Power Spectra 

Figure 5.3 displays a sequence of 1D power spectra made by taking cuts parallel to 

t he s z axis across the 2D power spectrum of shear Alfven waves from simulation Z 117. 

Note that there is negligible power at the highest sz even for the highest S J. . Thus 

this simulation has adequate resolution along the z direction, something we verify for 

each of our simulations. As we emphasize in §4.3 and §4.4, these cuts do not suffice 

to determine the structure of turbulence parallel to the local magnetic field. For that 

we need to use structure functions (see §5.2). 

5 .2 Structure Functions 

Figure 5.4 displays transverse and longitudinal structure funct ions for both shear 

Alfven and slow waves calculated as described in §4.5 from data obtained by averaging 
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Figure 5.1: 1D Averaged Power Spectra. 

Energy spectra obtained by averaging results from simulations Z11 5, Z126, and Z127 
with resolution 128 x 128 x 256. 
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Figure 5.2: Highest R esolution JD Power Spectra. 

102 

Energy spectra obtained from simulation Z117 with resolution 256 x 256 x 512. 
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The Alfven energy spectrum as a fun ction of Sz at fixed s1. from simulation Z11 7. 
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results from simulations Z115, Z126, and Z127. The plots are truncated a t >..j L = 0.5 

because a t greater separations the structure funct ions are affected by t he application 

of p eriodic boundary conditions. 

5.2.1 Anisotropy 

Structure funct ions are the best measure of the scale dependent anisotropy of an 

MHD cascade. Ordered pairs of >.. 11 and >.. .1. obtained by equating the longitudinal and 

transverse structure functions for shear Alfven waves shown in Figure 5.4 are p lott ed 

in Figure 5.5. We leave it to t he reader to judge t he degree to which this supports 

the prediction by GS that >.. 11 ex )... ~3 in the inertial range. 

5.2.2 Ratio of Nonlinear to Linear Time Scales 

The quanti ty x = (>.. .LvA)/ (>..uv.A.J is the ratio of the nonlinear to linear t imescale 

associated wit h wave packets of dimensions (>.. .1., >.. u). To evaluate x we take v.A1. = 

SFT~12 (>.. .L ) from Figure 5.4 and >.. .1. / AIJ from Figure 5.5. The plot in F igure 5.6 

est ablishes that x maintains a value near unity throughou t the iner t ia l range. 

5.3 Energy Loss 

Total, mechanical p lus magnetic, energy is conserved in the inertial range of MHD 

t urbulence. It is lost from high k.1. modes by a combination of hyperviscous dissi­

pation and dealiasing. 1 Neither represents reality, but we hope that their effects do 

not compromise inertial range dynamics. Figure 5. 7 includes plots from simulation 

Z115 of the hyperviscous and dealiasing energy losses per computational timestep. 

For reference, t he total power spectrum is also displayed . Hyperviscous dissipation 

dominates dealiasing excep t at the highest k .1. where t he residual power is negligible. 

This sit uation is typical of all our simulat ions. 
1 Energy is lost during dealiasing when we set the amplitudes of modes with I sa l > Na/3 to zero. 
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Figure 5.4: Transverse and Longitudinal Structure Functions. 

1 

Structure functions transverse and longitudinal to the local magnetic field direction are 
obtained by averaging results from simulations Z115, Z126, and Z127 with resolution 
128 X 128 X 256. 
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F igure 5.5: Ordered Pairs of ..\.L and .Au. 
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Anisotropy of MHD turbulence is quantified by plotting values of A.L and .Au obtained 
by setting SFTA(..\.L) = SFLA(.Au) using the data displayed in Figure 5.4 . 



44 

2 ,------,---,---,-,-,-,,,,-------.---,--,--,-,,-, 

1.5 - -

.... ·· ............ ..--/ 
-

0 .5 f- -

0 ~----~----~~~~~-L~~-------L--~---L~~-L~~ 
0 .01 0 .1 1 

A.J./ LJ. 

Figure 5.6: Critical Balance. 

Data from Figures 5.4 and 5. 5 are combined to form x, the ratio of lin ear to non­
linear time scales. Note that x has a nearly constant value close to unity throughout 
the inertial range. This confirms that MHD turbulence maintains a state of critical 
balance. 
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Figure 5.7: Energy Loss Per Timestep by Hyperviscous Dissipation and Dealiasing. 

Energy is lost from high k.1.. modes by hyperviscous dissipation and dealiasing. The 
form er dominates the latter when integrated over the spectrum. Neither is significant 
in the inertial range. The results shown here are from simulation Z115. 
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5.4 Imbalance 

Because only oppositely direct ed waves interact , turbulent cascades tend to become 

unbalanced . By unbalanced , we mean that unequal fluxes of energy propagate in 

opposite directions along the magnetic field. 

5.4 .1 Forced Turbulence 

Mode energies from simulation Z114 of forced turbulence wit h resolut ion 64 x 64 x 256 

are plotted as a function of t ime in Figure 5.8.2 Characteristic fluctuations of order 

unity occur on a time scale tlt = 1. Imbalance appears to saturat e on longer t ime 

scales. 

5 .4.2 Decaying Turbulence 

Imbalance is more severe in decaying t urbulence. Figure 5.9 displays energies of 

individual modes as a function of t ime obtained from simulation Z125 of resolu tion 

64 x 64 x 256. The init ial imbalance increases wit hout limit. 

5.5 Passive Role Of Slow Waves 

5 .5 .1 Cascading Of Slow Waves By Shear Alfven W aves 

Simulation Z128 of decaying turbulence with resolut ion 64 x 64 x 256 is designed 

to assess the mutual effect s of shear Alfven waves on slow waves and vice versa. 

We initialize it by removing the upward propagating slow waves and t he downward 

p ropagating shear Alfven waves from simulation Z114 a t t = 6.6. It is t hen run for 

tlt = 1. Figure 5.10 illustrates the evolu tion of the energies in upward propagating 

shear Alfven waves and downward propagating slow waves. T he only change in the 

spectrum of shear Alfven waves is a decay at large k.1. which is ent irely attributable 

to energy loss by hyperviscosity and dealiasing. By cont rast, the spectrum of slow 
2This simulation is the source of init ia l condit ions for many higher resolution simulations. 
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Figure 5.8: Forced Turbulence. 
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Mode energies as a function of time for forced turbulence from simulation Z114 of 
resolution 64 x 64 x 256. 
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Figure 5.9: Decaying Turbulence. 
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Energy as a fun ction of time fo r shear Alfven and slow modes in decaying turbulence. 
The simulation is Z125 with resolution 64 x 64 x 256. 
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waves decays at all k1.. at a rate consistent with t hat shown in Figure 5.9. These 

findings demonstrate that shear Alfven waves control the MHD cascade and t hat the 

slow waves play a passive role. 

5.5.2 Conversion Of Shear Alfven Waves To Slow Waves 

Simulation Z129 of decaying turbulence with resolution 64 x 64 x 256 is tailored to 

m easure the rate at which shear Alfven waves are converted into slow waves. It is 

initialized from Z114 at t = 6.6 by removing all slow waves and then run for D..t = 1. 

As demonstrated by Figure 5.11 , at the end of this interval, which corresponds to 

about a decay time at the outer scale (see Fig. 5.9), the slow waves carry negligi­

ble energy. The small admixture shown may result from the limited ability of our 

scheme of spectral decomposition to distinguish slow waves from shear Alfven waves 

as discussed in §4.3. 
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Figure 5.10: Passive Role of Slow Waves. 

Upward moving shear A lfven waves interact with downward moving slow waves. The 
power spectrum of the former decays only at large k .1. whereas that of the latter de­
cays at all kJ.... Results are taken from simulation Z128 of decaying turbulence with 
resolution 64 x 64 x 256. 
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Figure 5.11: Negligible Conversion of Shear Alfven to Slow Waves. 

Slow wave production in a simulation of decaying turbulence initialized with pure 
shear Alfven waves. After one decay time the slow waves contain ;:;;, 10- 4 of the 
total energy. This amount is indistinguishable from the false slow waves that our 
spectral decomposition procedure would report due to the tilt of the local magnetic field 
relative to the global z axis. Data plotted comes from simulation Z129 with resolution 
64 X 64 X 256 . 
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5. 6 Cascade Diagnostics 

We design special simulations to exploit the fact that only oppositely directed waves 

interact. Each of these is init ialized by removing all but a narrow band in k .1. of up 

waves from a fully developed forced simulation. These are t hen run without forcing 

so that we can observe the evolution of the energy in t he up band as it spreads into 

adjacent bands. Since the down waves evolve weakly, we restrict t he lengths of these 

runs to f:lt = 1/2 so that interactions do not repeat. 

Initial condit ions for simulations Z121 , Z118, Z119, and Z120 are provided by 

band-filtering simulation Z115 at t = 2.8 with up modes retained from 2 ::; s.1. ::; 4, 

4 ::; s.1. ::; 8, 8 ::; s.1. ::; 16, and 16 ::; s.1. ::; 32, respectively. Each of these simulations 

has resolution 128 x 128 x 512. Resolut ion 256 x 256 x 512 simulations Z124 and 

Z123 are initialized from simulation Z117 by band-filtering at t =2.95 with up modes 

retained from 16 ::; s.1. ::; 32 and 32 ::; s.1. ::; 64, respectively. 

5 .6.1 A bsen ce Of An Inverse Cascad e 

Figure 5.12 summarizes how energy spreads from each of selected band into adjacent 

bands. It establishes that t he predominant movement is toward higher k .1. . There is 

no evidence for an inverse cascade. A more detailed demonstration for t he selected 

band 8 ::; s.1. ::; 16 is provided in F igure 5.13 which is based on simulation Zl19. 

5 .6 .2 R esolut ion D e p endence 

F igure 5.14 compares results from simulation Z120 of resolut ion 128 x 128 x 256 

with those from simulation Z124 of resolution 256 x 256 x 512. Each simulation is 

initialized with energy in up waves confined to the band 16 ::; s.1. ::; 32. Note how 

well t he energies in the central and left-hand bands from t he two simulations match 

as they evolve. This establishes t hat the largest k .1. band in simulation Z120 is a valid 

part of the inertial range. 
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Figure 5. 12: Summary of Bandpass Filtered Simulations. 

0.4 

We plot the energy as a function of time in the center band and in the bands immedi­
ately to its left and right fo r each bandpass filtered simulation. Points corr·espond to 
simulation Z124 , which is initialized with the same up mode band as simulation Z120 
but with twice the transverse resolution in the down modes. There is good agreement 
between simulations Z120 and Z124 as shown in more detail in Figure 5.14. 
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Figure 5.13: Absence of an Inverse Cascade. 

Dashed lines depict the initial and final down wave spectra. The up wave spectra 
are plotted at a succession of times differing by l:l.t = .05. Almost all of the energy 
that leaves the band 8 ~ S .L ~ 16 moves to higher S.L · These data are taken from 
simulation Z11 9. 
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F igure 5.14: Comparison of Simulations at Different Resolution. 

Increased resolution has little effect on the evolution of energy in the left-hand and 
central bands. Thus the latter resides in the inertial range in even the lower resolution 
simulation . Energy which moves into the right-hand band is more rapidly dissipated 
in the lower resolution simulation and more effectively stored in the higher resolution 
one. 
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5.6.3 Cascade Time 

As a standard measure of the time scale for energy transfer across >.1.., we take 

tc rv AJ../V>..l.' where V)...l. is obtained from the t ransverse structure functions of down­

ward propagating Alfven waves according to 2vt = SFTA.J-(>.J..) . An alternative def­

inition suitable for band-filtered simulations determines vt by integrating the power 

spectrum of downward propagating shear Alfven waves over the interval kl..min :::; k1.. :::; 

k1..max of the central band of the upward propagating waves. We denote this form of 

the cascade time by tc'. Banded simulations also permit a more direct measure of the 

cascade time as that at which the energy in the right-hand band matches that in the 

central band. We identify this version by the symbol th . 

Values for the different types of cascade t ime are tabulated below. Even for the 

lowest k1.. band, each is substantially smaller than the time, b.t = 1, that waves take 

to cross the computational box. 

CASCADE TIMES 

SJ.. >. 1.. /L1.. VJ.. v' l.. tc = AJ../VJ.. th th/tc th/tc 

2-4 .188 3.28 ° 10-3 1.20 ° 10- 3 .115 .165 1.43 .53 

4-8 .094 2.67 ° 10- 3 1.07 ° 10- 3 .070 .140 2.00 .80 

8-16 .047 2.10 ° 10- 3 .84 ° 10- 3 .045 .100 2.22 .85 

16-32 .023 1.58 ° 10- 3 .67 ° 10- 3 .029 .075 2.59 1.09 

32-64 .0117 1.29 ° 10- 3 .53 ° 10- 3 .0181 .060 3.31 1.36 

For ease of comparison, we plot the tabulated values against k1..L1../(21r) in Figure 

5.15. Slopes exhibited by t c and t~ are similar, but th declines much more slowly with 

increasing k 1.. . 
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Figure 5.15: Cascade Times. 

A comparison of cascade times based on different definitions. See text for details. 
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5. 7 Intermittency 

Simulations of hydrodynamic turbulence exhibit structure that is not seen in ran­

dom phase realizations of velocity fields with identical power spectra (Jiminez et al. 

1993). We find the same to be true for MHD turbulence. This is illustrated in Figures 

5. 16-5.19. The left-hand panels display magnitudes of the curls of upward and down­

ward propagating shear Alfven and slow waves in a (x, y) slice at z = 0 taken from 

simulation Zl17. Randomizing the phases of t he Fourier coefficients used to gener­

ate the left-hand panels yields the images shown in the right-hand panels. Coherent 

structures, which are conspicuous in t he former , are absent in the latter. 

While the eye does an excellent job of recognizing intermittency, it is helpful to 

have a quantitative measure. To accomplish this, we apply a sequence of high-pass 

and low-pass filters to the Fourier coefficients used to generate Figures 5.16-5.19. A 

fi lter is identified by a value of SJ.. High-pass filters remove modes with smaller S J. 

and low-pass filters remove those with larger SJ. . The former target structure in the 

Elsasser fields and the latter that in t heir gradients. Given filtered data , we compute 

normalized fourth order moments of relevant quantit ies q according to 

(5. 1) 

where angular brackets denote volume average. 

Figure 5.20 displays moments of t he Elsasser fields as a function k 1. for high-pass 

filtered data . Moments of gradients of the Elsasser fields as a function of k 1. for low­

pass filtered data are plotted in Figure 5.21. For comparison, each figure includes 

moments obtained from t he random phase versions of the corresponding simulations. 

It is worth noting that M 4 (q) = 1 + 2/n for data obeying n-dimensional Gaussian 

statistics, and that slow waves correspond to n = 1 and shear Alfven waves to n = 2 

in the limit k1. ~ k z . 
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Figure 5.16: Alfven Up Modes. 

The left-hand panel shows a grey scale image of /V x A t / in a (x, y) slice at z = 0. 
For comparison, an image based on the same Fourier coefficients with random phases 
is shown in the right-hand panel. 

Figure 5.17: Alfven Down Modes. 

The left-hand panel shows a grey scale image of /V x A -!./ in a (x, y) slice at z = 0. 
For comparison, an image based on the same Fourier coefficients with random phases 
is shown in the right-hand panel. 
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Figure 5.18: Slow Up Modes . 

The left-hand panel shows a grey scale image of IV x Stl in a (x, y) slice at z = 0. 
For comparison, an image based on the same Fourier coefficients with random phases 
is shown in the right-hand panel. 

Figure 5.19: Slow Down Modes. 

The left-hand panel shows a grey scale image of IV x S.J-1 in a (x, y) slice at z = 0. 
For comparison, an image based on the same Fourier coefficients with random phases 
is shown in the right-hand panel. 
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Figure 5.20: Normalized 4th Order Moments for Alfven and Slow Modes. 

Plotted points are average values of moments obtained from upward and downward 
propagating waves. The location of the high-pass filter is denoted by k1.. . 
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Figure 5.21: Normalized 4th Order Moments from Gradients of Alfven and Slow 
Modes. 

Gradients are defin ed as oxq, where q is one of the Elsasser fields. Moments obtained 
from upward and downward propagating waves are averaged. The location of the low­
pass filter is denoted by k.1. . 
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Figure 5.22: Passive Scalar Gradient Magnitude. 

Passive scalar gradient magnitude, I'Vcl, from our highest resolution, 256 x 256 x 512, 
simulation Z117. The image plane is z = 0. Simulation data and its random phase 
transform are plotted in the left and right hand panels, respectively. 

5.7.1 Passive Scalar 

Intermittency also characterizes the concentration of t he passive scalar. In the left and 

right hand panels of Figure 5.22, we plot the magnitude of the gradient of the passive 

scalar computed in our h ighest resolution simulation Zl17. The contrast between 

the simulation and random phase data is striking. Coherent structures which are 

prominent in t he former are absent from the latter. 
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Chapter 6 DISCUSSION OF RESULTS 

6.1 Comparison With GS Model 

6.1.1 Power Spectra and Structure Functions 

The GSI model for the inertial range cascade of strong MHD turbulence is based on 

two assumptions. 

1. E nergy transfer is local in wavenumber space. 

2. Linear and nonlinear t ime scales maintain near equality. 

These assumptions lead to two predictions. 

1. The 1D energy spectrum E(k .L) <X k -;_513
. 

2. The cascade is anisotropic with energy confined within a cone k11 <X k~3 . 

Results from simulations presented in §5.1 and §5.2 agree with some aspects of t he 

GS model and differ with others. 

The 1D power sp ectra displayed in Figures 5.1 and 5.2 exhibit inertial range slopes, 

mps , closer to -3/2 than to the -5/3 predicted in GSI. This is consistent with t he 

slopes of the transverse structure functions m 5r shown in Figure 5.4 being close to 

1/2. Since power spectra and structure functions are related by Fourier transforms, 

these slopes should satisfy mps + m 5r = - 1. 

A clear increase of anisotropy with decreasing scale is demonstrated in Figure 5.5. 

It is consistent wit h t he prediction by GSI that .XII <X ).~3 . Cho & Vishniac (2000) 

also observe this value in their simulations, although they use a different ratio of 

fluctuations to mean field . 

E quali ty of linear and nonlinear time scales, a lso known as crit ical balance, pre­

dicts that .X 11 /vA ~ -X.1../v>.1.. F igure 5.6 shows that the ratio x = (.XIIv>. l. )/(.X.LvA) 
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maintains a value near unity throughout t he inertial range as predicted in GSI. How­

ever , there is a marginal problem of consistency. Together , All ex A ~3 and x =constant 

imply V.>o..L ex A 1'3 . But the transverse structure function from which we obtain V.>o..L to 

use in forming x yields V.>o..L ex Al:'4 . 

6.1.2 Passive Role of Slow Modes 

The passive role played by slow waves in nearly transverse MHD cascades is neatly 

illustrated by Figure 5.10. GSII anticipates this behavior and offers a brief motivation. 

We provide an intuit ive explanation in terms of field line geometry in §3.3.2. A 

mathematical derivation based on t he equations of motion written in terms of E lsasser 

variables (eqn. [2.19]) is outlined below. 

Consider the evolution of upward directed waves in a cascade whose anisotropy 

is measured by the scale dependent angle (} ~ k11/kj_ « 1. The nonlinear terms 

w -1- · Vwt and V Pin equation (2.20) are responsible for their cascade. For comparable 

magnitudes of slow and shear Alfven waves, w d· Vwu is smaller by a factor(} if w d ex s 

than if w d ex a . Here s and a are the unit polarization vectors of slow and shear Alfven 

waves as defined in equation (2.18). Since the w d · Vwu term is t he sole source of 

P , t he same comparison applies to t he V P t erm. Note that t hese comparisons hold 

for both shear Alfven and slow w u waves. As they are independent of the degree of 

nonlinearity, they apply to the intermediate MHD cascade as well as to t he strong 

one. 

6.1.3 Conversion Of Shear Alfven Waves To Slow Waves 

Figure 5.11 demonstrates that t he conversion of shear Alfven waves to slow waves is 

of negligible significance in MHD cascades. GSI contains the original prediction. A 

modified version of the argument given there is described below. It compares the rate 

a t which slow waves are created in a balanced cascade composed entirely of shear 

Alfven waves to the rate at which t he shear Alfven cascade. 

Our start ing point is the Fourier transformed equation of motion for upward prop-
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agating waves written in terms of Elsasser variables 

(! - iw(k)) wt (k) = 

8
!3 J d3

k1 d3
k2 { wt(k l)- k [k · wt(k l)]} [k · w.~-(k2) ] 6(k1 + k 2 - k ) (6.1) 

where w(k ) = kzVA is t he linear frequency of the shear Alfven and slow waves. T he 

rates of change of the ampli tudes of slow and shear Alfven waves wit h wavevector k 

in a cascade of pure shear Alfven waves are given by 

( :t -iw(k )) St(k ) = 

8
!3 J d3 k1 d3 k2 [s (k ) · A t(k l)] [k1 . .A.~-(k2)] 6(k 1 + k2- k ), (6.2) 

and 

( :t -iw(k)) A t(k ) = 

8
!3 J d3 k1 d3 k2 [a(k) . A t (ki)] [k1 . .A.~- (k2 )] 6(k1 + k2- k ). (6.3) 

Let us compare these two rates.1 The magnit ude of s(k) · wt(k1) is smaller than 

t hat of a (k ) · wt(k1) by t he scale dependent anisotropy factor () ""' kz/ k .1. « 1. T hus 

only a fraction 02(k.1.) « 1 of the energy in shear Alfven waves is converted into slow 

waves as t he shear Alfven waves cascade across k.1.. This accounts for t he negligib le 

production of slow waves as shown in Figure 5.11. 

6.2 Dynamics Of Imbalance 

The proclivity of MHD cascades for imbalance is a consequence of nonlinear interac­

t ions being restricted to collisions between oppositely directed waves. 
1 T he net growth ra te of shear Alfven waves vanishes in a steady state cascade. Restricting the 

integral to k1 ~ k yields t he rate at which t he amplitude of A t grows due to the cascading of longer 
(k1 < k ) upward propagating shear Alfven waves. 
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6.2.1 Forced Turbulence 

Large fluctuations are observed in the energies of different wave types in simulations 

of forced turbulence. Nevertheless, the imbalance appears to be bounded. Figure 5.8 

provides an excellent example of this behavior. 

A simple dynamical model suffices to capture t he essence of imbalance in forced 

MHD turbulence. It consists of the coupled equations 

dEt 
dt 

E El/2 
t .J. +A 
L ' 

and 
E El/2 

.J.Lt +A. (6.4) 

Here E denotes the energy density of the shear Alfven waves, L the transverse outer 

scale, and A the excitation rate. The equilibrium energy density and the nonlinear 

cascade time scale are defined by Eeq = (AL )213 and t c = £1/3 j A 213 . 

To investigate the stability of forced balanced cascade, we set 

(6 .5) 

and then substitute these expressions into equations (6.4) to obtain 

and (6.6) 

Assuming a time dependence proportional to est, we find eigenvalues 

and (6.7) 

This establishes the stability of the forced balanced cascade. It also shows t hat fluc­

tuations associated with the s1 eigenmode decay rather slowly. These characteristics 

accord well with the runs of Alfven wave energy densities displayed in Figure 5.8. 

A more sophisticated analysis would include a proper statistical treatment of 

forcing and an investigation of the spectrum of fluc t uations. 
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6.2.2 Decaying Turbulence 

Simulations of decaying MHD turbulence exhibi t large imbalances. Thus a pertur­

bation analysis is inappropriate. Fortunately, for A = 0 equations (6.4) admit an 

analytic solution. As is easy to verify by direct substitution , 6.E 112 = E~/2 - El /2 = 

D.E~/2 is a constant, and t hat 

!£ ln (Et) 
dt E.!. 

(6.8) 

T hus imbalance grows exponentially in decaying t urbulence. This accounts qualita­

tively for t he behavior seen in Figure 5.9. 

Dobrowolny et a l. (1980) propose the growth of imbalance in decaying MHD 

t urbulence as an explanation for the fact that t he preponderance of shear Alfven 

waves in the solar wind propagate outward along the interplanetary magnetic field. 

Support for this proposal is provided by simulations described in Pouquet et a l. 

(1986). 

6.2.3 Axial Asymmetry 

Axial asymmetry refers to the orientation of transverse fields . An example of a field 

aligned with the x axis is w t(x, y, z) = w t(Y, z)x (all fluctuations aligned with the x 
axis). If t he down Elsasser field is aligned wit h the same axis : w .!. = w .!.(Y, z)x, the 

fields do not interact. If instead the down Elsasser field is a ligned with the crossed 

axis: w .!. = w .!.(x, z)y , the fie lds interact strongly. These are the extreme examples, 

and t hey illustrate that energy can exist in both transverse Elsasser fields without 

cascading. In general, fields of all orientations will exist and t he alignment will not 

be total as it was in t he previous examples. 

Unforced t urbulence is unstable to the onset of axial asymmetry. Suppose that 

more energy is aligned with x t han with y. Let t he energies in both propagation di­

rections be equal, although this is less central to t he point. The dominant alignment 

cascades the subdominant alignment more quickly (relative to its own energy) than 
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it itself is cascaded. Analogous to the phenomenon of imbalance in section 6.2.2, 

we exp ect t he subdominant alignment to be eliminated leaving behind t he domi­

nant alignment. In forced turbulence, we expect the distribution of alignments to b e 

affected by t his instability. In particular, we expect that if the t urbulence is prefer­

entially aligned at some scale, the t urbulence will retain this alignment as it cascades 

to smaller scales. 

6.3 Intermittency 

Thbes of high vorticity, often referred to as worms, are prominent features in simu­

lations of hydrodynamic turbulence. Worms have diameters of order the dissipation 

scale and lengths approaching t he outer scale. They are thought to form from t he 

rolling up of vortex sheets. In spite of their prominence, worms do not affect t he 

inertial range dynamics (Jiminez et al. 1993). 

Coherent structures are also evident in MHD simulations. Examples are shown in 

§5. 7 where the magnitudes of the curls of the dynamical fields and of the gradient of 

the passive scalar are plotted in (x, y) slices. These regions have narrow dimensions 

comparable to the dissipation scale and lengths approaching t he outer scale L 1. . In 

these respects they resemble worms. However , we suspect that these structures are 

sheets which extend along the z axis. Slices taken at different values of z appear to 

support this assertion, since they show correlation lengths 6.z ~ 0.03. Unfortunately, 

this distance is smaller that the parallel dissipation scale, so the t rue extent of the 

sheets along this direction cannot be determined. We can only speculate that what 

we observe in the slices are cross sections of vortex sheets which the magnetic field 

prevents from rolling up. 

6 .3.1 Intermittency and Scalings 

We propose an explanation for the departure from GS scalings. Self-similarity is the 

assumption that turbulent structure is scale independent. Collectively, the phenom­

ena of spatial intermittency, polarization, and axial asymmetry suggest t hat this is 
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not the case. These phenomena impose extra conditions which must be satisfifed for 

cascading interactions to occur. Therefore, in a highly intermittent turbulence we 

expect t he distributions of wavepacket energies and interaction strengths to become 

sparse. Scalings for the cascade time (tc rv AJ../VJ..) and critical balance (A.IIVJ.. rv AJ..VA ) 

may require modifiction because VJ.. and >.. 11 are globally averaged quantities while the 

significant interactions occur at the sparse end of the distribution. 

It is worth noting that these obstacles to cascade are not present in hydrodynamic 

turbulence. Even if energy is intermittently distributed, eddies will still cascade 

according to the local >..jv. 

Our simulations are restricted to 1.5 decades of inertial range, where we observe 

fourth order moments of the fields with a magnitude of"' 5 at the smallest scale. The 

likely result of greater range is even greater intermittency. It would be a worthy enter­

prise to investigate the impact of intermittency on an MHD cascade of astrophysical 

range. 

6.4 Low-,8 Turbulence. 

We have rigorously treated the high-,8 (ratio of plasma to magnetic pressure) cascade, 

and here we offer some qualitative observations for the low-,8 cascade. We assume 

only that fluctuations are small with respect to the Alfven and acoustic speeds. We 

begin with the full MHO eigenvectors for arbitrary Alfven and acoustic speeds VA and 

vs (Shu 1992). Define mean and fluctuating quantities as 

b = b0z + b0 (baa + b.s s) ei(k ·x - wt) V = ( V~)~ + Vaa + V.sS) ei(k-x-wt ) 

P = Po + PoP1 ei(k ·x-wt) 

k, a, and § are the right-hand unit vectors from section (2.3) with cos('lj;) = k · z. 
The Alfven wave dispersion relation is w2 

/ k2 = v~ ( z · k) , and the eigenvectors are 

P1 : va : ba 0: ±VA : - 1. 



71 

The d ispersion relations for the fast ( +) and slow (-) modes are 

The eigenvectors are P1 : vk: : Vs : bs 

In the limit of transverse wavevectors and low (3: VA > > vs and 'lj; -+ 1r 12, the fast 

and slow mode dispersion relations are w2 I k2 = v~ + v~ and v~ cos2 
( 'lj;) , and the slow 

mode eigenvectors are 

v2 
P1 : vk: : Vs : bs = 1: ±vscos('lj; ): ±vs: --f 

VA 

The slow mode is an acoustic wave constrained to propagate along fieldlines. 

In the low-(3 cascade, magnetic pressure imposes incompressibility on Alfven waves 

and we expect t he dynamics of the pure Alfven-wave cascade to be t he same as for 

high-(3 turbulence. This conclusion requires only that the fluctuations be substantially 

smaller than t he Alfven speed. At high (3, slow waves cascade Alfven waves by altering 

the Alfven speed through fluctuations in bz. At low (3, the same is accomplished 

through fluctuations in p. In both cases the effect on the Alfven waves is suppressed 

by a factor of >. .LI >. 11 . Slow waves can also cascade Alfven waves through transverse 

magnetic fluctuations cos( 'lj; )b5 . Define R to be t he ratio of transverse magnetic 

fluctuations due to slow and Alfven waves when each have comparable energy. For 

low (3, R "' vs cos(¢)1vA and the slow waves are not significant. 

For VA = vs and cos 'lj; '"" 0, R '"" cos 'lj; and slow waves are again not significant . 

The fast ( +) and slow (-) mode dispersion relations are w2 I k2 = v~ (1 ± sin 'lj; ), and 

the slow mode eigenvectors are 
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6.5 Comparison With P revious Simulations 

Shebalin et al. (1983) report t he development of anisotropy in isotropically excited 

MHD. Their simulations are two-dimensional, with one axis parallel to t he direction 

of t he mean magnetic field. Thus they are composed ent irely of slow waves. An 

isotropic distribut ion of slow waves will init ia te an anisotropic cascade. However, 

nonlinear interactions among slow waves weaken as the cascade becomes more trans­

verse because t heir strength is proport ional t o coefficients such as k 2 · S.1.(k 1), and 

for k ---+ k J.., s---+ z.2 Convincing demonstrations of t he development of anisotropy in 

fully t hree-dimensional MHD simulations are presented in Oughton et al. (1994) and 

in Matthaeus et a l. (1998). Each of these papers provides evidence t hat anisotropy 

increases at smaller scales. Each also claims that up to a saturation limit , anisotropy 

is more pronounced t he larger t he ratio of mean to fluctuating magnetic field strength . 

Matthaeus et al. note t hat t his latter t rend is inconsistent wit h t he scaling for 

anisotropy proposed by GSI. 

An analysis by Cho & Vishniac (2000) clears up t he confusion regarding the scale 

dependence of anisotropy in MHD t urbulence. Unlike previous workers, who measure 

anisotropy in coordinate systems fixed to the sides of t heir computational boxes, Cho 

and Vishniac compute anisotropy in local coordinate frames t ied to t he direction of 

t he total magnetic field. We apply a similar technique of using structure functions 

computed in directions parallel and perpendicular to t hat of t he local magnetic field 

in our own study of anisotropy (see §5.2.1). Both t hey and we find results that are 

consistent with t he relation >. 11 ex: >.~3 proposed by GSI. T he difference between our 

simulations and Cho and Vishniac's is that t he ratio of fluctuating to mean fields is 

rv 0.01 in ours and is rv 0.5 in t heirs 
2This remains t rue in 3D 
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Chapter 7 APPENDIX 

7.1 Code 

The spectral code is divided into files having the following functions: 

bleys.f Top level shell. Calls bleys__rk.f. 

bleys__rk.f 

prime__rnpi2.f 

bleys_util.f 

force.f 

The Runge-Kutta timestep engine. 

Evaluate the time derivative of the fields. 

Utilities. 

Forcing subroutines. 

fftjlm__rnpi.f 3D MPI-parallel FFT. Contains t he transpose subrout ines. 

fftjlm_bleys.f Portal to select the correct 1D FFT array size. 

fftj lm _p00256.f Pseudo-assembly language 1D FFT, 256 elements, e+ik x . 

fftjlm__rn00256.f Pseudo-assembly language 1D FFT, 256 elements, e-ikx . 

fftjlm_p00128.f Pseudo-assembly language 1D FFT, 128 elements, e+ikx. 

fftjlm__rn00128.f Pseudo-assembly language 1D FFT, 128 elements, e-ikx . 

prime_ehd.f 

slow.f 

viscosity. f 

io.in 

bleys.e 

Compute the electron hydrodynamics (EHD) terms. 

Selectively damp slow modes, if specified. 

Anisotropic tensor viscosity for use with the t urbulent dynamo. 

Input parameters read by t he program during execution. 

The executable. 

The contents of bleys_rk.f constit ute the engine that organizes the Runge-Kutta 

algorithm and ut ility calls. Its structure is as follows: 
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Set default parameters and read input parameters from disk. 

Read real-space fields from disk and transform to Fourier space. 

Write a record of the parameters used for future reference. 

Begin timestep loop. 

Read changeable parameters from disk, such as savetimes. 

Write fields to disk in real space, if specified. 

Halt execution, if specified. 

Implement forcing, if specified. 

Dealias. 

Compute the time derivative of t he fields. 

Compute the first Runge-Kutta trial. This includes viscosity. 

Dealias. 

Compute the time derivatives of the fields from the first RK trial. 

Compute the final Runge-Kutta step. 

End timestep loop. 

prime_mpi2.f Computes the time derivative of v , b , and n. The procedure min­

imizes the number of FFTs computed and memory allocated. It has the following 

structure. 



78 

Input: v, b, and fi , real and imaginary parts (14 arrays). 

Output: 8tv, 8th , and Otfi, real and imaginary parts, stored in input arrays. 

Work arrays: v and bin real space (6 arrays), zr and zi for FFTs (2 arrays) . 

Procedure: 

Transform to real space: v, b ----t v , b. 

v and b are now free. The terms comprising 8tv and 8th will be summed here. 

Compute the tensor viscosity if specified . 

Compute each component of vivj - bi bj, transform to Fourier space, sum in Otv. 

Compute each component of vibj - Vj bi, transform to Fourier space, sum in 8th . 

Compute the EHD terms if specified. 

Transform fi to real space and store in fi. 

Compute each component of vin, transform to Fourier space, store in v and b . 

Sum the results and store in fi , which is now Otfi. 

Multiply v, b, fi by the Fourier normalization (n1n 2n 3 ) - 1 . 

bleys_util.f Contains the following ut ilities: 

subroutine alias: Perform the dealiasing truncation. 

subroutine advance: Timestep with viscosity included by an integrating factor. 

subroutine matrixbuild: Compute matrix product A = B*C + D*E. 

subroutine cache: Copy lD segments from 3D arrays, vital for cache utilization. 


