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4.1. Electron transfer through proteins 

Biological energy conversions are critical for cellular function. Photosynthesis 

harnesses the energy from sunlight to generate reactive chemical bonds in 

adenosine triphosphate (ATP) and reduced nicotinamide adenine dinucleotide 

(NADH).1,2 Cellular respiration generates those same species using energy stored 

in the chemical bonds of sugars (glucose).3,4 These complex reactions are carried 

out by an intricate network of membrane-bound multi-protein systems (Figure 

4.1). More than 10 individual electron transfer (ET) steps take place during the 

catalysis that couples ATP and NADH synthesis to the oxidation of water 

(photosynthesis) or the reduction of O2 (respiration). 

 

 

Figure 4.1. Multistep ET in biological energy conversion systems. Top: 
Photosynthetic reaction scheme. Bottom: Aerobic respiration in mitochondria. 
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A simpler energy conversion system was discussed in Chapters 2 and 3; light 

energy (a laser pulse) was used to generate the high-valent compound II (CII) in 

Ru photosensitizer–cytochrome P450 conjugates by oxidizing a water molecule 

bound to the heme. Even within this artificial system, as many as four individual 

ET events maybe contribute to CII formation (Figure 4.2): ET quenching of the 

*RuII excited state to form RuIII, transient oxidation of tryptophan96, hole transfer 

to the porphyrin ring, and hole transfer to the iron center. 

In all of these systems, native and artificial, electrons and holes must be rapidly 

and efficiently separated, and transported across many-angstrom distances. 

Recombination of these electron-hole pairs would result in nonproductive loss of 

energy as heat, without accomplishing the desired reactions. For examples of scale, 

the width of a membrane lipid bilayer can span be 30 Å or more,5 and the Ru-Fe 

distance in Ru-P450 conjugates is 24 Å. 

In order to address these complex, multi-ET processes, we must first understand 

the factors that govern single-step ET within simple systems (e.g., small, model 

proteins). We then can asses how enzymes use multiple, short ET steps (electron 

“hopping”) to rapidly transport charges over biologically-relevant distances. 
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Figure 4.2. Sequential ET steps in the photo-triggered oxidation of Ru-P450 
conjugates. Blue arrows represent individual ETs. Oxidized species are colored red. 
Q is an exogenous quencher. 

Method for examining ET in proteins: photochemical triggering 

The Gray group and others have spent decades studying fundamental aspects of 

ET within proteins by tethering inorganic photosensitizers to protein surfaces 

(Figure 4.3). As mentioned for Ru-P450 conjugates, laser pulses trigger ET 

between the photosensitizer excited (or quenched) state, and a redox active center 
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within the protein. Redox active centers include copper in Pseudomonas 

aeruginosa azurin,6–9 heme iron in cytochrome c,10–13 and also amino acid side 

chains within complex enzymes such as ribonucleotide reductase (the enzyme that 

deoxygenates nucleotides, necessary for DNA, Figure 4.4).14 By varying the nature 

and location of the tethered photosensitizer, as well as the composition of the 

intervening protein, the effects of distance, driving force, and biological medium 

can be examined.6,13 These studies and others have shown that ET events through 

biological media can be analyzed using semiclassical ET theory.  

 

 
Figure 4.3. Photosensitizers and metallo-proteins. Top: A variety of 
photosensitizers tethered to amino acids. Bottom: redox active model proteins. 
Left to right: P. aeruginosa azurin (PDB: 1JZG, Cu in blue), horse heart 
cytochrome c (PDB: 1HRC, heme Fe in red), cytochrome b562 (PDB: 256B, heme 
Fe in red). All images of protein crystal structures in this Chapter were made using 
PyMol graphics software for Mac. 
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Figure 4.4. Ribonucleotide reductase from E. coli. Amino acid side chains along 
an ET path between Tyr122 radical-initiation and Cys439 active site (alpha, R1 
subunit: blue, PDB 1RLR; beta, R2 subunit: green, PDB 1MRX). 

This Chapter first offers a basic description of the theoretical underpinnings 

required for analyzing single-step ET, and some of the conclusions that have come 

out of single-step analysis in biological systems. This is followed by extension of 

electron tunneling to describe electron hopping, with a discussion of biochemical 

systems that employ this mechanism. We describe the step-by-step generation of a 

“hopping map,” a plot of multistep ET rate dependence on driving force for the 

first and overall reaction steps. We examine the utility of the hopping map for 

analyzing photo-triggered two-step hopping in rhenium-labeled azurin, and draw 

some general conclusions from this reactivity. We address some of the challenges 

and limitations of this type of analysis, and discuss the applicability to native ET 

systems. Finally, we address the utility of this hopping analysis for multistep ET in 

ruthenium-labeled cytochrome P450 (Chapters 2 and 3). 

4.2. Single-step electron tunneling: semiclassical theory 

We will begin examining ET reactions using semiclassical theory. ET between an 

electron/hole donor (D) and an acceptor (A) can be described using two harmonic 
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potential energy surfaces (Figure 4.5), where the positions along the horizontal 

axis describe nuclear configurations and geometries, and the vertical axis describes 

the system’s free energy. The parabolic surface on the left (red) describes the 

reactant state in which the electron or hole (denoted as a dot) resides on the donor 

moiety: (D|A). The right surface (blue) describes the product state, in which the 

electron/hole has been transferred to the acceptor (D|A).  

 

Figure 4.5. Energy diagram illustrating thermodynamic parameters for an ET 
reaction. The vertical axis is increasing energy; the horizontal axis describes the 
nuclear coordinate. Reactant state (D|A): red; product state (D|A): blue. 

The thermodynamic driving force for the reaction (–ΔG°) is given by the 

difference in energy between the minima of the reactant and product state surfaces 

(points a and b, respectively). Different nuclear and solvent configurations 

stabilize the reactant and product states (the energy minima are at different 

positions along the horizontal axis); thus, both inner sphere (nuclear) and outer 

sphere (solvent) rearrangements must accompany the ET reaction. This 

reorganization energy, λ, is a sum of nuclear (λinner) and solvent (λouter) 
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components. In Figure 4.5, λ is defined as the difference in energy of the reactant 

(or product) state in the reactant (a) and product configurations (c).  

The Franck-Condon principle states that the movement of electrons is much faster 

than the movement of nuclei. For thermal ET to occur with conservation of 

energy, the reactant and product geometries (and energies) must be equal. This is 

the point at which the reactant and product state surfaces intersect (d). The energy 

difference between the reactant state minimum (a) and this intersection (d) is the 

activation energy (ΔG‡) required in order for the reaction to proceed. 

For ET to occur, the two diabatic states must mix to form two adiabatic states 

(Figure 4.6, dashed lines). The electronic coupling matrix element which mixes 

the reactant and product states is known as HAB; the energy difference at the point 

of intersection between the upper and lower adiabatic curves is equal to 2HAB. 

From this diagram, it should be evident that enhanced electronic communication 

between the reactant and product states (larger HAB, and more mixing between the 

states) lowers the activation barrier for thermal ET. 

 
Figure 4.6. Energy diagram illustrating diabatic (solid lines) and adiabatic 
(dashed lines) states, and the coupling parameter HAB. 
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The specific rate of ET (kET) between donor and acceptor can be described by 

Equations 4.1 and 4.2. (For more details on the origin and development of this 

equation, the curious reader is directed to papers by R. A. Marcus15–18). 

 

€ 

kET =
4π 3

h2λkBT
HAB

2 exp −(ΔG° + λ)2

4λkBT
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  (4.1) 

 

€ 

HAB = HAB r0( )exp − 12 β r − r0( )
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  (4.2) 

Here, kB and h are the Boltzmann and Planck constants, respectively. The ET rate 

is dependent on reaction driving force (–ΔG°), reorganization energy (λ), and 

distance between electron/hole donor and acceptor (r). HAB is related to the D-A 

distance by Equation 4.2, where β is the decay constant for tunneling, r0 is the limit 

of contact (taken as the sum of van der Waals radii), and r is as given above. In 

general, ΔG° and λ depend on D and A molecular composition and local 

environment, while HAB is a function of D-A distance and the structure of the 

intervening medium (described by β).  

If all other parameters are held constant, increased driving force (more negative 

ΔG° values) results in increased ET rate – but only up to a point. The maximum 

ET rate occurs when –ΔG° is equal to λ; this is known as a “driving force 

optimized” reaction. Further increases in driving force result in decreased ET 

rates; this is known as the “inverted region.”  

For reactions that are driving force optimized, the exponential term in Equation 

4.1 becomes unity, and the ET rate depends primarily on donor-acceptor distance 

and the intervening medium. Assuming that λ is constant across a series, it can be 

seen from Equation 4.2 that a plot of log(kET) is linearly proportional to the D-A 

separation (r-r0), with a slope that is proportional to β. 
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Experimental Measurements 

Investigations by the Gray group and others have probed this driving force 

optimized regime in abiological model systems (small molecules, frozen organic 

glasses) and proteins. By analyzing aggregate data from myriad experiments, a 

tunneling timetable can be constructed to describe the distance dependence of ET 

through different media, including proteins (Figure 4.7). As described by 

semiclassical theory, log(kET) is linearly related to the D-A separation (r-r0), with a 

slope that is proportional to β. 

 

Figure 4.7. Tunneling timetables for driving force-optimized ET reactions.19 The 
“tunneling time” on the y-axis is the inverse of the ET rate constant. Left: 
comparison of ET through different media. Right: comparison of ET rates for 
different protein systems.  

One of the most important messages in Figure 4.7 is that as D-A distances 

increase linearly, the ET time increases exponentially. Single-step ET processes 

over large distances ( > 30 Å, such as the width of a membrane bilayer), could take 
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minutes or days, even for reactions that are driving force optimized. Another 

mechanism is needed to accomplish such long-distance ET events rapidly enough 

to support cellular processes. As will be demonstrated, breaking the overall ET 

event into multiple shorter (and therefore faster) hopping steps can allow the net 

ET reaction to proceed on a relevant timescale.  

4.3. Multistep electron transfer  

If there is an additional redox site between D and A that can accommodate an 

electron/hole, the overall transfer from D to A can occur in two shorter-distance 

(and potentially faster) tunneling steps; D to I, then I to A. In order to understand 

natural and model biological systems, and other multistep ET reactions, we would 

like to compare these hopping pathways to those of single-step ET. Since each of 

the hopping steps obeys the ET rate dependence based on its individual values of 

ΔG°, λ, and r, we can calculate the overall hopping reaction rate and compare it to 

that for single-step tunneling, to see if there is a “hopping advantage.”  

Two-step hopping requires three sites: the initial electron (hole) donor (D), a relay 

station to which this electron (hole) is temporarily transferred (I), and the final 

electron (hole) acceptor (A). Oxidized or reduced I is a real intermediate that, in 

principle, can be detected spectroscopically. It is helpful to think of these three 

sites together as a single system that can be described by the location of the 

electron/hole, as shown in Equations 4.3a-c.  

 

€ 

X = D+ /− ⋅ ⋅ ⋅ I ⋅ ⋅ ⋅ A  (4.3a) 

 

€ 

Y = D ⋅ ⋅ ⋅ I+ /− ⋅ ⋅ ⋅ A  (4.3b) 

 

€ 

Z = D ⋅ ⋅ ⋅ I ⋅ ⋅ ⋅ A+ /−  (4.3c) 
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We write the hopping reactions as follows: 

€ 

   

The corresponding rate equations are given in Equations 4.4a-c: 

 

€ 

d[X]
dt

= −k1[X]+ k2[Y ] (4.4a) 

 

€ 

d[Y ]
dt

= k1[X] − k2[Y ] − k3[Y ]+ k4[Z] (4.4b) 

 

€ 

d[Z]
dt

= k3[Y ] − k4[Z] (4.4c) 

By solving this set of differential equations, we obtain expressions for each of the 

concentrations as functions with respect to time (i.e., [X](t), [Y](t), [Z](t)). We 

assume that the initial concentrations of Y and Z are zero; the resulting equations 

are more complicated without this assumption. Mathematica software (Wolfram 

Research) can be used to solve these equations analytically. We are interested in 

the overall electron transfer rate constant from the initial donor to the acceptor, 

therefore, the function [Z](t) is particularly useful. The very lengthy output from 

Mathematica for [Z](t) can be simplified to the following form (Equation 4.5): 

€ 

[Z](t)hopping =
[X]0k1k3
2bc

2c − c − a c( )exp 12 −a − c( )t⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ − c + a c( )exp 12 −a + c( )t⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ 
  

  (4.5) 

where a, b, and c are defined as: 

 

€ 

a = k1 + k2 + k3 + k4  (4.6a) 
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€ 

b = k1k3 + k1k4 + k2k4  (4.6b) 

 

€ 

c = a2 − 4b  (4.6c) 

Eventually we will want to compare the overall rates of single-step ET and two-

step hopping, therefore, an analogous expression for [Z](t) using the single-step 

mechanism must be defined. 

  

 

€ 

X = D+ /− ⋅ ⋅ ⋅ A (4.7a) 

 

€ 

Z = D ⋅ ⋅ ⋅ A+ /−  (4.7b) 

Solving the differential equations in the same manner as described above, the 

single-step expression is given in Equation 4.8, again assuming that [Z]0 is 0. 

 

€ 

[Z](t)tunneling =
[X]0k5 1− exp − k5 + k6( )t( )[ ]

k5 + k6
 (4.8) 

Comparison of the [Z](t) functions for both mechanisms (Equations 4.5 and 4.8, 

respectively) shows that hopping is a biexponential process, while single-step 

tunneling is monoexponential. In order to compare these two mechanisms directly 

(and determine the rate advantage for hopping), we need to determine an average 

ET time (τ). The “survival probability” function, F(t) (Equation 4.9) gives the 

probability (from zero to one) that an electron at any point in time will have not 

yet undergone the complete ET to generate product (Z).  

 

€ 

F(t) =
[Z](t) − [Z](∞)
[Z](0) − [Z](∞)

 (4.9) 
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Integration of this function (F(t)) gives the desired average ET time (Equation 

4.10). 

 

€ 

τ = F(t)dt
0

∞

∫  (4.10) 

Substitution with the [Z](t)hopping and [Z](t)tunneling functions from Equations 4.5 

and 4.8 gives: 

 

€ 

τhopping =
k1 + k2 + k3 + k4
k1k3 + k1k4 + k2k4

 (4.11) 

 

€ 

τ tunneling =
1

k5 + k6
 (4.12) 

For construction of the hopping map, we are interested in average ET time with 

respect to ΔG° of the first hopping step, which is the branching point between the 

two mechanisms, as well as the driving force of the overall reaction. Accordingly, 

the expressions for τ in terms of rate constants (k1 through k6) must now be 

converted to expressions in terms of ΔG° and the other ET parameters (β, λ, HAB, 

r). Substitution of Equation 4.2 into Equation 4.1 and collection of constants yield 

a general equation for a single-step tunneling:  

 

€ 

kET = C0 exp −β r − r0( ) − ΔG° + λ( )2

4λkBT

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟  (4.13) 

 

€ 

C0 =
4π 3

h2λkBT
HAB (r0)( )2  (4.14) 

We also define expressions for the reverse rate constants (k2, k4) in terms of 

forward rate constants (k1, k3) by using the definition of ΔG°: 
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€ 

k2 = k1 exp
ΔG°DI
kBT

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  (4.15) 

 

€ 

k4 = k3 exp
ΔG°IA
kBT

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  (4.16) 

 

€ 

ΔG°DA = ΔG°DI + ΔG°IA  (4.17) 

where ΔG°DI and ΔG°IA are the standard free energy changes for the first and 

second hopping steps, respectively, and ΔG°DA is the overall reaction free energy 

change. Note that this notation assumes that the reaction starts from a donor, D. 

Depending on the particular system, this can be either an electron donor or a hole 

donor. Substitution of Equations 4.13-4.16 into Equations 4.11 and 4.12 and 

subsequent simplification yields τ in terms of the ET parameters (Equations 4.18 

and 4.19). These expressions have been simplified by assuming that a single β and 

λ apply for all ET reactions in the system, but this is not necessary (as will be seen 

for hopping maps, vide infra). 

€ 

τhop =

exp β r2 − r0( ) +
ΔG°IA + λ( )2

4λRT

⎛ 

⎝ 

⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 1+ exp ΔG°DI

RT
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ + exp β r1 − r0( ) +

ΔG°DI + λ( )2

4λRT

⎛ 

⎝ 

⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 1+ exp ΔG°IA

RT
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

C0 1+ exp ΔG°IA
RT

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ + exp

ΔG°DA
RT

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

 

  (4.18) 

€ 

τ tunneling =
1

C0 exp −β rT − r0( )( ) exp − ΔG°DA + λ( )2

4λRT

⎛ 

⎝ 

⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ + exp

− ΔG°DA − λ( )2

4λRT

⎛ 

⎝ 

⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 

⎛ 

⎝ 

⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 

 (4.19) 

The values r1, r2, and rT correspond to the D–I, I–A, and D–A distances, 

respectively. Note that these are straight-line distances, so rT need not be the sum 

of r1 and r2.  
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Substitution of Equation 4.18, using Equation 4.17, gives τhopping in terms of ΔG°DI 

and ΔG°DA. The dependence of τhopping on ΔG°DA and ΔG°IA can be represented 

graphically on a hopping map. The values of τhopping span many orders of 

magnitude, so we construct contour plots of –log10(τhopping) (represented by the 

color gradient), with –ΔG°DA as the x-axis, and –ΔG°DI as the y-axis.  

A computer program for the construction of hopping maps is available for 

download at http://www.bilrc.caltech.edu. The Matlab scripts used to generate this 

program also can be found in Appendix D.  

4.4. Construction of Hopping Maps: an example for Re-Azurin  

We will first examine use of the hopping map program to construct a hopping 

map for a known rhenium-labeled azurin system in which tryptophan acts as the 

redox intermediate.20  

 

Figure 4.8. The ReH124-W122-Azurin hopping system. The Re photosensitizer is 
highlighted in yellow, W122 in purple, and the Cu center in blue. PDB 2I70. 
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Inputs in two prompts are required to generate each map. The first prompt 

requests the ET parameters for the system of interest, namely temperature T (K), 

donor-intermediate-acceptor distances r (Å), and the parameters β (Å-1), and λ 

(eV) (Figure 4.9).  

 

Figure 4.9. Prompt #1: ET parameters. In this notation, “A” is the donor, or 
starting point, “I” is the intermediate, and “B” is the acceptor, or end point of the 
ET reaction. 

In all cases, the van der Waals contact (r0) is assumed to be 3 Å, and HAB(r0) is 

0.0231 eV. These parameters affect the rates and contours associated with each 

map. For demonstration purposes, the default variables in this prompt are those 

used for the ReH124-W122-Azurin system. Note that the hopping map program 
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allows variation of β and λ values for each individual ET. For all analyses in this 

Chapter, we will use constant β and λ values within a system. The effect of 

variability/uncertainty in each ET parameter is discussed in Section 4.5.  

Pressing “OK” in the first prompt brings up a second one (Figure 4.10). This 

prompt accepts parameters that define hopping map visualization: the range of 

driving forces to be examined (ΔGDI° and ΔGDA°, eV), resolution, and contour 

intervals. Note that these parameters do not affect the fundamental hopping rates 

associated with a given system. Maps with larger range and higher resolution take 

more time to generate; this prompt gives the user control over the speed and 

quality with which each map is generated. 

 

Figure 4.10. Prompt #2: Hopping Map parameters 

Pressing “OK” in the second prompt will generate the hopping map. Once the map 

has been generated, the prompts will re-appear, to allow construction of another 

map. This time, the default parameters are the previously input values. When no 

more maps are desired, pressing “Cancel” on both prompts exits the program. 
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A sample hopping map for ReH124-W122-Azurin has been generated using the 

values shown above Figure 4.11. The program output includes the hopping map 

with labeled axes, a record of the ET parameters used in the generation of this 

map, and a color bar indicating the hopping time associated with each color.  

 

Figure 4.11. Sample hopping map for ReH124-W122-Azurin. ET parameters are 
displayed in the side bar. A black dot has been placed at ΔGtotal° = –0.94 eV,  
ΔG1st step° = –0.028 eV. 

The color contours represent the predicted hopping time, for any given ΔGDI° for 

intermediate formation, and ΔGDA° for the complete reaction. Redder, or “hotter” 

regions indicate faster hopping and smaller time constants τ. For example, the 

reddest, most inner region of this map (ΔGDI° ~ –0.3 eV, ΔGDA° ~ –1.2 eV) 

corresponds to a –log(τ) value of 8.2-8.3, or a hopping time of 5-6 ns; the bluest 

edge (upper left corner) corresponds to a –log(τ) value of 2.2-2.4, or a hopping 

time of 4-6 ms. 
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Two portions of the map are shown in white; these are regions in which we would 

not predict to observe hopping. The region in the upper right is one in which 

τhopping/τtunneling < 1; in other words, where hopping is predicted to be equal to or 

slower than single-step ET. As will be seen, the position and shape of this 

perimeter vary based on the assumed ET parameters. The bottom left hand corner, 

to the left of the solid black line, is the region in which the second hopping step is 

endergonic. In this case, the intermediate acts as an electron/hole sink, instead of 

promoting the second ET step. This black line corresponds to ΔGDI° = ΔGDA°, and 

is the same for all maps. 

By examining the driving forces at work in ReH124-W122-Azurin, we can place this 

system on the map and compare predicted and experimental ET rates. The driving 

force for the first ET step (tryptophan oxidation) was determined to be –28 meV, 

based on kinetics analysis of the forward and reverse ETs between W122 and 

*Re.20,21 On the map, this regime is indicated by a horizontal dashed line. Photo-

induced metal-to-ligand charge transfer (MLCT) generates a highly oxidizing 

triplet excited state (*ReIIdmp–); this excited state potential (E°(*ReIIdmp–

/(ReIdmp–)) is taken to be 1.25 V vs. NHE; all reduction potentials are vs. NHE, 

unless otherwise noted.22,23 The azurin CuII/I potential was determined at 0.31 V 

(pH 7).24 Thus, the overall driving force is 0.94 eV. The black dot in Figure 4.11 

represents this location, with a predicted time constant of 44 ns. This within a 

factor of 2 of the experimentally determined time constant (31 ns).20  

A number of important features are evident in the hopping map. In cases where 

the first hop occurs with little driving force (ΔGDI° ~ 0, on the vertical axis), the 

horizontal nature of the map contours indicates that overall ET rate is much more 

sensitive to changes tryptophan oxidation (ΔGDI° ) than in the overall driving force 

(ΔGDA°). As an example, let’s again examine the black dot on the map. Increasing 
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or decreasing the driving force for tryptophan oxidation by 50 mV (without 

affecting the overall driving force) results in a range of time constants of 54-570 ns, 

variation by an order of magnitude. Similar variation in total driving force 

(without affecting the driving force for tryptophan oxidation) only results in a 

range of 145-160 ns, roughly 10% variability. Conversely, for systems in which 

ΔGDI° is very negative (bottom rows of the map), the contours are more vertical, 

and total ET time (τ) is much more dependent on the overall driving force.  

Another key feature is the border along the upper right hand corner. This indicates 

that the multistep advantage is lost for systems in which the first ET event is 

endergonic by more than ~200 mV. Such systems may still undergo ET, but it is 

more likely to proceed via single step tunneling.  

A final observation is that the hopping map displays the inverted region with 

respect to overall driving force; ET times associated with ΔGDA° = –1.5 V are 

slower than those at ΔGDA° = –1.2 V across the entire range of ΔGDI°.  

4.5. ET parameters: selection process, effects, and limitations 

For the ReH124-W122-Azurin system, many of the ET parameters can be measured 

directly, and all of the fundamental rate constants have been determined 

experimentally by transient luminescence and absorption spectroscopies.20 

However, the values of β, λ, r1 and r3 are still subject to interpretation, even for this 

well-characterized protein system. Additionally, there is debate over the precise 

reduction potentials (and therefore, driving forces) associated with donor, 

intermediate, and acceptor. For more complex biochemical systems, the process of 

selecting parameters and analyzing the hopping map becomes even more 

complicated. 
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In this section we use the Re-Azurin system to illustrate the effect that these ET 

parameters (and uncertainty in their values) have on the rates and shapes 

associated with the hopping map, and discuss various approaches for determining 

or estimating these parameters. To facilitate comparison, all hopping maps in this 

section are scaled to the same ET time (τ) axis: 100 ms (dark blue) to 1 ns (dark 

red). 

Temperature 

The first variable requested by the Hopping Map program is temperature. This is 

often the easiest parameter to determine for an experimental system, and will be 

ambient temperature (298 K) for a large number of biological systems.  

 

Figure 4.12. Temperature dependence of the ReH124-W122-Azurin hopping map. 
r1=8.1 Å, r2=12.8 Å, rT=19.4 Å; β=1.1 Å-1; λ=0.8 eV. The black dot is located at 
ΔGtotal° = 0.94 eV, ΔG1st step° = –0.028 eV. 
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These maps highlight the fact that the region of hopping advantage shrinks at 

lower temperature. This indicates that for this system, hopping is more sensitive to 

temperature than single-step tunneling; it slows down more at low temperatures, 

and speeds up more at high temperatures. By T= 98 K, we do not expect to observe 

hopping for ReH124-W122-Azurin. 

Another observation from these maps is that the optimal total driving force 

(ΔGDA° = –1.2 V) is constant across a nearly 300 K range of temperatures. In other 

words (and, as is expected from Equation 4.1), the inverted region does not shift 

with temperature. As will be seen, the only parameter that affects the point of 

inversion is λ. 

Distance 

In a case such as Re-Azurin, where the ET system has been crystallographically 

characterized, it seems straightforward to determine values for r. However, these 

straight line distances do not account for specific ET pathways.25–27 As a first 

approximation, the total ET distance (Cu to Re) is measured as the straight line 

between the metal centers: 19.4 Å. However, the intermediate ET steps which 

transiently oxidize W122 in are not as well defined.  

The original, published hopping analysis used distances to and from the 

tryptophan C2 carbon: (r1=8.9 Å, r2=11.1 Å, rT=19.4 Å).20 However, for a 

delocalized, aromatic π system, the electron does not necessarily originate from a 

single atom. One could, alternatively, use the average distance between the 9 atoms 

in the Trp indole and the Re or Cu center (r1=8.1 Å, r2=12.8 Å, rT=19.4 Å); these 

are the distances we have used in the example hopping maps thus far. One could 

also use the closest edge-to-edge distances (r1=6.3 Å, r2=10.8 Å, rT=19.4 Å). As yet 

another alternative, one could take into account calculated descriptions of the 
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highest occupied molecular orbital (HOMO) of indole as the source of the electron 

for the first ET step, and calculated and experimental formulations of the spin 

density on Trp radical cation as the source of the hole for the second step.28 As a 

simplification of this formulation, we use the average distance of the six benzyl 

atoms to Re as r1 (7.4 Å), the average distance of the five pyrrole atoms to Cu as r2 

(11.8 Å) and the Re-Cu distance as rT (19.4 Å).  

 

Figure 4.13. Hopping maps for ReH124-W122-Azurin with differing distance 
formulations. β=1.1 Å-1; λ=0.8 eV. The black dot is located at ΔGtotal° = –0.94 eV, 
ΔG1st step° = –0.028 eV. 

These different distance formulations change the rate by just over an order of 

magnitude (at the black dot), but do not greatly affect the perimeter (area of 

hopping advantage) or map contours, particularly in the region of interest. We 

conclude that changes of less than ± 1 Å usually affect the hopping times by less 

than a factor of 10. 
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Tunneling decay constant, β 

Based on experimental data, the average tunneling decay constant (β) for proteins 

is 1.1 Å-1 (shown in the tunneling timetable (Figure 4.7). The original hopping 

analysis used this value. However, there is significant scatter in the tunneling 

timetable, and different protein systems may have different decay constants. A 

superexchange coupling model that takes into account structural complexity can 

be used to explain this scatter.26,27,29–33 Experimental determination of β for each 

individual system is impractical, and so approximations must be made. Knowledge 

of specific ET pathways facilitates estimation of β. The hopping maps allow us to 

easily investigate how variation in β results in discrepancies in τhopping. 

 

Figure 4.14. Hopping maps for ReH124-W122-Azurin with differing values of β. 
λ=0.8 eV, r1=8.1 Å, r2=12.8 Å, rT=19.4 Å. The black dot is at ΔGtotal° = –0.94 eV, 
ΔG1st step° = –0.028 eV. 
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Larger values of β result in increased hopping total ET times, just as in single-step 

tunneling. In this case, single-step tunneling is more sensitive to β than is hopping; 

as β (and ET times) decrease, the region of hopping advantage also shrinks. This is 

opposite what was observed for temperature, where a decrease in ET times was 

accompanied by an increase in the region of hopping advantage.  

Within the context of a protein, the parameter β is essentially bound by the 

limiting values of tunneling through aqueous glasses (β = 1.6)34,35 and conjugated 

xylyl chain (β = 0.76).36 In practice, the lower bound can be raised further, to that 

for an alkane chain (β = 1.0).37 Of the 32 data points for electron-tunneling 

through the protein medium, (Figure 4.7), only two fall above the line of β = 1.0; 

hopping has been implicated in both cases. In the case of ReH124-W122-Azurin, 

variation of β by ± 0.2 Å-1 (from the starting value of 1.1 Å-1) results in increase or 

decrease in ET time by less than a factor of four. 

Reorganization energy, λ 

As discussed previously, the reorganization required for a given reaction is 

composed of both inner- (nuclear) and outer-sphere (solvent) rearrangements. 

Electron transfer events are charged, by nature. Thus, a polar environment (such 

as solvation by water molecules) reorganizes more in response to ET. By 

sequestering redox cofactors within a hydrophobic protein environment, enzymes 

reduce reorganization and the energy of activation for ET. The inner-sphere 

reorganization energy of many metalloproteins also is small, particularly when 

there is no change in spin state, and/or when the ligand geometry is constrained.38 

Experimental reorganization energies have been determined by varying the driving 

force for single-step ET (Table 4.1). The reorganization energy used in the original 

hopping was 0.8 eV, based on these types of experimental investigations.9,19 
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However, different systems, particularly those not evolved for rapid ET, may have 

alternate values of λ. 

Table 4.1. Reorganization energies for various proteins. Table is adapted from Ref 
38.13,38–45 a: Ref. 39, b: Ref. 13, c: Ref. 40, d: Ref. 41, e: Ref. 42, f: Ref. 43, g: Ref. 44, h: 
Ref. 45. 

 

 

Figure 4.15. Hopping maps for ReH124-W122-Azurin with differing values of λ. 
β=1.1 Å-1, r1=8.1 Å, r2=12.8 Å, rT=19.4 Å. The black dot is at ΔGtotal° = –0.94 eV, 
ΔG1st step° = –0.028 eV.  
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Changes in λ affect both the rates and contours of the map. As λ increases, the 

“hottest” center widens and shifts to more negative values of both ΔGDA° and 

ΔGDI°. At the driving forces of interest for the ReH124-W122-Azurin system (ΔGDA° 

=–0.94 eV, ΔGDI°=–0.028 eV), there is inversion with respect to λ; the maximum 

rate occurs at λ=0.6-0.8, and decreases at both smaller and larger values. 

ReH124-W122-Azurin is nearly driving force optimized for λ. There is little variation 

between λ=0.6 and 0.8 eV. However, outside of that optimal range, ET times 

change dramatically with variation in λ (as is expected). For driving force 

unoptimized systems in which λ is uncertain, hopping maps provide only a rough 

approximation of ET times, and must be assessed with care. 

Driving forces 

The parameters discussed above (T, β, λ, r) are needed for the construction of the 

map. However, complete hopping analysis requires placing the system of interest 

on the map, and determining the predicted τ values and rate advantage of 

hopping. In order to do this, one needs to have knowledge of the driving forces 

associated with the first and overall ET steps.  

Unfortunately, the E° of relevant cofactors often are unknown. Due to the 

reactivity of many of the intermediates (such as amino acid radicals), there is 

significant variation in the reported values. Additionally, these potentials can be 

shifted from the solution values by the protein environment, and, if coupled with 

protonation/deprotonation, can be affected by pH and hydrogen-bonding. 

For example, the solution W✚/W potential has been estimated at +1.15 V 

(water),22 +1.24 V (water, pH 7),46 or 0.98 V (water, pH 8).47 Based on the 

experimentally measured rate for tryptophan oxidation in ReH124-W122-Azurin 
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(where W122 is relatively solvent exposed), ΔGDI° was determined to be –0.028 V; 

assuming a *ReII(dmp–)/ReI(dmp–) potential of 1.25 V,22 this places the W✚/W at 

1.22 V. Driving forces for ET can be further complicated by changes in 

protonation state. Tryptophan radical cation is significantly more acidic than the 

neutral species (pKa=4.5 vs. ~21).48 Another redox active amino acid (and potential 

hopping intermediate), is tyrosine; this intermediate is much more sensitive to pH. 

The tyrosine neutral species has a pKa of 10, and a radical cation pKa of –2.49 For 

both of these amino acids, the relevant driving forces are influenced by pH and 

hydrogen bonding (Figure 4.16). 

 

Figure 4.16. Square scheme for tryptophan (left) and tyrosine (right), including 
relevant reduction potentials and acid dissociation constants.48,49 Gray values 
indicate DMSO solutions.  

4.6. Hopping Map Limitations 

In the best cases, the hopping maps give insight into the advantage of hopping 

over single-step ET, and provide an estimate of hopping times within an order of 

magnitude. From the above analysis, small uncertainties in ET parameters (r: ± 1 

Å; β ± 0.2 Å-1, λ ± 0.1 eV) can change the hopping times (τ) by less than a factor of 
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10. Additionally, the Hopping Maps program allows quick and facile analysis of 

the effect of these uncertainties for any given system.  

However, these ET parameters can be greatly affected by the specific protein 

environment, and experimental measurement of many of these parameters is 

extremely difficult. Even once a hopping map has been constructed with 

confidence, accurate comparison between computed and experimental hopping 

rate constants requires accurate assessment of reaction driving forces. This is 

greatly complicated by the paucity of reliable reduction potential data for 

biological ET reactions that, for a given cofactor, strongly depend on the protein 

environment.  

Even when exact comparison of experimental and predicted time constants is not 

possible, assessment of multiple maps can provide a range of expected values, and 

in some cases, may provide insight into the advantage of hopping over single-step 

tunneling. We will examine one of these highly underdetermined cases to assess 

the possibility of hopping in a ruthenium-cytochrome P450 system.  

4.7. Application to the P450-W-Ru system 

As described previously, we developed a system for phototriggered heme oxidation 

in a Ru-cytochrome P450 conjugate that requires the presence of a tryptophan 

situated between Ru and heme sites. We have experimentally determined the rate 

of porphyrin oxidation, which proceeds on the microsecond timescale with 

relatively little driving force. By examining a series of hopping maps, we aim to 

determine the feasibility of oxidative (hole) hopping in this system. Is hopping 

possible? And, based on our analyses, is hopping probable? 
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Figure 4.17. Hopping system in RuK97C-W96-P450BM3 (PDB: 3NPL). The P450 
heme is highlighted in red, W96 in purple, and the Ru photosensitizer in orange. 

Estimates and Challenges 

Hopping in the Ru-W-P450 system is underdetermined. Nevertheless, we can 

make estimates, and probe to what extent error in those estimates affects the 

hopping map. Temperature is the most certain parameter: 293 ± 2 K. We have no 

direct measurement of β and λ, but will begin by assuming the typical parameters 

of β=1.1 Å-1; λ=0.8 eV, which apply to many systems (as discussed previously).  

The Ru-W-P450 system has been crystallized, and we will use the crystallographic 

distances as our first estimates for r1, r2, and rT. However, as described for ReH124-

W122-Azurin, the ET origin associated with the aromatic tryptophan side chain is 

ill-defined. Additionally, the hole-acceptor in this case is not a metal center, but 

the large, conjugated porphyrin ring. Furthermore, the ruthenium photosensitizer 

is tethered to the protein surface via a flexible acetamido linker. Significant 

disorder in one unit of the crystal structure, and the biexponential luminescence 

decay support the existence of multiple conformations (and thus, multiple possible 

distances) in solution.  
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The crystallographic Ru-Fe distance is 23.7 Å. We are interested in oxidation of 

the porphyrin ligand; however, this center is approximately the average of the 

distances between the photosensitizer and conjugated porphyrin (23.9 Å). We will 

also examine the distance to the nearest pyrrole edge on the porphyrin: 20.8 Å. It is 

possible to bring the photosensitizer center even closer to the porphyrin by 

bending it into a depression in the surface (above the buried heme). Such an 

arrangement could decrease the through-space Ru-porphyrin distance by as much 

as 4 Å, and also bring Ru an estimated 2 Å closer to the tryptophan. 

 

Figure 4.18. Model of the Ru-P450 surface. The photosensitizer is highlighted in 
blue, the cysteine linker in yellow, W96 in purple, and the buried heme in red. 

Finally, we must make estimates for ΔGtotal° and ΔG1st step°. Instead of placing a dot 

on the map, we will define a region in which we reasonably expect to find our Ru-

P450 system. (As a reminder, all reduction potentials are referenced versus NHE.) 
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The oxidatively quenched photosensitizer has E°(RuIII/II) ≈ 1.3 V.50,51 The E°(FeIV/III) 

in other heme enzymes (e.g., horseradish peroxidase) have been reported in a 

range of 0.72-1 V.52 A P450 relative, the heme-thiolate enzyme chloroperoxidase, 

has E°(FeIV/III) estimated at 1.3 V.53 We will assume that the P450 E°(FeIV/III) is 

within the range of 0.9-1.3 V, and that the E°(por✚/por) is at or above this value 

(so that the entire reaction is exergonic). For all analyses, we will use the driving 

force range: –ΔG°total = 0 to 0.3 V. As discussed previously, a range of W✚/W 

potentials have been reported (1-1.3 V), and these can be influenced significantly 

by hydrogen bonding and protein environment. Therefore, we will assume a range 

of driving force for first hop step (–ΔG°1st step) of –0.10 to +0.3 V.  

Single-step tunneling 

To provide a comparison for the hopping rates, we will first examine the RuK97C-

W96-P450BM3 system using single-step ET (Equations 4.1 and 4.2). Predicted ET 

times (τ) are listed in Table 4.2. Note that at low driving force, with a distance of 

~24 Å, single-step ET takes nearly a second. 

Table 4.2. Calculated single-step tunneling times for porphyrin oxidation, using a 
variety of ET parameters.  
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Hopping Analysis 

By constructing a series of hopping maps, we aim to determine whether or not 

there is a clear hopping advantage within reasonable ET parameters. We will 

systematically vary ET parameters (r, β, λ) for the Ru-P450 system, and determine 

the effects on two-step hopping versus single-step tunneling. Each map is 

constructed with the same range of driving forces and same color scale as the Re-

W-azurin system (to facilitate comparisons). The range of expected driving forces 

is bordered by dashed lines. Heme oxidation was observed experimentally, so we 

assume that –ΔG°DA > –ΔG°DI; in other words, the system does not fall in the 

white, bottom left corner of the maps. 

Table 4.3. Minimum driving forces necessary to obtain the experimental ET time 
(within a factor of 3) for each hopping map. 

 

Within the context of each map, we can also determine minimum driving forces to 

give a time constant within a factor of three of the experimental value; these are 

given in Table 4.3. These values are mainly intended to orient the reader to the 

map, not to place the Ru-W-P450 system at a defined driving force.  
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Varying Distances 

We first examine the longest distance for ET (case A), using the ruthenium center, 

the porphyrin centroid (average Ru-por distance = 23.9 Å), and the W centroid 

(average Ru-W, W-por distances). The other ET parameters are β=1.1, λ=0.8, as 

used previously for the original ReH124-W122-Az system. In case A, hopping is 

clearly advantageous over the entire expected driving force range. The 

experimental time constant of 1.3 μs can be reproduced (within a factor of three) 

assuming reasonable driving forces of 300 meV and 180 meV (for –ΔG°DA and   

–ΔG°DI, respectively). This is a rate advantage of four orders of magnitude 

compared to single-step ET. 

Next, we set rT as the distance to the nearest edge of the porphyrin: 20.8 Å (case B). 

The horizontal contours in this map (as well as all the others that follow) shows 

that hopping is limited entirely by the first step: tryptophan oxidation. The region 

of hopping advantage decreases. However, hopping still beats single-step tunneling 

within all of the expected driving forces, and the experimental time can be 

reproduced with milder overall driving forces (~150 meV). 
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Figure 4.19. Hopping maps for RuC97-W96-P450BM3 heme oxidation: Distance 
formulations. 

If we change the distance formulation to use the tryptophan edges (case C) instead 

of the centroid, we decrease the distance of the first hopping step. This decreases 

the overall hopping times, and increases the area of hopping advantage. Very little 

driving force (~ 0.02 eV) is required to reproduce the experimental time constant, 

using this formulation. Once again, hopping has a rate advantage of four orders of 

magnitude. 

As discussed for the single-step analysis, a final possibility for distances is that the 

photosensitizer bends over, bringing it in closer proximity to the porphyrin (and 

also to the tryptophan). Comparison between cases B and G shows that rates 

increase by over an order of magnitude, and the region of hopping advantage 

significantly decreases. The hopping advantage is lost only in cases where the first 

hop is endergonic (>0.05 eV), and the overall driving force is large. 
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Varying β and λ  

We can also examine the effects of uncertainty in β and λ on the RuK97C-P450BM3 

hopping map. A significant rate increase is seen by lowering β to 1.0 Å-1 (case D), 

and a significant decrease is seen by raising β to 1.3 Å-1 (case E). However, the 

region of hopping advantage does not change significantly. Since ET must proceed 

mainly through bonds, but with at least one through-space hop (between Trp96 

and the porphyrin edge), we suspect that the original value of 1.1 Å-1 is a 

reasonable approximation. Changes in λ significantly affect hopping times, and the 

region of hopping advantage (cases F and G). In each case, the experimental time 

constant can be reproduced, and hopping is advantageous at all expected driving 

forces. 

 

Figure 4.20. Hopping maps for RuK97C-P450BM3 photochemical heme oxidation: 
Altering β and λ. 



	  146	  

All of these maps show a clear hopping advantage, even if single-step ET can 

reproduce the experimental rate constant within the expected driving forces. What 

would it take for single-step ET to out-compete hopping?  

We present one final, “worst case” hopping scenario (case I). rT is small in 

comparison to r1 and r2 (as the photosensitizer bends toward the P450 surface), β is 

small (tunneling through a conjugated chain), and λ is large. As shown in Figure 

4.21, the Ru-W-P450 system is situated exactly where hopping is most 

advantageous: low overall driving force. Even if the first hop (e.g., tryptophan 

oxidation) is endergonic by 100 mV, the two-step process can be faster. 

 

Figure 4.21. Hopping maps for RuK97C-P450BM3 photochemical heme oxidation: 
Worst case hopping scenario. 

These hopping map analyses strongly support the idea of hopping in the Ru-P450 

system. In every scenario examined, the experimental rate constant can be easily 

reproduced with reasonable ET parameters, and there is a rate advantage to 

hopping in the majority of driving forces.  
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4.8. Conclusions 

This tutorial demonstrates the usage, utility, and limitations of Hopping Maps for 

the analysis of multistep ET events. We have used this analysis to examine the 

multistep photochemical heme oxidation in RuK97C-P450BM3, and have shown that 

there is a clear hopping advantage at nearly all parameters explored. Creation of 

hopping maps is greatly facilitated by the availability of the hopping map program. 

However, construction and interpretation of hopping maps that have any relation 

to real chemical systems requires detailed knowledge of ET parameters. 
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