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Abstract 

In the quest to develop viable designs for third-generation optical interferometric gravitational-wave 

detectors , one strategy is to monitor the relative momentum or speed of the test-mass mirrors, 

rather than monitoring their relative position. The most straightforward design for a speed-meter 

interferometer that accomplishes this is described and analyzed in Chapter 2. This design (due 

to Braginsky, Gorodetsky, Khalili, and Thorne) is analogous to a microwave-cavity speed meter 

conceived by Braginsky and Khalili. A mathematical mapping between the microwave speed meter 

and the optical interferometric speed meter is developed and used to show (in accord with the speed 

being a quantum nondemolition observable) that in principle the interferometric speed meter can 

beat the gravitat ional-wave standard quantum limit (SQL) by an arbitrarily large amount, over an 

arbitrarily wide range of frequencies . However, in practice, to reach or beat the SQL, t his specific 

speed meter requires exorbitantly high input light power. The physical reason for this is explored, 

along with other issues such as constraints on performance due to optical dissipation. 

Chapter 3 proposes a more sophisticated version of a speed meter. This new design requires 

only a modest input power and appears to be a fully practical candidate for third-generation LIGO . 

It can beat the SQL (the approximate sensitivity of second-generation LIGO interferometers) over 

a broad range of frequencies (~ 10 to 100 Hz in practice) by a factor h/hsQL ~ Jwc{';/ /Wcirc· 
Here Wcirc is the light power circulating in the interferometer arms and WsQL ~ 800 kW is the 

circulating power required to beat the SQL at 100 Hz (the LIGO-II power). If squeezed vacuum 

(with a power-squeeze factor e - 2R) is injected into the interferometer's output port, the SQL can 

be beat with a much reduced laser power: h/hsQL ~ Jwc{';/ /Wcirce2R. For realistic parameters 

(e2R ~ 10 and Wcirc ~ 800 to 2000 kW), the SQL can be beat by a factor ~ 3 to 4 from 10 

to 100 Hz. [However, as the power increases in these expressions, the speed meter becomes more 

narrow band; additional power and re-optimization of some parameters are required to maintain the 

wide band.] By performing frequency-dependent homodyne detection on the output (with the aid 

of two kilometer-scale filter cavities), one can markedly improve t he interferometer's sensitivity at 

frequencies above 100 Hz. 

Chapters 2 and 3 are part of an ongoing effort to develop a practical variant of an interferometric 

speed meter and to combine the speed meter concept with other ideas to yield a promising third-
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generation interferometric gravitational-wave detector that entails low laser power. 

Chapter 4 is a contribution to the foundations for analyzing sources of gravitational waves for 

LIGO. Specifically, it presents an analysis of the tidal work done on a self-gravitating body (e.g., a 

neutron star or black hole) in an external tidal field (e.g., that of a binary companion). The change 

in the mass-energy of the body as a result of the tidal work, or "tidal heating," is analyzed using the 

Landau-Lifshitz pseudotensor and the local asymptotic rest frame of the body. It is shown that the 

work done on the body is gauge invariant, while the body- tidal-field interaction energy contained 

within the body's local asymptotic rest frame is gauge dependent. This is analogous to Newtonian 

theory, where the interaction energy is shown to depend on how one localizes gravitational energy, 

but the work done on the body is independent of that localization. These conclusions play a role 

in analyses, by others, of the dynamics and stability of the inspiraling neutron-star binaries whose 

gravitational waves are likely to be seen and studied by LIGO. 
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Chapter 1 

Introduction and Overview 

This thesis consists of two main topics-interferometric speed meters as candidates for third-genera­

tion gravitational-wave detectors (Chapters 2 and 3) and tidal work in binary systems (Chapter 4). 

Accordingly, this introduction will be divided into two main sections to provide background for each 

subject. 

1.1 Background on Interferometric Speed Meters 

1.1.1 Conventional Interferometric Gravitational-Wave Detectors 

Interferometric gravitational-wave detectors are essentially Michelson interferometers with Fabry­

Perot-cavity arms where mirrors act as "test masses"- free particles that travel through the hori­

zontal part of space-time on geodesics. Since, according to general relativity, gravity is the curvature 

of space-time and gravitational waves are ripples in that curvature, the test masses' geodesics will 

be changed by passing gravitational waves. In essence, gravity waves will cause the interferometer's 

mirrors to move relative to one another. 

Around the world, there are several such detectors that have been built, are under construction, 

or are being planned. These are as follows. 

• The Laser Interferometer Gravitational-Wave Observatory (LIGO) has two sites and three 

interferometers. The interferometer in Livingston, Louisiana, has arms 4 kilometers long, while 

the Hanford, Washington, site has a 2-kilometer and a 4-kilometer interferometer. LIGO's first 

interferometers (LIGO-I) have recently been brought into operation, and during 2002-03 are 

undergoing "debugging" interleaved with short data runs. Searches at design sensitivity are 

planned for 2004-05, followed by an upgrade to advanced interferometers (LIGO-II) in 2006-

07 [1); see below. 

• The Japanese TAMA300 detector, with 300-meter arms, began operation in 2001 [2] and is 

now in the late stages "debugging" interleaved with short data runs; it has collected more than 
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1000 hours of data (3]. 

• GE0-600 is a German-British collaboration in Hanover, Germany. It is maintaining approxi­

mately the same schedule as LIGO; its current debugging interleaved with short data runs is 

being carried out in tight collaboration with LIGO-the data runs are carried out in coinci­

dence and the data are analyzed jointly (4]. 

• VIRGO is a French-Italian collaboration and is located near Pisa, Italy. This detector is 

currently operating with an arm length of 8 meters and will be extended to 3-kilometer length 

by 2004 (5]. 

• The Large Cryogenic Gravitational Telescope (LCGT), a Japanese 3-kilometer interferometer 

is being planned as a follow-on to TAMA. It will be built underground at t he site of current 

Japanese neutrino detectors and will likely go into operation late in this decade. Its test m asses 

will be cryogenically cooled to control thermal noise (6]. 

• EURO, a pan-European follow-on to VIRGO and GE0600, is tentatively being planned for 

early in the next decade-the same time frame as a possible second upgrade of the LIGO 

interferometers (to "LIGO-III") (7]; see below. 

My discussion will focus primarily on LIGO, which will st art out with a "conventional" optical 

topology (see Fig. 1.1). Basically, the LIGO detectors will be Michelson interferometers wit h Fabry­

Perot cavities in each 4-kilometer-long arm. The Fabry-Perot cavities cause the light t o b ounce 

multiple times, amplifying the gravity wave signal. (The cavities a lso permit high circulating powers 

to be used without having too much power flowing through the beam splitter, a fact which will 

b e important in t he interferometer described in Chapter 3.) T he distances between the mirrors 

are adjusted so that, upon recombination at the b eam split t er, the light returning from the arms 

has a relative phase such that (almost) all of the carrier light is directed back towards the laser. 

A power-recycling mirror placed between the laser and the beam splitter directs the carrier light 

back into the interferometer, boosting the circulating power. When a gravitational wave (or other 

force) moves the arm-cavity mirrors, that motion puts sidebands on t he carrier; these sidebands exit 

through the dark port, where they are detected via an RF modulation/demodulation technique. 

Since gravitational radiation causes a strain in space itself, t he sensitivities of the interferomet ers 

are measured in terms of their sensitivity to that strain. The initial version of LIGO is expected 

to have a gravitational-wave strain sensitivity of h ,..., 10- 2 1 . Since the arms are 4 km long, this 

means that the interferometers will be sensitive t o mirror displacements of hL ,..., (10- 2 1
) ( 4 km) = 

4 x 10- 18 m . There is a planned upgrade (LIGO-II) in 2007, which should increase the sensitivity 

by about a factor of 15. An important difference between the LIGO-I and LIGO-II interferometers 
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Figure 1.1: Schematic design for a conventional LIGO (posit ion meter) interferometer, consisting 
of a Michelson interferometer with Fabry-Perot arm cavities. The mirror portrayed in gray is a 
signal-recycling mirror, which will be included in LIGO-II. 
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is a signal recycling mirror placed between the dark port and the photodetector to furt her amplify 

the signal (see Fig. 1.1) and alter the shape of the noise curve [8 , 9]. 

This second-generation sensitivity will be near or modestly better than the standard quantum 

limit (SQL) , a limit that constrains interferometers [10] such as LIGO-I which have conventional 

optical topology, but does not constrain more sophisticated "quantum nondemolition" (QND) in­

terferometers [11 , 12]. 

1.1.2 Standard Quantum Limit 

To understand how the standard quantum limit arises, it is necessary to examine t he role of the 

Heisenberg uncertainty principle in a conventional interferometer. 

First, we can model the relative motion of the four "free-part icle" test masses (each wit h mass m) 

as being the motion of a single free particle of mass f-L = m/4. Then suppose a single measurement 

of the position of this particle is made wit h accuracy ~x1 . According to the uncertainty principle, 

the laser light that performs this measurement will randomly "kick" the par ticle's momentum by an 

amount 

After a time T has passed, another position measurement is made with accuracy ~x2 . This mea­

surement will be affected by the momentum kick from the first measurement so that (if position and 

momentum are uncorrelated, as is the case in a conventional interferometer) 

Therefore, 

The best one can do is to balance the uncertainties of the two measurements; this optimal uncertainty 

corresponds to the standard quantum limit 

For LIGO (with 40-kilogram mirrors), this gives (~x)sQL ~ 10- 19 m , a level of sensit ivity t hat 

should be attainable with LIGO-II interferometers. 

T h e goal of LIGO-III interferometers is to improve the sensitivity even further. Of course, 

achieving this goal means that methods- called quantum nondemolition (QND) t echniques-must 

be devised to beat the SQL. 
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1.1.3 Beating the SQL 

It is hoped that third-generation gravitational-wave interferometers will beat the SQL by a factor 

of ~5 or more over a frequency band somewhat greater than the typical frequency of operation. 

Research on such third-generation detectors has entailed, thus far , the conception and theoret ical 

exploration of a number of ideas that might prove useful in a final design. Examples of such QND 

techniques include 

(i) injecting squeezed vacuum into an interferometer's dark port [11~13], 

(ii) performing homodyne detection on the output light with frequency-dependent homodyne an­

gle (achieved using large Fabry-Perot filter cavities together with conventional, frequency­

independent homodyne detection) [14~19], 

(iii) using light pressure to transfer the gravity-wave signal ont o a small test mass that moves 

relative to local inertial frames and then reading out that motion using local QND techniques 

(the Optical Bar) [20, 21], 

(iv) a variant of this involving Symphotonic States [22], 

(v) another variant of the optical bar, the Optical Lever [23], 

(vi) producing Optical-Spring behavior by means of a signal-recycling mirror [24, 25], 

(vii) operating the interferometer as a speed meter, instead of a position meter (Chapters 2 an d 3 

of this thesis), and 

(viii) changing the dynamics of the test-mass mirrors by other more general means [26, 27]. 

Since it has long been planned for LIGO-II to have a signal-recycling mirror (the gray mirror in 

Fig. 1.1), it is anticipated that LIGO-II will be able to operate as an optical spring [item (v) above] 

and beat t he SQL by as much as a factor of 2 over a frequency band b.f ~ f [24]-if thermoelastic 

noise can be made small enough [28, 29]. 

The goal for LIGO-III, however , is to achieve a sensitivity significantly better than the SQL 

over a wide band. Speed met ers are capable of doing just that. To understand why, recall the 

manner in which the SQL arose from the uncertainty principle (Sec. 1.1.2) . If the velocity (which is 

directly proport ional to the momentum) of the test mass is measured instead of the position, t hen 

the velocity measurement will randomly kick the position. That position kick is irrelevant if the 

velocity is being measured without collecting position information, as in a speed meter. Another 

way to say this is to note that the velocity (or momentum) is a constant of t he free motion of t he 

t est mass. Consequently, the velocity (unlike position) commutes with itself at different t imes and 

is therefore a QND observable [30, 31]. The result is that speed meters are not constrained by the 

SQL. 
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1.1.4 Initial Design for Interferometric Speed Meter 

The original idea for a speed meter that measures the velocity of a single test mass was conceived, 

in a primitive form, by Braginsky and Khalili (32]. Braginsky, Gorodetsky, Khalili, and Thorne (33] 

(henceforth called BGKT) devised a refined and marginally practical form based on two coupled 

microwave cavities. In their appendix, BGKT also sketched a design for an optical-interferometer 

speed-meter gravity-wave detector that, they speculated, would be able to beat the gravity-wave 

SQL in essentially the same manner as the microwave speed meter beats the free-mass SQL. 

In Chapter 2, I present a detailed analysis of the BGKT optical-interferometer speed meter, 

with the objective of determining whether it actually does measure the test masses' relative velocity 

without collecting position information and whether it actually can beat the SQL. As we shall see, 

the answers are both "yes." Moreover, I show that there is a mathematical mapping between the 

analysis of the microwave-cavity speed meter, which measures the velocity of a single mass, and that 

of the optical-interferometer speed meter, which measures the relative speeds of widely separated test 

masses. The main objective of my analysis is to explore the features of this optical-interferometer 

speed meter that are important in attempts to design practical third-generat ion interferometers. 

This speed meter design is shown in Fig. 2.1 and introduced in more detail in Sec. 2.2. I show 

m Chapter 2 that, in principle, this design is capable of beating the SQL by an arbitrarily large 

amount, over an arbitrarily wide range of frequencies , and can do so without the use of squeezed 

vacuum or any auxiliary filter cavities at the interferometer's input or output (see Fig. 2.2 or 2.3). 

However, in practice, optical losses will limit the amount by which the SQL can be beaten, and 

to beat the SQL at all, this speed meter requires an uncomfortably high circulating power1 . In 

addition, this design requires an exorbitant ly high input laser power, rendering it quite impractical 

for use in LIGO. Nevertheless, the analysis of this speed meter has motivated the invention of a 

more practical interferometric speed meter . 

1.1.5 Practical Interferometric Speed Meter 

While the speed meter design described in Chapter 2 is clearly impractical because of t he laser powers 

involved, Yanbei Chen- leaning heavily on my analysis of the original speed meter- has devised an 

altered form of speed meter that solves the problem of the high input power and appears to be 

fully practical. Together we have analyzed this improved speed meter, as described in Chapter 3 

(which was largely written by me based on our joint analysis). Like the original interferometric speed 

meter, this design can beat the gravitational-wave standard quantum limit (SQL) by an arbitrarily 

large amount, over an arbitrarily wide range of frequencies, but it eliminates the high input power 

problem. 

lThis is actually a common feature of designs that beat the SQL (34]. See Sec. 3.4.3 for a more detailed discussion. 
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This new speed meter can beat the standard quantum limit (the approximate sensitivity of 

second-generation LIGO interferometers, LIGO-II) over a broad range of frequencies ( ~ 10 to fo pt :::: 

100Hz in practice) by a factor h/hsQL ~ Jwc~r;,/ /Wcirc· Here Wcirc is the light power circulating 

in the interferometer arms and Wc~~L :::: (800 kW)(fopt/100 Hz) 3 is the circulating power required 

to reach the SQL (the LIGO-II power) at some "optimal" frequency !opt· If squeezed vacuum (with 

a power-squeeze factor e- 2R) is injected into the interferometer's output port, the SQL can be beat 

with a much reduced laser power: h/hsQL ~ Jwcf~L /Wcirce2R. For realistic parameters (e2R:::: 10 

and Wcirc :::: 800 to 2000 kW), the SQL can be beat by a factor of~ 3 to 4 from about 10 Hz to 

fopt :::: 100 Hz. [It should be noted that, as the power increases in these simple expressions, t he 

speed-meter performance becomes more narrow band. Additional power and are-optimization of 

some of the speed meter's parameters are required to maintain this wide band at higher sensitivities. 

See Sec. 3.4.2 for details.] By performing frequency-dependent homodyne detection on the output 

(with the aid of two 4-kilometer-long filter cavities), one can markedly improve the interferometer 's 

sensitivity at frequencies above !opt· 

In most other proposed designs for LIGO-III interferometers (e.g., the squeezed-variational inter­

ferometers of Kimble et al. (19]), a crucial role is played by "ponderomotive squeezing" of the signal 

light-squeezing that is easily destroyed by ordinary vacuum which leaks into the interferometer at 

all "dissipation locations" (locations where signal light can leak out, e.g., via light scattering or ab­

sorption). In Chapter 3, Chen and I analyze the effects of such dissipation on our new speed meter. 

We find that our interferometer's performance is degraded much less by dissipation than are the 

performances of other proposed LIGO-III interferometers (particularly those described in Ref. [19]). 

This appears to be because the key to our interferometer's beating of the SQL is its measurement 

of momentum, which is achieved without any crucial reliance on ponderomotive squeezing. 

More specifically, our analysis indicates that losses for our speed meter are due primarily to the 

losses in the optical elements (as opposed to mode-mismatching effects). Since the mirrors and beam 

splitters that comprise the sp eed meter are expected to have fractional losses of order ,:S 2 x 10-5 [19] , 

we find that, without squeezed vacuum, the effect of losses on the sensitivity (measured in t erms 

of the the spectral density of the noise ~Sh(j) in units of Hz-112
) is less than 10% in the range 

50-105 Hz. At higher frequencies, the effect is even smaller, but the sensitivity degrades at low 

frequencies. Injecting fixed-angle squeezed vacuum into the dark port allows this speed meter to 

operate at a lower power, th ereby reducing the dominant losses (which come from the additional 

radiation pressure caused by vacuum that has leaked into the interferometer). In this case, the losses 

are less than 4% in the range 25- 150 Hz. As before, they decrease a t high frequencies, and they 

increase at low frequencies . Using frequency-dependent homodyne detection increases the losses by 

a few percent across the entire frequency band. For sample noise curves, please see Fig. 3 .1. 
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1.2 Background on Tidal Work 

Chapter 4 represents a very different direction of research. It is part of an effort to develop and 

understand the "slow-motion, isolated-body formalism" for analyzing a self-gravitating body inter­

acting with an external tidal field (as occurs in a binary star system, for example). Section 1.2.1 

outlines the development of this formalism and a controversy that spurred recent additional work 

on the subject. Section 1.2.2 gives a brief description of the formalism itself, which is followed by a 

description of my contribution in Sec. 1.2.3. 

1.2.1 Context 

The slow-motion, isolated-body formalism has been developed in a series of papers: 

1. The book Gravitation [35], Section 20.6 (written by John Wheeler), laid the conceptual foun­

dations for analyzing the motion of an isolated body through the external universe. 

2. Thorne [36] developed the theory of multipole moments of an isolated body in the form later 

used by Thorne and Hartle (see item 3). 

3. Thorne and Hartle [37] formulated the problem of analyzing the effects of the external uni­

verse's tidal fields on an isolated body, and conceived and initiated the development of the 

perturbative formalism for studying the influence of the tidal fields on the body's motion 

through the external universe, the precession of its spin axis, and its changes of mass-energy. 

4. Zhang [38] extended the Thome-Hartle analysis of motion and precession to include higher 

order moments than they considered. 

5. Zhang [39] developed the theory of multipole moments for the external universe's tidal gravi­

tational fields, which underlies the work of Thorne and Hartle. 

6. Thorne [40] and Flanagan [41] initiated the study of tidally induced volume changes and accom­

panying mass-energy change in the isolated body, using the above formalism. An important 

piece of Thorne's analysis came from examining the work done on each star by its companion's 

tidal field- i.e., an analysis of "tidal heating" 2 . 

7. Purdue (Chapter 4) revisited an issue regarding a possible ambiguity in the definition of tidal 

heating; this issue was ra ised initially by Thorne and Hartle and re-emerged in connection with 

Thorne's analysis of t idally induced changes in an isolated body. In Chapter 4, I demonstrated 

2 It should be noted that the term "tidal heating" is a bit of a misnomer; the more correct term is "tidal work." 
"Tidal heating" has been commonly used because the gravitational energy that is transfered between the body and 
the external field often goes into heat (as, e.g., in the moons of Jupiter). However, the energy added to the body via 
t idal work may instead deform the body or add vibrational energy. Nevertheless, I will use the terms "tidal heating" 
and "tidal work" interchangeably to mean the work done by an external tidal field on an isolated body. 
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that the tidal work is unambiguous in Newtonian theory and unaffected by a gauge change in 

general relativity. A key tool in my analysis is the Landau-Lifshitz stress-energy pseudotensor. 

8. Favata (42] showed that the tidal work is independent of the pseudotensor one uses in computing 

it. 

The impetus for the later work on this topic (items 6- 8 above) came from some numerical 

solutions of Einstein 's equations by Wilson, Mathews, and Maronetti [43- 45] (WMM) , which seemed 

to show each neutron star in a massive inspiraling binary being compressed to t he point of collapse 

by gravitational interaction with its companion. The surprising nature of these results prompted 

many other researchers to examine the issue, most failing t o reproduce a star-crushing effect of the 

same magnitude (for example, Refs . (40, 41 , 46-53]) . Two of these papers, specifically Thorne [40] 

and Flanagan (41], used t he slow-motion, isolated-body formalism, as mentioned in item 6 above. 

(They were among those who did not find a star-crushing effect of the large magnitude seen in 

the numerical solutions.) In a later paper, Flanagan (54] identified an error in the original W MM 

analysis. Upon correcting their code, WMM found that the amplitude of the star-crushing effect 

they had seen was significantly reduced , but the crushing was still present (55, 56]. Recent work by 

Favata and Thorne [57], again using the slow-motion, isolated-body formalism (and relying on t he 

results in Chap. 4 of this thesis), supports t he possibility t hat gr avitomagnetic tidal coupling might 

be responsible for the tiny remaining star-crushing effect. 

1.2.2 Description of Slow-Motion, Isolated-Body Formalism 

The slow-motion , isolat ed-body formalism assumes that there is some self-gravitating body (e.g., 

a neutron star or black hole) that interacts with an external tidal field (e.g., that of a binary 

companion ) . The body must be isolated in the sense that both the radius of curvature n of the 

external universe in the body's vicinity and the lengthscale £ on which the universe's curvature 

changes are large compared to the body's size R: R/R « 1 and R/ £ « 1. This implies that the 

ext ernal tidal field (embodied in the external Riemann curvature tensor) must be weak and nearly 

uniform in the vicinty of the body. Consequently, the application of this formalism to binary systems 

(with one body producing the external tidal field felt by the other) is limited to the regime in which 

t he bodies are fairly widely separated compared t o their size. It should be noted, however, t hat t his 

formalism can b e applied even to strongly gravitating bodies, as long as the source of the external 

tidal field is far enough away to allow around each body a "buffer zone," also known as the body 's 

local asymptotic rest frame, where gravity is weak (for more details, see t he beginning of Sec. 4.4). 

An additional assumption in the "slow-motion, isolated-body formalism" is t he "slow-motion" 

requirement, meaning that the shortest timescale T for changes of the body's mult ipole moments 

and/or ch anges of the universe's tidal gravitational field is long compared to the body's size R/ c: 
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R/CT « 1, where c is the speed of light. This assumption allows us to neglect changes in t he 

mass-energy M due to gravitational radiation or other higher-order effects . 

As a result of these assumptions, the slow-motion, isolated-body formalism is essentially a per­

turbative expansion in powers of the small parameters Rjcr , R /R, and Rj .C. The expansion terms 

of interest are the total mass-energy M and quadrupole moment Ijk of the isolated body, plus the 

external tidal field Ejk = Rjoko, where R o:f3-r6 is the Riemann tensor of the external universe . (In 

some cases [38, 39, 57], other moments of the body and other components of the external Riemann 

tensor will be of interest as well.) 

Two examples of isolated, slow-motion bodies are (i) a neutron star or black hole in a compact 

binary system that spirals inward due to emission of gravitational waves; and (ii) some of the Galilean 

satellites (particularly Io and Europa) that travel around Jupiter in elliptic orbits and get heated 

by Jupiter's tidal gravitational field [58-62]. 

1.2.3 Mass-Energy Ambiguity and Tidal-Work Uniqueness 

It was shown by Thorne and Hartle [37] that the total mass-energy of an isolated b ody is ambiguous 

by an amount of order 

where I 1k is the body's mass quadrupole moment and [Jk = Rjoko is the external t idal field. 

Physically, this ambiguity arises from t he standard method for measuring the mass-energy of a 

gravitating body, which is to apply the general relativistic version of Kepler's law t o a test particle 

in orbit around the body. If the body is non-spherical and is located in an external tidal field, a I jk[jk 

cross-term will appear in the analysis of the relativistic Kepler problem. This term is monopolar 

and has dimensions of mass, so that the Kepler's law calculation gives a total mass-energy t erm of 

the form M + O(I1k£jk) , where the O(IjkEjk) term has an ambiguous numerical coefficient. 

The rate at which work is done by the external field on the body can be calculated as 

This expression was derived by Zhang [38] using the Landau-Lifshitz pseudotensor , which represents 

one of an infinite number of methods of localizing the gravitational-field energy. Given the mass­

energy ambiguity 15M ~ I 1k£jk , there was some question about whether the work done was also 

ambiguous by a similar amount. 

In Thorne's work [40] on tidally induced volume changes and associated mass-energy changes, 

he argued (but did not prove) that the rate of work done is unambiguous at O(IJk[jk) an d that 

the ambiguity 15M in the body's m ass resides entirely in an ambiguity of how the interaction energy 
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between the body and the field is localized. In Chapter 4, I verify this via detailed calculations in 

Newtonian theory using all possible localizations of the gravitational energy. In each case, the work 

is unambiguously given by the above expression, but the interaction energy is Eint = /3E1kijk, where 

/3 depends on the localization used. 

A general relativistic analysis in Chapter 4 produces the same result. Using the Landau-Lifshitz 

pseudotensor but performing gauge transformations (infinitesimal coordinate transformations) on 

the spacetime metric, I demonstrate that the result for the rate of work done is the same as the 

Newtonian case dJi = -~Ejk d~t, whereas the interaction energy term depends on the choice of 

gauge. It should be noted that the general relativistic gauge transformations represent a freedom 

that has no Newtonian analog; the general relativistic analog of the choice of a particular Newtonian 

gravitational-energy localization is the choice of a particular general relativistic pseudotensor. Favata 

[42] has verified that the results are unchanged with pseudotensors other than Landau-Lifshitz. In 

addition, Booth and Creighton [63] arrived at the same conclusion through an independent approach 

using quasilocal energy techniques. 

This result that the tidal work is a well-defined and precise quantity should not be surprising, 

given that its physical effects have been observed on some of Jupiter's moons. In particular, tidal 

heating is responsible for volcanic activity on Io [58, 64-67] and for the presence of a subsurface 

liquid water ocean on Europa [59-62]. This Newtonian regime demonstration does not automatically 

guarantee the well-defined nature of tidal heating in highly relativistic neutron stars, but my analysis 

(together with the work of Favata, Booth, and Creighton) does guarantee it for neutron stars-and 

also for black holes. 
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Chapter 2 

Analysis of a Quantum Nondemolition 
Speed-Meter Interferometer 

Published asP. Purdue, Physical Review D 66, 022001 (2002). 

2.1 Summary 

In the quest to develop viable designs for third-generation optical interferometric gravitational-wave 

detectors (e.g., LIGO-III and EURO), one strategy is to monitor the relative momentum or speed 

of the test-mass mirrors, rather than monitoring their relative position. This paper describes and 

analyzes the most straightforward design for a speed meter interferometer that accomplishes this-a 

design (due to Braginsky, Gorodetsky, Khalili, and T horne) that is analogous to a microwave­

cavity speed meter conceived by Braginsky and Khalili. A mathematical mapping between the 

microwave speed meter and the optical interferometric speed meter is developed and is used to show 

(in accord with the speed being a Quantum Nondemolition [QND] observable) that in principle t he 

interferometric speed meter can beat the gravitational-wave standard quantum limit (SQL) by an 

arbitrarily large amount, over an arbitrarily wide range of frequencies, and can do so without t he use 

of squeezed vacuum or any auxiliary filter cavities at the interferometer's input or output. However, 

in practice, to reach or beat the SQL, this specific speed meter requires exorbitantly high input 

light power. The physical reason for this is explored, along with other issues such as constraints on 

performance due to optical dissipation. This analysis forms a foundation for ongoing attempts to 

develop a more practical variant of an interferometric speed meter and to combine the speed meter 

concept with other ideas to yield a promising LIGO-III/EURO interferometer design that entails 

low laser power. 
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2.2 Introduction 

The first generation of kilometer-scale interferometric gravitational-wave detectors (LIGO-I [1 , 2], 

VIRGO [3], and GE0600 [4]) will begin operation in 2002, at sensitivities where it is plausible but not 

highly probable that gravitational waves can be detected. Vigorous research and development is now 

underway for second-generation detectors (LIGO-II [5] and its European and Japanese partners [6, 7]) 

that are planned to begin operation in ~ 2008 at a sensitivity where a rich variety of gravitational­

wave sources should lie. This second-generation sensitivity will be near or modestly better than the 

standard quantum limit (SQL), a limit that constrains interferometers [8] such as LIGO-I which have 

conventional optical topology, but does not constrain more sophisticated "quantum nondemolition" 

(QND) interferometers [9, 10]. 

Conceptual-design research and development is now underway, at a modest level, for third­

generation gravitational-wave interferometers that (it is hoped) will beat t he SQL by a factor of 

~5 or more over a frequency band somewhat greater than the typical frequency of operation. This 

third-generation R&D has entailed, thus far, conceiving and exploring theoretically a number of 

ideas that might prove useful in a final design. Examples include (i) injecting squeezed vacuum into 

an interferometer's dark port [9- 11], (ii) performing homodyne detection on the output light with 

frequency-dependent homodyne angle (achieved using large Fabry-Perot filter cavities) [12-17], (iii) 

using light pressure to transfer the gravity-wave signal onto a small test mass that moves relat ive 

to local inertial frames and then reading out that motion using local QND techniques (the Optical 

Bar) [18, 19], (iv) a variant of this involving Symphotonic States [20], (v) producing Optical-Spring 

behavior by means of a signal-recycling mirror [21], and (vi) other more general means of changing 

the dynamics of the test-mass mirrors [22, 23]. 

The purpose of t his paper is to carry out a first detailed analysis of another idea that may 

prove helpful in third-generation interferometers: operating each interferometer as a speed meter, so 

instead of monitoring the relative position of its test-mass mirrors, it measures their relative speed 

(or, more precisely, a combination of their speed and higher-order time derivatives of position). 

T he motivation for measuring speed rather than position, stated in somewhat heuristic terms, is 

as follows: If a single measurement of the relative position of the test masses is made, then according 

to the uncertainty principle, there will be a corresponding random "kick" to the relative momentum. 

This kick will affect the future positions of the test masses. If another position measurement is made 

at a later time, its accuracy will be limited because of the earlier momentum kick. The best one 

can do is balance the uncertainties of the two measurements ; this optimal uncertainty corresponds 

to the SQL. 

If, on the other hand, the velocity (which is directly proportional to t he momentum) is measured 

directly, this velocity measurement will randomly kick the relative position. That position kick is 
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irrelevant if the velocity is being measured without collecting position information, as in a speed 

meter. Another way to say this is to note that the velocity (or momentum) is a constant of t he free 

motion of the test mass. Consequently, the velocity commutes with itself at different times and is 

therefore a quantum nondemolition (QND) observable [24, 25]. The result is that speed meters are 

not constrained by the SQL. 

The original idea for a speed meter that measures the velocity of a single test mass was conceived, 

in a primitive form, by Braginsky and Khalili [26]. Braginsky, Gorodetsky, Khalili , and Thorne [27] 

(henceforth called BGKT) devised a refined and marginally practical form based on two coupled 

microwave cavities. In their appendix, BGKT also sketched a design for an optical-interferometer 

speed meter gravity-wave detector that, they speculated, will be able t o beat the gravity-wave SQL 

in essentially the same manner as the microwave speed meter beats the free-mass SQL. 

This paper presents a detailed analysis of the BGKT optical-interferometer speed meter , with 

the objective of determining whether it actually does measure relative velocity without collecting 

position information and whether it a ctually can beat the SQL. As we shall see, the answers are 

both "yes." Moreover, it will be shown that t here is a mat hematical mapping between the analysis 

of the microwave-cavity speed meter, which measures the velocity of a single m ass, and that of 

t he optical-interferometer speed met er, which measures the relative speeds of widely separated test 

masses. Another objective of this paper is to explore the features of this optical-interferometer speed 

meter t hat will be important in att empts to design practical t hird-generation interferometers. 

The basic design of the speed meter t o b e analyzed here is shown in Figure 2.1. It consists of two 

nearly identical optical cavities of length L = 4km, which are weakly coupled by a mirror of p ower 

transmissivity T5 • In the absence of a driving force, laser light can "slosh" back and forth between 

these two cavities with frequency 

D = cVTs/L, (2.1) 

where cis the speed of light. The addition of a driving laser [denoted I(() in Fig. 2.1] into one cavity 

will cause the other cavity to become excited. It is from this excited cavity t hat we will extract our 

signal [denoted K(1J)] at a rate 

8 = cT0 /4L , (2.2) 

where T 0 is the transmissivity of the extraction mirror. 

Since we cannot make T0 infinitely small (or equivalently, the extraction t ime infinite), a small 

amount of residual light will build up in the unexcited cavity. To counteract this, we also input 

a small amount of laser light [denoted L(()] through the output port in order to cancel out any 

such residual light . This is desirable because one cavity must be empty to achieve pure speed meter 

behavior1
. 

trn general , one could a llow some amount of light to build up in the "empty" cavity, and thereby (as we shall see 
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Figure 2.1 : Design for a QND speed-meter interferometer. The main laser input port is t he lower 
left mirror [denoted by I((), where ( = t- z/c]. The signal is extracted at the bottom mirror 
[denoted K(77), where 7J = t + z/c]. The "+" and "- " signs near t he mirrors indicate t he sign of the 
reflectiv ities in the junction conditions for each location. 
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To understand how this system produces a velocity signal, consider the effect of moving the end 

mirror in the excited cavity [the cavity labeled C(TJ) and B(() in Fig. 2.1] . That mirror motion 

will put a phase shift on the light in that cavity. If the input laser is driving the cavity's cosine 

quadrature, then the phase shift caused by the mirror motion will act as a driving force for the 

sine quadrature. This light will then slosh into the empty cavity and back. When it returns, it 

will be 180° out of phase compared to its initial phase shift. The resulting cancellation will cause 

the net signal in the sine quadrature of the excited cavity to be proportional to the difference in 

test-mass position between the start and finish of the sloshing cycle. In other words, the net signal 

is proportional to the velocity of the test mass, assuming t hat the frequencies w of the test mass' 

motion are w « n. 
As it turns out, however, t he optimal regime of operat ion for the speed meter is w ~ n. Conse­

quently, the output signal contains a sum over odd time derivatives of position [see Eq. (2.31) and 

the discussion following it]. Therefore, the speed meter monitors not just the relative speed of t he 

test masses, but a mixture of a ll odd time derivatives of the position. 

As we will show, t his speed-meter design, in principle, is capable of beating the SQL by an 

arbitrary amount and over a wide r ange of frequencies. However, in practice, optical losses will limit 

the amount by which the SQL can be beaten, and to beat the SQL at all requires an uncomfortably 

high circulating power. (This is actually a common feature of designs that beat t he SQL [28].) More 

seriously, this design requires an impossibly high input power because the photons are not getting 

"sucked" into the interferometer efficiently, as they are in conventional designs; t his will be d iscussed 

in more detail in Sec. 2.4.3. 

In view of this impracticality, one might wonder why a detailed analysis of this speed meter 

should be published. The answer is that t his analysis teaches us a variety of things about optical­

interferometer speed meters~things that are likely t o be of value in the search for practical QND 

interferometers and in their optimization. Indeed, the author and Yanbei Chen are now exploring 

more sophisticated and promising speed-meter designs that rely, for motivation and insights, on the 

things learned in the analysis presented here. 

This paper is organized as follows: The mathematical description of t he interferometer is given in 

Sec. 2.3. Sec. 2.4.1 gives the analysis of the lossless limit and the mapping to the microwave-resonator 

speed meter, Sec. 2.4.2 presents t he numerical analysis, and as mentioned above, Sec. 2.4.3 describes 

various problems or issues wit h the speed met er. In Sec. 2.5, we give the results and a descript ion 

of th e speed meter's performance if losses are included. The discussion there will address the role 

of optical dissipation in limiting the amount by which the SQL can be beaten. Finally, Sec. 2.6 

summarizes the results of this analysis and its relevance for future research . 

in Sec. 2.4.3), make it easier to inject light into t he interferometer. Then, t he ratio of the levels of excitation of the 
two cavities would become a tool for optimizing the design, balancing reduced inpu t power against p erformance. 
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2.3 Mathematical Description of the Interferometer 

The design of the speed meter is shown in Figure 2.1. In this section , we will set up the equations 

describing the interferometer with lossy mirrors. The method of analysis is based on the formalism 

developed by Caves and Schumaker [29, 30] and used by Kimble, Matsko, Thorne, and Vyatchanin 

(KLMTV) [17] to examine more conventional interferometer designs. 

We express the electric field propagating in each direction down each segment of the interferom­

eter in the form 
~ 

Efield ( () = y ----s;;-A(() , (2.3) 

where A(() is the amplitude, ( = t - zfc (see Fig. 2.1), wo is the carrier frequency, fi is the reduced 

Planck's constant, and S is t he effective cross-sectional area of the light beam; see Eq. (8) of 

KLMTV. We decompose the amplitude into cosine and sine quadratures, 

(2.4) 

Note that the subscript 1 always refers to the cosine quadrature, and 2 to sine. Also note that we 

have designated z = 0 at both t he input and output mirrors, z = z* at the sloshing mirror, and 

z = L at t he end mirrors; see Fig. 2.1. We choose the cavity lengths L to be exact half multiples of 

the carrier wavelength so ei2woL/c = 1. 

As mentioned above, the power transmissivity for the sloshing mirror is Ts and for the output 

mirror is T0 • In addition , Ti will denote the transmissivity for the laser-input mirror and Te for 

the end mirrors ; again, see Fig. 2.1. Each of these has a complementary reflectivity such that each 

mirror satisfies the equation T + R = 1. If we now let ( = t - zjc, 1J = t + zjc, and j = 1, 2, then 

the jun ction conditions at the mirrors are given by: 

AJ(() .JT:,£j(() + .JR:,vj(TJ), (2.5a) 

Bj(() .;T.t:j(() + ~AJ((), (2.5b) 

CJ(TJ) v'T.,MJ(TJ) + #eBJ((), (2.5c) 

VJ(TJ) .jT.c;J(17) + #.CJ(TJ), (2.5d) 

£J(() ...jT.Ij(()- Vfi;HJ(TJ), (2.5e) 

Fj(() .;T.AJ(() - ~£J(() , (2 .5f) 

Yj(TJ) vfreNJ(TJ)- #eFj((), (2 .5g) 
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1-lj(TJ) 

Jj(TJ) 

Kj(TJ) 
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VTsCJ(TJ)- .Jif:gJ(TJ), 

v'Tf1ij(TJ) + Vfi;Ij ((,)' 

yiT;,DJ(TJ)- ...(ii;;Lj((). 

(2.5h) 

(2.5i) 

(2.5j ) 

If we first consider only the carrier in a steady state, we can assume that all the mirrors a re stationary 

and that all of the Aj((,) = Aj, BJ((,) = B j, et c., are constant. (We denote the carrier amplitudes 

by capital Latin letters with a subscript indicating the quadrature.) Then we solve Eqs. (2.5) 

simultaneously. We ignore vacuum fluctuation noise since it is unimportant for the carrier light . In 

addition, we only drive t he cosine quadrature, so that 

Lz = fz = 0. (2.6) 

Thus, all of t he sine quadrature terms will be zero. As mentioned above, we want to have as little 

light as possible in the unexcited cavity, so we apply the condition 

(2.7) 

That means the input fed into t he output port should be 

(2.8) 

Then, the solut ion for the carrier is 

(2.9a) 

(2.9b) 

In deriving Eqs. (2.9), we have assumed th e following inequalities among the various mirror trans-

missivit ies: 

(2.10) 

The motivations for these assumptions are that (i) they lead to speed-meter behavior; (ii) as with 

any interferometer, the best performance is achieved by making the end-mirror transmissivities Te as 

small as possible; (iii) good performance requires a light extraction rate comparable to the sloshing 

ra te, 8 ~ 0 [cf. the first p aragraph of Sec. 2.4.2], which with Eqs. (2 .1) and (2.2) implies T 0 ~ VT,; 

so T 0 » T8 ; and (iv) if the input transmissivity is larger than or of the same order as the sloshing 

frequency, too much light will be lost during the sloshing cycle, resulting in incomplete cancellation 
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of the position information and degraded performance (hence, we assume 71 « T8 ). 

2.3.2 Sideband Light 

Sidebands are put onto the carrier by the mirror motions and by vacuum fluctuations , as we shall 

see below. We express the quadrature amplitudes for the carrier plus the side bands in the form 

(2.11) 

where a1(w) is the field amplitude for the sideband at frequency w in the j quadrature; cf. Eqs. 

(6)-(8) of KLMTV, where commutation relations and the connection to creation and annihilation 

operators are discussed. Then most of the junction conditions can easily be broken down into 

separate expressions for the constant and sideband terms; for example, 

.jT;,LJ + v'If,DJ, 

.;T;,lj + v'If,Jj. 

(2.12a) 

(2.12b) 

The exceptions are Eqs. (2.5c) and (2.5g) because the two end mirrors will change the phase of the 

sidebands on each bounce. Equation (2.5g) becomes 

-~F1 + VTeNJ, 

-~/1ei13 + VTen1 , 

(2.13a) 

(2.13b) 

where f3 = 2wLjc is the phase shift for the sidebands. At this point, we also want to allow mirror 

motion in order to detect gravitational waves, so we assume that the end mirror of the excited 

cavity is free to move. As a result, the junction condition there, expressed by Eq. (2.5c), is the most 

complicated. It becomes 

~Bi+VTeMi, 

~b1eif3- 2#eB2wox/c + .JT;.m1, 

~b2eif3 + 2#eB1wox!c + .JT;.m2, 

(2.14a) 

(2.14b) 

(2.14c) 

where x is the Fourier transform of the mirror's displacement. (We are ignoring the motion of the 

end mirror of the empty cavity since that will not have a significant effect.) 

All of the junction condition equations [Eqs. (2.5) expressed in the form of Eqs. (2.12), (2.13), 

and (2.14)] can be solved simultaneously to get expressions for the carrier and sidebands in each 

segment of the interferometer. This yields an output [K(ry)] containing an wx t erm, which is the 
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Fourier transform of the end-mirror velocity (relative to the input mirror), aside from a factor of i. 

Since there is no factor x without a multiplying factor w in the output, our interferometer is indeed 

a speed meter, as claimed by BGKT. 

One more complication to be addressed is the issue of the back action force on the mirror produced 

by the fluctuating radiation pressure of the laser beam. The back action is included in x along with 

the gravitational wave information, as follows. 

From KLMTV, Eq. (B18), the back-action force is 

F 
2<5Wcirc 

BA = , 
c 

(2.15) 

where <5Wcirc is the fluctuation in the circulating laser power. To determine this quantity, consider 

the expression for the circulating power [text above Eq. (B16) in KLMTV]: 

w. E?nts 
eire = 47r C, (2.16) 

where S is the effective cross-sectional area of the beam, and E?nt is the time-averaged square of the 

internal electric field. In our case, 

Eint = J 41rsm:o { cos(wot) [ B1 + 100 

(b1 e- iwt + bl eiwt) ~] + sin(wot) [100 

(b2e-iwt + b~eiwt) ~] } . 

(2.17) 

See Eqs. (2.3), (2.4), and (2.11) with A replaced by B. Note that the constant term B2 vanishes 

since we are driving only the cosine quadrature. Substituting Eq. (2.17) into Eq. (2.16) will give a 

steady circulating power 

(2.18) 

and a fluctuating piece 

(2.19) 

where HC denotes the Hermitian conjugate of the previous term. 

Now that we have an expression for <5Wcirc, we return to the expression for the back-action force 

(2.15). That force, together with the gravitational waves, produces a relative acceleration of t he 

cavity's two mirrors (each with mass m) given by 

d2 x(t) = .!_L d2 h(t) + 4<5Wcirc(t) , 
dt2 2 dt2 me 

(2 .20) 

where h(t) is the gravitational-wave field [cf. Eq. (B19) in KLMTV]. Substit uting Eq. (2.19) into 
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the above equation and taking the Fourier transform gives 

(2.21) 

Here B 1 is given by Eq. (2.9a) , and b1 , as obtained by solving the junction conditions and simplifying 

with the conditions on the transmissivities (2.10), is given by 

- -iwc,;T;,ll bl = __ ....:...,..__:_..::. 
2L.C(w) 

(2.22) 

where 

.C(w) = n2
- w2

- iw<S . (2.23) 

(Recall that n = c.,fT;;jL is the sloshing frequency, <5 = cT0 /4L the extraction rate.) 

2.4 Speed Meter in the Lossless Limit 

2.4.1 Mathematical Analysis 

For simplicity, in this section we will set Te = 0 (end mirrors perfectly reflecting), since it is unim­

portant if Te is much smaller than the other transmissivities. We will also neglect the noise coming 

in t he main laser port (i1 ,2 ). This noise will become dominant at sufficiently low frequencies (below 

~10Hz for the interesting parameter regime), but those frequencies are not very relevant to LIGO 

since that is the regime in which seismic noise begins to dominate. 

As a result of these assumptions, the only noise that remains is that which comes in through the 

output port (f1 , 2 ). An interferometer in which this is the case and in which light absorption and 

scattering are unimportant (R + T = 1 for all mirrors, as we have assumed) is said to be "lossless." 

In Sec. 2.5, we shall relax these assumptions; i.e., we shall consider lossy interferometers. As before, 

we assume To » Ts » 11. The interferometer output, as derived by the analysis of t he previous 

section, is then 

C*(w) ­
- .C(w) el' 

- iwwoh ,;r;;T, _ C*(w) l 
2L.,;T;;.C(w) x - .C(w) 2

' 

(2.24a) 

(2 .24b) 

where the asterisk (in C*(w)) denotes the complex conjugate. Note that x is given by Eq. (2.21) 

combined with Eqs. (2.9a) and (2.22), or equivalently, by 

(2.25) 
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where 

(2.26) 

is the back-action noise. It is possible to express Eqs. (2.24) in a more concise form, similar to Eqs. 

(16) in KLMTV: 

where 

and 

ll e2i1/J ' 

(l2 - ,ll)e2i1/J + %_!:_ei1/J 
h'J?8I ' 

tan'ljJ 
n2 -w2 

w8 
ru~./5 I'f:TaTi 

h conv _ J8h 
SQL-v~ · 

(2.27a) 

(2.27b) 

(2.28) 

(2.29) 

(2.30) 

If, as in KLMTV, we regard Eqs. (2.27) as input-output relations for t he interferometer, then"' is a 

dimensionless coupling constant, which couples the gravity wave signal h into the output k2 , hs0QL 
is t he standard quantum limit for a conventional interferometer such as LIGO-I, and 'ljJ is a phase 

put onto the signal and noise by the interferometer. Although there is much similarity between 

the above equations (2.27) and those of KLMTV, there is not a direct mapping because KLMTV 

analyzes a position meter , not a speed meter. 

As a tool in optimizing the interferometer 's performance, we perform homodyne detection on the 

outputs k1 and k2 , using a constant (frequency-independent) homodyne angle <I>. In other words, 

we read out kif> = k1 cos <I>+ k2 sin <I>. If we insert Eqs. (2.24) and do some algebra , we get 

- - iwwo h ...;r;;Ti . _ _ 
k<1> = fFf' ( ) sm <I> [x(w) + Xm(w)J . 

2LyT5 .C w 
(2.31) 

Here Xm, the measurement noise (actually shot noise) , is given by 

(2.32) 

and x is given by Eqs. (2.25) and (2.26) . Notice that the first term in Eq. (2.31) contains x only 

in the form wx; this is the velocity signal [actually, t he sum of t he velocity and higher odd time 

derivatives of position because of the .C(w) in the denominator]. These equations, (2.31) and (2.32), 

are equivalent to Eqs. (29) and (30) of BGKT. In fact , the analysis of t he single-test-mass, microwave 
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Table 2.1: Mapping of the parameters in the BGKT microwave-resonator speed meter paper to those 
in this paper. 

Parameter BGKT Purdue 
signal frequency w w 
carrier frequency W e wo 
optimal frequency wo Wopt 

mass of test body m m 
characteristic length d L 
sloshing frequency n 0 = cvff..IL 
test-mass displacement x(w) x(w) 
signal extraction ratea Oe = 1/2T; 8 = cT0 14L 
impedance of resonatorsb p Po = 2£ I cy'T;, 

Pi = 2£ I c-rtf 
driving amplitudec Uo a.h 
amplitude in excited cavityc -qo = UoiOp a.B1 = a.h /f!pi 
noise into output porte, d {Ues , Uec} -a.{ll, l2 } 
sideband componentsc, e {al,b1,a2,b2} a.{iJ1, iJ2, A, J2} 
output amplitudec U(w) a.kcp (w) 

ar; is the relaxation time of t he excited resonator due to energy flowing out. 
bin BGKT, both resonators have t he same characteristic impedance, but in this interferometer, they are different. 

Consequently, caution must be used when transforming between the two models. 
cThere is a proportionality constant a = .,J2n..!To which must be included to get the correct dimensionality when 

transforming BGKT's equations into Purdue's notation. For example, Uo f--7 aft. 
dNot ice that the quadratures are reversed. This is due to a difference in the way the models were defined. 
•Notice t hat in Purdue's notation the Jetter indicates the cavity and the numerical subscript indicates the quadra­

ture, whereas in BGKT, the letter indicates the quadrature and the number indicates the resonator. 

speed meter in that reference (Sec. 2.4.3) can be translated more or less directly into the analysis of 

our speed-meter interferometer with a suitable change of notation (see Table 2.1)2 • 

We assume that ordinary vacuum enters the output port of the interferometer; i.e., l 1 and l 2 are 

quadrature amplit udes for ordinary vacuum. This means [Eq. (26) of KLMTV] that their spectral 

densities are unity and their cross-correlations are zero. By noting that the homodyne output (2.31) 

is proportional to 

(2.33) 

and examining the dependence of XBA and Xm on the input vacuum l 1 and l 2 , we deduce the 

(single-sided) spectral density of the gravitational wave output noise h: 

S _ (hspeed)2 c2 
hn - SQL c., ' (2.34) 

where 
hspeed _ /l6h 

SQL -v~' (2.35) 

2There is a slight difference in the way the models in this paper and in BGKT were defined. One result is that 
there are some sign and quadrature differences between them. For details, see Table I, particularly the "amplitude in 
excited cavity" and "noise into output port." 
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is the standard quantum limit (SQL) for our speed-meter interferometer , 

is the fractional amount by which the SQL is beaten (in units of squared amplitude), and 

A4 = liToTi(woh) 2 

2£2 mTs 

(2.36) 

(2.37) 

Note t hat the quantity t;,2 is the same (modulo a minus sign in the definit ion of <I>) as the quantity 

~RrB in BGKT [Eq. (40)]. 

We comment, in passing, on the SQLs that appear in t he various papers: BGKT use double-sided 

spectral densities and measure the velocity of a single test body with mass 1-L· The corresponding 

standard quantum limit for position is 

(
sone b ody) n. 

x,SQL double-sided = /-LW2 (2.38) 

[their Eq. (5) divided by /-L2w 4 to convert from force to position and with 1-L denoted by m]. KLMTV 

and the present paper used single-sided spectral densities, i.e., we fold negative frequencies into 

positive, so our one-body SQL is 

( 
one body) _ 211. 

Sx SQL single-s ided - --2 · 
' /-LW 

(2.39) 

For our speed meter, the quantity measured is the relative velocity of two mirrors, x = x 1 - x2 , for 

which the gravitational-wave sign al is ~hL and the reduced mass is 1-L = m/2, so our gravity-wave 

SQL spectral density is 

speed meter _ speed 2 _ 2 211. 
( )

2 

(Sh,SQL ) s ingle-sided = (hsQL ) - L (m/2)w2 (2.40) 

For a convention al interferometer, as analyzed by KLMTV, the quantity measured is the relative 

position of four mirrors, x = (x1 - x2) - (x3 - x4), for which the gravitational-wave signal is 

2 · F1L = l1L and the reduced mass is 1-L = m/4, so the gravity-wave SQL spectral density is 

conv - conv 2 1 211. 
( )

2 

(Sh,SQL)single-sided = (hsQL) = L (m/4)w2 
811. 

(2.41) 

half as large as for our speed meter. If we were to build a speed meter consisting of two excited 

cavities (one in each arm) and two unexcited cavities (as in Fig. 4 of BGKT), t hen our speed meter 

SQL would be reduced by a factor of 2, to the same value as for a conventional interferometer. 
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Continuing with our analysis, we can express I.C(wW [Eq. (2.23)) as 

(2.42) 

where 

(2.43) 

as we shall see, is the interferometer's optimal frequency. These two expressions are identical to Eqs. 

(37) and (38) of BGKT. We shall optimize the homodyne angle <Jl to minimize the noise at some 

specific frequency, Wp . The result is 

(2.44) 

Then, Eqs. (42)- (48) of BGKT apply exactly to the analysis here: e(w) for this homodyne phase 

<Jl (2.44) is 

(2.45) 

and its minimum is 

(2.46) 

The noise can be further minimized by setting the speed meter's optimal frequency to Wopt = wp to 

get 

with 

Here Wcirc is the power circulating in the excited arm 3 [Eq. (2.18)] and 

SQL 
wcirc 

mL2J2(w~pt + J2 /4) 

8woTo 

(840kW) (__!!!:___) (..!:__) 2 

(0.07) ( Wopt )
4 

(1.78 x 10
15

Hz ) 
40kg 4km T0 2n x 100Hz w0 

(2.4 7) 

(2.48) 

(2.49) 

is the circulating power required to reach the standard quantum limit at the optimal frequency 

Wopt (we have assumed t5 = 2wopt to get the second line of the above equation; see Sec. 2.4.2). By 

pumping with a power Wcirc > wc~~L, the speed meter can beat the SQL in t he vicinity of t he 

optimal frequency Wopt by the amount ~~in = wc~~L / Wcirc · 

If [following BGKT Eqs. (47) and (48)] we define the frequency band w1 < w < w2 of high 

3Note that that Eq. (2.48) uses the power circulating in the excited cavity, Wcirc, whereas BGKT's quantity W in 
their Eq. (45) is equivalent t o the power transmitted through the interferometer's input mirror. This quantity W is 
a lso the amount of power extracted with the signal at t he output port (Wexit in Sec. 2.4.2 and 2.4.3). 
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Figure 2.2: Plot of the squared amount by which the speed meter beats the standard quantum limit 
(h1o~d), as a function of frequency (normalized to the optimal frequency, Wopt)· For the parameter 
values ~~in = 0.1, 8 = 2wopt, and A 4 = 40w~pt> this is identical to the speed meter curve in Fig. 3 of 
BGKT. 

sensitivity to be those frequencies for which 

(2.50) 

then Eqs. (2.47) and (2.48) imply that 

(2.51) 

Equations (2.51), (2.47), and (2.48) imply that the lossless speed meter can beat the force-measurement 

SQL by a la rge amount ~min « 1 over a wide frequency band, w1 « w 2 ~ v'2wopt by setting 

A 52 

-- ~ --2->2 . 
Wopt 2wopt ~ 

(2.52) 

A plot of e, optimized in this manner but for rather modest parameter values, is shown in Fig. 2.2. 
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Table 2.2: Interferometer parameters and their fiducial values. 

Parameter Symbol 
carrier frequency w0 

mirror mass 
arm length 
sloshing mirror transmissivity 
input mirror transmissivity 
output mirror transmissivity 
end mirror transmissivity 
SQL circulating power 

2.4.2 Numerical Analysis 

m 
L 
Ts 
Ti 
To 
Te 
WSQL 

eire 

Fiducial Value 
1.78 X 10 S 

40 kg 
4km 
0.0002 
2 X IQ-5 

0.07 
2 X IQ-6 

840 kW 

To get an idea of the magnitudes of the quantities involved in this interferometer, we can start by 

combining the wide-bandwith requirement (2.52) with the definitions r5 = cT0 j4L, n = c..;T;,JL, and 

w~pt = D2 - 52 /2. From these, we find that the wide-bandwidth requirement 52 .2: 4w~pt becomes 

T; .(: (64/3)T8 . If, as in BGKT, we take r5 = 2wopt = 2wF but set Wopt = 2n x 100Hz as in KLMTV, 

then that gives T0 = 0.07 and Ts = 0.0002. Notice this particular value of Ts does not satisfy the 

condition Wopt « n, which was necessary to get a signal that is only proportional to the velocity 

of the test masses' motion. Instead, we have Wopt ~ n, which implies that the signal consists of a 

linear combination of odd time derivatives of position, with substantial contributions coming from 

derivatives higher than the speed [see Eq. (2.31)]. 

If, in addition to r5 = 2wopt = 2wF = 4n x 100Hz, we choose ~~in = 0.1 (as in BGKT), then we 

find wcr~L -:::= 840kW from Eq. (2.49) and a circulating power of Wcirc -:::= 8.4MW. The input-port 

transmissivity is not explicitly defined by the above requirements, but it is required , in our analysis, 

to be much smaller than T8 = 0.0002 or T0 = 0.07, i.e. , Ti ;S 2 x 10-5 . This then dictates an 

outrageously high input power of .(:300 MW to get the needed circulating power. The power that 

exits through the signal port, along with the signal, is Wexit = T0 Wcirc ~ 0.5MW. The resulting 

noise curve is shown in Fig. 2.3; the parameter values used are given in Table 2.2. 

Recall that this analysis is for only one speed meter, which is equivalent to a single arm of the 

conventional LIGO design. If we were to add another speed meter (another pair of cavities) with the 

position of the excited and unexcited cavities reversed, interfering the output beams would increase 

the sensitivity by a factor of two, in much the same way as having two arms increases the sensitivity 

in the conventional LIGO design. In addition, doing this would reduce the interferometer's sensitivity 

to laser frequency fluctuations in the same way as having two arms in conventional LIGO designs. 

2.4.3 Discussion of Lossless Speed Meter 

In this section, we will look at variety of issues that should be understood and addressed in the 

process of developing a different, more practical, speed-meter design. One problem is the large 
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Figure 2.3: Lossless noise curve for a speed meter optimized at a frequency of 100Hz. The transmis­
sivities and power are given in Table 2.2. The dashed line represents the theoretical LIGO-II noise 
curve in which a signal-recycling mirror and optical noise correlations have been used to beat the 
SQL (and thermal noise has been made negligible), as described by Buonanno and Chen [33, 34]. 
The dotted line represents the SQL; we use h'j,0QL because we are comparing to a position meter. 

circulating power ( ,...,3.4 MW) required to achieve wide-band sensitivity a factor '"" 10 in noise power 

below the standard quantum limit. A second problem is how to get that light into the interferometer, 

as the present design requires an input power that is outrageously high. This is, at least partly, the 

result of the high reflectivity of the input mirror, which causes most of the input light to be reflected 

back towards the laser. 

A third problem is the amount of power flowing through the interferometer: With a circulating 

power of ,...,3.4 MW, the power extracted with the signal is Wexit = ToWcirc '""0.5 MW. This same 

amount of power must be fed into the excited cavity to maintain a steady state. To reduce this power 

throughput, we could decrease T 0 substantially; however, doing this will cause the wide-bandwidth 

requirement (2.52) to be violated , and consequently, the behavior of the speed meter will become 

more narrow-band. In fact, the effect of changing To is strong enough that if it is decreased by one 

order of magnitude, the speed meter will no longer beat the SQL except for a very narrow range of 

frequencies. This clearly is not a viable solution. 

Another approach, in which this large throughput power might conceivably be tolerated, is 

to recycle it back into the interferometer. To do that, we must strip the signal off by using a 

beamsplitter to interfere t he outputs from two speed-meter interferometers as in Fig. 4 of BGKT. 
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Using this "double" speed meter could also help increase the sensitivity, as described at the end of 

the previous section. 

Thrning to the issue of the high circulating power, it should first be noted that the circulating 

power required to reach the SQL, Wc~~L "' 840 kW is comparable to that for conventional inter­

ferometers [Eq. (132) of KLMTV gives Wc~~L "' 840 kW with m = 40 kg, instead of 30 kg]. A 

double speed meter, as described above, would have twice the sensitivity as a single speed meter 

at the same power. As mentioned in Sec. 2.2, the high powers needed to reach or beat the SQL 

are a common feature of many QND designs [28], for example the variational-output interferometer 

discussed in KLMTV. 

A likely method of reducing the needed circulating power, without losing the wide-band p er­

formance of the speed meter, is to inject squeezed vacuum into the output port, as was originally 

proposed by Caves [11] for conventional interferometers and by KMLTV for their QND squeezed­

input and squeezed-variational interferometers. In these cases, for realistic amounts of squeezing, 

the circulating power can be reduced by as much as an order of magnitude [11 , 17]. Detailed analyses 

applying squeezed-vacuum techniques to speed meters have not yet been carried out, but if the effect 

is similar, it would h ave the beneficial side effect of reducing the needed input p ower by the same 

amount, which might be useful in a redesigned speed meter. 

As for the outrageously high input power, the fact that so much of the light impinging on the 

input-port mirror is reflected back to the laser suggests an obvious solution would be adding a power­

recycling mirror and/or increasing the transmissivity Ti of the input mirror. However, neither of 

these approaches addresses the fundamental problem: there is an empty cavity between the driving 

laser and the excited cavity. In a conventional LIGO-type interferometer, the laser drives a strongly 

excited Fabry-Perot cavity directly. In that case, Bose statistics dictate that photons will b e "sucked" 

into the cavities, producing a strong amplification. Hence, there will be significantly more power 

stored in the arms of the interferometer than the driving laser is producing. Without losses, 

circulating power 
input power 

(2.53) 

where TPR "' 0.06 is the transmissivity of the power-recycling mirror and TrM "'0.005 is that of the 

internal mirrors [31]. However, in this speed meter design, there is an empty cavity instead of a low 

power laser feeding into the highly excited cavity so Bose statistics do not help us. The result is the 

need for a driving laser that produces far more power than is stored in the arms of the speed meter: 

circulating power 
input power 

(2.54) 

One way to address this problem would be to allow a small amount of light to build up in the 

previously empty cavity. This would cause position information to contaminate t he previously pure 
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speed meter behavior. However, this solution is not ideal because, as the amount of light in the 

"empty" cavity increases, the sensitivity degrades faster than the required input power decreases. 

To consider this more closely, we first need to remove the restriction (2.8) on the light L 1 fed into 

the output port, which forces the unexcited cavity [denoted by F(() and G(ry) in Fig. 1] to be truly 

empty. Instead, we let L1 be determined by the amount of power we want to have in the unexcited 

cavity. Secondly, since the unexcited cavity is no longer empty, we need to include the movement 

of the end mirror in that cavity, which we previously neglected. This requires revising Eqs. (2.13) 

to include x terms (with back action) as in Eqs. (2.14). To calculate how much the needed input 

power decreases as a function of the ratio of the powers of the two cavities, we can solve for t he 

carrier, as in Eqs. (2.9), and do some algebra to express the input amplitude / 1 as a function of 

the excited-cavity amplitude B 1 and the ratio of the amplitudes of the powers of the two cavities 

(F1 / BI). After converting from amplitudes to powers, the relationship between the input powers is 

Winput (R) = [ 1 _ YiVR] , 
Winput(R = 0) 2.../"r. 

(2.55) 

where R is the ratio of the powers in the two cavities. Since we require Ti « Ts « 1 and R « 1 to 

get speed-meter behavior, Winput cannot be reduced much at all. 

Also of concern here is how much position information will be included in the output. To calculate 

the strength of the position signal, relative to the strength of the velocity signal, we can solve the 

revised equations (as described in the previous paragraph) for the sideband-light output. Then 

taking the ratio of the coefficients of the position x term and the velocity x term, we find 

I position I ~ c...;T; VR = f]_ VR ~ VR. 
velocity wL w 

(2.56) 

Since the spectral density involves the square of the amplitudes used to calculate the above expression 

(2.56), Shn and e will scale with R. This indicates that even a modest amount of power in the 

"empty" cavity will introduce a significant amount of position information into the output signal. 

The effect of this, for a few values of R, can be seen in Fig. 2.4. 

In fact , it appears that this problem of outrageously high input power is the fatal flaw of this par­

ticular speed-meter design. Yanbei Chen [32] has conceived a class of alternative speed-meter designs 

that may solve this problem. Chen and the author are carrying out an analysis and optimization of 

them; we shall report the details in a future paper. 
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Figure 2.4: Plot of e for the lossless speed meter optimized at a frequency of 100Hz, with varying 
amounts of power in the "empty" cavity. The R = 0 curve is the same as that in Fig. 2.2. 
Transmissivities are Ts = 0.0002, To = 0.07, Ti = 2 X w- 5 ) Te = 0, and the circulating power is 8 .4 
MW. 

2.5 Sensitivity of Speed Meter with Losses 

In order to understand the issue of optical losses and dissipation in t his type of interferometer , we 

shall return to the full equations presented in Sec. 2.3. In t hat case, the output of the system is: 

£*(w) i c2 ...;r;r;:If.., iwc~ _ c2~ _ 

- £(w) 1 + 2£2£(w) 21
- 2L£(w) m

1 + 2£2£(w) n
1

' 
(2.57a) 

- iwwai1...;r;;Ti _ £*(w) i c2 ...;r;r;:If.., iwc~ _ c2~ _ 

2L Ps£(w) x - £(w) 2 + 2L2 £(w) 22
- 2L£(w) m 2 + 2£2£(w) n 2

' 
(2.57b) 

where 

_ _ 1Lh- fiwoh [iwLVTJ'i i _ r, "' iwL~- _ rr:r,- ] (2.58) 
x- 2 + mw2L2£(w) .Jr. 1 c , 21 + .Jr. m1 CV.Li.Len1 . 
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As before, we can express these in a more concise way: 

where, in addition to the definitions given by Eqs. (2.4.1), 

and 

tan() = - cot 'lj; , 

c4 TsToT; 
4£4I.C(w)l2' 

c2 ToTew2 

4L2I.C(w)l2 ' 

c4TsToTe 
4L4I.C(w)l2 · 

(2.59a) 

(2.59b) 

(2.60) 

(2.61a) 

(2.61b) 

(2.61c) 

Once again, we do homodyne detection and calculate the spectral density of the noise. (It should 

be noted that , in t he lossy case, there are enough differences between the optical speed meter and 

the BGKT microwave speed meter to obscure the mapping. Consequently, we will not be able to 

present as close a comparison in this section as we did in the lossless case.) The fractional amount 

by which the SQL is beaten is 

I.C' (w)l2 A4 e = -cot <I>+ ' 
2A 4 sin2 <I> 2I.C(w) 12 

where 

with 

oi cTi /L, 

Oe = cTe/L, 

o' 0 + Oe, 

o* o + 2o. + oi, 

(2.62) 

(2.63) 

(2.64) 

(2.65) 

(2.66) 

(2.67) 
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and 

Optimizing the homodyne angle at frequency wp gives 

The resulting e is 
z _ l£'(w)i2 

~ - 2A4 

A4 A41£'(w) lz A4 
IL'(wp)l2 + 2l£'(wp)l2 + 2l£(w)l2 · 

Setting w = w~pt = wp gives 

o2 o'(oe + oi)/4 + oo*(w~tt + oo'/4) 
2A4 

(2.68) 

(2.69) 

(2. 70) 

(2.71) 

Cf. Eq. (2.48). Note that, as in BGKT, the sensitivity in the lossy case does not continue to grow 

indefinitely with the growth of the parameter A. 

Despite the presence of the additional terms included to account for losses, the speed meter curve 

is largely unchanged if we maintain our assumptions about the relative sizes of the transmissivities 

(2 .10) . In fact, the only losses that contribute significantly are those associated with i 1 (i.e. , noise 

entering the bright port along with the laser light). This term causes the speed meter to become 

less sensitive at frequencies « Wopt, as seen in Fig. 2.5. Since that is roughly the frequency at which 

seismic noise becomes dominant, the effect of more limited sensitivity in that range is not important. 

As it turns out, the equations in this section are valid into the regime where Te ::= T; ::= T5 • In 

that case, the n1 term will be the same size as the i 1 term, and together, they become dominant at 

frequencies ;S Wopt, while the rest of the loss terms continue to be insignificant for this parameter 

regime. Presumably, the sensitivity degradation by n1 and i 1 is the result of vacuum fluctuations 

entering into the empty cavity and contaminating the "sloshing" light. This b ehavior is shown in 

Fig. 2.5. As can be seen from that plot, the interferometer loses wideband sensitivity when operating 

in this regime. 

2 .6 Conclusions 

We have analyzed the speed-meter interferometer proposed by BGKT and have shown that it does, 

indeed, measure test-mass speed (and time derivatives of speed) rather than test-mass position. We 

have also shown that it is capable of beating the SQL over a broad range of frequencies. However, the 

very high circulating and input powers it requires render this design impractical for use in LIGO-III. 
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Figure 2.5: Plot of t,2 for the speed meter with losses. The solid curve uses the transmissivities given 
in Table 2.2. The lossless curve has Te = 0, as in Fig. 2.2. The other two curves differ from the 
fiducial-value curve only by the specified transmissivities. 

It is possible, however, that there are variations of this design that will be more feasible. 

There are three separate but rela ted problems related to the laser power involved in this speed 

meter. One is the amount of circulating power ( ~8.4 MW) required to beat the SQL substantially 

(by a factor 10 in noise power) over a wide range of frequencies. Another is the amount of power 

coming out of the interferometer with the signal ( ,....,0.5 MW). Both of these are serious problems, 

but there are conceivable solutions to them. The third and most severe problem is the fact that 

the excited cavity is being fed through an empty cavity. This dramatically increases the amount of 

input power needed to achieve a given circulating power, to the point where the input is significantly 

greater than the circulating power. 

Motivated by what we have learned in this analysis, Yanbei Chen and the author are developing 

and exploring alternative designs for speed-meter interferometers that may solve the above problems 

and actually be practical. 
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Chapter 3 

Practical Speed-Meter Designs for QND 
Gravitational-Wave Interferometers 

To be submitted to Physical Review D; written in collaboration with Yanbei Chen. 

3.1 Summary 

In the quest to develop viable designs for third-generation optical interferometric gravitational-wave 

detectors (e.g., LIGO-III and EURO), one strategy is to monitor the relative momentum or speed of 

the test-mass mirrors, rather than monitoring their relative position. The previous chapter analyzed 

a straightforward but impractical design for a speed-meter interferometer that accomplishes this. 

This chapter describes some practical variants of speed-meter interferometers. Like the original 

interferometric speed meter, these designs in principle can beat the gravitational-wave standard 

quantum limit (SQL) by an arbitrarily large amount, over an arbitrarily wide range of frequencies . 

These variants essentially consist of a Michelson interferometer plus an extra "sloshing" cavity 

that sends th e signal back into the interferometer with opposite phase shift, thereby cancelling the 

position information and leaving a net phase shift proportional to the relative velocity. In practice, 

the sensitivity of these variants will be limited by the maximum light power Wcirc circulating in the 

arm cavities that the mirrors can support and by the leakage of vacuum into the optical train at 

dissipation points. In the absence of dissipation and with squeezed vacuum (power squeeze factor 

e-2R ~ 0.1) inserted into the output port so as to keep the circulating power down, the SQL can 

be beat by h/hsQL ~ )wc~?/ e-2RjWcirc at all frequencies below some chosen /opt~ 100Hz. Here 

Wc~~L ~ 800kW(/opt/100Hz) 3 is the power required to reach the SQL in the absence of squeezing. 

[However , as the power increases in this expression, the speed meter becomes more narrow band; 

additional power and re-optimization of some parameters are required to maintain the wide band. 

See Sec. 3.4.2.] Estimates are given of the amount by which vacuum leakage at dissipation points 

will debilitate this sensitivity (see Fig. 3.12); these losses are 10% or less over most of the frequency 

range of interest (f ,2: 10 Hz). The sensitivity can be improved, part icularly at high freqencies, by 
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using frequency-dependent homodyne detection, which unfortunately requires two 4-kilometer-long 

filter cavities (see Fig. 3.4). 

3.2 Introduction 

This paper is part of the effort to explore theoretically various ideas for a third-generation inter­

ferometric gravitational-wave detector. The goal of such detectors is to beat, by a factor of 5 or 

more, the standard quantum limit (SQL)- a limit that constrains interferometers [1] such as LIGO-I 

which have conventional optical topology [2, 3], but does not constrain more sophisticated "quantum 

nondemolition" (QND) interferometers [4, 5]. 

The concepts currently being explored for third-generation detectors fall into two categories: 

external readout and intracavity readout. In interferometer designs with external readout topologies, 

light exiting t he interferometer is monitored for phase shifts, which indicate the motion of the test 

masses. Examples include conventional interferometers and their variants (such as LIGO-I [2, 3], 

LIGO-II [6], and those discussed in Ref. [7]), as well as the speed-meter interferometers discussed 

here and in a previous paper [8]. In intracavity readout topologies, the gravitational-wave force 

is fed via light pressure onto a tiny internal mass, whose displacement is monitored with a local 

position transducer. Examples include the optical bar, symphotonic state, and optical lever schemes 

discussed by Braginsky, Khalili, and Gorodetsky [9-11]. These intracavity readout interferometers 

may be able to function at much lower light powers than external readout interferometers of compa­

rable sensitivity because the QND readout is performed via the local position transducer (perhaps 

microwave-technology based), instead of via the interferometer's light; however, the designs are not 

yet fully developed. 

At present, the most complete analysis of candidate designs for third-generation external-readout 

detectors has been carried out by Kimble, Levin, Matsko, T horne, and Vyatchanin [7] (KLMTV). 

They examined three potential designs for interferometers t hat could beat the SQL: a squeezed­

input interferometer, which makes use of squeezed vacuum being injected into the dark port; 

a variational-output scheme in which frequency-dependent homodyne detection was used; and a 

squeezed-variational interferometer that combines the features of both . (Because the KLMTV 

designs measure the relative positions of the test masses, we shall refer to them as position me­

ters, particularly when we want to distinguish t hem from the speed meters that, for example, use 

variational-output techniques.) Although at least some of the KLMTV position-meter designs have 

remarkable performance in the lossless limit, all of them are highly susceptible to losses. 

In addition, we note that the KLMTV position meters each require four kilometer-scale cavities 

(two arm cavities + two filter cavities). T he speed meters described in t his paper require at least 

three kilometer-scale cavities [two arm cavities+ one "sloshing" cavity (described below)]. If we use 
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Figure 3.1: Comparison of noise curves (with losses) of several interferometer configurations. Each 
of these curves has been optimized in a way that is meant to illustrate their relative advantages 
and disadvantages. The conventional position meter (CPM) [7] has Wcirc = 820 kW and bandwidth 
'Y = cT j4L = 21r x 100 Hz. The squeezed-input speed meter (SISM)- optmized to agree with 
the conventional position meter at high frequencies-has power squeeze factor e-2R = 0.1, optimal 
frequency Wopt = 27r X 105 Hz, extraction rate 6 = 2Wopt, and sloshing frequency n = v'3wopt· 

The squeezed-variational position meter (SVPM) [7] has the same parameters as the conventional 
position meter, with power squeeze factor e-2R = 0.1. There are two squeezed-variational speed­
meter curves (SVSM). One (black dashes) uses the same parameters as the squeezed-input speed 
meter. The other (solid curve) has been optimized to compare more directly with the squeezed­
variational position meter; it has n = 27r X 95 Hz and 6 = 27r X 100 Hz (note that our 6 is equivalent 
to the bandwidth 'Y used to describe the interferometers in Ref. [7]). 

a variational-output technique, as KLMTV did, the resulting interferometer will have five kilometer­

scale cavities (two arm cavities+ one sloshing cavity+ two filter cavities). This is shown in Fig. 3.4 

below. 

The speed meter described in this paper can achieve a performance significantly better than a 

conventional position meter, as shown in Fig. 3.1. (By "conventional," we mean "without any QND 

techniques." An example is LIG0-1.) The squeezed-input speed meter (SISM) noise curve shown in 

that Fig. 3.1 beats the SQL by a factor of VW in amplitude and has fixed-angle squeezed vacuum 

injected into the dark port [this allows the interferometer to operate at a lower circulating power than 

would otherwise be necessary to achieve that level of sensitivity, as described by Eq. (3.3) below]. The 

squeezed-variational position meter (SVPM), which requires frequency-dependent squeezed vacuum 

and homodyne detection, is more sensitive than the squeezed-input speed meter over much of the 
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frequency range of interest, but the speed meter has the advantage at low frequencies. It should 

also be noted that the squeezed-variational position meter requires four kilometer-scale cavities (as 

described in the previous paragraph), whereas the squeezed-input speed meter requires three. 

If frequency-dependent homodyne detection is added to the squeezed-input speed meter , the 

resulting squeezed-variational speed meter (SVSM) can be optimized to beat the squeezed-variational 

position meter over the entire frequency range. Figure 3.1 contains two squeezed-variational speed 

meter curves; one is optimized to match the squeezed-input speed meter curve at low frequencies, and 

the other is optimized for comparison with the squeezed-variational postion-meter curve (resulting 

in less sensitivity at high frequencies) . 

The original idea for a speed meter, as a device for measuring the momentum of a single test mass, 

was conceived by Braginsky and Khalili [12] and was further developed by Braginsky, Gorodetsky, 

Khalili, and Thorne [13] (BGKT). In their appendix, BGKT sketched a design for an interferometric 

gravity wave speed meter and speculated that it would be able to beat the SQL. This was verified 

in Ref. [8] (which appears as Chapter 2 of this thesis), where it was demonstrated that such a 

device could in principle beat the SQL by an arbitrary amount over a wide range of frequencies. 

However, the design presented in that paper, which we shall call the two-cavity speed-meter design, 

had three significant problems: it required (i) a high circulating power ( ~ 8 MW to beat the SQL by 

a factor of 10 in noise power at 100 Hz and below), (ii) a large amount of power coming out of the 

interferometer with the signal ( ~ 0.5 MW), and (iii) an exorbitantly high input laser power (_;:: 300 

MW). The present paper describes an alternate class of speed meters that effectively eliminate the 

latter two problems, and techniques for reducing the needed circulating power are discussed. These 

improvements bring interferometric speed meters into the realm of practicality. 

A simple version of the three-cavity speed-meter design to be discussed in this paper is shown in 

Fig. 3.2. In (an idealized theorist's version of) this speed meter, the input laser light [with electric 

field denoted I(() in Fig. 3.2] passes through a power-recycling mirror into a standard Michelson 

interferometer. The relative phase shifts of the two arms are adjusted so that all of the input light 

returns to the input port, leaving the other port dark [i.e., the interferometer is operating in the 

symmetric mode so D(TI) = 0 in Fig. 3.2]. In effect, we have a resonant cavity shaped like . .l. 

When the end mirrors move, they will put a phase shift on the light, causing some light to enter 

the antisymmetric mode (shaped like 1--) and come out the dark port. So far, this is the same as 

conventional interferometer designs (but without the optical cavities in the two interferometer arms). 

Next, we feed the light coming out of the dark port [D(TI)] into a sloshing cavity [labeled K(T/) and 

L(() in Fig. 3.2]. The light carrying the position information sloshes back into t he "antisymmetric 

cavity" with a phase shift of 180° , cancelling the position information in that cavity and leaving 

only a phase shift proportional to the relative velocity of the test masses1
. The sloshing frequency 

lThe net signal is proportional to the relat ive velocities of the test masses, assuming that the frequencies w of t he 
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Figure 3.2: Simple version of three-cavity design for speed-meter interferometer. The main laser 
input port is denoted by / ((), where ( = t - zjc. The signal is extracted at the bottom mirror 
(denoted Q(ry), where 1J = t + zjc]. The difference between the one- and two-port versions is the 
mirror shown in gray. 
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n = c.,;T; 
2L ' 

(3.1) 

where Ts is the power transmissivity of the sloshing mirror, L is the common length of all three 

cavities , and c is the speed of light. We read the velocity signal [Q(7J)] out at a extraction mirror 

(with transmissivity T0 ), which gives a signal-light extraction rate of 

6 = cTo 
L. (3.2) 

We have used the extraction mirror to put t he sloshing cavity parallel to one of t he arms of the 

Michelson part of the interferometer, allowing this interferometer to fit into the existing LIGO 

facilities. The presence of the extraction mirror essentially opens two ports to our system. We can 

use both outputs, or we can add an additional mirror to close one port (the gray mirror in Fig. 3.2) . 

We will focus on the latter case in this paper. 

The sensitivity h of this interferometer, compared to the SQL, can be expressed as2 

800 kW 
e2 RWcirc' 

(3.3) 

where Wcirc is the power circulating in the arms, Wcf~L ~ 800kW(foptf100Hz)3 is the power required 

to reach the SQL in the absence of squeezing (for t he arms of length L = 4 km and test masses 

with mass m = 40 kg), and e2R is the power squeeze factor3 . With no squeezed vacuum, t he 

squeeze factor is e2R = 1, so the circulating power W circ must be 8 MW in order to beat the SQL at 

/ opt ~ 100 Hz by a factor of v'fO in sensitivity. With a squeeze factor of e2R = 10, we can achieve 

the same performance with Wcirc ~ 800 kW, which is the same as LIGO-II is expected to be. 

This performance (in the lossless limit) is the same as that of the two-cavity (Chapter 2) speed 

meter for the same circulating power, but the three-cavity design has an overwhelming advantage 

in terms of required input power. However, t here is one significant problem with this design that 

we must address: the uncomfortably large amount of laser power, equal to Wcirc, flowing t hrough 

t he beam splitter. Even with t he use of squeezed vacuum, this power will be too high. Fortunately, 

there is a method, based on the work of Mizuno [15], that will let us solve this problem : 

We add three mirrors into our speed meter (labeled T; in Fig. 3.3); we shall call this the practical 

test m asses' m otion are w « n = (sloshing frequency). However, the optimal regime of operation for the speed meter 
is w ~ n. As a result , t he output signal contains a sum over odd time derivatives of position [see the discussion in 
Sec. 3.4.1] . T herefore, the speed meter monitors not just the relative speed of t he test masses, but a mixture of all 
odd t ime derivatives of t he relative positions of the test masses. 

2 It should be noted that, as the power increases in Eq. (3.3), the speed-meter performance becom es more narrow 
band. Additional power and a re-optimization of some of the speed meter's parameters are required to m aintain the 
same bandwidt h at higher sensitiv it ies. See Sec. 3.4.2 for details. 

3For an explanation of squeezed vacuum and squeeze factors, see, for example, KLMTV and references cited therein. 
In particular, their work was based on that of Caves [14] and Unruh [4]. Also, KLMTV state that a likely achievable 
value for the squeeze factor (in the LIG0-111 time frame) is e2R ~ 10, so we use that value in our discussion. 



46 

three-cavity speed meter. Two of the additional mirrors are placed in the excited arms of the inter­

ferometer to create resonating Fabry-Perot cavities in each arm (as for conventional interferometers 

such as LIGO-I). The third mirror is added between the beam splitter and the extraction mirror, 

in such a way that light with the carrier frequency resonates in the subcavity formed by this mirror 

and the internal mirrors. 

As claimed by Mizuno [15] and tested experimentally by Freise et al. [16] and Mason [17], when 

the transmissivity of the third mirror decreases from 1, the storage time of sideband fields in the arm 

cavity due to the presence of the internal mirrors will decrease. This phenomenon is called Resonant 

Sideband Extraction (RSE); consequently, the t hird mirror is called the RSE mirror. One special 

case, which is of great interest to us, occurs when the RSE mirror has the same transmissivity as the 

internal mirrors. In this case, t he effect of the internal mirrors on the gravitational-wave sidebands 

should be exactly cancelled out by the RSE mirror. The three new mirrors then have just one effect: 

they reduce the carrier power passing through the beam splitter-and they can do so by a la rge 

factor. 

Indeed, we have confirmed that this is true for our speed meter, as long as the distances between 

the three additional mirrors (the length of the "RSE cavity") are small (a few meters), so that the 

phase shifts added to the slightly off-resonance sidebands by the RSE cavity are negligible. We can 

then adjust the transmissivities of the power-recycling mirror and of the three internal mirrors to 

reduce the amount of carrier power passing through the beam splitter to a more reasonable level. 

With this design, the high circulating power is confined to the Fabry-Perot arm cavities, as in 

conventional LIGO designs. There is some question as to the level of power that mirrors will be 

able to tolerate in t he LIGO-III t ime frame. Assuming that several megawatts is not acceptable, we 

shall show that the circulating power can be reduced by injecting fixed-angle squeezed vacuum into 

the dark port, as indicated by Eq. (3.3). 

Going a step farther, we shall show that if, in addition to injected squeezed vacuum, we also use 

frequency-dependent (FD) homodyne detection, the sensitivity of the speed meter is dramatically 

improved at high frequencies (above /opt ::::::: 100 Hz); this is shown in Fig. 3.1. The disadvantage of 

this is that FD homodyne detection requires two filter cavities of the same length as the arm cavities 

(4 km for LIGO), as shown in Fig. 3.4. 

Our analysis of the losses in these scenarios indicates that our speed meters with squeezed 

vacuum and/or variational-output are much less sensistive to losses than a position meter using 

those techniques (as analyzed by KLMTV). Losses for the various speed meters we discuss here are 

generally quite low and are due primarily to the losses in the optical elements (as opposed to mode­

mismatching effects). Without squeezed vacuum, the losses in sensitivity are less than 10% in the 

range 50 - 105 Hz, lower at higher frequencies, but higher at low frequencies. Injecting fixed-angle 

squeezed vacuum into the dark port allows this speed meter to operate at a lower power [see Eq. 3.3], 
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Figure 3.3: Schematic diagram showing the practical version of the t hree-cavity speed-meter design, 
which reduces the power flowing through the beam splitter. Three additional mirrors, with trans­
missivity 71, are placed around the beam splitter. The "+" and "-" signs near the mirrors indicate 
the sign of the reflectivities in the junction conditions for each location. The mirror shown in gray 
closes the second port of the interferometer. 
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Arm Cavity 

Sloshing Cavity 

Filter Cavity I 

Figure 3.4: Schematic diagram showing the practical three-cavity speed-meter design with squeezed 
vacuum injected at t he dark port and two filter cavities on the output. Not e that the circulator 
is a four-port optical device that separates the injected (squeezed) input and the interferometer's 
output. 
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thereby reducing the dominant losses (which are dependent on the circulating power because they 

come from vacuum ftuctations contributing to the back-action). In this case, the losses are less than 

4% in the range 25- 150Hz. As before, they are lower at high frequencies, but they increase at low 

frequencies. Using FD homodyne detection does not change the losses significantly. 

This paper is organized as follows: In Sec. 3.3 we give a brief description of the mathematical 

method that we use to analyze the interferometer. In Sec. 3.4.1, we present the results in the 

lossless case, followed in Sec. 3.4.2 by a discussion of optimization methods. In Sec. 3.4.3, we discuss 

some of the advantages and disadvantages of this design, including the reasons it requires a large 

circulating power. Then in Sec. 3.5, we show how the circulating power can be reduced by injecting 

squeezed vacuum through the dark port of the interferometer and how the use of frequency-dependent 

homodyne detection can improve the performance at high frequencies. In Section 3.6, we discuss 

the effect of losses on our speed meter with the various modifications made in Sec. 3.5, and we 

compare our interferometer configurations with those of KLMTV. Finally, we summarize our results 

in Sec. 3. 7. 

3.3 Mathematical Description of the Interferometer 

The interferometers in this paper are analyzed using the techniques described in Sec. 2.3. These 

methods are based on the formalism developed by Caves and Schumaker [18, 19] and used by KLMTV 

to examine more conventional interferometer designs. For completeness, we will summarize the main 

points here. 

The electr ic field propagating in each direction down each segment of the interferometer is ex­

pressed in the form 

~ 
Efietct(() = y ~A((). (3.4) 

Here A(() is the amplitude (which is denoted by other letters-B((), P((), etc.- in other parts of 

the interferometer; see Fig. 3.2) , ( = t- zlc, w0 is the carrier frequency, li is the reduced Planck's 

constant, and S is the effective cross-sectional area of the light beam; see Eq. (8) of KLMTV. For 

light propagating in the negative z direction, ( = t - z I c is replaced by 77 = t + z I c. We decompose 

the amplitude into cosine and sine quadratures, 

A(() = A 1 (() cos wo( + Az(() sin wo(, (3.5) 

where the subscript 1 always refers to the cosine quadrature, and 2 to sine. Both arms and the 

sloshing cavity have length L = 4 km, whereas all of the other lengths Zi are short compared to L . 

We choose the cavity lengths to be exact half multiples of the carrier wavelength so eiZwoL/c = 1 

and e i2woz;/c = 1. There will be phase shifts put onto the sideband light in all of these cavities, but 
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only the phase shifts due to the long cavities are significant. 

The aforementioned sidebands are put onto the carrier by the mirror motions and by vacuum 

fluctuations. We express the quadrature amplitudes for the carrier plus the side bands in the form 

(3.6) 

Here Aj(() is the carrier amplitude, iiJ(w) is the field amplitude (a quantum mechanical operator) 

for the sideband at sideband frequency w (absolute frequency w0 ± w) in the j quadrature, and 

aj(w) is the Hermitian adjoint of iiJ(w); cf. Eqs. (6)-(8) of KLMTV, where commutation relations 

and the connection to creation and annihilation operators are discussed. In other portions of the 

interferometer (Fig. 3.2), Aj(() is replaced by, e.g., Cj((); Aj((), by Cj((); iij(w) , by Cj (w), etc. 

Since each mirror has a power transmissivity and complementary reflectivity satisfying the equa­

tion T + R = 1, we can write out the junction conditions for each mirror in the system, for both 

the carrier quadratures and the sidebands [see particularly Eqs. (2.5) and (2.12)-(2.14)]. We shall 

denote the power transmissivities for the sloshing mirror as T5 , for the extraction (output) mirror 

as To, the power-recycling mirror as Tp, for the beam-splitter as Tb = 0.5, for the internal mirrors 

as Ti , and for the end mirrors as Te ; see Figs. 3.2 and 3.3. 

The resulting equations can be solved simultaneously to get expressions for the carrier and 

sidebands in each segment of the interferometer. Since those expressions may be quite complicated, 

we use the following assumptions to simplify our results. First , we assume that only the cosine 

quadrature is being driven (so that the carrier sine quadrature terms are all zero) . Second, we 

assume that the transmissivities obey 

(3.7) 

The motivations for these assumptions are that (i) t hey lead to speed-meter behavior; (ii) as with 

any interferometer, the best performance is achieved by making the end-mirror transmissivities Te 

as small as possible; and (iii) good performance requires a light extraction rate comparable to the 

sloshing rate, li ,...., 0 [cf. the first paragraph of Sec. 2.4.2], which with Eqs. (3.1) and (3.2) implies 

T
0 

,...., .jT. so T0 » T5 • Throughout the paper, we will be using these assumptions, together with 

wLjc « 1, to simplify our expressions. 

3.4 Speed Meter in the Lossless Limit 

For simplicity, in this section we will set Te = 0 (end mirrors perfectly reflecting). We will also 

neglect the (vacuum-fluctuation) noise coming in the main laser port (z1 ,2) since that noise largely 

exits back toward the laser and produces negligible noise on the signal light exiting the output port. 
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As a result of these assumptions, the only (vacuum-fluctuation) noise that remains is that which 

comes in through t he output port (ih,2 ) . An interferometer in which this is the case and in which 

light absorption and scattering are unimportant (R + T = 1 for all mirrors, as we have assumed) 

is said to be "lossless." In Sec. 3.6, we shall relax these assumptions; i.e. , we shall consider lossy 

interferometers. 

It should be noted that the results and discussion in this section and in Sec. 3.5 apply to both the 

simple and practical versions of the three-cavity speed meter (Figs. 3.2 and 3.3) . The two versions 

are completely equivalent (in the lossless limit) . 

3.4.1 Mathematical Analysis 

The lossless interferometer output for the speed met ers in Fig. 3.2 and 3.3, as derived by t he analysis 

sketched in the previous section, is then 

(3.8a) 

ii2 (3.8b) 

Here Pj (w) is the side-band field operator [analog of aj (w) in Eq. (3.6)] associated with t he d ark-port 

input P((), and ijj(w) associated with the output Q(ry); see Fig. 3.2. Also, in Eqs. (3.8), .C(w) is a 

c-number given by 

(3.9) 

[recalling that 0 = c,;T;/2L is th e sloshing frequency, J = cT0 / L the extraction rate], the asterisk 

in .C*(w) denotes the complex conjugate, x(w) is the Fourier transform of t he relative displacement 

of the four test masses- i.e., the Fourier transform of the difference in lengths of the interfer ometer's 

two arm cavities- and Wcirc is the circulating power in the each of the interferometer 's two arms. 

Note that the circulating power (derived as in Sec. 2.3.2) is related to the carrier amplit ude B1 in 

the arms by4 

(3.10) 

where h is the input laser amplitude (in the cosine quadrature). Readers who wish to derive the 

input- output relations (3.8) for t hemselves may find useful guidance in Appendix B of KLMTV [7] 

and in Sees. 2.3 and 2.4, which give detailed derivations for other interferometer designs. 

Notice that the first t erm in Eq. (3.8b) contains x only in the form wx; this is the velocity signal 

4Equation (3.10) refers specifically t o the practical version of t he three-arm interferometer (Fig. 3.3) . The simple 
(Fig. 3.2) version would be 
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[actually, the sum of the velocity and higher odd time derivatives of position because of the .C(w) in 

the denominator]. The test masses' relative displacement x(w) is given by 

x _ x _ x _ Lh _ BivliwooWcirc _ 
- e n- mw.JCf.C(w) PI, (3.11) 

where Xe is the Fourier transform of the relative displacement of the mirrors of the "east" arm 

and Xn is the same for the "north" arm. The last term is the back-action produced by fluctuating 

radiation pressure (derived as in Sec. 2.3.2). 

It is possible to express Eqs. (3.8) in a more concise form, similar to Eqs. (16) in KLMTV: 

if. I 

Here 

is a phase shift put onto the light by the interferometer, 

16wo<~"Wcirc 
K = - ---=-":---::-;-....:.:-::.;;. 

mcLJ.C(w) J2 

(3 .12a) 

(3.12b) 

(3.13) 

(3.14) 

is a dimensionless coupling constant that couples the gravity wave signal h into the output ij2 , and 

~ 
h S Q L = v -:;;:;;;;'iL2 (3.15) 

is the standard quantum limit for a conventional interferometer such as LIGO-I or VIRGO [1] . 

In Fig. 3.5, we plot the coupling constant "" as a function of frequency for several values of o. 
As the graph shows, "" can be roughly constant for a rather broad frequency band w :S D, when o 
is chosen to be ~ D (as it will be when the interferometer is optimized). Combining this with the 

fact that hsQL ex: 1/w, we infer from Eqs. (3.12) that the output signal at frequencies w ;:; n is 

proportional to wii, or equivalently wx, which is the relative speed of the test masses (as mentioned 

above). 

The terms t:.pi and t:.jj2 in Eqs. (3.8) represent quantum noise (shot noise, radiation-pressure 

noise, and their correlations). We shall demonstrate below that, in the frequency band w ;5 D where 

the interferometer samples only the speed, there is no back-action (radiation-pressure) noise. This 

might not be obvious from Eqs. (3.12), especially because they have an identical form (except for the 

frequency dependence of K) as the input-output relations of a conventional interferometer, where the 

term proportional to J( (their version of K) is the radiation-pressure noise. Indeed, if one measures 
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Figure 3.5: The coupling constant 1\:(w) in arbitrary (logrithmic) units with w measured in units of 
D. The three curves correspond to the same light power (such that Kmax = 5 for the middle curve), 
but 8 = O.lD, 8 = 0.5D, and 8 =fin. 

the "sine" quadrature of the output, ih, as is done in a conventional interferometer, this speed meter 

turns out to be SQL limited, as are conventional interferometers. 

Fortunately, the fact that K is constant (and equal to Ko) over a broad frequency band will a llow 

the aforementioned cancellation of the back-action, resulting in a QND measurement of speed. To 

see this, suppose that, instead of measuring the output phase quadrature ih, we use homodyne 

detection to measure a generic, frequency-independent quadrature of the output: 

(3.16) 

where <I> is a fixed homodyne angle. Then from Eqs. (3.8), we infer that the noise in the signal, 

expressed in GW strain units h, is 

(3.17) 

By making cot <I> = Ko :::::: (constant value of Kat w ;S D), t he radiation pressure noise in hn will be 

cancelled in the broad band where K = Ko, thereby making this a QND interferometer. 

We assume for now that ordinary vacuum enters the output port of the interferometer; i.e., fh and 
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f;2 are quadrature amplitudes for ordinary vacuum (we will inject squeezed vacuum in Sec. 3.5.1). 

This means [Eq. (26) of KLMTV] that their (single-sided) spectral densities are unity and their 

cross-correlations are zero, which, when combined with Eq. (3.17), implies a spectral density of 

Here 
e = (cot <I>- K-) 2 + 1 

2K-

(3.18) 

(3.19) 

is t he fractional amount by which t he SQL is beaten (in units of squared amplitude). This expression 

for e is t he same as t hat for the speed meters in Eq. (2.36) and BGKT [Eq. (40)], indicating 

the theoretical equivalency of these designs. In t hose papers, an optimization is given for t he 

interferometer . Instead of just using the results of that optimization, we shall carry out a more 

comprehensive study of it5 . 

3.4.2 Optimization 

The possible choices of speed meter parameters can be investigated intuitively by examining the 

behavior of "'· To aid us in our exploration, we choose (as in BGKT and Chapter 2) to express 

j.C (wW [Eq. (3.9)] as 

(3.20) 

where 

(3.21) 

is the interferometer's "optimal frequency," i.e., t he frequency at which j.C(w) j reaches its minimum. 

Combining wit h Eq. (3.14), we obtain 

(3.22) 

where 
S13 = 16woWcirc 

1 - mLc 
(3.23) 

5Jt should be noted that the expressions given in Sec. 3.4.1 are accurate to 6% or better over the frequency range of 
interest. To achieve 1% accuracy, we expand to the next-highest order. The result can be expressed as a re-definition 
of the sloshing frequency 

where Os = cT5 /2L. Then n. retains t he same functional form: 

It --t ~t' = 16woi5Wcirc 
mcL((S1'2 - w2) + w202) 

As a result, the optimization described in Sec. 3 .4.2 applies equally well to ~t1 and !1' as to t he orig inal " and n. 
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Figure 3.6: The coupling constant K(w) with w measured in units of Wapt · The solid curve is 
determined by setting 6 = 2wapt and Kmax = 5 (this value of Kmax comes from specifying that we 
want to beat t he SQL by a factor of 10; see Fig. 3 .7). If, in addition, we set Wapt = 21!' x 100 Hz, 
then all the parameters have been specified (due to the various relationships between them) and are 
equal t o t he values given in Table 3.1. If we maintain the same power but change 6, then t he only 
paramet er of Table 3.1 that is affected is T0 • Examples of such a change are shown for 6 = 0.5wapt 
and 6 = 4wapt· Note that these two choices of o are more extreme t han would be desirable in 
practice, but they are shown here to illustrate more clearly the effect on K of changing t he ratio 
between 6 and Wopt. 

is a frequency scale related to the circulating power. At Wapt, K reaches its maximum (see Fig. 3.6) 

(3.24) 

By setting 

COt iJ> = Kmax, (3.25) 

we get the maximum amount by which a speed meter can beat the SQL 

(3 .26) 

As w differs from Wapt in either direction, K decreases from Kmax· This causes t he noise to increase 

since (i) the t erm (cot iJ> - K)2 in the numerator of e (Eq. (3.19)] increases and (ii) the denominator 
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Figure 3.7: The squared amount by which the speed meter beats the SQL with a given circulating 
power, which is determined by setting (for the solid curve) .;~in = 0.1 and the condition (3.29). Note 
that the requirement on .;~in sets the power relative to the SQL power Wc~~L , the value of which 
is dependent on Wopt · (For Wopt =100Hz, we have Wcirc = 8 MW.) If we hold the power fixed and 
change o to 1.5wopt and 2.5Wopt, we get the other two curves. 

of e decreases. In order to have broadband performance, we should make the peak of ~(w) as flat 

as possible. As we can see from both Eq. (3.22) and Fig. 3.6, the shape of the peak can be adjusted 

by changing o: for the same optical power, a larger o means a wider peak but a smaller maximum. 

Therefore, changing o is one method of balancing sensitivity against bandwidth. Some examples 

are shown in Figs. 3.6, 3.7, and 3.8, where ~(w), e(w), and S~t(w), respectively, are plotted for 

configurations with the same Wopt and opt ical power Wcirc , but with several values of o. 
To be more quantitative, a simple analytic form fore (w) can be obtained by inserting Eqs . (3.22) , 

(3.24), and (3.26) into Eq. (3.19) to get 

(3.27) 

Here 
( 2 2 ) 2 - w - Wopt 

D. = <P(w~pt + o2 /4) 
(3.28) 

is a dimensionless offset from the optimal frequency Wopt· From Eq. (3.28) , it is evident that D. , and 
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Figure 3.8: Noise curves corresponding to thee curves in Fig. 3.7, the caption of which describes 
the parameters used here as well. The dotted line is an example of a noise curve for which "' is not 
quite flat and cot 11> was chosen to be slightly smaller t han "'max (see t he end of Sec. 3.4.2 for details.) 

thus e, are the same for w = 0 and w = v'2wopt [see also Eq. (47) of BGKT or Eq. (2.50)]. For 

definiteness, let us impose that 

(3.29) 

as is done by BGKT. For ~~in = 0 .1, this gives 6 = 1.977wopt ~ 2wopt (as assumed in BGKT and 

Chapter 2). Plugging t hese numbers into Eq. (3.26) and combining with Eq. (3.23) gives 

mLcwgpt 

8wo~~in 

8 4MW Wopt ~ 
( )

3 ( ) 
. 27r x 100Hz 40kg 

x ( L ) (1.78 x 10
15

Hz) (~) 
4000 km Wo ~min 

(3.30) 

Therefore, when Wopt is chosen at 27r x 100Hz, this speed meter (with 6 = 2w0 pt) requires Wcirc ::::::: 

8.4 MW to beat the SQL by a factor of 10 in power (~~in = 0.1) . [Note that, keeping 8 = 2wopt , 

the speed meter reaches the SQL with w;~L = 840 kW, comparable to the value given by KLMTV 

Eq. (132) for conventional interferometers with 40-kilogram t est masses.] The e and S" curves for 
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this configuration are plotted as solid lines in Fig. 3.7 and 3.8, respectively. 

Please note that Eq. (3.30) should be applied with caution because significantly changing ~~in 

in the above equation (without changing the ratio between o and Wopt) will change the wide-band 

performance of the interferometer, since there is some "hidden" power dependence in Eq. (3.29) . 

To determine the behavior of the speed meter with significantly higher power or lower ~~in while 

maintaining the same wideband performance, we must re-apply the requirement (3.29) to determine 

the appropriate ratio between o and Wopt· For example, solving Eqs. (3.26) and (3.29) simultaneously 

for ~~'in and 8, with chosen values Wcirc = 20 MW and Wopt = 211" x 100Hz, gives 8 = 2.334wopt and 

~~~n ~ 17. Keeping this in mind, a general expression for the circulating power is 

Wcirc 

= 

mLc(w~pt + 82 /4)8 

32wo ~~in 

209 kW [ (w~pt + 82 
/4)8 ] 

~~in (27r x 100 Hz)3 ( 
m ) ( L ) (1.78 x 10

15
Hz) 

40 kg 4000 km w0 ' 
(3.31) 

where the relationship between o and Wopt determines whether the noise curve is deep but narrow 

or wide but shallow [with the requirement (3.29) giving the latter]. 

So far, we have only changed o to modify the performance of the speed meter. Another method 

is to change Wopt· In this case, the shape of the noise curve changes very little, but the minima 

occur at different frequencies, causing the interferometer to have either broader bandwidth or higher 

sensitivity (relative to the SQL). This is shown in Fig. 3.9. Maintaining condition (3.29) with Wopt 

chosen at 211" x 150Hz, we get a broader but shallower curve (short dashes); this configuration beats 

the SQL by a factor of ~~~n ~ 4.7, up to f ~240Hz. With Wopt = 211" x 75Hz, we get a narrower 

but deeper curve (long dashes), which beats the SQL by a factor of ~~fn ~ 17, up to f ~ 100Hz. 

The power was kept fixed at Wcirc = 8. 2 MW. 

One more potential optimization method is to choose a K with a peak t hat is not quite flat and 

then choose a cot <I> that is slightly smaller than "-max· This will give a wider bandwidth on either 

side of Wopt, at the price of decreased sensitivity at the region near Wopt (see dotted line in Fig. 3.8). 

For simplicity, we will choose a typical (but somewhat arbitrary) set of parameters for the lossless 

interferometer of Fig. 3.2. These values, given in Table 3.1, will be used (except as otherwise noted) 

for subsequent plots and calculations comparing this speed-meter design to other configurations. 

3.4.3 Discussion of Three-Cavity Speed-Meter Design 

In this section, we discuss how the three-cavity speed-meter design compares to the two-cavity design 

presented in Chapter 2, focusing on the three major problems of that design: it required (i) a high 

circulating power, (ii) a large amount of power coming out of the interferometer with the signal, and 

(iii) an exorbitantly high input laser power. 
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Figure 3.9: Noise curves for varying optimal frequencies. The solid curve has fopt = 100 Hz and 
is identical to the solid curve of Fig. 3.8. Maintaining the same power and the condition imposed 
by Eq. (3.29), we show two examples of noise curves with other optimal frequencies, specifically 
fopt = 75 Hz and fopt = 150 Hz. 

With the three-cavity speed meter, we are able to replicate the performance of the two-cavity 

design in Chapter 2, but without the exorbitantly high input power. The reason why our three­

cavity speed meter does not need a high input power is the same as for conventional interferometers: 

in both cases, the excited cavities are fed directly by the laser. According to Bose statistics, carrier 

photons will be "sucked" into the cavities, producing a strong amplification. This was not the case 

in the two-cavity speed meter of Chapter 2. There, an essentially empty cavity stood between the 

input and the excited cavity, thereby thwarting Bose statistics and result ing in a required input 

laser power much greater than the power that was circulating in the excited cavity (see Chapter 2 

for more details) . In this chapter, we have returned to a case where the laser is driving an excited 

cavity directly, t hereby allowing the input laser power to be small relative to the circulating power. 

Because the cavity from which we are reading out the signal does not contain large amounts of 

carrier light (by contrast with the two-cavity design) , this t hree-cavity speed meter does not have 

large amounts of power exiting the interferometer with the velocity signal, unlike the two-cavity 

design. By making use of the different modes of the Michelson interferometer, we have solved the 

problem of the exorbitantly high input power and the problem of the amount of light that comes 

out of the interferometer. 
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Table 3.1: Three-arm speed-meter interferometer parameters 
throughout except where other parameters are specified. 

and their fiducial values, as used 

Parameter Symbol 
carrier frequency 
mirror mass 
arm length 
sloshing mirror transmissivity 
output mirror transmissivity 
end mirror transmissivity 
internal and RSE mirror transmissivity 
optimal frequency 
sloshing frequency 
extraction rate (half-bandwidth) 
SQL circulating power 

wo 
m 
L 
Ts 
To 
Te 
T; 
Wopt 

Fiducial Value 
1.78 X 10 S 

40 kg 
4km 
0.0008 
0.017 
2 X 10- 5 

0.005 
27f x 100Hz 
21r x 170Hz 
27r x 200Hz 
820kW 

The problem of the high circulating power Wcirc, unfort unately, is not solved by the three­

cavity design. This is actually a common characteristic of "external-readout" interferometer designs 

capable of beating the SQL. The reason for this high power is the energetic quantum limit (EQL) , 

which was first derived for gravitational-wave interferometers by Braginsky, Gorodetsky, Khalili and 

Thorne [20]. The EQL arises from the phase-energy uncertainty principle 

(3.32) 

where E is the stored energy in the interferometer and ¢ is the phase of the light. The uncertainty 

D..E of the stored light energy during the measurement process must be large enough to allow a 

small uncertainty D.¢ in the stored light's optical phase, in which t he GW signal is contained. For 

an interferometer with coherent light (so D..E = nw0 JE/nw0 ), the EQL dictat es that the energy 

stored in the arms must be la rger than 

(3.33) 

in order to beat the SQL by a factor of~ near frequency w with a bandwidth D..w (Eq. (1) of Ref. [11] 

and Eq. (29) of Ref. [20]) . In a broadband configuration wit h D..w "'w , we have 

(3.34) 

For comparison, in the broadband regime of the speed meter , we have, from Eq. (3.26), 

2 mL2t5(w~pt + t52 /4) mL2w~pt 
~min = 4 E w0 "' 4 E wo ' 

(3.35) 

where the st ored energy is E = 2WcircL/c. Comparison between Eqs. (3 .34) and (3.35) confirms 
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that our speed meter is EQL limited. 

As a consequence of the EQL, designs with coherent light will all require a similarly high circu­

lating power in order to achieve a similar sensitivity. Moreover, given the sharp dependence E ex: w3 , 

this circulating power problem will become much more severe when one wants to improve sensitivities 

at high frequencies . 

Nevertheless, the EQL in the form (3.33) above only applies to coherent light. Using nonclassical 

light will enable the interferometer to circumvent it substantially. One possible method was invented 

by Braginsky, Gorodetsky, and Khalili [10] using a special optical topology and intracavity signal 

extraction. A more conventional solution for our external-readout interferometer is t o inject squeezed 

light into the dark port, as we shall discuss in Sec. 3.5.1 (and as was also discussed in t he original 

paper [20] on the EQL). 

3.5 Squeezed Vacuum and FD Homodyne Dectection 

In this section, we discuss two modifications to the three-cavity speed-meter design analyzed in 

Sec. 3.4.1. T his discussion applies to both the simple and practical versions, shown in Figs. 3.2 and 

3.3; the modifications are shown in Fig. 3.4. The first modification is to inject squeezed vacuum 

(with fixed squeeze angle) into the output port of the speed meter, as shown in Fig. 3.4. This 

will reduce the amount of power circulating in t he interferometer. The second modification , also 

shown in Fig. 3.4, is the introduction of two filter cavities on the output, which allow us to perform 

frequency-dependent homodyne detection (described in KLMTV) that will dramatically improve the 

performance of the speed meter at frequencies f 2: f opt· 

3.5.1 Injection of Squeezed Vacuum into Dark Port 

Because the amount of circulating power required by our speed meter remains uncomfortably large, it 

is desirable to reduce it by injecting squeezed vacuum into the dark port. The idea of using squeezed 

light in gravitational-wave interferometers was first conceived by Caves [14] and further developed 

by Unruh [4] and KLMTV. We shall start in this section with a straightforward scheme that will 

decrease the effective circulating power without otherwise changing the speed meter performance. 

As discussed in Sec. IV B and Appendix A of KLMTV, a squeezed input state is related to the 

vacuum input state (assumed in Sec. 3.4.1) by a unitary squeeze operator S(R, .A) [see Eqs . ( 41) and 

(A5) of KLMTV] 

lin) = S(R, .A)IO). (3.36) 

Here R is the squeeze amplitude and >. is the squeeze angle, both of which in principle can depend 

on sideband frequency. However, the squeezed light generat ed using nonlinear crystals [21, 22] has 



62 

frequency-independent R and >. in our frequency band of interest, i.e., f < 10kHz [23] ; and in this 

section, we shall assume frequency independence. 

The effect of input squeezing is most easily understood in terms of the following unitary trans-

formation, 

lin) --+ st (R, >.) lin) = IO) (3.37a) 

Pi --+ st (R, >.)pjS(R, >.), (3.37b) 

ijj --+ st (R, J..)ijiS(R, >.), (3.37c) 

where j = 1, 2. This brings the input state back to vacuum and t ransforms t he input quadratures 

into linear combinations of themselves , in a rotate-squeeze-rotate way [Eq. (A8) of KLMTV, in 

matrix form]: 

( :: ) --+ 
( 

~ls ) = st (R, >.) ( ~1 
) S(R, >.) 

P2s P2 

-::~) ( e~R e~ ) ( 
= ( cos>. 

sin>. 

cos>. 

-sin>. 
sin>. ) ( P1 ) - . (3.38) 
cos >. P2 

In particular, the GW noise can be calculated by using t he squeezed noise operator [Eq. (29) of 

KLMTV] 

(3.39) 

and the vacuum state. 

A special case-the case that we want-occurs when R = constant and ).. = 1r /2. T hen there is 

no rotation between t he quadratures but only a frequency-independent squeezing or stretching, 

Pt --+ Pls = eRpl , 

P2 --+ P2s = e-RP2 . 

(3.40a) 

(3.40b) 

Consequently, Eqs. (3.12) for the output quadratures ii1,2s 

formed into 

st (R, 1r /2)ij1 ,2 S(R, 1r /2) are trans-

eRple2i1/J 

e- R [(Pz _ "'e2Rp!) ezi,p + y' "'e2R--'!!._ei1/J ] . 
hsQL 

(3.41a) 

(3.41b) 
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The corresponding noise can be put into the same form as Eq. (3.17), 

with 

h _ h sQL i..P r.;:; ( t"" _ ) _ ] ns - r.;:-;:;; e l.f'l CO '¥ eff - Keff + P2 , 
y K eff 

(3.42) 

(3.43) 

Since "' is proportional to the circulating power [see Eqs. (3.14)], gaining a factor e2R in"' is equivalent 

to gaining this factor in W circ . 

In other words, by injecting squeezed vacuum with squeeze factor e2R and squeeze angle>, = 1r /2 

into the interferometer's dark port, we can achieve precisely the same interferometer performance 

as in Sec. 3.4.1 , but with a circulating light power that is lower by W circ,SISM = e-2RWcirc,OSM· 

(Here "SISM" means "squeezed-input speed meter" and "OSM" means "ordinary speed meter." 

Since squeeze factors e-2R ~ 0.1 are likely to be available in the time frame of LIGO-III (7], this 

squeezed-input speed meter can function wit h Wcirc,SISM ~ 0.1 Wcirc,OSM· 

3.5.2 Frequency-Dependent Homodyne Detection 

One can take further advantage of squeezed light by using frequency-dependent (FD) homodyne 

detection at the interferometer output [24- 28]. As KLMTV have shown, FD homodyne detection can 

be achieved by sending the output light through one or more optical filters (as in Fig. 3.4) and then 

performing ordinary homodyne detection. If its implemention is feasible, FD homodyne detection 

will dramatically improve the speed meter 's sensitivity at high frequencies (above !opt = 100 Hz) . 

Note that the KLMTV design that used FD homodyne detection was called a "variational-output" 

interferometer; consequently, we shall use the term "variational-output speed meter" to refer to our 

speed meter with FD homodyne detection. Continuing the analogy, when we have both squeezed­

input and FD homodyne detection, we will use the term "squeezed-variational speed meter." The 

following discussion is analogous to Sees. IV and V of KLMTV. 

For a generic frequency-dependent 6 squeeze angle >.(w) and homodyne detection phase 4"?(w), we 

have, for the squeezed noise operator (Eqs. (3.39) a nd (3.38)] , 

where 

hns = - h~J,t ei..PJ1 + K.2 (ih { coshRcos ~- sinhRcos [~- 2(~ + >.)] } 

- .P2 { cosh R sin ~ - sinh R sin [ ~ - 2 ( q, + A)] } ) , 

cot ~ = K. = K - cot 4"? • 

(3.44) 

(3.45) 

6For gener ality of the equations, we allow the squeeze angle and the t he homodyne phase both to be frequency 
dependent, but the squeeze angle w ill be fixed (frequency independent) later in the argument [specifically, in Eq. (3.48)). 
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The corresponding noise spectral density [computed by using the ordinary vacuum spectral densities, 

Sih = Sth = 1 and Sf>1 f>2 = 0, in Eq. (3.44)) is 

Sh = (hs~L)
2 

(1 + K.2 ) { e-ZR +sinh 2R(1 -cos 2(~ +A.))} . (3.46) 

Note that these expressions are analogous to KLMTV Eqs. (69)- (71) for a squeezed-variational 

interferometer (but the frequency dependence of their K is different from that for our K). From 

Eq. (3.46), S" can be no smaller than the case when 

K, = 0 , cos 2(q, + A.) = 1. (3.47) 

The optimization conditions (3.4 7) are satisfied when 

cot <I>= K, A. = 1rj2, (3.48) 

which corresponds to frequency-dependent homodyne detection on the (frequency-independent) 

squeezed-input speed meter discussed in the previous section. 

As it turns out, the condition cot <I> = "' can readily be achieved by the family of two-cavity 

optical filters invented by KLMTV and discussed in their Sec. V and Appendix C. We summarize 

and generalize their main results in our Appendix A . The two filter cavities are both Fabry-Perot 

cavities with (ideally) only one transmitting mirror. They are characterized by t heir bandwidths, 

6J, (where J =I, II denote the two cavities) and by their resonant frequencies, w0 + f.J6J (the ones 

nearest w0 ). The output light from the squeezed-input speed meter is sent t hrough the two filters, 

and then a homodyne detection with frequency-independent phase () is performed on it. 

For the squeezed-variational speed meter (shown in Fig. 3.4) with the parameters in Table 3.1 , 

plus (,~in= 0.1, 6 = 2wopt, A4 = 4w~pt• and e-2R = 0.1, we have 

(3.49) 

and the required filter and detection configuration is f.I = 1.7355,61 = 21r x 91.57Hz, f.u = - 1.1133, 

611 = 21r x 114.3Hz, and()= 1rj2. [These values are reached by solving Eqs. (C4) of KLMTV, or 

by using the simpler method described in Appendix A of this paper.] The resulting performance is 

plotted in F ig. 3.10. Note t he substantial improvement at w 2:: Wopt· 

In the case of position-meter interferometers with optical filters (the interferometers analyzed by 

KLMTV), the optical losses due to the filter cavities contribute significantly to the noise spectral 

density and drastically reduce the ability to beat the SQL. It turns out that the squeezed-variational 

speed meter is less sensitive t o such losses, as we shall see in Sec. 3.6. 
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Figure 3.10: Comparison of typical noise curves for frequency-dependent and fixed-angle homodyne 
detection. The FD homodyne angle <l>(w) is that of Eqs. (3.48) and (3.49); the fixed homodyne 
angle <l> is that of Eq. (3.43); the circulating power is e-zR times that of Table 3.1; and all other 
parameters are identical for the two interferometers and are given in Table 3.1. 

3 .6 Optical Losses 

In order to understand the issue of optical losses in this speed meter, we shall start by addressing 

its internal losses. These include scattering and absorption at each optical element, finite transmis­

sivities of the end mirrors, and imperfections of the mode-matching between cavities. The effect of 

external losses (i.e., losses in the detection system and any filter cavities) will be discussed separately. 

Note that the analysis in this section includes the internal and RSE mirrors, so it applies primarily 

to the speed meter designs in Figs. 3.3 and 3.4. 

3.6 .1 Intern al losses 

In this subsection, we will consider only noise resulting from losses associated with optical elements 

inside the interferometer. These occur 

• in the optical elements: arm cavities, sloshing cavity, extraction mirror, port-closing mirror, 

beam splitter, RSE mirror; 
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• due to mode-mismatching7 ; and 

• due to the imperfect matching of the transmissivities of the RSE and internal mirrors8 . 

Since the optical losses will dominate, we focus only on that type of loss here. The loss at each 

optical element will decrease the amplitude of the sideband light (which carries the gravitational­

wave information) and will simultaneously introduce additional vacuum fluctuations into the optical 

train. Schematically, for some sideband a(w), the loss is described by 

a(w)-+ )l- E(w) a(w) + ~ n(w), (3.50) 

where E is the (power) loss coefficient, and n(w) is the vacuum field entering the optical train at the 

loss point. 

It should be noted that there are various methods of grouping these losses together in order to 

simplify calculations. For example, we combine all of the losses occurring in the arm (or sloshing) 

cavities, into one loss coefficient of .C ~ 20 x 10- 6 [according to KLMTV Eq. (93)]. Then we assume 

that the end mirrors have transmissivity Te = 2 x 10-5 , thereby absorbing all of the arm losses into 

one term [see KLMTV Eq. (B5) and preceding discussion]. 

Assuming that the noise entering at the end mirrors of the arm cavities is denoted iie1 ,2 and 

iin1 ,2 for the east and north arms respectively, at the end mirror of the sloshing cavity .51 ,2 , at the 

port-closing mirror w1,2, and at the RSE mirror mn1 ,2 and ms1 ,2 [representing the losses described 

in the previous paragraph; see Appendix B.3 for details], the output of the lossy three-cavity speed­

meter system (Fig. 3.3; the simplified and practical versions are no longer equivalent, since there 

will be additional losses due to the presence of the internal and RSE mirrors) is 

7 According to our simple analysis in Appendix C, this effect will be insignificant in comparison with the losses in 
the optical elements, so we shall ignore it. 

BThis effect is negligibly small so we shall ignore it; see Appendix D for details. 
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where 

= 

(3.52) 

with 

oi = cTJ4L, o< = c£ /2£. (3.53) 

Note that the expression for the circulating power now has the form 

(3.54) 

[cf. Eq. (3.10)]. 

Equations (3.51) are approximate expressions [accurate to about 6%, as were Eqs. (3.8); see 

Footnote 5], where the assumptions (3.7) regarding the relative sizes of t he transmissivities were 

used to simplify from the exact expressions. Alternatively, they can be derived analytically by 

keeping the leading order of the small quantities wL/c "' Ps "' T0 "' Ti, plus the various loss 

factors; see Sec. VI of KLMTV and Sec. 2.5 of this thesis for details of the derivations for other 

inteferometer designs. In addition to confirming the approximate formulas, such a derivation can 

also clarify the origins of various noise terms and their connections to one another. 

3.6.2 Internal and External Losses in Compact Form 

In order to simplify the above Eqs. (3.51) and (3.52), we define "'* in identically the same way as 

we defined "' [Eq. (3.14) or (3.22)] but with Wcirc --* Wcirc· Let E'J.r and (~ represent the shot and 

radiation-pressure noises for the various parts of the interferometer, specified by N . In Table 3.2, 

expressions for EJ.r and £)} are given for N = AES (arm cavities, extraction mirror, and sloshing 

cavity combined), close (port-closing mirror), RSEin (RSE cavity in the north direction, or going 

"in" to the arms), and RSEout (RSE cavity in the south direction, or going "out" of the arms). 

The various E:J.I represent the characteristic (and frequency-independent) fractional losses for each 

of these terms; values are given in Table 3.3. Note that, by definition, E'J.r are required to be real, 

while £)} may have imaginary parts. For more information, including physical explanations of each 

of these terms, see Appendix B. 

It is simple at this point to include the losses associated with optical elements external to the 
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Table 3 .2: Loss factors EJr due to shot noise and [~ due to r adiation pressure for each type of loss 
source in the interferometer. 

Source N E,& (shot noise) E§ (radiation pressure noise) 
arm cavities, 
extract. mirror, 
sloshing cavity 

port-closing 
mirror 

RSE cavity 
"in" to arms 

RSE cavity 
"out" to slosh 

local oscillator , 
photodiode, 
and circulator 

filter cavities 

AES 

close 

RSEaut 

OPC 

F 

~ w6 
V r:- I.C(w) l 

int erferometer. These include losses are associated with 

• the local oscillator used for homodyne detection, 

• the inefficiency of the photodiode, 

• the circulator by which the squeezed vacuum is injected, and 

• the external filter cavities used for the variational-output scheme. 

0 

0 

These can be addressed in the same manner as the losses inside the speed meter. We need only 

include two more terms in the summation, N = OPC for the local oscillator, photodiode, and 

circulator and N = F for the filters. Again, these terms are shown in Tables 3.2 and 3.3 and 

described in more detail in Appendix B . 

Using these E'Jv and (~, we can rewrite the input-output relation (3.51) in the same form as 

Eq. (3.12) as follows: 

e2i1/J ( 1 
o ) ( " ' ) + L>""" ( 

Ej; 0 

-K,* 1 P2 N -K,*[~ Ej; )( ::: ) 
+~-h_,,. ( 0) 

hsQL 1 
(3.55) 

where the Cr.N are uninteresting phases that do not affect the noise. 
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Table 3.3: Fiducial values for the fractional losses occuring in various parts of the interferometer. 
These losses and their values are discussed in more detail in Appendix B. 

Loss source Symbol 
arm cavity 
sloshing cavity 
extraction mirror 
RSE cavity 
port-closing mirror 
local oscillator 
photodiode 
circulator 
mode-mismatch into filters 
Combined loss source terms 
arms, extraction mirror, and sloshing cavity a 

local oscillator, photodiode , and circulator 
filter cavities (with mode mismatch) 

carm 

csJosh 

cext 

cRSE 
ccJose 

c Jo 

cpct 

Ccirc 

E1nm 

Value 
2 X 10 
2 x w-s 
2 X 10-s 
2 X 10-S 
2 x w-s 
0.001 
0.001 
0.001 
0.001 

6 X 10 5 

0.003 
0.005 

aThis loss does have some weak frequency dependence, shown in Eq. (B.8), which will cause it to increase slightly 
at very low frequencies. 

The relative magnitudes of the loss terms are shown in Fig. 3.11. From the plot, we can see 

that there are several loss terms- specifically, the shot noise from the AES, OPC, and filter cavities 

(if any)-that are of comparable magnitude at high frequencies and dominate there. The AES 

radiation-pressure term dominates at low frequencies, and the RSE radiation-pressure terms are 

also significant. Since the largest noise sources at low frequencies a re radiation-pressure terms, they 

will be dependent on the circulating power. Consequently, those terms will become smaller when 

the circulating power is reduced, as when squeezed vacuum is injected into the dark port. This will 

be demonstrated in Fig. 3.12 below. 

To compute the spectral noise density, we suppose the output at homodyne angle <I> is measured, 

giving 

(3.56) 

where we have assumed all of the vacuum fluctuation spectral densities are unity and the cross­

correlations are zero; this is the same technique that we used to derive Eqs. (3.18) and (3.46) and 

that was used in Chapter 2 and KLMTV. Given the complicated behaviors of E'Jr and£~, including 

these loss terms in the optimization of the homodyne phase <I>(w) is unlikely to be helpful. Therefore, 

we will use cot <I> = ~~;~ax• as in the lossless case. This gives us a total noise with losses: 

(3.57) 
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Figure 3.11: Moduli-squared of the loss factors shown in Table 3.2. In general, the black curves are 
the radiation-pressure noise and the gray curves are the shot noise. The parameters used for this 
plot are given in Tables 3.1 and 3.3. 

When we inject squeezed vacuum into the dark port, we get output operators 

( 1 0 )( eRp, ) + L e2iow ( £S 0 )( :::) = e2i1/J 

-t;;*[; - t;;* 1 e-Rpz N Ef.r ( 
ihs ) 

iizs 

+~-h_, .. ( 0) 
hsQL 1 

(3.58) 

that can be regarded as acting on the ordinary vacuum states of the input . Once again assuming 

that the vacuum fluctuation spectral densities are unity and the cross-correlations are zero, the 

squeezed-input noise spectral density with homodyne detection at phase <J? is 

(3.59) 

3.6.3 Performance of Lossy Speed Meters and Comparisons with Other 

Configurations 

Examples of lossy speed meter noise curves with and without squeezed vacuum [Eqs. (3 .57) and 

(3.59)] are shown in Fig. 3.12. Note that, as mentioned before, the losses are less significant when 
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Figure 3. 12: Noise curves showing the effects of losses. Noise curves for lossy versions of the ordinary 
(OSM), squeezed-input (SISM), and squeezed-variational (SVSM) speed meters are shown , a long 
with a curve of the lossless ordinary speed meter for comparison. All speed meter curves here have 
the same parameters: o = 2w0 pt, n = V3wopt , Wopt = 21r x 100Hz, and 11 = 0.005. The rest of the 
parameters are given in Tables 3.1 and 3.3. 

squeezed vacuum is used to reduce the circulating power, since the radiation-pressure noise coming 

from the losses is reduced. In the ordinary speed meter (no squeezed vacuum), the losses increase 

,;s;:: by 5- 9% in the band 50- 105 Hz. T he losses have little effect above this range, but below it, 

noise increases significantly, mostly due to the radiation-pressure noises shown in F ig. 3.11 . For the 

squeezed-input speed meter (power squeeze-factor e- 2R = 0.1), the losses increase ,;s;:: by 3-4% 

in the band 25- 150 Hz. Again, the losses have little effect above this range. At low frequencies, 

however, the losses get quite large: 11% at 10Hz, 32% at 5 Hz, and 73% at 3 Hz. Losses in the 

squeezed-variational speed meter are much the same as in the squeezed-input speed meter. The 

slight difference at low frequencies is due to t he fact that the lossless squeezed-variational speed 

meter is slightly better in that regime than the ordinary or squeezed-input speed meter. 

The noise curves of squeezed-input speed meters (with ordinary homodyne detection) compared 

with the SQL are shown in Fig. 3.13, along with the noise of a conventional position meter with 

the same optical power. These speed meters beat the SQL in a broad frequency band, despite the 

losses. In particular, the noise curve for the speed meter with Wcirc = 800kW (and !opt= 107Hz) 

matches the curve of the conventional position meter at high frequencies, while it beats the SQL 
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Figure 3.13: Comparison of noise curves of a conventional position meter (CPM) and squeezed-input 
speed meters (SISM) with circulating powers Wcirc = 820 kW and Wcirc = 2 MW. The speed meters 
have fopt = 107 Hz, with D and 8 determined by Eq. (3.29). Other parameters used are those in 
Tables 3.1 and 3.3 with T; = 0.005 and e-2R = 0.1. 

by a factor of~ 8 (in power) b elow ~ 150Hz. In terms of the signal-to-noise ratio for neutron star 

binaries, for example, this configuration improves upon the convent ional design by a factor of 3.6 in 

signal-to-noise ratio, which corresponds t o a factor of 43 increase in event rate. Hit is possible to 

have a higher circula ting power, say Wcirc = 2 MW, the squeezed-input speed meter would be able 

to beat the SQL by a factor of~ 14, corresponding to a factor of 4.6 in signal-to-noise and 97 in 

event rate. (Such a noise curve is shown in Fig. 3.13). 

The broadband behaviors of the speed meters with losses are particularly interesting. We start 

by looking at t he expression for the noise spectral density, Eq. (3.59). An ideal (lossless) speed meter 

in t he broadband configuration beats the SQL from 0 Hz up to w ~ Wopt, by roughly a constant 

factor, because "' is roughly constant in this band. This is the essential feature of the speed meter; 

see Sec. 3.4. Focusing on this region, we have, approximately (for squeezed-input speed meters that 

are lossy): 

(3.60) 

Qualitatively, we can see that if the losses a re not severe or if "-~ax is relatively small (such that the 

later two t erms in the above equation are small compared to the power squeeze factor e-2R), the 
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losses do not contribute significantly to the total noise. If, in addition, the dominant loss factors are 

(almost) frequency independent, then the noise due to losses gives a rather constant contribution, 

as shown by curves in Fig. 3.12. In particular, the large bandwidth is preserved. (There is a 

slight exception to this statement in t he absence of squeezed input. Without squeezed input, the 

circulating power is higher, causing "'~ax to be 10 times larger than the other cases. Consequently, 

the frequency dependence of £fEs to appear in the output.) 

As "'max increases, the noise from the losses may become dominant. In fact, when one minimizes 

the noise spectral density with respect to "'~ax > one obtains the following loss-dominated result: 

(3.61) 

which is achieved if and only if 

(3.62) 

This ,..L is rather constant and is comparable in magnitude to the values of ,..•(w) of our speed 

meters, suggesting that the speed meters can become loss-limited over a broad band of frequencies. 

Contrast this with the KLMTV position meters, where K.(w) grows as w-2 at low frequencies; see 

Fig. 3.14. This is a fundmental property of displacement meters. As a result, a position meter 

optimized at some frequency fopt may be able to reach its "loss limit" (the equivalent of Sk) at 

that frequency fopt, but doing so will result in a sharp growth of noise at freqencies below !opt· In 

contrast, a speed meter similarly optimized is able to stay at the noise level of its loss limit Sk over 

a wide band of frequencies below !opt; see Fig. 3.15. While it is unfortunate that losses limit the 

performance of interferometers, the speed meter is at least able to retain a wide-band sensitivity 

even in the presence of a loss-limit. 

To give a specific example of this loss-limit phenomenon, we first notice that, with the same 

circulating power, the conventional position-meter K. and our (squeezed-variational) speed-meter 

,.. agree9 if 8 = 'Y (where 'Y is the bandwidth of t he arm cavities, as defined in KLMTV) and if we 

consider high frequencies (w ~ {'Y, D}). Figure 3.14 shows an example of this [with Wcirc = 820kW, 

'Y = 8 = 21r x 100Hz, n = 27r x 173Hz]. The noise curves of the two interferometers are shown in 

Fig. 3.15. 

As expected, the two noise curves in Fig. 3.15 agree at very high frequencies. At intermediate 

frequencies, the speed meter's ,..• is larger than t he position meter's JC., and thus the speed meter has 

better sensitivity than the position meter. As the frequency decreases, the speed meter reaches its 

loss limit first and stays at that limit for a wide range of frequencies. The position meter, however, 

9In fact, K. can be obtained from the speed meter K.* by putting n-+ 0 and o-+ "Y· 
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Figure 3.14: Comparison of the squeezed-variational speed meter's K* with the equivalent coupling 
constant K* (as defined by KLMTV) for the squeezed-variational position meter . Parameters are 
Wcirc = 820 kW, 'Y = 8 = 27r X 100Hz, n = 27r X 173Hz. 

only touches its loss limit and then increases rapidly. 

3. 7 Conclusions 

We have described and analyzed a speed-meter interferometer that has the same performance as the 

two-cavity design analyzed in Chapter 2, but it does so without the substantial amount of power 

flowing through the system or the exorbitantly high input laser power required by the two-cavity 

speed meter. It was also shown that the injection of squeezed vacuum with e-2R = 0.1 into the 

dark port of the interferometer will reduce the needed circulating power by an order of magnitude, 

bringing it into a range that is comparable to the expected circulating power of LIGO-II, if one 

wishes to beat the SQL by a factor of v'lO in amplitude. Additional improvements to the sensitivity, 

particularly at high frequencies, can be achieved through the use of frequency-dependent homodyne 

detection. 

In addition , it was shown that this type of speed-meter interferometer is not nearly as susceptible 

to losses as those presented in KLMTV. Its robust performance is due, in part, to the functional 

form the coupling factor K, which is roughly constant at low frequencies. This helps to maintain 

the speed meters' wideband performance, even in the presence of losses. Losses for the various 
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Figure 3.15: Comparison of noise curves for a squeezed-variational position meter (SVPM; analyzed 
in KLMTV) and for a squeezed-variational speed meter (SVSM; analyzed in this paper). Parameters 
used are those in Tables 3.1 and 3.3 wit h T; = 0.005 and e-2R = 0.1. Also shown are t he loss limits 
described in Sec. 3.6.3. 

speed meters we discuss here are generally quite low. The dominant sources of loss-induced noise at 

low frequencies (! ~ !opt) are the radiation-pressure noise from losses in the arm, extraction, and 

sloshing cavit ies. Because this type of noise is dependent on the circulating power, it can be reduced 

by reducing t he power by means of squeezed input. 
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Chapter 4 

The Gauge Invariance of General 
Relativistic Tidal Heating 

Published asP. Purdue, Physical Review D 60, 104054 (1999). 

4 .1 Summary 

When a self-gravitating body (e.g., a neutron star or black hole) interacts with an external tidal 

field (e.g., that of a binary companion), the interaction can do work on the body, changing its mass­

energy. The details of this "tidal heating" are analyzed using the Landau-Lifshitz pseudotensor and 

the local asymptotic rest frame of the body. It is shown that the work done on the body is gauge­

invariant, while the body-tidal-field interaction energy contained within the body's local asymptotic 

rest frame is gauge dependent. This is analogous to Newtonian theory, where the interaction energy 

is shown to depend on how one localizes gravitational energy, but the work done on the body is 

independent of that localization. 

4.2 Introduction 

This is one in a series of papers that develops perturbative mathematical and physical tools for 

studying the interaction of an isolated gravitating body with a complicated "external universe" in 

t he slow-motion limit. By "slow-motion limit" we mean that the shortest timescale T for changes 

of the body's multipole moments and/or changes of the universe's tidal gravitational field is long 

compared to the body's size R : R/T « 1, where we have set the speed of light equal to unity. 

In addition to this slow-motion requirement, we also require that t he body be isolated from other 

objects in the external universe, in the sense that both the radius of curvature R of the external 

universe in the body's vicinity, and the lengthscale .C on which the universe's curvature changes 

there, are long compared to the body's size: R/R « 1 and R/ .C « 1. 

The slow-motion, isolated-body formalism, to which t his paper is a technical addendum, is, in 
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essence, a p erturbative expansion in powers of the small parameters R jT, R/R and R j £. For 

a detailed d iscussion of the structure of this expansion and its realm of validity, see Thorne and 

Hartle [1]. As they discuss at length (their Sec. I B) , t he slow-motion and isolated-body assumptions 

make no reference to the internal gravity of the object under study. Consequently, the Thom e-Hartle 

formalism in general, and the results of this paper in particular , can be applied even to strongly 

gravitating bodies, as long as the source of the external tidal field is far enough away to allow a 

"buffer zone" where gravity is weak. This buffer zone, called the local asymptot ic rest frame, will 

be described more fully at the beginning of Sec. 4.4. 

T wo examples of isolated, slow-motion bodies are (i) a neutron star or black hole in a compact 

binary system that spirals inward due to emission of gravitational waves; and (ii) t he satellite Io, 

which travels around Jupiter in an elliptic orbit and gets heated by Jupiter's tidal gravitational 

field [2]. 

The series of papers that has been developing the perturbative formalism for studying t idal effects 

in such slow-motion, isolated bodies is 

1. The book Gravitation [3], Section 20.6 (written by John Wheeler): la id the conceptual foun­

dations for analyzing the motion of such an isolated body through the external universe. 

2. Thorne and Hartle [1]: formulated the problem of analyzing the effects of the ext ernal uni­

verse's tidal fields on such an isolated body, and conceived and initiated the development of the 

perturbative formalism for studying the influence of the tidal fields on the body's motion through 

the external universe, t he precession of its spin axis, and its changes of mass-energy. 

3. Thorne [4]: developed t he theory of multipole moments of the isolated body in the form used 

by Thorne and Hartle. 

4. Zhang [5]: developed t he t heory of multipole moments for the external universe's tidal gravi­

tational fields, which underlies the work of Thorne and Hartle. 

5. Zhang [6]: extended the Thome-Hartle analysis of motion and precession to include higher 

order moments than they considered. 

6. Thorne [7] and Flanagan [8]: init iated the study of tidally induced volume changes in the 

isolated body, using the above formalism. Their studies were motivated by numerical solutions of 

Einstein's equations by Wilson, Mathews, and Maronetti [9- 12] which seemed to show each neutron 

star in a binary being compressed to the point of collapse by gravitational interaction with its 

companion. Thorne and Flanagan found no such effect of the large magnitude seen in the numerical 

solutions. An important piece of Thorne's analysis came from examining t he work done on each star 

by its companion's tidal field- i.e., an analysis of "tidal heating." 

Thorne's analysis of tidal heating required dealing with an issue that Thorne and Hartle had 

discussed, but avoided confronting: For an isolated body with m ass quadrupole moment Ijk, being 

squeezed by an external t idal gravitational field Ejk = Rjoko (with R 01f3-y6 the external Riemann 
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tensor), there appears to be an ambiguity in t he body's total mass-energy M of order o!vf,...., IjkEj k · 

(Here and throughout we use locally Cartesian coordinates in the body's local asymptotic rest frame; 

cf. Thorne and Hartle [1]. Because the coordinates are Cartesian, it makes no difference whether 

tensor indices are placed up or down.) 

One can understand this apparent ambiguity by examining the time-t ime part of the spacetime 

metric in t he body's local asymptotic rest frame: 

(4.1) 

Here ni = xj /r is the unit radial vector and r is dist ance from the body in its local asymptotic rest 

frame. Among the terms omitted here are those of quadratic and higher order in the body's mass 

M and quadrupole moment Iik and the external tidal field Ejk- terms induced by nonlinearities of 

the Einstein field equations. Among these nonlinear t erms is 

(4.2) 

whose 1/r behavior can be deduced by dimensional considerations. This term has the multipolar 

structure (monopole) /r identical to that of the 2M/r term from which one normally reads off the 

b ody's total mass, and its numerical coefficient is ambiguous corresponding to the possibility to 

move some arbitrary portion of it into or out of the 2M /r term. Correspondingly, the body's mass 

is ambiguous by an amount of order 

(4.3) 

In Sec. 4.3 of t his paper we shall see that this ambiguity is not a purely relativistic phenomenon. 

In the Newtonian theory of gravity, there is also an ambiguity of magnitude (4.3) in that portion 

of the gravitational interaction energy of the body and external field which is contained within 

the body's local asymptotic rest frame. In Sec. 4.4 we shall explore the relativistic version of this 

"tidal-quadrupolar" interaction ambiguity by computing how the interaction energy ch anges under 

a relativistic change of gauge (infinitesimal coordinate transformation). 

"Tidal heating" of the isolated body involves injecting into it an amount of energy that is of 

just the same magnitude as this ambiguity, D.M ,...., IjkEjk. Does this mean that tidal heating is 

an ill-defined, unphysical concept? Certainly not, as is attested by photographs of volcanic plumes 

ejected from Jupiter's satellite Io (see, e.g., Ref. (14, 15]). That volcanism was predicted by Peale , 

Cassen, and Reynolds [2] before the Voyager spacecraft discovered it; and their explanation-that 

Io gets tidally heated to high internal temperature by t he coupling of its quadrupole moment to 

Jupiter's tidal field- is firm (see, e.g., Refs. [16, 17]). 

In this paper , we use the phrase "tidal heating" to mean the net work done by an external tidal 
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field on an isolated body. This phrase is slightly misleading, as the work done on the body need not 

necessarily go only into heat . The additional energy might be used to deform the body (i.e., raise a 

tide on it) or it might go into vibrational energy. If, however , timescales for changes of Ejk and Iik 

are not close to the body's vibrational periods, then, when averaged over many cycles of change of 

Ejk and/or Ijk, the work will contribute primarily to heat, as in the case of Io. 

In his analysis of binary neutron star systems, Thorne [7] argued, but did not prove in detail, 

that although the tidal-quadrupole interaction energy is ambiguous, the amount of work done on an 

isolated body by an external tidal field (i.e., the amount of tidal heating) is unambiguously given 

by the formula 1 

( 4.4) 

and he argued that this is true in general relativity theory as well as in Newtonian theory. In Sec. 

4.3 we shall give a Newtonian demonstration of this claim. In Sec. 4.4 we shall give a relativistic 

demonstration- showing, more specifically, that although the quadrupole/tidal interaction energy 

is gauge dependent, the work done is gauge invariant and has the value (4.4). 

4.3 Newtonian Analysis 

In this section, we consider a Newtonian body, with weak internal gravity lq>ol « 1 (where q)0 is 

the body's gravitational potential) , subjected to an external Newtonian tidal field. We assume that 

the external field is nearly homogeneous in the vicinity of the body, £ » R (cf. Fig. 4.1; in the 

Newtonian case, the inner boundary of the vacuum "local asymptotic rest frame" 2-indicated by 

the inner dashed circle-would be at the surface of the body). 

In our analysis, we will consider a variety of contributions to the total energy inside a sphere 

which encompasses the body and whose boundary lies within the local asymptotic rest frame-i.e. , 

the region where the external field is nearly homogeneous (again, cf. Fig. 4.1). We denote by 

V the interior of t his sphere and by 8V its boundary. Of greatest interest will be the interaction 

energy (between the body and the external tidal field) and the work done by the tidal field on the 

body. Both of these quantities are the result of slow changes of the tidal field Ejk and the body's 

quadrupole moment Ijk· 

As a foundation for our analysis, consider a fully isolated system that includes the body of 

interest and other "companion" bodies, which produce the tidal field Ejk that the body experiences. 

For simplicity, assume that all the bodies are made of perfect fluid (a restriction that can easily be 

abandoned) . Then, for the full system, the Newtonian gravitational energy density and energy flux 

1 Actually, expression (4.4) is only the leading order term in the perturbative expansion of dW/dt. The next term 
is - ~ 13;j dS;j / dt, where l3;j is the "magnetic type" tidal field of the external universe and S;j is the body's current 
quadrupole moment [6]. In this paper we confine attention to the leading-order term. 

2We shall discuss the concept of "local asymptotic rest frame" near the beginning of Sec. 4.4. 
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Figure 4.1: An example of an isolated, slow-motion body: a st ar or black hole in a binary system 
with Rl a « 1, where R is the radius of the body and a is the separation of the body and companion. 
The dashed circles indicate the boundaries of the body's vacuum local asymptotic rest frame, the 
region in which M lr « 1 and r I .C « 1. Here, r is the radial coordinate, M is the mass of the body, 
and .C is the scale of homogeneity of the gravitational field. The boundary of the sphere over which 
we integrate, denoted by av, lies within t his region. 

can be written as 

(
1 2 ) 1 

P -v + 11 +<I> + -<I> ·<I> · 2 87r ,J '1 , 
(4.5) 

. (1 2 p ) 1 pv1 -v + 11 + - +<I> - -<I> t<I> · , 
2 p 47r ' '1 (4.6) 

where <I>,p,p,v, and 11 are the Newtonian gravitational potential, mass density, pressure, velocity, 

and specific internal energy [7]. 

Using conservation of rest mass p ,t + (pvi) ,j = 0, the first law ofthermodynamics pdl1 I dt + pv1 ,j = 
0, the Euler equation for fluids pdvi l dt + p<I> ,j + P,j = 0, Newton's field equation <I>,jj = 47rp, and 

the definition of the comoving time derivative dl dt = a I at + vi a I a xi , it can be shown that Eqs. 

(4.5) and (4.6) satisfy conservation of energy 

eoo,t + eoj ,j = 0. (4.7) 

Equations (4.5) and (4.6) for the energy density and flux, however, are not unique. Equally valid 
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are the following expressions: 

(
1 2 ) 1 P -v +II - -<I> ·<I> · 2 87r '3 ,J , (4.8) 

pv3 - v + II + - +<I> + -<I> t <I> . (1 2 p ) 1 
2 p 47r 'J , 

(4.9) 

which also satisfy energy conservation ( 4. 7) but localize the gravitational energy in a different manner 

from e~f.J. . Energy conservation ( 4. 7) will also be satisfied by any linear combination of e~f.J. and 

e~f.J.. Imposing the additional condition that, for any acceptable 8, the system's total energy 

(4.10) 

must be independent of the choice of 8°0 forces the coefficients to sum to 1. Hence, a perfectly valid 

form for 8°f.J. is 

(4.11) 

where a is an arbitrary constant. 

Notice that the choice of a gives a specific energy localization. For example, a = 0 puts the 

gravitational energy entirely in the field [-(\7<1>)2 j(81r)], so it is nonzero outside t he matter. This 

is analogous to t he localization used in electrostatics (1/87r t imes the square of the electric field). 

Choosing a= ~,by contrast, puts the gravitational energy ent irely in the matter (~p<I>), so it van­

ishes outside the body. When ~p<I> is integrated over the ent ire system (body plus its companions), 

the result is a widely used way of computing gravitational energy (e.g ., Sec. 17.1 of Ref. [18]). 

The energy in the region V that contains and surrounds the body but excludes the companion, 

(4.12) 

will depend on a; i.e., it will depend on where the energy is localized. By contrast, the total energy 

(4.10) for the fully isolated system (body plus its companions) will be independent of a . 

Another way to express this ambiguity of the localization of the gravitational energy is given 

by Thorne (Appendix of Ref. [7]): it is possible to add the divergence of TJi = (3<I><I>,j (where (3 

is an arbitrary constant) to 8~0 and the time derivative of - T}j to e~j wit hout affecting energy 

conservation ( 4. 7) or the physics of the system. Indeed, this method is completely equivalent to t he 

one presented above. T he constants are related by (3 = (a- 1)/47r. 

Throughout the region V, the Newtonian gravitational potential can be broken into two parts: 

the body's self field <l>0 and the tidal field <I>e produced by the external universe (the companion 
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bodies), so that 

(4.13) 

The external field is quadrupolar and source-free in the region V so that 

if>e,jj = 0 , (4.14) 

and, furthermore, the tidal field £;j evolves slowly with time. The body's (external) self field is 

monopolar and quadrupolar and has the body's mass distribution as a source: 

if>o,jj = 47rp . (4.15) 

The quadrupole moment I;j, like that of the external field, evolves slowly with time, but the body's 

mass M is constant. Recall that r = J6;jxixj is radial distance from the body's center of mass and 

ni =xi /r is the radial vector. 

A useful expression for the total energy Ev in the spherical region V can be derived by inserting 

Eqs. (4.11), (4.5), (4.8), and (4.13) into Eq. (4.12). The resulting expression can be broken into a 

sum of three parts- the body's self energy Eo (which depends only on if> 0 and p), the external field 

energy Ee (which depends only on if>e), and the interaction energy Eint (which involves products of 

if>e with p or if>0 ): 

Ev = Eo + Ee + Eint , (4.16) 

where 

r [ (1 2 ) (2a- 1) ] 3 Jv p 2v +II + apif>o + 871" if>o,jif>o,j d x ' (4.17) 

f[ (2a- 1) ] 3 Jv 871" if>e,j<l>e,j d X, (4.18) 

r [ (2a- 1) ] 3 Jv apif>e + 471" if>o,jif>e,j d X . (4.19) 

Inserting Eqs. (4.14) and (4.15) into Eq. (4.19) and integrating gives the interaction energy inside 

Vas 

( 4.20) 

which depends on a . In other words, it depends on our arbitrary choice of how to localize gravita­

tional energy. This is the ambiguity of the interaction energy discussed in Sec. 4.2. 

The rate of change of the total energy inside V can be expressed in the form 
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dEv = - { eo1n1r2dD. 
dt lav (4.21) 

by taking the t ime derivative of Eq. (4.12) , inserting Eq. (4.7), and applying the divergence theorem. 

This expression, like that for the energy, can be broken into a sum by combining Eqs. (4.11), (4.6), 

(4.9), (4.13) , (4.14), (4.15), and (4.20): 

( 4.22) 

The first term is the ra te of change of the external field energy (4.18) inside V, resulting from the 

evolution of the tidal field. The second term is the rate of change of the interaction energy (4.20). 

The third and fourth t erms together, by comparison with Eq. (4.16), must be equal to dE0 jdt, the 

rate of change of t he body's self energy. The fourth term is t he cont ribution from the body's own 

field moving across the boundary 8V. Therefore, the third term gives the change in the body's 

energy coming from t he interaction with the tidal field; in other words, it is the rate of work done 

on t he body by the tidal field. Furthermore, this term is independent of a and is, consequently, 

independent of how the Newtonian energy is localized, as claimed in Sec. 4.2, Eq. (4.4) . 

4.4 Relativistic Analysis 

In this section, we will exhibit a relativistic version of the calculation in Sec. 4.3, again showing that 

the rate of work done on the body by t he tidal field is gauge invariant and that it h as the same 

value in a general relativistic perturbative treatment as in the Newtonian one: -(1/2)£i1dii1jdt. 

The formalism to be used is the Landau-Lifshitz energy-momentum pseudotensor and mult ipole 

expansions as developed by Thorne and Hartle [1] and Zhang [5, 6], together with the slow-motion 

approximation, so time derivatives are small compared to spatial gradients. 

We will work in the b ody's vacuum local asymptotic rest frame, which is defined as a region 

outside the body and far enough from it that its gravitational field can be regarded as a weak 

perturbation of flat spacetime, yet near enough t hat the tidal field of t he external universe can be 

regarded as nearly homogeneous. This region is a spherical shell around the body; its inner b oundary 

is near the body's surface but far enough away for gravity to be weak, and its outer boundary is at a 

distance where the external tidal field begins to depart from homogeneity (see Fig. 4.1) . Somewhat 

more precisely, the local asymptotic rest frame is the region throughout which r /.C. « 1, r /R « 1, 

and M jr « 1, where r is the radial d istance from the body, M is the mass of the body, and R 

and .C. are t he radius of curvature and the scale of homogeneity of t he external gravitat ional field. 

If t his region exists (as in t he case of a black hole binary far from merger, for example) and the 
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slow-motion limit applies, then the following analysis is valid. 

As in t he Newtonian case, we will consider contributions to the total energy inside a sphere V 

which encompasses the body and whose boundary av lies within t he local asymptotic rest frame 

(see Fig. 4.1). 

4.4.1 deDonder Gauge 

We shall begin by computing the work done on the body by the external tidal field, using deDonder 

gauge (this section) . Then in the next section, we shall show that the work is gauge invariant. 

DeDonder gauge is defined by the condition that h"'~f3 = 0, where h,<>f3 is defined in terms of the 

metric density as follows: 

(4.23) 

At linear order in the strength of gravity, h,<>f3 is the t race-reversed metric perturbation. According 

to Zhang [6], the components of h,<>f3 in the body's local asymptotic rest frame are, at leading (linear) 

order in t he strength of gravity and at leading non-zero order in our slow-motion expansion, 

h,00 (4.24) 

(4.25) 

h,ij (4.26) 

where the dots indicate t ime derivatives (i.e. , iij = diij / dt) and the symbol "&" means "plus terms 

of the form and magnitude." Note that t he higher-order (£-order) multipoles have been omitted, 

since their contributions are smaller by~ (r/£)l- 2 ::::; r/£ « 1 and~ (M/r)l- 2 ::::; M/r « 1 than 

the quadrupolar (£ = 2) terms that we have kept. The second time derivatives will also be neglected 

since they are unimportant in the slow-motion approximation; this effectively eliminates "ftii in this 

gauge. Also, note that the .Pin Eq. ( 4.24) has the same form as the Newtonian gravitational potential 

of Sec. 4.3, and the Aj of Eq. ( 4.25) is a gravitational vector potential, which does not appear in 

Newtonian theory. 

In general, it would be possible to have a term ex: LjkCjk/r in Eq. (4.24), as well as the ex: M/r 

term. We have chosen to define the const ant for the monopolar term to be 4M, thereby eliminating 

any term ex: LjkCjk/r; t his is arbitrary but convenient, as will be seen shortly. 

The total mass-energy M v inside the sphere V (total stellar m ass including the quadrupolar 

deformation energy and energy of interaction between the deformation and tidal field) is defined by 

Thorne and Hartle (Eq. (2.2a) of Ref. [1]) in t erms of the Landau-Lifshitz superpotential as 
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(4.27) 

where 

(4.28) 

cf. Eqs. (20.6), (20.3), and (20.20) of MTW [3] and Eqs. (100.14) and (100.2) of Landau and Lifshitz 

[19]. Using Eqs. (4.28), (4.23), and (4.24)-(4.26) in Eq. (4.27) and carrying out the integration gives 

(4.29) 

Hence, Mv = M at leading order in our slow-motion approximation when we neglect the double­

and higher-order time derivatives. This is the reason the constant of the monopolar term in Eq. 

(4.24) was chosen to be 4M. 

To calculate the rate of work done by the tidal field on the body when Ejk and Ijk change slowly, 

we consider the change of the mass-energy M v, 

dMv 
- --

dt 
(4.30) 

where t~-'v is the Landau-Lifshitz pseudotensor. That this expression is indeed the time derivative of 

Eq. (4.27) is a result of Gauss 's theorem (see discussion after Eqs. (2.3) of Ref. [1]) . 

In the body's local asymptotic rest frame, the Landau-Lifshitz energy-momentum pseudotensor 

(Eq. (20.22) in MTW [3]) is, at the orders of accuracy we are considering, 

( -g)too _1_ (-~) gii"fiOO ."fiOO. = _!._0ijif> ·if> . 
1611" 8 .• ,J 811" ·' ,J , 

(4.31) 

( -g)tOj = _1_ (~"fiOO "fiOO . + "fiOO "JiOm _ "fiOO "JiOi ) 
1611" 4 ,0 ,J ,m ,J ,m ,m 

3 1 
- if> oif> 3· + -

4 
(Ak 3· - A3· k) if> k. 47r I l 7r I I I = ( 4.32) 

Here the deDonder gauge condition h01~f3 = 0 has been used to eliminate many terms from the 

general expression in MTW, but most of the simplification has come from keeping only terms of 

leading-order in the slow-motion approximation [zeroth and first time derivatives, respectively, in 

Eqs. (4.31) and (4.32)]. This restriction has given us only products of h~-'~01 which will produce terms 

containing the products M 2 , M£ , MI, I£, II, ££for (-g)t00 and MI, ME, It, £I, II, ££ 

for ( -g)t0i. This may be illustrated by expressing ( -g)t001 explicitly in terms of the quadrupole 

moments by substituting Eqs. (4.24) and (4.25) into Eqs. (4.31) and (4.32) to get 
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_1_ ( - 14M2 - 210Iabt'cdXaXbXcXd + 84IabCbcXaXc - 28M£abXaXb - 14t'abCbcXaXc 

167r r 4 r7 r5 r3 

_
126 

MiabXaXb 

rs (4.33) 

__ _ 18 ab'-cj X X X + 24 ab'-bcX X X _ 
24 

aJ'-bcX X X _ 
18 

aj'-bcX X X 1 
( 

I. c a b c I. c a c i I. ·" a b c I c a b c 

167r r 5 r 5 r 5 r 5 

I c a b c I c a c j I c a b c d j) _ 24 ab'-cjX X X _ 
16 

ab6bcX X X + 
85 

ab'-cdX X X X X 

r5 r5 r1 
(4.34) 

Note that we have kept only the £I cross t erms in the expression for ( -g)t0i, as only they will 

contribute to our calculation of the interaction energy and work. 

We find the rate of change of mass-energy inside our sphere V by inserting Eq. ( 4.34) into Eq. 

(4.30) and integrat ing. The result (only considering the cross terms) is 

dt 
!!_ (~£· z .. ) + ~£ .. !!_z. 
dt 10 lJ ' 1 2 '1 dt '1 0 (4.35) 

dMv 
--- = 

Since the interaction energy can depend only on the instantaneous deformation and tidal field , its 

rate of change must be a perfect differential, whereas the rate of work need not be. Also, if the tidal 

field changes but the body does not, there is no work done. From these two facts, we can conclude 

that the first term of Eq. (4.35) is the rate of change of the interaction energy between the tidal 

field and the body and that the second term represents the rate of work done by the external field 

on the body (the "tidal heating") . 

Notice that this value for the rate of work matches that discussed in Sec. 4.2, Eq. (4.4), and 

found via the Newtonian analysis in Sec. 4.3. Note the comparison with our Newtonian expres­

sions (4.22) and (4.20). The first and fourth terms of Eq. (4.22) are missing here because we 

included in our (- g)t0i only the (body field)x(external field) cross terms. If we had also included 

(external)x(external) and (body)x(body) terms, Eq. (4.35) would have entailed expressions like the 

first and fourth terms of Eq. (4.22) . Note also from the interaction energy terms in Eqs. (4.22), 

( 4.20), and ( 4.35) that the Landau-Lifshitz way of localizing gravitational energy corresponds to the 

Newtonian choice a= -3, a correspondence that has previously been derived by Chandrasekhar (20]. 
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4.4.2 General Gauge 

In Sec. 4.4.1 , we considered the special case of deDonder gauge, which was particularly simple due 

to the gauge condition and to the Jiii terms being effectively zero. Now we will examine a general 

gauge, which can be achieved by a gauge transformation of the form 

(4.36) 

where ~a is a function to be chosen shortly. Using liJ.<v :::::: hJ.<v- ~"'J.<vhuu, where hJ.<v is the perturbation 

of the metric away from the Minkowski metric in the local asymptotic rest frame, this can also be 

expressed as 

(4.37) 

Note that in the deDonder gauge, 

hoo (4.38) 

hoj (4.39) 

( 4.40) 

Since we are interested only in gauge changes of the same order as we have been using so far 

(leading-order in the slow-motion approximation), we include only t erms in ~"' that will produce 

6h1w of the same forms as Eqs. (4.38)-(4.40), but with different numerical coefficients. For example, 

consider tShoo = 2~o.o <X M /r; that gives ~o <X M t/r, since M is a constant. This, in turn, implies 

tShoj = ~o .j ex Mtxi jrS, but this is not of the same form as the terms in Eq. (4.39); rather, it 

corresponds to a gauge that rapidly becomes ill-behaved as time passes. Similar arguments apply 

to 6h00 <X Ijkxi xk /r5 or 6h00 ex Eikxi xk; their coefficients cannot be altered by a gauge change 

because such a change would alter the mathematical form of hoj and would make its magnitude 

unacceptably large in the slow-motion limit. As a result, we must set ~0 = 0. If we now consider 

tShoj = ~j,o, possible terms are of the form <X IjaXa /r3
, <X Eab Xaxbxi, or <X EjaXar2 ; cf. Eq. (4.39). 

Each of these gives 6h00 = 0 and IShii of the same form as Eq. (4.40); hence, terms of these forms 

are allowed. Consequently, the most general gauge change that preserves the mathematical forms of 

hJ.<v but alters their numerical coefficients is 
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~0 0' 

where a, f3, and "f are arbitrary constants. 

Using the trace-reversed gauge change (4.36) with Eq. (4.41) , the new Jiaf3 become 

JiOO 

JiOj = 

Jijk 

( 4.41) 

(4.42) 

(4.43) 

( 4.44) 

In this general gauge, if we calculate the total mass-energy Mv inside the sphere V using Eqs. 

(4.28), (4.23), and (4.42)-(4.44) in Eq. (4.27), we find 

Mv = Jvl + 2"' + -f3"' - -"' + 2(3 - 2(3 £· ·£· r + -a + 2(3 + -"'- -af3 - -a"' I.-·£·· ( 
2 29 4 2 ) 5 ( 1 7 4 23 ) 

I 5 I 5 I >J >J 3 5 I 3 15 I >J t} . 

(4.45) 

The Iijiij jr5 term is zero. It is comforting to note that all the new terms vanish for a = f3 = "f = 0, 

giving the deDonder result Mv = M. The ££r5 and I£ terms in Eq. (4.45) are large compared to 

the double time-derivative t erms that formed the largest corrections to the mass-energy in deDonder 

gauge ( 4.29); however, they are still small compared to the mass M that appears in the expansion 

( 4.24) of li00 . Also note that, near the body of interest, the ££r5 term will be small compared to the 

I£ term, due to its radial dependence. So, once again, we have M v ~ M as a first approximation, 

although it is necessary to keep t he extra terms in Eq. (4.45) to maintain the same level of accuracy 

as we have been using. Consequently, M v is gauge-dependent to the order that interests us, and it 

has the "IijEij" ambiguity discussed by Thorne and Hartle (1] and mentioned in Sec. 4.2. 

Keeping only the leading-order terms in the slow-motion approximation, as described in Sec. 

4.4.1, the Landau-Lifshitz pseudotensor in the new gauge is 

( - )tOO = _1_ (- ~gijJiOO _JiOO. + JiOO .Jiij . _ ~Jiij Jiik. + ~JiOO _Jijj. + ~Jiij Jiij _ ~Jiii Jijj ) 
g 167r 8 ,. '1 ,. ,J 2 ,k ,J 4 ,. ,. 4 ,k ,k 8 ,k ,k ' 

(4.46) 
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_1_ (~hOD h,DO . + h,DO hOm _ h,DO hOj + hOj h,kl _ h,DO hij . + hij h,ik 167r 4 ,0 ,J ,m ,J ,m ,m ,k ,l ,0 ,J ,k ,0 

-hOi Jiik . + h,Di Jiij _ h,Di .h,ik _ !Jikk JiOO. _ !JiDO Jikk. _ ! Jiik Jiik . 
,k ,J ,k ,k ,t ,k 4 ,0 ,J 4 ,0 ,J 2 ,0 ,J 

(4.47) 

Note that the first term of Eq. (4.46) is the same as Eq. (4.31), and the first three terms of Eq. 

(4.47) are the same as Eq. (4.32). The additional terms all involve Jiik, which was effectively zero 

in the deDonder gauge because of our slow-motion assumption. 

Substituting Eqs. (4.47) and (4.42)-(4.44) into Eq. (4.30) and integrating gives the rate of change 

of mass-energy inside the sphere V as 

( 4.48) 

Again, we have kept only the (external field) x (body field) cross terms. As expected, this expres­

sion reduces to the deDonder result ( 4.35) when a = (3 = 1 = 0. Using the same argument for Eq. 

(4.48) as for Eq. (4.35), we can conclude that the first term of Eq. (4.48) is the rate of change of 

the interaction energy between the tidal field and the body and that the second term represents the 

rate of work done by the external field on the body (the "tidal heating"). 

Notice the gauge dependence (dependence on a , (3 , 1) of the rate of change of interaction energy 

( 4.49) 

By contrast, the "tidal heating" work done on the body has the same, gauge-invariant value as in 

Newtonian theory 

( 4.50) 

4.5 Conclusions 

In this paper, we have shown that the rate of work done by an external tidal field on a body 

is independent of how gravitational energy is localized in Newtonian theory and that it is gauge 

invariant in general relativity. Furthermore, this quantity-which we are calling the "tidal heating"­

is given unambiguously by Eq. (4.4). That the tidal heating should be a well-defined and precise 

quantity is reasonable, given that its physical effects have been observed in the form of volcanic 

activity of Jupiter's moon Io [2, 16, 17] . 

There remains one aspect of the uniqueness of the tidal heating that we have not explored: a 
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conceivable (but highly unlikely) dependence of dW I dt on the choice of energy-momentum pseu­

dotensor in general relativity. The arbitrariness of the pseudotensor is general relativity's analog 

of Newtonian theory's arbitrariness of localization of gravitational energy. The fact that dWidt 

is independent of the Newtonian energy localization suggests that it may also be independent of 

the general relativistic pseudotensor. In addition, the clear physical nature of dW I dt gives further 

confidence that it must be independent of the pseudotensor. Nevertheless, it would be worthwhile 

to verify explicitly that dW I dt is pseudotensor-independent. 
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Appendix A 

FP Cavities as Optical Filters 

As proposed by KLMTV [Sec. V B and Appendix C], Fabry-Perot cavities can be used as optical 

filters to achieve frequency-dependent homodyne detection. Here we shall briefly summarize and 

generalize their resu lts. 

Suppose we have one FP cavity of length L pp and resonant frequency w0 - ~ppOpp . Also suppose 

this cavity has an input mirror with finite transmissivity Tpp and a perfect end mirror. When 

sideband fields at frequency w0 ± w emerge from the cavity, t hey have a phase shift 

a± = 2 arctan(~FP ± wjopp) , (A. I) 

where 

0 
_ cTpp 

FP- 4Lpp 
(A.2) 

is t he half bandwidt h of the cavity. [Note that Eq. (A.l) is KLMTV Eqs. (88) and (C2), but a factor 

of 2 was missing from their equations. Fortunately, this appears to be a typographical error only in 

that particular equation; the factor of 2 is included in their subsequent calculations.] As a result of 

this phase shift, the input (b1 ,2 )-output (b1 ,2 ) relation for sideband quadratures at frequency w will 

be [KLMTV Eqs. (78)] 

( :: ) 
where 

and 

R q, ==. 
(

cos¢ 

sin¢ 

- sin¢ ) . 

cos¢ 

(A.3) 

(A.4) 

(A.5) 

If a frequency-independent homodyne detection at phase shift e follows the optical filter, the 
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measured quantity will be (KLMTV Eqs. (81) and (82)] 

(A.6) 

where 

(A.7) 

If more than one filter is applied in sequence (I, II, ... ,) and followed by homodyne detection at 

angle B, the measured quadrature will be (Eq. (83)] 

1 
((w) = ()- 2(ai+ + a 1- +an+ + an- + ... ). (A.8) 

(Note that this ((w) (KLMTV's notation) is the same homodyne angle <I>(w) that we want to pro­

duce.] By adjusting the parameters f.J and 8J, one might be able to achieve the FD homodyne 

phases needed. KLMTV worked out a particular case for their design (their Sec. V B, V C, and 

Appendix C]. 

Here we shall seek a more complete solution that works in a large class of situations. With the 

help of Eq. (A.1), Eq. (A.8) can be written in an equivalent form 

1 + itan( 
1- itan( 

2i9 II 1-itan(aJs/2) 

e J=I,n, .. . ,s=± 1 + i tan (aJs/2) ' 

2i9 II w - s( -f.J8J - i8J) 
e ( . 

J=I,n, ... ,s=± W - S - f.J8J + i8J) 

Suppose the required tan((w) is a rational function in w2
, 

'\'n B 2k 
r( ) ~k=O kW 

tan'> w = '\'n A 2k ' 
~k=O kW 

(A.9) 

(A.10) 

where Ak and Bk are real constants with A;,+ B~ > 0. Then Eq. (A.9) requires that, for all w, 

t(Ak+iBk)w2k=Dei9 II [w - s( - f.J8J-i8J)], 
k= O J=I,n, ... ,s=± 

(A.ll) 

where D can be any real constant. Equation (A.ll) can be solved as follows. First, match the roots of 

the polynomials of won the two sides of the equation; denote these roots by ±wJ with J = 1, 2, ... , n. 

Then we can deduce that n filters are needed, and their complex resonant frequencies must be offset 

from wo by 

WJ = -8Jf.J- i8J, J =I, II, ... ' (A.12) 
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where ±wi,II, .. [with S'(wJ) > 0] are the 2n roots of 

n 

I: (Ak + iBk) w 2k. (A.l3) 
k=O 

After this, the polynomials on the two sides of Eq. (A.ll) can only differ by a complex coefficient 

whose argument determines e. In fact , by comparing the coefficients of w2n on both sides, we have 

e = arg(A2n + iB2n) . (A.l4) 
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Appendix B 

Semi-Analytical Treatment of the Loss 
Terms 

In this appendix, we present a semi-analytic treatment of each source of noise included in Sec. 3.6.1. 

We will use a notation similar to Eq. (3.12), but in m atrix form: 

(B.1) 

where N1oss sou rce is a vectorial representation of whichever source of loss we are considering at 

the moment. Each of these terms is associated with a vacuum field of the form ~ii(w) 

[cf. Eq. (3.50)], which enters the interferometer and increases t he level of noise present. For gener­

ality, we let t:(w) be frequency dependent . The (constant) characteristic fractional losses for each 

type of loss will b e denoted by c with an appropriate subscript. Each loss term appearing in Table 

3.2 is presented in a subsection below. 

B.l Arms, Extraction Mirror, and Sloshing Cavity (AES) 

The losses in the arms allow an unsqueezed vacuum field ~iiarm to enter t he optical train. By 

idealizing this field as arising entirely at the arm's end mirror, propagating t he field through the 

interferometer to the output port, we obtain the following cont ribution to the out put [cf. Eq. (3.50)]. 

The associated noise can be put into the following form 

N = _ ~ [ i1/J ~ ( 1 0 ) + 2i,p ( 
a rm V To e I.C(w)l 0 1 e 0 ) ] ( ~arml ) ' 

r;,* /2 0 narm2 

0 
(B .2) 

where the vacuum operators from the two arms are combined as 

_ . iiej - iinj 
narm] = .,j2 (B.3) 
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The first term (independent of K;*) is the shot-noise contribution, while the second term (proportional 

to K;*) is the radiation-pressure noise. It turns out that several of the other loss sources N have a 

similar mathematical form. 

We consider, specifically, the loss from the extraction mirror, which effectively allows ~ fiext 

into the optical train. By propagating this field through the interferometer to the output port, we 

obtain the following contribution to the noise: 

_ ~ [ i1/; wb ( 1 
N ext - V To e j£(w) j O 

0 

K;* /2 
0
0 

) ] ( fiextl ) 

fiext2 

(B.4) 

The loss from the sloshing cavity is a bit different: the imperfect end mirror of the sloshing cavity 

produces a vacuum noise field v'csiosh fis iosh which exits the cavity with the form 

(B .5) 

where f3s = arctan(2w/bs) ~ 7r/2 for most of the frequency band of interest . The associated noise is 

- - ~in [ i,P~ ( 1 
Nslosh - y ---y:- w e j£(w)j O 

0 ) 2'· '· ( 0 + e ,., 
1 K;*/2 

0 )] ( ~sloshl ) . 

0 nslosh2 

(B.6) 

Since the vacuum fields fiarm, fiext, and fisiosh are independent and uncorrelated, we can effectively 

combine these four noises into a single expression 

with 

N ffAES 
AES = -­

To [ 
·.;; wb ( 1 0 ) 

e' l£(w)l 0 1 0 )] ( 
K;*/2 0 

0 )· (B.7) 

(B.8) 

We expect that C:arm ~ C:s!osh ~ C:ext ~ 2 x 10- 5 , as discussed in the paragraph following Eq. (3.50) 

and as shown in Table 3.3. 

B.2 Port-Closing Mirror 

The imperfection of the closing mirror has two effects: (i) it introduces directly a fluctuation 

-v'c:closeRa fic1ose into the output, giving a shot noise 

N
shot direct _ . 1 R ( fic1osel ) 
close - - V Cc]ose o 

fic1ose2 

(B.9) 
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and (ii) it introduces a fluctuation VtcloseTo nclose into the light that passes from the arms into the 

sloshing cavity, giving (after propagation through the sloshing cavity and interferometer and into 

the output): 

N indirect _ ~ [ i ,P WO ( 1 
close - - ve-close e I.C(w)! 

0 

0 

f'C*/2 
0 ) ] ( ~close! ) . 

0 nclose2 

(B.10) 

Combining these two expressions gives, to leading order (in the various transmissivities and the 

sm all parameters wL/c and tclose) , 

[ 

. n2 _ w2 
Nclose = .Jeclose ie'"' I.C(w) ! 0 ) ] ( ~close! ) . 

0 nclose2 

(B.ll) 

Since tclose is simply t he loss from the port-closing mirror itself, we can assume that tclose ;S 2 x 10- 5 . 

Then, this and the above expression (B.ll) show t hat the output noise from the closing mirror is T 0 

times smaller than the AES loss [Eq. (B.8)]. 

B.3 The RSE Cavity 

The losses in t he region b etween the internal mirrors and the RSE mirror, i.e., the RSE cavity, are 

more complicated than the previous cases. As before, we suppose that, during each propagation 

from one end to the other of the RSE cavity, a fraction £RSE of the light power is dissipated and 

replaced by a corresponding vacuum field , .JeRSE fi;n or .JeRSE fiout (depending whether the light is 

propagating in towards the arms or out towards the extraction mirror and sloshing cavity) . These 

two fields n;11 and fiout are independent vacuum fields. At the leading order in tRSE, we have a 

modified version of the "input-output" relation for the RSE cavity: 

8. T; tRSE 

1- 1
"ii{ie-RsE 

1 

-v'Ri 
-y'Ri

1
R; ) ( fi;11 

) 

fiout 

(B.12) 

where A, B, C, Dare th e field amplitudes shown in Fig. 3.3. Note that, for simplicity, we are looking 

at only one arm; we could equally well use the other (substituting B -+ F and C -+ G) or t he 

proper combination of both. Also, notice that if £ RSE = 0, then we find B =A and D = C, which 

illustrates the fact that the internal and RSE mirrors have no effect on t he sidebands (described in 

Sec. 3.2 where we int roduced the RSE mirror). 

From Eq. (B.12) , we find that t he loss inside t he RSE cavity has two effects. F irst, it makes the 

cancellation of the effect of the internal and the RSE mirrors imperfect . (Recall that an RSE mirror 

wit h the same transmissivity as the internal mirrors effectively cancels the effect of the internal 
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I D - ~-/ ~ - -

-- ~ -~ 

RSE Mirror ITM 

c 

Figure B.l: Schematic diagram of a simplified version of the RSE cavity. The quantities iiin and iiout 
enter inside the RSE cavity, whereas 91in and 91out are external to the cavity and exist in different 
locations. 

mirrors on the sidebands; t his was discussed in Sec. 3.2.) This imperfect cancellation will not be 

important in our situation. Indeed, there is no corresponding term appearing in the input- output 

relation given in Eq. (3.51). 

Secondly, the loss inside the RSE cavity adds two vacuum fields to light that travels through the 

RSE cavity in opposite directions [i.e., from A to B (IN) and from C to D (OUT)] . We denote t hem 

by 

!JLIN = "(nin - ..;R;iiout), 

!JlouT = "( -..;R;nin + iiout). 

(B.13a) 

(B.13b) 

Note that iiin and iiout arise inside the RSE cavity as a result of the loss that occurred there and 

that !JLIN and !JlouT are the vacuum fluctuations emerging from the RSE cavity. As a result, !JLIN 

and !JlouT exist in different locations: 91IN denotes the vacuum field inside the arm cavity with B, 

and !JlouT denotes the vacuum field at the RSE mirror, heading towards the extraction mirror and 

sloshing cavity with D. This is depicted in Fig. B.l. 

The fields !JLIN and !JlouT both have a power spectral density a factor ~ 1/Ti larger than the 

one-time loss coefficient. This can be explained by the fact that the sideband light bounces back 

and forth inside the RSE cavity roughly ~ 1/Ti times before exiting. As a result, the (power) loss 

coefficient is amplified by the same factor. However, since these fields are quite correlated (bot h 

contain similar amounts of iiin and iiout), we need to analyze them carefully. 

For t he shot noise, we need to find the amplitude of the vacuum fluctuations that the loss 

introduces into the output. To understand the effect of this type of loss, we ask how much vacuum 

fluctuation is added to the field D by !JLIN and !JlouT· The answer is obtained by propagating !Jt1N 
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one round trip inside the interferometer's arm(s) and then combining it with '.51ouT· This gives 

D -7 D + [ '.51ouT + e2iwLfc !JliN J 

;:::j D+ cRSE11 ( 1 W
2

) ( i{3· - -i{3· - ) --4- + IS? e 'nin + e 'nout (B.14) 

where 15; = 11c/4L and {3; = arctan(w/15;). Propagating this to the output, we get the shot noise 

contribution to be 

N shot _ 
RSE-

( 
iioutl ) ] 

iiout2 

(B.15) 

This noise is not of the magnitude that Eqs. (B.13) would appear to indicate. Instead of having a 

coefficient of,...., Jc-RsE/T;, it has a much smaller value when w ;S 15;. The reason is that the two 

vacuum fluctuations traveling in opposite directions are anti correlated and largely cancel each other, 

since they are summed in the outgoing field D. This cancellation becomes less perfect as w grows 

and becomes much larger than 15;. T his effect is shown in Fig. 3.11. 

For the RSE contribution to the radiation-pressure noise, we are interested in how much the 

two noise fields '.51IN and '.51ouT contribute to the carrier amplitude fluctuation at the position of the 

test masses. Therefore, we ask what the sum of '.51IN and '.51ouT is when they combine at the end 

mirrors of the arm cavities. Since '.51 ouT is superposed on D , '.51ouT must be propagated through 

the sloshing cavity and back to the arm cavity, where it is combined with '.51 IN . There is a phase 

factor of eiwL/c due to t he propagation from the internal mirror to the end mirror (in addition to the 

phases acquired on the way to and inside the sloshing cavity; these are explained below), producing 

B -t 

(B .16) 

where (35 = arctan(2w / 155 ) is the phase associated with the sloshing cavity. Propagating the new B 

to the output produces a radiation-pressure contribution 

N radpres 
RSE V'~T, ,,.. ( _:. ~ ) 

x [w(o; + o) + in2 
( ~inl ) + w(o; - o) - iD

2 
( iioutl ) l 

wo nin2 wo iiout2 
(B.17) 

As before, this noise does not have a magnitude ,...., J cRSE/T;; it is much smaller. The reason is that 
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when lJtouT travels to the sloshing cavity and back to t he arms, it gains two phase shifts. First is 

a constant phase shift of ?T, due to the distance it traveled (twice) between the RSE and sloshing 

mirror. The other is from the sloshing cavity, where for frequencies much larger than the bandwidth 

o5 of the sloshing cavity, this phase shift is roughly ?T. Adding these two phase shifts, lJtouT will 

appear roughly unchanged when it combines with sJl1N in the arm cavity. Since these two vacuum 

fields are anticorrelated, there is again an effective cancellation between the two noises at frequencies 

above 05 . This cancellation becomes less complete at low frequencies; see Fig. 3.11. 

We assume the fractional loss cRSE ~ 2 x 10- 5 , since it arises primarily from losses in the RSE 

cavity's optical elements (mirrors and beam splitter). (See Appendix C for a discussion of the noise 

due to mode mismatching, which we do not consider here.) 

B.4 Detection and Filter Cavities 

First, we consider the losses involved in the detection of t he signal (without filter cavities). Two 

important sources of photon loss are mode mismatching associated with the local oscillator used 

for frequency-independent homodyne detection (cio) and the inefficiency of t he photodiode (cpct). 

In a squeezed-input speed meter, there will also be a circulator (with fractional loss ccirc) through 

which the squeezed vacuum is fed into the system a nd through which the output light will have to 

pass. These losses have no frequency dependence, so they are modeled by an equat ion of the form 

of [Eq. (3.50)] with 

Eope(w) = cope = cio + cpct + ccirc (B.l8) 

[cf. KLMTV Eq. (104)]. The contribution to the noise is then 

( 
fioPel ) N ope = )cope _ , 
nope2 

(B.19) 

where t he iioPCi are linear combinations of the individual (independent) vacuum fields entering at 

each location (so the spectral densities of these fields are unity and there are no cross-correlations) 

and propagated to t he output port. KLMTV assumed t hat each of these losses is about 0.001, giving 

cope ~ 0.003. 

We next turn our attention t o optical filters on the output (as in t he case offrequency-dependent 

homodyne detection for a squeezed-variational speed meter, discussed in Sec. 3.5.2). Such cavities 

will have losses that may contribute significantly to the noises of QND interferometers, as has been 

seen in KLMTV. In their Sec. VI, KLMTV carried out a detailed analyses of such losses; our 

investigation is essentially the same as theirs . 

The loss in the optical filters can come from scattering or absorption in the cavity mirrors, which 
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can be modeled by attributing a finite transmissivity Te to the end mirrors, as we did for the arm 

cavities. The effect of lossy filters is again analogous to [Eq. (3.50)]. This t ime the loss coefficient 

[p(w) does have some frequency dependence: 

[p = 2 c mm + L EJ = 2 c mm + ~ L (EJ+ + EJ- ) , 
J=I ,II J=I,II 

(B.20) 

where C:mm ~ 0.001 is t he mode-mismatching into each filter cavity and where 

(B.21) 

are the loss coefficents of the two different filter cavities (J = I, II) [cf. Eqs. (103) and (106) of 

KLMTV]. The noise contribution is 

(B.22) 

The weak frequency-dependence of [p will be neglected (as KLMTV did) , giving 

(B.23) 

[cf. Eqs. (107) and (104) of KLMTV]. The value of cF may vary slightly for the different optimizations 

we have used, but it remains less than 0.006. 
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Appendix C 

Effects due to Mode-Mismatching: 
A Simple Analysis 

In the practical implementation of GW interferometers , the mismatching of spatial modes between 

different optical cavities will degrade the sensitivity because signal power will be lost into higher-order 

modes and, correspondingly, vacuum noises from those modes will be introduced to the signal. In a 

way, this is similar t o other sources of opt ical loss discussed in the previous appendix. However, the 

higher-order modes do not simply get dissipated - they too will propagate inside the interferometer 

(although with a different propagation law) . As a consequence, the exchange of energy between 

fundamental and higher modes due to mode-mismatching is coherent, and the formalism we have 

been using for the loss does not apply. In t his section, we shall extend our formalism to include one 

higher-order mode and give an extremely simplified model of the mode-mismatching effects1 . 

In a conventional interferometer (LIGO-I) , the mode-mismatching comes predominantly from 

the mismatch of the mirror shapes between the two arms, which makes the wavefronts from the 

two arms different at the beam splitter. In particular , the cancellation of the carrier light at the 

dark port is no longer perfect , and additional (bright-port) noises are introduced into the dark-port 

output. For our speed meter, a third cavity-the sloshing cavity-has to be matched to the two 

arm cavit ies, further complicating the problem. 

In order t o simplify the sit uation, we approximate all the waves propagating in the corner station 

(the region near the beam splitter , where t he distances are short enough that ) as following t he same 

phase-propagation law as a plane wave. The only possible source of mismatch is assumed to come 

from t he differen ce of wavefront shapes (to first order in the fractional difference of the radii of 

curvature) and waist sizes for the light beams emerging from the two arm cavities and the sloshing 

cavity. Suppose, in the region of the corner station, we have a fiducial fundamental Gaussian mode 

q:,(o) (which is being pumped by the carrier) with waist size wo and wavefront curvature ao = 1/ Ro 

lThis way of modeling the mode-mismatching effects was suggested to us by Stan Whitcomb. 
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that is roughly the same as t hose of the three cavities2 : 

W(O )(x, y) ex: - exp - - + ik- 0
- , 

1 ( p2 a p2) 
wo w5 2 

p = vx2 + y 2 . (C.1) 

At leading order in t he mismatches, the fundamental modes of the three cavities (in the region of 

the corner station), which have waist sizes WJ and curvatures aJ ::::::: 1/ RJ [J =n, e, or slosh (for the 

north arm, east arm, and sloshing cavity, respectively)], can be written in the form: 

wlnd(x, y) ex: ~0 exp (ikw~ aJ ~ ao) exp (- ~; + ik ao;
2

) 

x { 1 + ( WJ
4
:

0
w

0 
+ ikw~ aJ ~ ao) [ H 2 ( ~x) + H 2 ( ~y)] } , (C.2) 

where H2(u) is the second-order Hermite polynomial of u. This wfnd(7r, y) can be expressed as w<0l 

p lus a small admixture of a higher-order mode w<1l, which consists of equal amounts of TEM02 and 

TEM2o modes [and thus is orthogonal to w<0l]. This admixture changes t he waist size from Wo to WJ 

and the curvature from a 0 to aJ. We can choose our fiducial fundamental mode w<0l in such a way 

that the two arm cavities have an opposite mismatch with it, i.e., an+ ae = 2ao, Wn +We = 2wo, 

and at leading order , 

1 
(C.3) 

where "exc" denotes the excited mode and the admixing amplitude f.J-arm is, in general, complex. We 

also d enote the fundamental and excited modes of the sloshing cavity as 

(C.4) 

again, /J-slosh can be complex. We shall also assume that the higher-order modes involved here are 

far from resonance inside the cavities and will be rejected by them, gaining a phase of 1r upon 

reflection from each cavity's input mirror. In the output, we assume the mode w<0 l is selected for 

detection. (The local oscillator associated with the homodyne detection is chosen to have the same 

spatial mode as 1]1 (0) ) thereby "selecting" w(O). Note that the potential mode-mismatch effect here is 

already taken into account in the fractional loss c:10 of the local oscillator , as described in Sec. B.4.) 

Quite naturally, we have to introduce two sets of quadrature operators to describe the two modes. 

2We have chosen to use the curvature instead of the radius of curvature because in this region the wavefronts are 
very flat . 
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For example, for the field P( () entering through the extraction mirror, we have 

( 

-(0) ) 
-(o) = P1 
p - -(0) , 

P2 ( 

-(1) ) 
- (1) = P1 
p - -(1) . 

P2 
(C.5) 

For each of the three cavities, we have to decompose the optical field into its own fundamental and 

excited modes , propagate them separately and then combine them. The input-output (a-b) relation 

of one of the cavities with mirrors held fixed can be written as 

( 

a_(O) ) 
a_(l) 

(C.6) 

where 

P rnct = ( 
1 

) ( 1 
/.L ( 

-1/.L* ) P exc = ( -~.L 1 ) , (C.7) 

are the projection operators, and <Prnct and <Pexc = 1r are the phases gained by the fundamental mode 

and excited mode after being reflected back by the cavity. 

The mode-mismatching can cause both shot and radiation pressure noises at the output, giving: 

q- (0) -+ q-(0) + N shot + Nradpres 
MM MM · (C.8) 

Assuming the mirrors are held fixed and applying the new input-output relations (C.6) of the non­

perfect cavities, we get the following shot noise in the output (to leading order in /.Larm and /.Lslosh): 

N shot 
MM 

(C.9) 

see Eq. (B.1). The quantity i<1 l refers to the excited mode of the noise coming in the bright port 

[I(() in F ig. 3.3]. 

The main results embedded in Eq. (C.9) are 

(i) the mode-mismatching with the sloshing cavity does not give any contribution at leading order 

in/./,, and 

(ii) the mode-mismatching shot noise comes from the higher-order mode entering from the bright 

port, strongly suppressed by the presence of the internal and power-recycling mirrors. 

These two effects are both due to the coherent interaction between the fundamental (w<0 l) and 

excited (w<1l) modes (of our idealized cavity), in which energy is not simply dissipated from w<0l 
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but exchanged coherently between the two modes as the light flows back and forth b etween the 

sloshing cavity and the arm cavities. Detecting an appropriate linear combination of the two modes 

can then be expected to reverse the effect of mode mismatching. In our case, the properties of the 

cavities are carefully chosen such that -.:[t (D) itself is the desired detection mode (for the sloshing 

mismatch). Consequently, the mode mismatching with the sloshing cavity does not contribute at 

leading order [item (i) above]. Regarding item (ii), the mismatch of the two arm cavities does give 

rise to an additional noise, but it can only come from the higher mode in the bright port, because 

at leading order in mismatches, (a) the propagation of -.:[t(D) from the bright port to the dark port 

is suppressed and (b) t here is no propagation of dark-port -.:[t (l) into dark-port -.:[t(D) since we have 

chosen -.:[t(D) in such a way that the two arm cavities h ave exactly opposite mismatches with it. 

The reason why this noise is suppressed by the factor 1/Tp is simple: because -.:[t(l) is not on 

resonance with the composite cavity formed by the power-recycling mirror and the arm cavities, 

its fluctuations inside the system (like its classical component) are naturally suppressed by a factor 

1/ .jT;, compared to the level outside the cavity. The reason for the factor of 1/T. is similar: the 

-([1 (1) mode does not resonate within the system formed by the arm cavities and the RSE mirror and 

will consequently be suppressed. 

By computing at the fields at the end mirrors and from them the fluctating radiation pressure, 

we obtain the radiation-pressure noise due to mode-mismatching: 

N rad pres _ _ e
2

it/J * fiJiiTp ( 0 
MM - 2 f..Larm 4T. 

0 -r;,* 

0 ) 7(1) 1 . 

0 
(C.10) 

This radiation-pressure noise is suppressed by a factor similar to t he shot noise. 

By comparing Eqs. (C.9) and (C.10) with, e.g., Eqs. (B.7) , we see that mode mismatching 

produces noise with essent ially the same form as optical-element losses from the arms, extraction 

mirror and sloshing cavity (AES), with (assuming the input laser is shot-noise limited in the higher 

modes) 

T.Tp * 12 
CMM = - 4-lf..Larm · (C.ll) 

The factor T.Tp/4 happens to be the ratio between the input power (at the power-recycling mirror) 

and the circulating power, which will be~ w- 4
• Suppose R(J.Larm) ~ 8'(f..Larm) ~ 0.03. The effect of 

mode-mismatching will then be much less significant (in our simple mode~ than the losses from the 

optical elements. 

It should be evident that other imperfections in the cavity mirrors, which cause admixtures of 

other higher-order ("excited") modes, will lead to similar "dissipation factors," CMM ~ T;Je IJ.L:rm 12 . 

For this reason, we expect mode mismatching to contribute negligibly to the noise, and we ignore it 

in the body of the paper. 
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Appendix D 

Transmissivity Mismatch between the 
Internal Mirror and the RSE Mirror 

Recall from Sec. 3.2 that when the internal and RSE mirrors have the same transmissivity, their 

effects on the gravity-wave sideband cancel. If, however, t he transmissivity of the internal mirror, 

T ;, is not perfectly matched by that of t he RSE mirror, TRSE, then this cancellation will no longer 

be perfect. As a result , the RSE cavity (i.e., the cavity between the internal and RSE mirrors) will 

have the same effect as an additional mirror (with a small reflectivity). Suppose the transmissivity 

of this effective mirror is TRsE = (1 + £RSE)11 . T hen a simple calculation yields its (amplitude) 

reflectivity: 

(D.l) 

Adding this effective mirror with reflectivity p, to our interferometer yields a new set of input­

output relations similar to Eq. (3.12), but with modified "' and '1/J. The functional form of"' can be 

maintained by appropria tely redefining the quantities n and 8. To leading order in p, , we obtain 

(D.2) 

with 

(D.3) 

Consequently, we can re-optimize the system to compensate for this transmissivity-mismat ch effect. 


