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Abstract
The interactions of N, formic acid and acetone on the Ru(001) surface are

studied using thermal desorption mass spectrometry (TDMS), electron energy

loss spectroscopy (EELS), and computer modeling.

Low energy electron diffraction (LEED), EELS and TDMS were used to
study chemisorption of No on Ru(001). Adsorption at 75 K produces two
desorption states. Adsorption at 95 K fills only the higher energy desorption
state and produces a (/3 x /3)R30° LEED pattern. EEL spectra indicate both
desorption states are populated by N, molecules bonded “on-top” of Ru atoms.

Monte Carlo simulation results are presented on Ru(001) using a kinetic
lattice gas model with precursor mediated adsorption, desorption and migration.
The model gives good agreement with experimental data. The island growth
rate was computed using the same model and is well fit by R(¢)™ — R(to)™ = At,
with m approximately 8. The island size was determined from the width of the

superlattice diffraction feature.

The techniques, algorithms and computer programs used for simulations are
documented. Coordinate schemes for indexing sites on a 2-D hexagonal lattice,
programs for simulation of adsorption and desorption, techniques for analysis of

ordering, and computer graphics routines are discussed.

The adsorption of formic acid on Ru(001) has been studied by EELS and
TDMS. Large exposures produce a molecular multilayer species. A monodentate
formate, bidentate formate, and a hydroxyl species are stable intermediates in
formic acid decomposition. The monodentate formate species is converted to
the bidentate species by heating. Formic acid decomposition products are CO,,
CO, H,, H,0 and oxygen adatoms. The ratio of desorbed CO with respect to
CO; increases both with slower heating rates and with lower coverages.

The existence of two different forms of adsorbed acctone, side-on, bonded

through the oxygen and acyl carbon, and end-on, bonded through the oxygen,
have been verified by EELS. On Pt(111), only the end-on species is observed.
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On clean Ru(001) and p(2 - 2)O precovered Ru(001), both forms coexist. The
side-on species is dominant on clean Ru(001), while O stabilizes the end-on form.
The end-on form desorbs molecularly. Bonding geometry stability is explained
by surface Lewis acidity and by comparison to organometallic coordination

complexes.
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The goals of scientific rescarch are to observe and classify natural
phenomena, and then to construct an interpretation within the context of
theory that applies to a more broad range of systems. Where theory cannot
be extended to agree with observation, new or more refined ideas must be
developed. Theories are never proven and are rarely disproven. They gain
acceptance when they are shown to be relevant to a wide range of problems.
Conversely, a theory that is never disproven, but is very limited in scope, loses

favor compared to a more utilizable theory.

The first section of this Thesis presents an example of this process in science.
The initial experimental results presented here have several unusual features that
require an unconventional interpretation. From the interpretation, a model for
the system was developed. The model was first demonstrated to be consistent
with the experimental results and finally it has been extended to predict results

for experiments yet unmade.

The initial electron energy loss spectroscopy (EELS) and thermal desorption
mass spectrometry (TDMS) and low energy electron diffraction (LEED) data
are presented in Appendix A. Interpretation of data for adsorption of Ny at 95 K
is relatively straightforward. Nitrogen molecules adsorb in an end-on bonding
configuration on on-top (six-fold) Ru sites in a (v/3 x v/3)R30° overlayer with a
coverage of 1/3 monolayer, corresponding to adsorption at next-nearest-neighbor
positions. These molecules desorb in a single thermal desorption peak. If
adsorption is carried out at 75 K, additional molecules adsorb and a second,
low temperature thermal desorption feature is observed. Yet, the nitrogen
vibrational modes of the low temperature state molecules have approximately
the same frequencies as the high temperature state molecules. Thus, the two

states must both adsorb at the same sites.

Other unusual phenomena observed for N, adsorption, that are not reported
here, are that if N, molecules are adsorbed at 100K and additional N, is allowed

to adsorb after the surface has been cooled to 75 K, the number of molecules
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desorbing in the high temperature state increases at the expense of the total
saturation coverage on the surface [1]. If the two adsorption steps are repeated
with different isotopes of Nj, most of the first isotope to be adsorbed desorbs in
the high temperature state. Finally, the probability for Ny molecules to adsorb
to the surface rises with coverage, reaching a maximum of approximately thrice
the initial value at approximately 10% of a monolayer coverage [1,2]. Only a
few other cases had been noted in the literature, prior to this work, where the
adsorption probability increases with coverage: oxygen on W(110) [3] and N,

on several W surfaces [4].

A method of correlating the seemingly contradictory isotopic labeling
results, which indicate two types of adsorption sites, the EELS results, which
indicate only one type of N, bonding, and the annealing population results,
which indicate that the high temperature state partially blocks the low
temperature state, was initially suggested by N. R. Avery. He proposed that
N, molecules form islands — small ordered (1/3 x v/3)R30° domains — which
start from random nucleation points. When the islands grow with increased
coverage, some islands will merge, but since there are three possible degenerate
(v/3 x V/3)R30° lattices, related by a single Ru unit cell translation, out of
phase islands will grow until they “run into” each other. The molecules that
adsorb at antiphase domain boundaries are forced to adsorb on nearest-ncighbor
sites, which are relatively unfavorable in energy. These low energy sites will
be the last to be filled and molecules which adsorb at these sites desorb at
low temperatures even though there is no physical difference between them
and the high temperature sites. Higher temperature adsorption encourages the
formation of larger islands, which have a smaller ratio of edge sites to total sites
and thus the number of high temperature sites is raised while the number of low

temperature sites is lowered.

The explanation described above has a major failing. The saturation

coverage for N, adsorption at 75 K is approximately 50% of a monolayer and
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this is well beyond the range of coverages that can be accommodated by the
additional sites created by antiphase boundaries. Nonetheless, it has served as
a starting point for the development of the more detailed lattice gas model for
N, adsorption and desorption which is presented in Chapter 2. It was found
to be necessary to incorporate precursor-mediated adsorption into the model to
give reasonable values for the probability of adsorption. The concept of a mobile
precursor state has been discussed in the literature since the mnid-1970’s [5], but
this is the first inclusion of a mobile precursor into a kinetic lattice gas model
for simulation of both adsorption and desorption. The model was adapted into
algorithms for Monte Carlo simulation of adsorption and thermal desorption,
which are described in Appendix B, and FORTRAN iwmplementations of the

algorithms are given in Appendix C.

The results from the Monte Carlo simulations give excellent quantitative
agreement with the experimental probability of adsorption data and the thermal
desorption spectra. Simulations of isotope labeling duplicate the experimental
results, which show that the last molecules to be adsorbed are primarily the
first to be desorbed [6]. Saturation coverages are also in close agreement with
experimental results. The mode by which adsorption occurs for coverages above
approximately 40% of a monolayer was unanticipated. Islands do not stop
growing after they “run into” the edges of neighboring islands. Rather, islands
continue to grow by “overlapping” each other, creating thick antiphase domains.
Adsorption continues in the antiphase domain regions at low rates until an

equilibrium is established when the adsorption rate matches the desorption rate.

The model was then applied to the kinetics of ordering for islands of Ny
on Ru(001). The method for and results from these calculations are presented
in Chapter 3. There is considerable current interest in the theory of order-
disorder phenomena because of its relevance to the study of interactions between
adspecies and diffusion [7,8]. Direct experimental measurements may be made

for island growth rates but the level of analysis that can be accomplished will
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depend on the extent to which the theory has been developed.

There have been many theoretical studies and Monte Carlo simulations
made for island growth rates on surfaces [9]. Theoretical results predict that
the average island radius, R, should increase as R(¢) ~ ¢", where n ~ 1/2,
but the results from simulations have not all been in agreement. The model
developed for Ny on Ru(001) is ideal for computation of island growth, because
all the parameters for adsorption and desorption have been determined to
fit experimental data. The value of n determined from the N, on Ru(001)
simulation is approximately 1/8. The requirements for accurate experimental
measurements in this system may be beyond the state of the art. While the
reason that this result differs fromn theory could not be determined, it is hoped
that this will spur additional investigation into the role of precursor mediated

diffusion in island growth.
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Precursor-Mediated Molecular Chemisorption and Thermal Desorption:
The Interrelationships among Energetics, Kinetics,
and Adsorbate Lattice Structure

Eric S. Hood, Brian H. Toby, and W. H. Weinberg

Division of Chemistry and Chemical Engineering, California Institute of Technology, Pasadena, California 91125
(Received 24 June 1985)

Precursor-mediated molecular chemisorption and thermal desorption are examined by means of
a lattice-gas model using a combination of time-dependent Monte Carlo simulations and deter-
ministic rate equations. Lateral interactions between coadsorbates are assumed to be both pairwise
additive and limited in range to nearest and next-nearest neighbors. The interrelationships among
kinetics, energetics, and adsorbate overlayer structures are analyzed in detail. The method is ap-
plied to the interaction of molecular nitrogen with the Ru{001) surface.

PACS numbers: 68.40.+e, 68.20.+1, 82.65.Dp

Although the concept of a physically adsorbed,
‘““mobile precursor’’ state is not new,! much recent ex-
perimental effort has been directed toward the under-
standing of the phenomenon of precursor-mediated
chemisorption.? Likewise, the influence of mobile
precursor states on the kinetics of molecular chemi-
sorption and desorption has been examined theoreti-
cally both by a reaction kinetics approach’® and by sta-
tistical modeling.* In this Letter we introduce a
theoretical modeling scheme for the study of
precursor-mediated molecular chemisorption and ther-
mal desorption, incorporating a combination of Monte
Carlo simulations and deterministic rate equations
with a stochastic formulation. The novelty of our ap-
proach lies in the simultaneous treatment of the vari-
ous, competing elementary processes (physical adsorp-
tion, migration, chemisorption, and desorption) within
a single, integrated model. In contrast to previous
theoretical treatments, the microscopic detail inherent
in our approach allows direct examination of the inter-
relationships among kinetics, energetics, and the for-
mation and evolution of structure within the adsorbate
overlayer. Numerical simulations provide a clear
demonstration of the profound effects of island forma-
tion and growth.

Molecular chemisorption from a mobile precursor
state is examined by use of a lattice gas model and
time-dependent Monte Carlo (TDMC) simulations.’
Molecules are placed sequentially on randomly chosen
surface sites to simulate trapping from the gas phase
into a physically adsorbed precursor state. Each pre-
cursor molecule migrates across the surface in single
jumps to nearest-neighbor (nn) sites. This mobile in-
termediate state is occupied until either desorption or
chemisorption occurs. The binding energy of the pre-
cursor is a function of the local molecular environ-
ment because of lateral interactions with previously
chemisorbed molecules [assumed to be pairwise addi-
tive and limited in range to nn and nnn (next-nearest
neighbor) adsorbates]. The binding energy of a

molecule physically absorbed over an unoccupied lat-
tice site (the intrinsic precursor state) is given by

ep=eo-zj nje,+2k n€g, (1)

where ¢ is the binding energy of an isolated precursor
to the surface, and €, and €, are the repulsive and at-
tractive energies of interaction between the precursor
and a neighboring chemisorbed molecule. The sums in
Eq. (1) are performed over nn () and nnn (k) lattice
sites, and n; and ng are occupation numbers. The
binding energy (e,) of a molecule physically absorbed
over a lattice site occupied by a chemisorbed molecule
(the extrinsic precursor state) is assumed to have a
constant value, 85% of ,.%

Each precursor molecule is temporarily confined to a
particular lattice site by a periodic potential parallel to
the surface, represented by adjacent, intersecting har-
monic wells. The relative depths of neighboring
potential-energy minima are computed according to
Eq. (1). The activation barrier to precursor migration
is given by the energy at the intersection point
between adjacent harmonic potentials:

em=en+A86,(i))/2+ A, (i))]1%/16¢€), (2)

where €2 is the activation barrier to migration of an

isolated intrinsic precursor molecule, and Ae, (i) is
the difference in precursor binding energies between
the ith and jth sites [Ae,(i)) =e,(/) —€,(D]. The
probability for precursor migration from the /ith to the
neighboring jth lattice site is given by P,(i/)
=Nexp(—e¢,/kaT), where the constant N ensures
unitarity. The probability for precursor desorption is
given by Py= NXexp(—¢,/kgT), where the dynami-
cal factor X is the ratio between desorption and migra-
tion prefactors. The probability of molecular chem-
isorption is

Pr=' [NXSoexp( —Edkar)]/(l —Sa),

where Sy is the initial (zero coverage) adsorption coef-

© 1985 The American Physical Society 2437
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FIG. 1. Adsorption coefficient as a function of coverage
for N, on Ru(001) at 77 K. Vertical bars represent experi-
mental results (Ref. 9), while squares represent averages
over eight TDMC simulations.

ficient. The relative probabilities of precursor desorp-
tion, migration to an adjacent site, or chemisorption
are all functions of the local molecular environment.
Maps displaying the locations of chemisorbed
molecules can be constructed which detail the growth
of adsorbate lattice structure as a function of coverage.

Thermal-desorption spectra (TDS) have been com-
puted by use of a combination of deterministic rate
equations with a Monte Carlo formalism.® Even
though a single binding site and geometry are as-
sumed, chemisorbed molecules can populate a number
of energetically distinct binding states, characterized
by different activation barriers to desorption [e,(1)]
which are determined by the numbers and magnitudes

of lateral interactions between the chemisorbed
molecules, i.e.,
eb(i)-sg—zj njE,+2k ne€,. (3)

In Eq. (3) €f is the binding energy of an isolated
chemisorbed molecule, and €, and €, are the repulsive
and attractive energies of interaction between neigh-
boring chemisorbed molecules. The rate of desorption
from each chemisorption state is computed with use of
a modified first-order Polanyi-Wigner equation with a
coverage-dependent preexponential factor,’

do/di = —v(8)o;expl—e, () kaT], 4)

with v(8) =vgexp(a8).! In Eq. (4) o, is the occupa-
tion number of the ith chemisorption state, and @ is
the fractional coverage of chemisorbed molecules.
The system of coupled differential equations describ-
ing desorption from all chemisorption states is solved
numerically. During each computational cycle
(AT < 0.5 K), the appropriate number of molecules is
selected from each chemisorption state according to
Eq. (4) and removed from randomly chosen lattice
sites to avoid the introduction of artificial correlation
effects. The calculation is repeated until all molecules
have desorbed.

2438
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FIG. 2. Thermal-desorption spectra for N; on Ru(001) at
various adsorbate coverages: (a) experimental results (Ref.
9), and (b) TDMC simulation and thermal-desorption
modeling.

The interaction of N, with the Ru(001) surface has
been examined by this methodology. The results of
TDMC simulations are in good agreement with the ex-
perimentally measured adsorption coefficient®!® (cf.
Fig. 1). Experimentally measured TDS are shown in
Fig. 2(a). Although two peaks are observed at adsor-
bate coverages above 0.25, electron energy-loss spectra
indicate that chemisorption of N; occurs only at atop
sites.!? Figure 2(b) shows TDS computed with the as-
sumption of a single binding geometry at atop sites.
Quantitative agreement between calculated and experi-
mental thermal-desorption spectra is obtained for all
adsorbate coverages.

TDMC simulations of N; adsorption on Ru(001)
have been performed for a surface temperature of 77
K on a lattice composed of 9216 Ru atoms. Maps indi-
cating the locations of chemisorbed N; molecules chart
the growth of adsorbate lattice structure as a function
of coverage (cf. Fig. 3). Because of the hexagonal
geometry of Ru(001) and the nature and magnitude of
adsorbate interactions, the energetically favored over-
layer structure (as indicated by a well-developed
LEED pattern® at 95 K) possesses (+/3x+/3)R30°
symmetry. However, three independent, degenerate
adsorbate phases can exist on this hexagonal surface
which are distinguishable by 120° rotations about a
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FIG. 3. Maps displaying the locations of N; chemisorbed on sections of the Ru(001) surface generated by (a)-(d) TDMC
simulations of adsorption, and (e),(f) thermal-desorption modeling. Open circles represent surface Ru atoms, while dots
represent N, chemisorbed atop Ru surface atoms. The solid lines represent the three degenerate phases characterizing this sys-
tem. The fractional N; coverages are (a) 0.06, (b) 0.15, (¢) 0.29, (d) 0.53, (e) 0.29, and (f) 0.15.

threefold axis centered within the triangle formed by
three adjacent Ru atoms. Distinct adsorbate domains
can be observed on a surface where two or more of
these phases coexist.

An examination of both S(8) and maps of the
chemisorbed overlayer allows a detailed description of
the adsorption process. Chemisorption at 77 K occurs
in four distinct stages: (I) island nucleation, (II)
growth of isolated island domains, (III) simulataneous
growth of island domains and antiphase-domain boun-
daries, and (IV) growth of antiphase domains. The
chemisorption of isolated molecules, acting as nu-
cleation centers for the growth of numerous, small is-
land domains, characterizes stage I [cf. Fig. 3(a)].
Cooperative behavior dominates stage II as S(8) un-
dergoes a threefold increase. Increasing order is ob-
served in the chemisorbed overlayer as the edges of is-
land domains serve as the most probable sites for
chemisorption [cf. Fig. 3(b)]. The growth of isolated
island domains continues up to a fractional coverage of
approximately 0.22. “‘Crowding’’ between neighbor-
ing islands signals the onset of growth stage IIT [cf.
Fig. 3(c)]. Adjacent domains of the same phase
coalesce to form larger islands, while adjacent domains
of differing phase develop grain boundaries. During
stage I1I, S(@) suffers a fivefold decrease as appreci-

able chemisorption occurs at grain boundaries in addi-
tion to the more energetically favorable island
domains. The onset of stage IV is accompanied by a
change in the slope of 5(8) at 0.4 monolayer (cf. Fig.
1). At adsorbate coverages above 0.4, chemisorption
occurs in regions of antiphase domains. Saturation
coverage occurs at approximately 0.55 because of a
steady-state balance between the rate of precursor-
mediated adsorption and the rate of desorption from
the chemisorbed states [cf. Fig. 3(d)].

The influence of lateral interactions between coad-
sorbates on the kinetics and mechanism of molecular
desorption can be evaluated by an examination of both
the adsorbate lattice maps and the coverage-dependent
TDS. For coverages below 0.25, the TDS consist of a
single peak at a surface temperature of approximately
125 K. This peak is associated with desorption from
the perimeters of isolated islands. The N, chem-
isorbed within isolated islands experience attractive
lateral interactions which increase the activation bar-
rier to desorption above that experienced by an isolat-
ed adsorbate. At adsorbate coverages above 0.3, a
second peak at a surface temperature below 100 K ap-
pears in the TDS. This peak is associated with desorp-
tion from antiphase domains. Molecular N, chem-
isorbed within these antiphase domains experience

2439
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TABLE I. Kinetic and energetic parameters characterizing the interaction of molecular
nitrogen with Ru(001) with energy in units of kcal/ mole.

€. Intrinsic precursor binding energy 1.6
€, Extrinsic precursor binding energy 1.4
€. Chemisorption state binding energy 5.8
€2: Precursor state migration barrier 0.3
€,,€,. Attractive next-nearest-neighbor

interaction energy 0.45
€. &: Repulsive nearest-neighbor interaction energy 0.25
X: Ratio of precursor preexponential factors

of desorption to migration 500-1000
vo: Desorption preexponential factor

(low coverage limit) 10!z !
a: Desorption preexponential coverage dependence 17

repulsive lateral interactions which decrease the activa-
tion barrier to desorption. At saturation coverage, the
number of molecules desorbing from antiphase
domains and the number desorbing from isolated-
island perimeters are nearly equal, as are the intensi-
ties of the two thermal desorption peaks. The value of
this type of numerical simulation is clearly evident: By
the relating of the adsorbate structure to kinetic mea-
surements, the two peaks appearing in the ‘‘high’’-
coverage (8 >0.3) TDS are shown to result solely
from lateral interactions between molecules chem-
isorbed only at atop sites [cf. Figs. 3(d)-3(f)].

Numerical values of the parameters characterizing
the system N; on Ru(001) (Table I) are obtained by
minimization of the differences between the calculated
and experimental coverage-dependent adsorption coef-
ficients and TDS. Although precursor-state-chemi-
sorption-state and chemisorption-state-chemisorp-
tion-state lateral interaction energies are treated as
separate parameters, adsorption and desorption simu-
lations yield nearly identical values for both. This simi-
larity in lateral interaction energetics is due primarily to
the weak binding energy of chemisorbed molecular nitro-
gen on this surface.

Examination of the maps of adsorbate positions as a
function of coverage reveals obvious differences
between the mechanisms of precursor-mediated
molecular chemisorption and thermal desorption from
the chemisorbed state. The absorption mechanism is
dominated by kinetic trapping which results in the for-
mation of numerous, small island domains [cf. Fig.
3(a)-3(d)]. Thermal desorption is dominated by re-
laxation (annealing), as evidenced by the formation of
fewer, but much larger, island domains [cf. Figs. 3(e)
and 3(f)]. The ability to disclose in microscopic detail
the interrelationships among energetics, kinetics, and
adsorbate overlayer structures demonstrates the value
of this integrated approach to molecular chemisorption
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and thermal-desorption simulations.
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ABSTRACT

Monte Carlo simulation results are presented for N, island growth on the
Ru(001) surface using a kinetic lattice gas model with precursor mediated ad-
sorption, desorption and migration. The model has been previously demon-
strated to give good agreement with experimental data. The observed growth
rate is well fit by an growth law of R({)™ — R(to)™ = At, with m approximately
8. The island size was determined from the width of the superlattice diffraction
feature. Results from other recent theoretical and Monte Carlo studies of island

ordering are also presented.
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1. Introduction

The diffusion of adspecies on surfaces plays a major role in the kinetics of
heterogenous chemical reactions. For example, in a surface-activated bimolecu-
lar chemical reaction, two reactant molecules must adsorb at or migrate to an
active site before the reaction can be completed and the products must desorb or
migrate away from the site before the site is again catalytically active. Despite
the importance of the field, relatively little is known about surface-adspecies and
adspecies-adspecies energetics. Nor have the mechanisms which govern molecu-
lar diffusion been well explored.

Experiments which directly probe surface-adspecies and adspecies-adspecies
energetics are often difficult to design. Relatively few experiments can yield
direct measurements of diffusion rates, either. However, information about both
interaction energy and diffusion can be built into models for the kinetics of
disorder-order transitions. Thus, the field of disorder-order kinetics provides a

testing ground for the comparison of dynamical theory with experiment results.

When the state of a disordered system is changed to a set of conditions
which favor greater order, local domains of higher order develop and grow in
size with time until an equilibrium distribution of domain sizes is obtained. In
two-dimensional systems, such as the aggregation of atoms or molecules on a
surface, the local domains of order are called islands. Island growth has long

been of major interest in surface science because it provides insight into the

nature of adspecies interactions [1,2].

Understanding the growth of domains in three dimensions is central in the
fields of metallurgy, mineralogy and materials science because of the importance
of microcrystalline structure in the macroscopic properties of materials. Two
dimensional models for domain growth are often chosen for study by workers in
those fields because the lower dimensionality offers greater simplicity for both

theory and calculations. It is widely accepted that growth laws in two and three

dimensions are closely related |3|.
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Early theoretical work by Lifshitz 4|, Allen and Cahn |5, resulted in a
growth law for the average diameter, R, for islands (in two dimensions) and

grains (in three dimensions) as a function of time, ¢, of
R(t) ~ tY/2, (1)

where the order parameter is not conserved. Equation (1) is known either as
the Allen-Cahn or as the Lifshitz-Allen-Cahn (LAC) equation. Reduction in the
curvature of domain walls is the driving force behind LAC growth. A second
theory, governed by an “evaporation-condensation” growth mechanism predicts
a R(t) ~ t'/3 rate law for systems with a conserved order parameter (e.g., the
population of phases is time invariant, as would be found in alloy separation [6].)
More recent theoretical work by Safran predicts that domain growth follows the
" rate equation:

R(t) ~ 17, (2)

for systems where the dimensionality (d) is less than the degeneracy (g¢) by one

or more or the growth equation
R(t) ~ In(t), (3)

for other systems where d > ¢ { 1 [3]. These series of findings prompted the
concept of “universality classes” — the growth law for a system is dependent
on the number of degenerate phases, the dimensionality of the system; but the
growth law is independent of the geometry of the lattice, the migration barrier
or the adspecies-adspecies interaction energies. In a generalized Monte Carlo
study in two dimensions, equation (2) was found to be valid for all ¢ between 2
and 74. The value of n dropped linearly froﬁ 0.5 for the Ising (¢ = 2) model to
0.38 for systems with approximately 25 degenerate phases and did not change
for systems with g values above 25 [7].

While static order-disorder measurements, such as definition of phase dia-

grams, have been made for a relatively large number of 2-D systems, very few
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dynamic measurcments of island growth rates have been made, attesting to the
degree of experimental difficulty associated with these measurements. For ad-
sorbate ordering on surfaces, the only low energy electron diffraction (LEED)

measurements that have been reported are for the ordering of O adatoms on

W(110) 1,8 and on W(112) [9].

In contrast, there has been a wealth of theoretical and Monte Carlo sim-
ulation studies in recent years of ordering growth rates in two dimensions
(10,11 — 27]|. While many of the studies have been made for generalized systems
using arbitrarily chosen parameters and geometries, some specific systems that
have been modeled using Monte Carlo techniques include: O on W(110) [11],
H on Fe(110)} [12] and N3 on graphite [13,14]. Most of these studies are made
using ¢-state Potts models (antiferromagnetic spin-flip and spin-exchange mod-
els), where the ¢ degenerate phases on the surface are each assigned a unique
spin state. In the case of a system where the degeneracy is two, the Potts model
is equivalent to a Ising model. In the simulations of N2 on graphite, the N
molecules are assumed to have their molecular axis parallel to the surface. The
angle of molecular axis with respect to an arbitrary reference vector is allowed
to take any value. Thus, this model is a co-state Potts model. Some Monte
Carlo simulations have been done using more generalized, kinetic lattice gas
models, which incorporate various extensions beyond the Potts model, such as
more complex models for diffusion. A kinetic lattice gas model has also been
used to study the effects of island growth on surface reaction kinetics [15]. This
work will present the first reported growth law results for a lattice gas model

incorporating precursor mediated adsorption, desorption and migration.

A. large number of theoretical and Monte Carlo studies have been made
where island growth obeyed the classical LAC law (algebraic growth with n =
1/2) [16-22]. However, several studies have been published where non-classical
growth behavior is observed. These provide insight into factors which can change

the universality class. Sadiq and Binder modeled growth rates for O adatoms on
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W (110), using non-physical interaction energies and found that if surface density
is conserved the growth exponent, n, is 0.35 for ¢ - 4, while if the density is not
conserved n has the classical value of 1/2. This contrasts a similar system where
q 2 the value for n is 1/2, with or without conservation of density |11]. Two
studies by Mazenko and coworkers demonstrate that conservation of the order
parameter also affects the growth law. In a theoretical Ginzburg-Landau model
for systems with large ¢ values, they found n = 1/4 if the order parameter
is conserved, but n = 1/2 if not [23]. For a study with Monte Carlo Ising
model, n = 1/2 (LAC) growth is observed for a non-conserved order parameter,
but if Kawasaki spin-exchange dynamics, which conserve the order parameter,
are used, a growth rate of R(t) = Int is observed (24|. In their model for
H on Fe(110), Vinals and Gunton determined that n = 1/2 for growth of a
(2 < 1) overlayer, with § = 0.5, but the growth of the (3 x 1) overlayer, with
6 — 0.667, followed a more complex growth law that could be approximated
by 0.15 < n < 0.25 [12]. Systems have also been modeled where the growth

behavior is too complex to express in terms of a simple law [25,26].

The most controversial studies in the current literature of island growth
concern Ny on graphite, often called the herringbone model because the N,
molecules tend to align in alternating rows with perpendicular molecular axes,
creating a herringbone pattern. Mouritsen, in his initial study, found growth
could be fitted with n = 0.4 at early times and n = 1/4 at later times [13].
From this result he proposed a new universality class for systems with soft
domain walls. For systems with small ¢, domain boundaries are sharply defined,
meaning that all adspecies are members of clearly defined islands. In Mouritsen’s
nomenclature, such domain boundaries are deemed hard. In contrast, in the
herringbone model, N, molecules may adopt any orientation and thus domain
boundaries may be several layers thick. The domain boundary regions arc
populated by a disordered phase containing molecules unaligned with either

surrounding phase. Kaski et al. have also modeled N, on graphite and reach
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the conclusion that the growth obeys the LAC equation, if ordering at carly
times is ignored or an additional term is included in the growth law for this
transient period [14|. Subsequent work by Mouritsen demonstrated n 1/4
growth for a wide range in his “softness parameter” [27]. The debate over the
role of soft domain walls in island growth has not been resolved in the literature.

This study presents recent Monte Carlo simnulation results for island growth
of N, molecules on the hexagonal Ru(001) surface using a kinetic lattice gas
model with precursor mediated adsorption, desorption and migration. The
model has previously been demonstrated to give excellent agreement with exper-
imental thermal desorption, probability of adsorption and low energy electron
energy loss data |28]. The model incorporates realistic microscopic detail in its
treatment of molecular processes. Another significant advantage of this model
is that its probabilistic formulations directly incorporate time as a parameter,
thus eliminating the serious problem faced in other Monte Carlo simulations for
correlating the Monte Carlo time scale to a real time scale. The growth rate
observed in this study is well fit by an algebraic law with a growth order of

approximately 1/8.
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2. Methods Used for Calculations

Calculation of island growth is made in five steps:
l) computation of a starting surface;
) simulation of the time evolution of the surface;
3) calculation of a Fourier transform of surface maps;

) fitting of an intensity profile equation to the superlattice Fourier trans-
form intensity feature;

(5) fitting of growth law parameters to the intensity profiles versus time.

The same simulation model was used for steps (1) and (2), but under different

conditions. Each of these steps will be described in greater detail in this section.

2.1 Description of the Model

The model has been described elsewhere, but will be briefly recapitulated
here [28,29]. A rectangular section of hexagonal lattice with either 962 or
132? sites was used for simulations. Cyclic boundary conditions were imposed.
Absorption of molecules is simulated by computing a flux of incident molecules
for the chosen pressure and it is assumed that all incident molecules enter
the precursor state. Precursor molecules hop from lattice site to lattice site
until they either desorb back into the gas phase or chemisorb. At periodic
intervals, randomly selected chemisorbed molecules are ecither returned to the
mobile precursor state or removed from the surface. All migration is via the
precursor state.

A site energy, ¢;, is defined for each site on the lattice and is determined
from the number of filled nearest neighbor sites (n,) and the number of filled
next nearest neighbor sites (nq,) by €; = €g — nyE, + ngE,. If the site has
already been filled, ¢; = E,¢q (regardless of the number of filled neighbor sites.)
The values used for ¢g, E,,, E, and E, are respectively 1.6, 0.86, 0.25 and 0.45
kcal/mole. These values yielded the best fit for the experimental data.

Precursor molecules may hop from their current site, ¢, to any of the six

neighboring sites, j, where the probability for migration P}/, depends on the
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and 0.284 kcal/mole, respectively,
which yielded the best fit for the experimental data. The value for E., is
calculated from E. — 77kIn(1/So — 1), where Sp, the clean-surface adsorption
probability is 0. 125 at 77 K. The normalization constant, NV, is determined such
that Pj + P! + LP” =

F=i
At periodic time intervals desorption scans are made and molecules may

be removed from the surface or returned into the precursor phase. The total
probability for a molecule to be excited out of the chemisorbed state either into
the precursor or gas phase is P;. The percentage of these excited molecules that
return to the precursor phase versus those that desorb directly is P,. While P,
is independent of the number of filled neighbor sites, P, is a function of ¢; which

is defined as n,E, — ny, E,.
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where v(n,,n,) is the prefactor for site ¢ v(n,.n,) = 10" exp(vyny + Vaha ), Al
is the time between desorption scans (in seconds), Eg is the chemisorption well
depth, 5.8 Kcal/mole, v, and v, were set at 1 and 0.35, respectively. Desorption
scans were made at sufficiently frequent intervals so that the average number
of molecules excited into the precursor phase was no more than 2% of the total
coverage. Computation of desorption scans at more frequent intervals did not

result in a significant change in the simulations.

2.2 Calculation of the Starting Surface

The previous model was used to compute a starting surface by simulating
adsorption with conditions of a fixed temperature and pressure. Adsorption
was terminated at € = 0.15 monolayer and a “map” or “snapshot” of the
surface distribution of molecules was saved for use in future runs. The coverage
of 15% was chosen because it corresponds at equilibrium to a surface that is
approximately one-half covered by islands. Also, with higher coverages, islands
develop “domain overlap” (antiphase domains several layers thick) at early times

and this considerably complicates analysis.

2.3 Time Evolution of the Starting Surface

Time evolution of a populated surface was computed using the previous
modcl. The density was constrained to be constant by allowing sufficient inci-
dent molecules to readsorb following each desorption scan to restore the coverage
to the original level. The order parameter was not conserved. For one set of
calculations, Pé and P, were artificially constrained to be zero and one, respec-
tively, allowing desorption into the precursor state but not allowing molecules
to leave the surface.

A;c periodic intervals throughout the simulations, maps of the surface were
stored for later analysis. Several sets of simulations were performed starting
from the same surface, using identical parameters but a different sequence of
random numbers. Computations were also performed at a number of different

surface temperatures using the same starting surface.



b) ¢
2

2.4 Fourier Transform of the Surface Maps

A facile method for computation of a kinematical “diffraction pattern” was
developed to utilize a fast Fourier transform (FFT) from a hexagonal surface.
The usual 2-D FFT algorithin is restricted to coordinate systems with orthogonal
axes. However, the N x N lattice site section of a hexagonal lattice can be
reindexed in a 2N x N element rectangular coordinate system, where half of the
array elements correspond to sites in the hexagonal lattice. Fourier transform
intensities were then computed using standard IMSL 1-D FFT subroutines with
time savings of several orders of magnitude over the direct computation of the

TFourier transform, despite the doubled number of array elements.

Scattering from the Ru substrate atoms, the Bragg angular dependence of
the scattering factor and the Debye-Waller factor are not relevant to the analysis

applied to the FFT intensities and corrections for these factors were not applied.

2.5 Intensity Lineshape Analysis

It is possible to compute the distribution of island sizes from the the profile
of the superlattice diffraction feature [30,31]. In this study no attempt was
made to determine the distribution function. However, the approximation that
R?  1/T, where T is the full-width at half-maximum of the beam profile, was
employed. It has been noted that the theoretical profile of a diffraction beam
from a surface with an ensemble of islands is neither Gaussian nor Lorentzian,
but has aspects of each [30]. The Voigt function, the convolution of a Gaussian
and a Cauchy (Lorentz) function, is a logical choice for a profile function.
However, the pseudo-Voigt is computationally much simpler to use and is a very
good approximation of the Voigt [32,33]. A radially symmetric 2-D pseudo-Voigt
intensity profile function, I(M;, N,) gave good fits to the FFT intensity map of

the superlattice (v/3 x v/3) diffraction feature with the mixing parameter, 7,
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tvpically between 0.2 and 1.
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reciprocal lattice coordinates (%,1)]. The integrated beam intensity is 27rk. A
least-squares refinement was used to determine the best values for the parame-

ters n, k and T.

2.6 Growth Law Fitting

The Sahni growth equation, (2), is derived from equation (4), below,
R(1)™ — RT* = at, (4)

with m - 1/n and making the assumption that Ry, which is defined as R(t) at
t = 0, is negligible compared to R(t). This approximation is not necessary and

indeed is invalid for this study. Substituting I' = x/R? into equation (4) yields
T'(t) = To(Bt + 1)~ 2™, (5)

where 3 = al'™/2x ™. A least-squares refinement procedure is used to fit Ty,
3 and m using the fit values for I'. When one than one set of runs is made from
the same starting surface, the same value of I'g is used for all runs and only

and m are refined.
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3. Results

Maps of surfaces for use as starting points for the time evolution compu-
tations were prepared by simulated adsorption of N, at a pressure of 7.5x10 8
torr at 78 K on a 96 < 96 site surface and by adsorption on a 96 « 96 and on
a 132 » 132 site surface at 120 K at 7.5x107° torr. Adsorption simulations
were terminated when the surface coverage reached # = 0.15. Time evolution of
these surfaces was then simulated at a number of temperatures between 75 and
100 K. For the 96 x 96 simulations, to improve statistics each run was repeated
four times using a different set of random numbers for each run. The extensive
amount of computer time needed (2 to 6 hours of CPU time per run on a VAX
11/780 computer) made additional averaging prohibitive. For the 132 x 132

simulations, the runs were repeated twice at each temperature.

During each simulation, 15 to 20 maps were stored at successive times.
Typical maps showing the growth in island size are shown in Fig. 1. Fourier
transforms were computed for each stored map and the intensities from equiv-
alent maps at the same temperatures were averaged. Plots of the average FFT
intensity array from four maps equivalent to the maps in Fig. 1 are shown in
Fig. 2.

It was determined that the line-shape fitting program could not accurately
determine half widths for both extremely broad and extremely narrow line
shapes. In the case of very broad line widths, corresponding to islands with very
small radii, the diffraction intensity is very small with respect to the random
scatter in the intensity values. Greatly additional amounts of averaging would
be necessary before the half width could be could be fit or even estimated
by eye. TFor 96 -« 96 site maps that are populated with several large islands,
extremely narrow line-shapes are observed where only a few array eleménts
have non-negligible intensity, This again leads to increased uncertainty in the
width assignment. A 96 x 96 site map with a single round island at § = 0.15

yields T on the order of 0.01 rlu, of the same order as the pixel dimensions.
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The uncertainty in fitting the line width for a surface with large radius islands
can only be improved through calculations on a larger size map, which yields a
greater density of points in reciprocal space. The method used here does yield
good fits for ' between 0.02 and 0.3 reciprocal lattice units (rlu) on a 96 x 96
site map. The estimated crrors in the fit for T for the values presented in this

work are typically on the order of a few percent.

The change in I with time is well fit by equation (5). However, the estimated
error and the scatter in the fit growth parameter are relatively high. This result
is not surprising because of the uncertainty is high when fitting an exponential
function with a relatively small change in the observable parameter. Fig. 3 shows
a sequence of runs with curves defined by the fitted values of m and 3. A plot
of m values from 19 sets of averaged runs is shown in Fig. 4. In contrast to the
" studies discussed previously where the growth order, n, is between 0.2 and 0.5,

the values for m here are in the range of 8 + 2, corresponding to n = 1/8.

Results are also plotted with fixed values of m to show that data are clearly
not well fit by m = 2 or m = 4, while m = 8 does allow a good fit. In most
Monte Carlo simulations in the literature, results are plotted as R(¢) versus { on
logarithmic axes, yielding a straight line, where the slope is n. To incorporate a
non-negligible Ry term and still have a straight line, one must plot R(¢) against
a reduced time, at + 1. This requires assumption of a value for m, to determine
«. Plots of T' versus time and I" versus 31 + 1, where 3 has been refined but m
has been fixed at 8, 4 and 2, are shown in Figs. 5-7, respectively for the same

data shown in Fig. 3.

An attempt was made to determine the sensitivity of m to parameters
within the model. There exist two mechanisms for migration of a molecule from
one site to another. Molecules may desorb from the surface into the gas phase
and then reenter the precursor phase at a randomly chosen site, or they may
desorb into the precursor phase and then hop from site to site until readsorbing.

The effect of desorption into the gas phase on the growth order was investigated
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by setting P - 0 and P, 1, thus “turning off ™ desorption. This had no affect
on m, within the scatter of the fitted results. Relatively large changes were also
made to the values of E,,, E,, E,. E,, vy and v,, again with no affect on m,

within the scatter of the fitted results.
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4. Discussion and Conclusions

This study has demonstrated that a mobile precursor model for N, island
growth on Ru(001) is well fit by the growth equation R(¢)™ — RI* = «t, where
m is 8 + 2. This value for m is much larger than that determined for other
theoretical and Monte Carlo studies and is well outside the range for known
universality classes. In practical terms, for a similar overall growth rate, a
higher value for m translates to more rapid ordering at early times but slower
ordering at later times. The question of why this unusual result is obtained

cannot be answered within this study.

Experimental results for this system demonstrate two unusual features: two
thermal desorption peaks from a single binding site and a probability for ad-
sorption that rises with increasing coverage |28,34,35|. The model has several
unusual features which allow the reproduction of the experimental results. The
high value of the attractive interaction energy, E, with respect to the repulsive
interaction energy, E,, the precursor binding energy, ¢o, and the chemisorption
well binding energy, Eq, respectively, all increase the probability for adsorption
of molecules which can attach themselves to island edges with respect to adsorp-
tion on the clean surface and decrease the probability for molecules in islands
to desorb. The model incorporates both intrinsic and extrinsic precursor states,
also necessary for good agreement with probability of adsorption versus cover-
age data. The model also features a prefactor formulation which depends on the
number of attractive and repulsive interactions. This formula was chosen over
the coverage-dependent prefactor, which was previously employed [28], because
the former prefactor function is based on microscopic rather than macroscopic
detail. However, either type of coverage dependence, local or global, is needed to
insure that the high temperature thermal desorption peak does not rise with in-
creased coverage, in agreement with experiment, but contrary to usual behavior

for first-order desorption.

It might be suggested that the unusual parameter values chosen for this
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model result in the atypical m value determined here. This conelusion secems
unlikely given the result that neither changes in parameter values nor tempera-
ture had a significant effect on the growth order. This leads to the conclusion

that m - 8 is characteristic of the model rather than the parameter values.

In the herringbdnc model for Ny on graphite, rn appears to have a value
intermediate to the LAC theoretical value of 2 and the value determined here.
The herringbone model and the Ru(001) model are quite different, despite use of
the same adsorbate molecule and the identical symmetry of the surfaces, largely
due to the difference in the assumed bonding geometry. There can be no soft
domain walls in the model presented here because the phases are determined by

lattice site rather than by rotational ordering.

Experimental measurement of the island growth rate for N, seems to be
unlikely with the current level of LEED and vacuum technology. A factor of two
change in the full-width of the superlattice beam, not allowing for experimental
broadening, would require annealing for time periods in the range of hours,
unless an annealing temperature close to the desorption temperature is chosen.
The latter choice would require a relatively large backing pressure of N;. In
either the case of high pressure or long annealing times, adsorption of impurities
would be likely. Coadsorption of CO and O; is known to have a major effect
on N; thermal desorption [36] and could also be expected to affect ordering. In
addition, very low electron beam currents would need to be utilized, as Nj is

subject to electron stimulated disordering [37|.

It is unlikely that a non-precursor mediated model for N on Ru(001) could
be constructed that would yield close agreement with experimental results, so
construction of a three-state Potts simulation for this system would not provide
experimentally reasonable results. Further work will be necessary to determine
if N2 on Ru(001) is the first reported member of a new universality class,
determined by factors that are now unclear, or if precursor mediation, when

integrated into the models for other systems, results in higher values for m in
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general.
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Figure 1. Maps displaying the locations of N; molecules on a 96 x 96 site
Ru(001) lattice. The open circles represent Ru surface atoms,
while the smaller closed circles represent N; molecules adsorbed
on six-fold sites. The direction of the solid lines designates the
three different degenerate phases for a (v/3 x v/3)R30° overlayer.
The maps demonstrate the increase in island size for a § = 0.15
monolayer surface adsorbed at 120 K with 7.5x 10~ torr N, down-
quenched to 87.5 K for (a) 10, (b) 100, (c) 1000 and (d) 21500

seconds.
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Figure 2. Plots of the Fourier transforms of the maps from Figure 1. The
first order substrate diffraction maxima appear on the edges of
the plot. The Fourier transform intensity is designated by the
darkness of each pixel. The gray scale covers four orders of mag-
nitude scaled to the maximum intensity pixel at (0,0). The plots
demonstrate the decrease in width of the six symmetry related
overlayer diffraction peaks for a # = 0.15 monolayer surface ad-
sorbed at 120 K with 7.5 x 10 © torr N, down-quenched to 87.5 K
for (a) 10, (b) 100, (c) 1000 and (d) 21500 seconds.
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Figure 3. A graph of I' in reciprocal lattice units versus annealing time in
seconds for a # = 0.15 monolayer, 96 x 96 site map where the
starting surface was adsorbed at 120 K and 7.5 x 10~ % torr. The
I’ values were fit from Fourier transform intensities that were were
averaged for four runs with the same starting map. Annealing
temperatures are 77.5, 82.5, 87.5 and 92.5 K, represented by tri-
angles, squares, circles and crosses, respectively. The estimated
error in the fit from the least-squares procedure is represented by
the error bars; the actual error is likely to be larger. Lines have
heen drawn for growth equations with the best fit values for 3 and

m.
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Figure 4. A graph of the fit values of m versus the annealing temperature.
Circles represent runs from an “up-quenched,” § = 0.15 mono-
layer, 96 x 96 site map where the starting surface was adsorbed at
78 K and 7.5 x 1078 torr. Squares represent runs from a “down-
quenched,” # = 0.15 monolayer, 96 x 96 site map where the starting
surface was adsorbed at 120 K and 7.5 x 107% torr. Crosses rep-
resent runs with the same starting map as was used for the runs
designated with squares, however for these runs desorption was
“turned off” (see text.) Triangles represent runs from a “down-
quenched,” § — 0.15 monolayer, 132 x 132 site map where the
starting surface was adsorbed at 120 K and 7.5 x 107° torr. The
four equivalent runs were averaged for the 96 x 96 site maps, and

two runs were averaged for the 132 x 132 maps.
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Figure 5. (a), A graph of I' in reciprocal lattice units versus the annealing
time in seconds for the same results presented in Figure 3, but
where the lines represent best fits for 3, where m has been fixed
at 8. (b), A graph of ' versus 3t + 1 on a log-log scale. The line
indicates the slope expected for m = 8. Note the good agreement

between the measured values and the fitted lines.
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Figure 6. (a), A graph of T in reciprocal lattice units versus the annealing
time in seconds for the same results presented in Figure 3, but
where the lines represent best fits for #, where m has been fixed
at 4. (b), A graph of T versus gt + 1 on a log-log scale. The
line indicates the slope expected for m = 4. Note the relatively
poor agreement between the measured values and the fitted lines

in comparison to Figure 5.
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Figure 7. (a), A graph of I' in reciprocal lattice units versus the annealing
time in seconds for the same results presented in Figure 3, but
where the lines represent best fits for 3, where m has been fixed
at 2. (b), A graph of T versus 3t + 1 on a log-log scale. The
line indicates the slope expected for m = 2. Note the relatively
poor agreement between the measured values and the fitted lines

in comparison to Figure 5.
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ABSTRACT

High resolution electron energy loss spectroscopy (EELS), thermal desorption
mass spectrometry (TDMS) and low energy electron diffraction (LEED) have been
used to investigate the molecular chemisorption of N, on Ru(001) at 75 K and 95
K. Adsorption at 95 K produces a single chemisorbed state, and, at saturation,
a (/3x/3)R30° LEED pattern is observed. Adsorption at 75 K produces an addi -
tional chemisorbed state of lower binding energy, and the probability of ad-
sorption increases by a factor of two from its zero coverage value when the
second chemisorbed state begins to populate. EEL spectra recorded for all
coverages at 75 K show only two dipolar modes — v(Ru-N,) at 280-300 cm™' and
V(N-N) at 2200-2250 cm~! — indicating adsorption at on-top sites with the axis
of the molecular standing perpendicular to the surface. The intensities of
these loss features increase and v(N-N) decreases with increasing surface cover-
age of both chemisorbed states.

INTRODUCT I ON

For years CO has served as the prototype for molecular chemisorption studies
on well characterized surfaces (ref.1}. Although the surface chemical bond in
N2 adsorption is fundamentally different from that of CO due to subtle differ-
ences in the electronic structure of the two molecules (ref.2), N2 is isocelec~-
tronic with CO, making the investigation of N2 adsorption and its comparison to
CO a logical next step in understanding the surface chemical bond and inter-
actions among chemisorbed molecules., With this goal in mind, the present inves-

tigation concerns the chemisorption of N, on the Ru(001) surface.

2
EXPERIMENTAL

The experiments described here were performed in two separate UHV systems,
one equipped for LEED and Auger electron spectroscopy (AES) (ref.3), and the
other for TDMS and EELS (ref.4). Ru(001) samples for both systems were prepared
and cleaned by standard techniques (ref.5). Sample cooling allowed adsorption

at 95 K in the LEED system and 75 K in the EELS system.

*Supported by the National Science Foundation under Grant No. CHEB82-06487.

0368-2048/83/0000—0000/$03.00 © 1983 Elsevier Scientific Publishing Company
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RESULTS AND DISCUSSION

Adsorption of N, at 95 K

2

Exposure of the Ru(001) surface to NZ at 95 K gives a single, first order,
TDMS feature, the binding energy of which shifts from 31.4 kJ/mole at low
coverage to 29.4 kJ/mole at saturation (via the method of Redhead, ref.6). Sat-
uration coverage at this temperature alsc produces a strong (v3xv3)R30° LEED
pattern (ref.7). Coverage estimates for these conditions, obtained by compari-
son of TDMS spectra toc those obtained for desorption of a known coverage of CO,
yield 6(sat. at 95 K)=0.35+0.10, implying formation of a complete (V3x/3)R30°/8
=0.33 overlayer.

EEL spectra recorded for adsorption at 95 K show only two dipolar modes —
v(Ru-Nz), appearing initially at 280 c_rn—I and shifting upward with increasing
coverage to 301 em™! at saturation; and v(N-N), appearing initially at 2252 cm )
and shifting downward to 2212 t:m-1 at saturation. These frequencies are plotted
as a function of exposure in Fig. 1.

The absence of bending modes in the EEL spectra indicates that the chemi=-
sorbed N2 molecules have their axes perpendicular to the surface plane, and the
frequency of v{(N-N) indicates that they are coordinated to single Ru atoms. The
latter conclusion is substantiated by data for linear Ru-N
V(N-N)>2000 cm” ' (ref.8).

As is the case for CO, the bonding of N2 to a metal center is primarily via

2 complexes which show

O donation from the valence orbitals of N2 to the metal (ref.2). The valence
orbitals in N,, 20 and 309, are shared equally between the two nitrogen atoms,

and, although they mix upon

T T T T
¥ N, EELS FREQUENCIES b interaction with a metal center
22501 Y b to form two new 0 orbitals with
aao: EXPOSURE ] . . b h
I T, =95K some lone pair character, the
2230 b resulting donor bond is weak
Tg 2220F & compared to that of C0, which
o
S 2210F E bonds through its 50 lone pair
(@] vIN-N)
é 2200+ B orbital, localized strongly on
g 2190+ B the carbon atom. Back=-donation
{F

from the dn levels of the metal

300 to the lﬂg anti-bonding level

of N, weakens the N-N bond, and

changes in the amount of dm

290

280

back-donation with surface

EXPOSURE, L coverage can cause V(N-N) to

vary with coverage.
Fig. 1. EELS frequencies as a function of
exposure for adsorption at 95 K.
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Well-established theory (ref.,9) which describes the interaction of an inci-
dent electron with an array of dipoles on a metal surface shows that the same
properties of an adlayer which produce dipolar scattering also produce dipolar
coupling in the adlayer, and this coupling interaction causes vibrational fre-
quencies to increase monatonically with coverage. The intensity of the V(N-N)
mode seen in EELS is comparable to that seen for v(C-0) at the same coverage
(ref.10), indicating that N2 is strongly polarized upon adsorption and has an
induced dipolar moment approximately equal to that of CO, It follows that a
30-40 cm ) upward shift of V(N-N) from zero coverage tocompletion of a (vV3xv3)
R300/6=0.33 overlayer occurs due to dipolar coupling (ref.10), as has been shown
for CO on Ru(001) (refs.9,11). Then the data in Fig. 1 indicate that V(N-N)

shifts downward by 70-80 cm-1 due to coverage dependent changes in the N-N bond.

Although negative frequency shifts with increasing surface coverage have
been reported for CO adsorption on Cu(111) (ref.12) and on polycrystalline Au
(ref.13) and for N, adsorption on Ni(110) (ref.14), the change in v(C-0) and
v(N-N) observed in these investigations was less than ~10 cm.1 and no detailed
explanations of the change in the C-0 or N-N bond with coverage were offered. A
plausible explanation describes the decrease in V(N-N) with increasing coverage
as being due to formation of a Iﬂg band with increasing coverage, broadening the
Iwg level and changing its population due to overlap with the fermi level of the
substrate (ref.15).

If the energy of the 1m_ level for an isolated NZ molecule chemisorbed on
Ru(001) is above the fermi level of the metal, the 17_ level is unpopulated and
does not affect v(N-N). Increasing the density of Nz admolecules on the surface,
however, could cause the 1T _orbitals of adjacent molecules to overlap, forming
a band and broadening the 1ﬂg level due to dispersion. Band formation at low
coverage (6<0.33) is not unreasonable — the spatial extent of the 1ﬁg orbitals
would be greater than the Van der Waals' diameter of N, ("5 R), allowing signif-
icant overlap at the v3 intermolecular spacing of L.6 R. Island formation at
low coverage, as is seen for CO adsorption on Ru(001) (ref.11), would enhance
the effect. |If the lﬂg level broadens sufficiently in energy to cross the fermi
level, increasing population of this band would cause the N-N bond to weaken and
decrease V(N-N) for the adlayer. Broadening on the order of 1 eV due to disper-
sion is quite reasonable and has been reported for the 17 level of CO adsorbed

on Ni(110) (ref.2).

Adsorption of N, at 75 K

2

Initial exposure of N2 at 75 K produces the high temperature state seen for
adsorption at 95 K. For exposures of 1.0 L or greater (8/8_,.>0.4), however, a
second feature appears with an initial binding energy of 24 4 kJ/mole, shifting

to 21.3 kJ/mole at saturation. The probability of adsorption, $(8), doubles
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from its initial value of 0.420.2 when the low temperature state begins to popu-
late, then gradually decreases as the surface coverage approaches saturation

(ref.7). TDMS spectra recorded after a 2.0 L exposure of 1SN at 100 K, then a

2
2.0 L exposure of 1L‘N— at 75 K (or vice versa), show only partial mixing of the

two isotopes upon desgrption, verifying the existence of two distinct binding
states on the surface and ruling out the possibility of a compression structure
at high coverage, as is seen for CO on Ru(001) (ref.3). Coverage estimates for
saturation at 75 K yield 8=0.58#0.17 and indicate that the surface density (NZ/
Ru surface atoms) in the low temperature state is approximately twice that in
the high temperature state.

Although TDMS results show two distinct binding states, EELS results for ad-
sorption at 75 K, illustrated in Fig. 2, again show only two modes, v(Ru-Nz) and
V(N-N). Figure 3 shows the coverage dependence of the frequencies of these two
modes. As was shown in Fig. 1 for adsorption at 95 K, v(N-N) shifts downward
with increasing coverage, a total shift of 49 cm_1 from 2247 cm—] to 2198 cm-‘
in this case, and V(Ru-Nz) shifts upward from 278 <:m_1 to 291 cm_l.

The addition of the second chemi-~

ENERGY LOSS, meV

9 50 100 190 P00 w0 P00 sorbed state, present only for adsorp-

tion at 75 K, contributes no new
N, on Ru(001) ’

features to the specular EEL spectrum,

T, = 75K
causes no new features to appear in
off-specular measurements, causes no
abrupt changes in surface reflectivity,
29tcm! . " E
X100 2198 crri”! and causes no noticeable increase in

the linewidth of either EELS band.
Also, the intensities of both EELS

i EXPOSURE
i bands, shown in Fig. 4, grow monotoni-
cally with total surface coverage of
100K cps
both chemisorbed states, exceeding the
=1
289cnt intensities of v(Ru~N2) and v(N-N) seen
2216 e for saturation at 95 K by 20% and 50%,
respectively (ref.10). Although it has
F70cn I.5L been shown that intensities of EELS

]235cm4 bands are not absolute indicators of
2225 cnilf| surface coverage (ref.9), the monatonic
0.8L

increase in the intensity of both modes

INTENSITY, cps

=1
l| 278 cm 2247ﬂﬁdhhﬂp with surface coverage and the absence
A oA 0.3L
i of new features in the EEL spectra
0 500 1000 500 2000 2500 attributable to the other species does

ENERGY LOSS, cm™!

Fig. 2. Representative EEL spectra . .
for adsorption at 75 K. chemisorbed states, i.e. thevibrational

suggest that EELS is probing both



spectra of the two states are identical within instrumental
these arguments, N2
their molecular axes perpendicular to the surface, but, as
coverage comparisons for adsorption at 95 K and 75 K, they

"erowded' with N
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2

molecules in the low temperature state

molecules, as surface density in the

185

resolution. By

are also bonded with
was shown by TDMS
are bonded in areas

low temperature state is

approximately twice that of the high temperature V3 state.

CONCLUSIONS

The conclusions of this work can be summarized as follows:

0.33 overlayer with the N2

the surface plane, The binding energy of N, in this state is 31.4 kJ/mole at

1. Adsorption of N2

on Ru(001) at 95 K produces an ordered (v3x/3)R30°/8=

molecules at on-top sites, standing perpendicular to

low coverage, shifting to 29.4 kJ/mole at saturation,

appearing for relative coverages (8/6

2,

max
binding energy of 2L4.4 kJ/mole and shifting to 21.3 kJ/mole at saturation,

Adsorption at 75 K produces a second, distinct chemisorbed state,

) greater than 0.4 with an initial

This

state is indistinguishable from the V3 state in EELS and is therefore also

attributed to molecules standing upright on the surface.

relative amount of 1ﬂg

B

coverage for adsorption at both 75 K and 95 K.

1] b T T T ¥, T T T
[ Np EELS FREQUENCIES 7
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- COVERAGE -
2240+ g
[ T, = 75K ]
< 2230
e 0 ]
< 2220+ E
L>_’-' - J
Q 2210p e
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Changes in the N-N bond with coverage, due presumably to changes in the

backbonding, cause v(N-N) to decrease with increasing
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Appendix B:

METHODOLOGY FOR N, SIMULATION CALCULATIONS

Abstract
1. Indexing Hexagonal Surfaces
2. Programs for N; Adsorption and Desorption
2.1 Programs ADS and DSB and their subroutines
2.1.1 Program ADS
2.1.2 Program DSB
2.1.3 Subroutine MIGRATE
2.1.4 Subroutine DSBPROB
2.1.5 Subroutine DESORB
2.1.6 COMSUB Subroutines
2.2 Programs RAST and NU
2.3 Sample Command Procedures
3. Programs for Fourier Transform Computations
3.1 Program FFT
3.2 Program EQFIT
4. Graphics Programs
4.1 The QUIC package
4.2 Program MAP
4.3 Programs for State Analysis
4.4 Program SISO
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ABSTRACT
The algorithms and techniques used for a number of computer programs are
documented. The first section details coordinate schemes developed for indexing
sites on a 2-D hexagonal lattice. The second section covers a set of programs
which simulate adsorption and desorption of Ny molecules on the Ru(001)
surface. The third section documents a set of programs used to analyze the
ordering of N, molecules from the adsorption/deso?ption sitnulation results. The
final section details several graphics programs and a graphics package written

for plotting results from the previous programs.
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Introduction

A series of programs have been developed for simulation of Ny adsorp-
tion and desorption, for analyzing the island distributions from the simulation
programs by computation of Fourier transforms of the “maps” which contain
the locations of molecules on the simulated surface, and for graphic display of
program results. This Appendix contains detailed descriptions of the most im-
portant of these programs. Less detailed descriptions are included for programs
that are fairly straight forward to use. Listings of the programs discussed in this
Appendix may be found in Appendix C.

This Appendix is written in four sections. The first section discusses
methods used for indexing hexagonal coordinate systems. The second section
discusses the adsorption and thermal desorption simulation programs. The third
section discusses programs for computing Fourier transforms from maps, for
fitting a line shape function to peaks in the FFT intensities and for fitting the
widths of the line shapes to growth laws. The fourth section discusses programs

used for plotting the results of the previous two programs.

The programs documented here were written to run on Digital Equipment
Corporation VAX 11/780 and pVAX-II computers running the VAX/VMS
operating system (Version 4.2) using FORTRAN 77 (Version 4.2). The larger
programs were further adapted to run on a Floating Point Systems FPS-164
array processor (referred to hereafter as the AP), which uses an ANSI standard
FORTRAN 77 cross compiler under the FPS Single Job Entry (SJE) system
(both compiler and SJE are release G1). No attempt will be made to acquaint
the reader with the details of the VAX/VMS or FPS operating systems or give
detailed descriptions of VAX and SJE commands used for compiling, 1inking.
or running these programs, as minor reconfigurations of the computer systems
would render this information obsolete and it can be guaranteed that these
commands will need modification for other VAX systems. Nomnetheless, for the

adsorption and desorption programs, a sample input deck has been included, as
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well as a command file to cross-compile and link the programs for the AP.
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1. Indexing Hexagonal Surfaces

Positions of atoms in a hexagonal unit cell are normally indexed by frac-
tional coordinates (z,y,2), which are interpreted to mean the atom is located
by position vector ¥ == za + yb + zc, where a, b and ¢ are the unit cell vectors
with ¢ perpendicular to both a and b, and a is rotated 120° from b. On the
(001) or basal plane of a hexagonal unit cell, all surface atoms have the same 2
value and only two coordinates, (z,y), need be used to specify a position. This
coordinate system has some disadvantages when used for computer calculations
and two alternate coordinate systems were developed for use in the simulation
calculations. The adsorption and desorption programs use a coordinate system
with a one-to-one mapping between atoms in a rectangular portion of a hexago-
nal lattice to elements in a two dimensional array. In this system, rows of atoms
are placed one under another, but the even numbered rows are translated a half

unit cell with respect 