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Abstract 

This thesis presents a study of the dynamical, nonlinear interaction of colliding gravita

tional waves, as described by classical general relativity. It is focused mainly on two funda

mental questions: First, what is the general structure of the singularities and Killing-Cauchy 

horizons produced in the collisions of exactly plane-symmetric gravitational waves? Second, 

under what conditions will the collisions of almost-plane gravitational waves (waves with 

large but finite transverse sizes) produce singularities? 

In the work on the collisions of exactly-plane waves, it is shown that Killing horizons in 

any plane-symmetric spacetime are unstable against small plane-symmetric perturbations. It 

is thus concluded that the Killing-Cauchy horizons produced by the collisions of some exactly 

plane gravitational waves are nongeneric, and that generic initial data for the colliding plane 

waves always produce "pure" spacetime singularities without such horizons. This conclusion 

is later proved rigorously (using the full nonlinear theory rather than perturbation theory), in 

connection with an analysis of the asymptotic singularity structure of a general colliding 

plane-wave spacetime. This analysis also proves that asymptotically the singularities created 

by colliding plane waves are of inhomogeneous-Kasner type; the asymptotic Kasner axes and 

exponents of these singularities in general depend on the spatial coordinate that runs tangen

tially to the singularity in the non-plane-symmetric direction. 

In the work on collisions of almost-plane gravitational waves, first some general proper

ties of single almost-plane gravitational-wave spacetimes are explored. It is shown that, by 

contrast with an exact plane wave, an almost-plane gravitational wave cannot have a propaga

tion direction that is Killing; i.e., it must diffract and disperse as it propagates. It is also 

shown that an almost-plane wave cannot be precisely sandwiched between two null wave

fronts; i.e., it must leave behind tails in the spacetime region through which it passes. Next, 

the occurrence of spacetime singularities in the collisions of almost-plane waves is 



-IV -

investigated. It is proved that if two colliding, almost-plane gravitational waves are initially 

exactly plane-symmetric across a central region of sufficiently large but finite transverse 

dimensions, then their collision produces a spacetime singularity with the same local structure 

as in the exact-plane-wave collision. Finally, it is shown that a singularity still forms when the 

central regions are only approximately plane-symmetric initially. Stated more precisely, it is 

proved that if the colliding almost-plane waves are initially sufficiently close to being exactly 

plane-symmetric across a bounded central region of sufficiently large transverse dimensions, 

then their collision necessarily produces spacetime singularities. In this case, nothing is now 

known about the local and global structures of the singularities. 
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CHAPTER 1 

Introduction 
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According to general relativity, the evolution of gravitational and matter fields is 

governed by the Einstein field equations. The Einstein field equations are notoriously 

nonlinear: almost all novel features of relativistic gravitation (e.g., the formation of 

black holes by the gravitational collapse of stars or star clusters, and the generation of 

gravitational waves by compact astrophysical sources) are either direct consequences 

of this essential nonlinearity, or they owe to it the richness and attractiveness of their 

properties. Today this nonlinearity is studied by a variety of techniques, including: (i) 

exact solutions, where novel mathematical techniques are employed to generate new 

explicit solutions of Einstein's equations (usually in the presence of symmetry); (ii) 

global methods, where the geometry and the causal structure of a general spacetime 

are explored with the techniques of differential geometry and topology; (iii) perturba

tion theory, where Einstein' s equations are analyzed via an order-by-order expansion 

around an explicit background solution; and (iv) numerical relativity, where Einstein's 

equations are integrated numerically to simulate the action of relativistic gravity in 

complex astrophysical processes. From mathematical relativity to relativistic astro

physics, the nonlinear nature of gravity permeates all areas of research involving the 

physics of gravitation. 

No manifestation of the nonlinear nature of gravitation is more striking than the 

nonlinear coupling of gravity to itself, a fact often dramatized by the aphorism: "grav

ity gravitates." As an example, just like any matter field, gravitational radiation pro

pagating through empty space generates background curvature, which in tum couples 

back to the gravitational waves propagating on the background. An extreme (theoreti

cal) example of this coupling is the phenomenon of "geons," localized lumps of gravi

tational radiation held together (for a finite time long compared to the periods of the 

constituent waves) by the background curvature that the waves themselves generate 
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(somewhat in analogy with the gluon states of quantum chromodynamics). A slightly 

more realistic example is provided by the interactions between gravitational waves 

freely propagating on an empty background spacetime; it is these interactions that 

constitute the subject matter of this thesis. 

In recent years, a phenomenal growth of activity guided by the modern tech

niques of contemporary nonlinear mathematics has occurred in the search for new 

exact solutions to Einstein's equations. An offshoot of this growth in exact-solutions 

research has been the discovery of several explicit solutions to the vacuum Einstein 

equations describing the fully nonlinear interactions of gravitational plane waves pro

pagating and colliding in an otherwise flat spacetime. These exact solutions are the 

starting point for the investigations contained in this thesis. 

It should be noted at this point that in the present epoch of the Universe it is 

highly unlikely that collisions of gravitational waves are ever strong enough to pro

duce significant nonlinear effects. Simple order-of-magnitude calculations show that 

at the time they collide with other waves, gravity waves generated by compact astro

physical sources are very likely to be either too weak in amplitude or too small in 

transverse size to yield any of the interesting nonlinear effects associated with the col

lisions of exactly-plane (infinite-size) or almost-plane (finite but very large-size) grav

itational waves. It is possible in principle that in the very early Universe, near a higly 

inhomogeneous and anisotropic initial singularity, the nonlinear interactions of collid

ing gravitational waves might have played an important role, and therefore that the 

results of this thesis might yield some insight into the study of such inhomogeneous 

and anisotropic cosmologies. We do not, however, understand enough about the early 

Universe to know for sure whether this is the case. 
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Regardless of this potential application, the primary purpose of this thesis is to 

gain insight into the nonlinear interactions of gravity with itself through studying the 

problem of colliding gravitational waves as an issue of principle. 1broughout the 

thesis, the point of view is adopted that the interactions between colliding gravita

tional waves constitute a convenient model problem for a deeper study of the non

linear, dynamical nature of gravitation. From this point of view, the problem of col

liding plane waves has the particular advantage that the presence of plane symmetry 

(unlike the presence of, for example, spherical symmetry) allows dynamical vacuum 

degrees of freedom into the problem, while simplifying the equations sufficiently to 

make an exact analytic treatment possible. Morover, the more general problem of col

liding gravitational waves that are not precisely planar (by contrast with the analogous 

problem of gravitational collapse) has the advantage that the analysis and the results 

do not depend on the choice of a particular stress-energy tensor for matter fields. 

In the rest of this introduction, I will try to provide some necessary background 

to the nonspecialist, explain in more detail some of the terms and assertions made in 

these opening paragraphs and in the Abstract, and present a summary of the remaining 

chapters of this thesis. 

GRAVITATIONAL PLANE WAVES AND THEIR COLLISIONS 

Consider a gravitational wave in flat Minkowski spacetime so weak that its pro

pagation is accurately described by linearized theory. Such a wave gives rise to a 

spacetime metric 

g ~tv =ll~v + h ~v (1) 

where llflv denotes the flat Minkowski line element. The linearized Einstein equations 
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for the "wave field" h f.l.V are just1 

h~l<X ~=0 
·"" ' 

- 1 
hf.l.v=h~lv-2hllf.l.v • (2) 

By imposing the "transverse traceless" gauge conditions h~l0=h =0 on hf.l.v, as in Sec. 

35.4 of Ref. 1, it is easy to construct the standard plane-wave solutions of Eqs. (2) 

all other h ~lv = 0 . (3) 

For this solution the metric (1) takes the form 

= [1 +h+(u )]dx2 + [1-h+(u)] dy 2
- dudv , (4) 

where we have introduced the null coordinates u = t -z , v = t + z . The arbitrary func-

tion h+(u) represents the linearized amplitude of the "plus"-polarization mode in the 

plane wave (4). The remaining "cross"-polarization mode, if present, would be 

represented by an additional term in Eq. ( 4) of the form h x<u) dxdy. 

Although Eq. (4) represents a perfectly exact solution to the linearized equations 

(2), it nevertheless is not an exact solution of the full nonlinear Einstein equations: in 

general, the Ricci tensor of the metric (4) contains nonzero terms of order h/. How-

ever, it is a remarkable property of the Einstein field equations that by slightly modify

ing the metric (4) one can build exact solutions that describe fully nonlinear plane 

gravitational waves. The simplest such solution (due to Boncli2) can be written in the 

form: 3·1 
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(5) 

where the functions L (u) and h (u) are related by the only vacuum Einstein equation 

d (6) - du 

The linearized metric ( 4) can be recovered from (5) in the limit L (u)::: 1, h (u) = 

arbitrary but small. Like the linearized solution (4), the exact plane-wave metric (5) 

incorporates only the "plus"-mode of polarization; however the solutions that involve 

both modes of polarization are equally easy to write down (see Sec. II A of Chapter 

7). 

It is not very difficult to see from Eq. (6) that for a sandwich plane wave whose 

curvature is "sandwiched" between two null wave fronts {u=O) (the initial wave 

front) and { u =a ) (the final wave front) , the background factor L (u) decreases from 

its initial value L =1 at u <0 to L =0 at a u value u =! which, in order of magnitude, is 

given by f -lihh 2a. Here h and k are the typical values of the amplitude [i.e., of 

h (u )] and of the wavelength [i.e., of hlh '], respectively. Consequently, the surface 

{ u =!) is a coordinate singularity for the metric (5) and the coordinates (u ,v ,x ,y ). In 

fact, this coordinate singularity is a manifestation of the focusing effect of the plane 

wave (5): Spacetime is actually flat after the wave passes (and, in particular, near u =! 

it is flat). However the background curvature generated by the plane wave in its 

sandwich region O<u <a focuses all null geodesics (x ,y ,v )=constant, causing them to 

converge on each other at the "focal plane" u =! . Since the coordinate lines of Eq. (5) 

are attached to these null geodesics, the distance between them is driven to zero as 

u -7/; and, thus, L goes to zero. This focusing effect, crucial for understanding the 

nonlinear interactions between colliding gravitational waves, is reviewed in great 
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detail in Sec. II of Chapter 3. 

Consider now two gravitational plane sandwich waves of the form (5) that pro

pagate and collide in flat spacetime. (Here for simplicity only parallel-linear-polarized 

colliding waves are considered; under this restriction there is no cross-polarization 

piece in the metric. The general case is treated in Chapter 7.) By applying a Lorentz 

transformation if necessary, one can find a coordinate system (u ,v ,x ,y) in which the 

waves collide head-on, i.e., in which the metric can be written in the form10 

(7) 

Here, on and before the initial wavefront { v =0} of wave 2, i.e., for v ::::; 0, M van

ishes, and L , h are equal to their values L (u ), h (u ) for wave 1; and on and before the 

initial wavefront {u=O} of wave 1, i.e., for u::::; 0, M vanishes and L, h are equal to 

their values L (v ), h (v) for wave 2 (see Fig. 1 of Chapter 4). The values of 

L (u ,v ), h (u ,v ), and M (u ,v) in the interaction region, where u > 0, v > 0, are to be - -

found by solving the vacuum Einstein field equations for the metric (7) with the above 

initial conditions. These field equations are more complicated than Eq. (6), and the 

analysis and solution of the above initial-value problem are difficult. Nevertheless, 

using several ingenious techniques many researchers have succeeded in finding exact 

solutions of the form (7) that describe colliding plane waves; the first and prototypical 

such solution being the one discovered by Khan and Penrose.4 

The Khan-Penrose solution describes the collision between two impulsive, 

plane-symmetric gravitational waves propagating in a flat background spacetime. The 

gravitational field generated by the collision is not only qualitatively different from 

the linear superposition of the two incoming fields, but in fact the spacetime curvature 

in the interaction region increases without bound along all timelike worldlines, and it 
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ultimately diverges to form a curvature singularity where all observers' worldlines 

reach and tetminate in finite proper time. The local and global structure of this solu

tion is complicated;5 but its physical interpretation is simple: Each of the two collid

ing plane waves generates a spacetin1e geometry in its wake which acts like an 

infinite, perfectly converging lens,6 focusing any radiation field which passes through 

the plane wave while propagating in the opposite direction (the focusing effect dis

cussed above). When the two plane waves collide, each of them is thus perfectly 

focused by the other's background geometry; diffraction effects are prevented from 

counterbalancing this perfect focusing by the global exact-plane-symmetry of space

time (i.e. the infinte transverse size of both waves). As a result, while they propagate 

through the interaction region the amplitudes of the colliding waves grow without 

bound and ultimately diverge, creating a spacelike curvature singularity which bounds 

the interaction region in all future directions. 

SINGULARITIES OR HORIZONS? 

THE GENERIC OUTCOME OF COLLISIONS BETWEEN PLANE WAVES 

Thanks to the work of Chandrasekhar and Xanthopoulos 7 who first discovered 

this phenomenon, it is now known that colliding plane waves do not always create 

spacelik:e curvature singularities with a global structure similar to that of the Khan

Penrose solution: for some choices of the incoming plane waves ' wavefonns h (u) and 

h (v ), their collision produces a nonsingular Killing-Cauchy horizon at the points 

where ordinarily one would expect curvature singularities to form. Killing-Cauchy 

horizons are nonsingular surfaces along which the coordinates (u ,v ,x ,y) develop 

coordinate singularities, but the curvature of spacetime remains finite and observers 

can pass through. The precise definition and structure of Killing-Cauchy horizons in 
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the context of colliding plane-wave spacetimes are discussed extensively in Chapter 2 . 

If a Killing-Cauchy horizon forms in the interaction region of a colliding plane-wave 

spacetime, the spacetime can be extended smoothly across it (in nonunique ways) to 

obtain several inequivalent, maximal solutions, which all evolve from the same initial 

data posed by the incoming, colliding plane waves. (There is a breakdown of predic

tability.) It is therefore of fundamental importance to determine (i) under what condi

tions on the initial data (the incoming plane waves) the collision creates singularities 

and under what conditions it creates horizons; (ii) what are the local structures of the 

singularities and horizons thus created; and (iii) whether "generic" initial data (with 

respect to some appropriate notion of genericity) always produce "pure" spacetime 

singularities without Killing-Cauchy horizons, i.e., whether any breakdowns in global 

predictability can occur in "generic" gravitational plane-wave collisions. The investi

gation of these issues occupies much of Chapters 2, 5, and 7, culminating in the funda

mental conclusions that Killing-Cauchy horizons in colliding plane-wave solutions are 

nongeneric phenomena, and that generic initial data for colliding plane waves always 

produce "pure" spacetime singularities without horizons. These generic singularities 

are similar in global structure to the singularity of the Khan-Penrose solution. 

ALMOST-PLANE GRAVITATIONAL WAVES AND THEm COLLISIONS 

It is natural to raise the issue of whether (or under what conditions) spacetime 

singularities can be produced by the collisions of gravitational waves which are not 

exactly plane-symmetric, but which have finite but very large transverse "spatial" 

sizes; i.e., by the collisions of almost-plane gravitational waves . Almost-plane gravi

tational waves can be visualized as the fully nonlinear analogues of the well-known 

Gaussian-beam solutions to the linearized wave equation (2) with "waist radius" a0 
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huge compared to wavelength /... General properties of almost-plane waves are dis

cussed in Chapter 3. Later chapters focus attention on the structure and collisions of 

almost-plane waves. Attention is restricted, initially, to almost-plane waves whose 

initial data across a bounded "central" region are identical with the initial data of 

exactly-plane waves, but fall off in an arbitrary way at larger transverse distances. It 

is proved that if the central region of exact plane symmetry is sufficiently large, then 

the collision between the almost-plane waves is guaranteed to produce a spacetime 

singularity with the same local structure as in an exact-plane-wave collision. It is then 

shown that if the initial data for the two colliding almost-plane waves are not exactly 

plane symmetric over any region, but only sufficiently close to being exactly plane 

symmetric across a sufficiently large but bounded region of the initial surface, then 

their collision must still produce spacetime singularities. Although our analysis 

proves rigorously the existence of these general singularities, it does not give any 

information about either their global structure or their local asymptotic behavior. 

DETAILED SUMMARY OF THE REMAINING CHAPTERS 

The reimainder of this thesis consists of a series of papers, all of which have 

been published in or submitted to The Physical Review. 

In Chapter 2 [Physical Review D 36, 1662 (1987)], we show that Killing-Cauchy 

horizons in exactly plane-symmetric spacetimes are unstable against plane-symmetric 

perturbations and thence argue that generic spacetimes representing colliding plane 

waves are likely to have spacelike singularities without Killing-Cauchy horizons . 

More specifically, in this Chapter we give an explicit definition of Killing-Cauchy 

horizons in plane-symmetric spacetimes and we classify these horizons into two types: 

those which are smooth surfaces, called "type I," and those which are not smooth, 
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called "type IT." We then show that type I horizons are unstable with respect to any 

generic, plane-symmetric perturbation data posed on a suitable initial null boundary 

and evolved with arbitrarily nonlinear field equations satisfying some very general 

requirements; linearized gravitational perturbations constitute a special case of this 

instability, but fully nonlinear gravitational perturbations do not. We then consider 

plane-symmetric Killing-Cauchy horizons of type IT, and prove that they are unstable 

with respect to generic, plane-symmetric perturbations satisfying linear evolution 

equations; a special case again is linearized gravitational perturbations. 

In Chapter 3 [Physical Review D 37, 2810 (1988)], we review some crucial 

features of the well-known exact solutions for colliding exactly plane waves and we 

argue that one of these features , the breakdown of "local inextendibility" can be 

regarded as nongeneric. We then introduce a new framework for analyzing general 

colliding exactly plane-wave spacetirnes; we give an alternative proof of a theorem 

due to Tipler8 implying the existence of singularities in all generic colliding plane

wave solutions; and we discuss the fact that the Chandrasekhar-Xanthopoulos7 collid

ing plane-wave solutions are not strictly plane symmetric and thus do not satisfy the 

conditions and the conclusion of Tipler's theorem. Our alternative proof of Tipler's 

theorem emphasizes the role and the necessity of strict plane synunetry in establishing 

the existence of singularities in colliding plane-wave spacetirnes. However, we argue 

on the basis of Chapter 2 that the breakdown of strict plane symmetry as exhibited in 

the Chandrasekhar-Xanthopoulos solutions is a nongeneric phenomenon. We then 

propose a definition of general gravitational-wave spacetimes, of which almost-plane 

waves are a special case; and we develop some mathematical tools for studying them. 

An old result of Dautcourt9 implies that the only gravitational-wave spacetirnes with a 

Killing propagation direction are the plane-fronted waves with parallel rays (PP 
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waves); and we prove a new, related result, that the only gravitational-wave space

times with a precisely sandwiched curvature distribution are PP waves. These proper

ties imply that almost-plane waves cannot propagate without diffraction, and that as 

opposed to the case for precisely plane waves, the curvature in an almost-plane-wave 

spacetime cannot be precisely sandwiched between two null surfaces (i.e., the wave 

must have tails). We also prove a "peeling theorem" for components of the Weyl cur

vature in general gravitational-wave spacetimes. 

In Chapter 4 [Physical Review D 37, 2790 (1988)], we construct an infinite

parameter family of exact solutions to the vacuum Einstein field equations describing 

colliding, exactly plane gravitational waves with parallel polarizations. The interac

tion regions of the solutions in this family are locally isometric to the interiors of those 

static axisymmetric (Weyl) black-hole solutions which admit both a nonsingular hor

izon, and an analytic extension of the exterior metric to the interior of the horizon. As 

a member of this family of solutions we also obtain, for the first time, a colliding 

plane-wave solution where both of the two incoming plane waves are purely anastig

matic, i.e., where both incoming waves have equal focal lengths. 

When the colliding exactly plane waves have parallel (linear) polarizations, the 

mathematical analysis of the field equations in the interaction region is especially sim

ple. Using a fonnulation of these field equations previously given by Szekeres, 10 in 

Chapter 5 [Physical Review D 38, 1706 (1988)] we analyze the asymptotic structure 

of a general colliding parallel-polarized plane-wave solution near its singularity. We 

show that the metric is asymptotic to an inhomogeneous Kasner solution as the singu

larity is approached. We give explicit expressions which relate the asymptotic Kasner 

exponents along the singularity to the initial pre-collision waveforms of the two plane 

waves. It becomes clear from these expressions that for specific choices of initial 
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waveforms the curvature singularity created by the colliding waves degenerates to a 

coordinate singularity, and that a nonsingular Killing-Cauchy horizon is thereby 

obtained. Our equations prove that this horizon is unstable in the full nonlinear theory 

against small but generic perturbations of the initial data, and that in a very precise 

sense, "generic" initial data always produce all-embracing, spacelike curvature singu-

larities without Killing-Cauchy horizons. We give several examples of exact solutions 

which illustrate some of the asymptotic singularity structures that are discussed in the 

chapter. In particular, we construct a new family of exact colliding parallel-polarized 

plane-wave solutions, which create Killing-Cauchy horizons instead of a spacelike 

curvature singularity. The maximal analytic extension of one of these solutions across 

its Killing-Cauchy horizon results in a colliding plane-wave spacetime, in which the 

interior of a Schwarzschild black hole is created out of the collision between two 

plane-symmetric sandwich waves propagating in a cylindrical universe. 

In Chapter 6 [Physical Review D 38, 1731 (1988)], we consider the problem of 

whether (or under what conditions) singularities can be produced in the collisions of 

gravitational waves with finite but very large transverse sizes; i.e., in the collisions of 

almost-plane gravitational waves. On the basis of (nonrigorous) order-of-magnitude 

considerations, we discuss the outcome of the collision in two fundamentally different 

regimes for the parameters of the colliding waves; these parameters are the transverse 

sizes <Lr ); , typical amplitudes h; , typical reduced wavelengths 'lc;='A;I27t, thicknesses 

a;, and focal lengths /; -'lc; 2/a; h; 2 (i =1 ,2) of the waves 1 and 2. For the first parame-

ter regime where (Lr h»CLr h and h 1»h2, we conjecture the following: (i) If 

_,- h1 
(Lr )2<<-v ~ 1 (-)114, the almost-plane wave 2 will be focused by wave 1 down to a 

h2 

finite, minimum size, then diffract and disperse [Fig. 1(a) of Chapter 6]. (ii) If 

-''* + h 1 1/4 (Lr h>>'l 'VV 1 (-) (and if wave 1 is sufficiently anastigmatic), wave 2 will be 
h2 
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focussed by wave 1 so strongly that it forms a singularity surrounded by a horizon, 

and the end result is a black hole flying away from wave 1 [Fig. l(b) of Chapter 6]. 

For the second parameter regime where <Lr )c(Lr h=Lr and h ch 2, we conjecture 

that if Lr >>-/! tf 2=!, a horizon forms around the two colliding waves shortly before 

their collision, and the collision produces a singularity inside a black hole that is at 

rest in a reference frame in which f cf 2-f (Fig. 2 of Chapter 6). As a first step in 

proving this conjecture, we give a rigorous analysis of the second regime in the 

singularity-forming case Lr >>f. Our rigorous analysis is confined to the special 

situation of colliding parallel-polarized (almost-plane) gravitational waves which are 

exactly plane-symmetric across a region of transverse size >> f , but which fall off in 

an arbitrary way at larger transverse distances. This analysis shows that the collision 

is guaranteed to produce a spacetime singularity with the same local structure as in an 

exact plane-wave collision, but it does not prove that the singularity is surrounded by 

a horizon. 

In Chapter 7 [Physical Review D, submitted], we explore the structure of the 

singularities produced in the collisions of arbitrarily-polarized gravitational plane 

waves, and we reconsider the problem of whether (or under what conditions) singular

ities can be produced in the collisions of almost-plane gravitational waves with finite 

but very large transverse sizes. First we analyze the asymptotic structure of a general, 

arbitrarily-polarized, colliding, plane-wave spacetime near its singularity. We show 

that the metric is asymptotic to a generalized inhomogeneous-Kasner solution as the 

singularity is approached. In general, the asymptotic Kasner axes as well as the 

asymptotic Kasner exponents at the singularity are functions of the spatial coordinate 

that runs tangentially to the singularity in the non-plane-symmetric direction. It 

becomes clear that for specific values of these asymptotic Kasner exponents and axes 
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the curvature singularity created by the colliding waves degenerates to a coordinate 

singularity, and that a nonsingular Killing-Cauchy horizon is thereby obtained. Our 

analysis proves that these horizons are unstable in the full nonlinear theory against 

small but generic plane-symmetric perturbations of the initial data, and that in a very 

precise and rigorous sense, "generic" initial data for colliding arbitrarily-polarized 

plane waves always produce all-embracing, spacelike curvature singularities without 

Killing-Cauchy horizons. Next we turn to the problem of colliding almost-plane gravi

tational waves, and by combining the results that we obtain in this Chapter and in the 

previous Chapters with the Hawking-Penrose singularity theorem and the Cauchy sta

bility theorem, we prove that if the initial data for two colliding almost-plane waves 

are sufficiently close to being exactly plane symmetric across a sufficiently large but 

bounded region of the initial surface, then their collision must produce spacetime 

singularities. Although our analysis proves rigorously the existence of these singulari

ties, it does not give any infonnation about either their global structure (e.g., whether 

they are hidden behind an event horizon) or their local asymptotic behavior (e.g. , 

whether they are of Belinsky-Khalatnikov-Lifshitz generic-mixmaster type). 
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ABSTRACT 

It is well known that when plane-symmetric gravitational waves collide, they 

produce singularities. Presently known exact solutions representing such collisions fall 

into two classes: those in which the singularities are spacelik.e, and those in which 

tirnelik.e singularities appear preceded by a Killing-Cauchy horizon. This paper shows 

that Killing-Cauchy horizons in plane-symmetric spacetirnes are unstable against 

plane-symmetric perturbations and thence argues that generic spacetirnes representing 

colliding plane waves are likely to have spacelik.e singularities without Killing

Cauchy horizons. More specifically, this paper gives an explicit definition of Killing

Cauchy horizons in plane-symmetric spacetirnes and classifies these horizons into two 

types: those which are smooth surfaces, called "type I," and those which are singular, 

called "type II." It is then shown that type I horizons are unstable with respect to any 

generic, plane-symmetric perturbation data posed on a suitable initial null boundary 

and evolved with arbitrarily nonlinear field equations satisfying some very general 

requirements; linearized gravitational perturbations constitute a special case of this 

instability. Horizons of type II are shown to be unstable with respect to generic, 

plane-symmetric perturbations satisfying linear evolution equations; a special case 

again is linearized gravitational perturbations. 
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I. INTRODUCTION AND SUMMARY 

It has been known since the early 1970's1 that when two plane gravitational 

waves propagating in an otherwise flat background collide, they focus each other so 

strongly as to produce a spacetime singularity. Until recently all the known solutions 

to the Einstein field equations describing such collisions1•2 entailed all-encompassing, 

spacelike singularities that could not be avoided by any observer on any timelike 

world line. However, recently Chandrasekhar and Xanthopoulos3 have constmcted 

exact solutions in which the collision produces a Killing-Cauchy horizon, which in 

turn (if one continues the metric through the horizon analytically) is followed by a 

timelike singulru:ity that is readily avoided by almost all observers travelling on time

like world lines. On the other hand, there exist strong argurnents4 to the effect that 

generic colliding plane-wave spacetirnes should be free of Killing-Cauchy horizons, 

and there are theorems5•4 to the effect that nonftat plane-symmetric spacetin1es 

without such horizons must be geodesically incomplete. 

Hence, the question naturally arises as to which of the above outcomes of plane

wave collisions is generic (if, indeed any of them really is.) The present paper makes 

no attempt to formulate this question precisely (which in itself is a nontrivial task to 

accomplish.) However, this paper shows that the Killing-Cauchy horizons present in 

the recent Chandrasekhar-Xanthopoulos solutions can not be generic, because such 

horizons in any plane-symmetric spacetime are unstable against linear vacuum pertur

bations (as well as nonvacuurn perturbations) that preserve the plane symmetry. It is 

natural to expect that the growth of these instabilities, in a generic plane-synunetric 

situation, will convert the horizon into an all-encompassing spacelike singularity, and 

that such singularities are therefore the generic outcome of plane-wave collisions. 

However, this paper does not make any attempt at proving this speculation rigorously. 
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(Independently of, and simultaneously with our proof of this instability, Chan

drasekhar and Xanthopoulos discovered that the presence of a perfect fluid with 

(energy density) =pressure, or a null dust, in their spacetime destroys the horizon in 

the full nonlinear theory.) 

Before turning to a detailed formulation and proof of the instability results, we 

illustrate them by two simple exan1ples of plane-symmetric spacetimes with Killing

Cauchy horizons. In section IT of this paper we shall classify such horizons into two 

classes which we call type I and type IT. A simple example of a spacetime with a 

Killing-Cauchy horizon of type I is the plane-polarized, plane sandwich wave6 with 

the metric 

(1.1) 

where F, G are constant (hence g is flat) for u <0 and 

F (u )=(j cu) , 

G (u )=(j 1-u) (1.2) 

for u 2::1, where f 1?f 1 > 1. In the region O<u <1, F and G are determined by the 

spacetime curvature associated with the gravitational wave. The wave is sandwiched 

inside the region O<u <1 since this spacetime is flat not only for u <0 but also for u >1, - - - -

as becomes evident after transforming to the global coordinate system (U ,V ;x ,Y) 

given by (for u 2::1) 

X 
x=---

(j 1-U) 
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u=U, 

x2 y2 
v=V+ +---

(f cU) (f 2-U) 
(1.3) 

in which the metric is 

U>l. (1.4) 

As is clear from the form of the metric in Eq.(l.1), the plane-wave spacetime admits 
-+ -+ 

the two spacelike Killing vectors l;1=dtax and l;2=d/ay as plane-symmetry generators. 

In the global Minkowskian chart (U ,V ;x ,Y) that covers the whole spacetime includ

ing the surface { u =U =I 1 ) in a nonsingular fashion, these Killing vectors are given by 

the expressions 

_.. a a a 
S1=- =(f cU)--2X-ax ax av' 

(1 .5) 

~ -+ -+ 
The Killing vector s1 or both s1 and l;2 become null on the Killing-Cauchy horizon 

S={ U=l d according to whether I 2>1 1 or I 2=1 1. (See figure 1 for the case I 1=1 2·) 

In either case they are both spacelike before the horizon (U <I 1) and become tangent 

to the horizon as U approaches I 1, one (or both) of them pointing along the null gen-
-+ -+ 

erators of the Killing-Cauchy horizon when U=l 1. In the case I 1=1 2, both s1 and s2 

vanish on the null line C= { U =I 1 ;x =Y =0) in S, whereas on any neighborhood of C 
-+ -+ 

in Sat least one of S; (i =1,2) is nonzero. In the case I 2> I 1, s1 vanishes on the null 

two-plane P= { U =I 1 ;x =0) in S, whereas it is nonzero on any neighborhood of Pin 
-+ 

S. On the other hand, s2 remains spacelike and nonzero on Sin this case? Figure 1 
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-+ 
depicts the Killing vector field l;1=dldx, surfaces of constant u and v, and the 

Killing-Cauchy horizon S={u=U=f d for this example, in the case f 1=! 2 and in 

M.inkowskian coordinates with the Y direction suppressed. As one sees from this 

figure or from Eqs.(1.3) and (1.4), the horizon U =! 1 is a smooth hypersurface in 

spacetime generated by endless null geodesics. This turns out to be the feature that 

distinguishes type I horizons from type IT. 

In section ill we study the propagation of a wide class of classical fields on a 

plane-symmetric spacetime having a Killing-Cauchy horizon of type I as in the above 

example. The class of fields we work with is constrained only by the type of wave 

equation they satisfy and these constraints are very weak; for example, they admit 

linear scalar waves satisfying D!>=O, linearized gravitational perturbations, and fields 

satisfying arbitrarily nonlinear evolution equations that respect the causal structure of 

the unperturbed background spacetime (e.g., the A.q,4 field theory); but not (in general) 

the fully nonlinear gravitational perturbations. Section ill shows that when generic, 

plane-symmetric initial data for such fields are propagated with the corresponding 

field equations on a plane-symmetric spacetime with a Killing-Cauchy horizon of type 

I, the fields become singular as they approach the horizon. 

This instability of Killing-Cauchy horizons of type I is well illustrated by the 

example of a linear scalar field satisfying the wave equation c:::J<ji=O in the above plane 

sandwich-wave spacetime given by Eqs. (1.1) and (1.2). The scalar wave equation 

in this case takes the form [Eq. (1.1)] 

[ 
F •u G ''·' J 1 1 -4cp,uv-2 --+-- cp,v+-2 cj), :cx +-2-cp'YY =O · 

F G F - G 
(1.6) 
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For a plane-synunetric field <j)(u ,v) and for u 2:1, this equation becomes [cf. Eq. (1.2)] 

(1 .7) 

and has the general solution 

a (v) 
<P v. +b (u), 

[(f cu )(f z-u )] , 
(1.8) 

where a and b are functions that are uniquely determined by initial data for <P on the 

null boundary consisting of the null surfaces u=1 and v=O. Clearly, for generic initial 

data, a and b will be nonzero and <P will diverge as u =U ~ f 1. If initial data on the 

surface { v =0) and for v 2:V 1 >0 on the surface { u =1) are zero, then this initial-value 

problem describes the collision of a scalar plane sandwich wave with the background 

gravitational plane wave. In that case the solution simply is 

(1.9) 

where a ( v) is equal to <P on the initial surface { u = 1 ) and vanishes for v 2:V 1 and for 

v<O. 

Geometrically, the reason for this singular behavior is simple: The symmetry of 
--+ --+ 

the spacetime, as embodied in the Killing vector fields l;1=df()x and l;2=dldy, forces 

the plane-symmetric field to focus onto the line C ( Fig. 1); a line to which all curves 

of constant v ,x ,y converge as u ~ f 1 ; and this focussing of the waves produces a 

divergence in their amplitude. The proof of instability in Sec. III shows that this 

behavior is quite general for plane-symmetric spacetimes with type I Killing-Cauchy 

horizons. 
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Turn now to the second example, a spacetime with metric 

t<O (l.lOa) 

or, by putting u =t-z ,v =t+z; 

u+v<O (!.lOb) 

-t 
in which the plane-symmetry-generating Killing vectors are again s1=d/()x and 
-t -t -t 
l;2=df()y . In this case s2 is everywhere spacelike, while s1 becomes null on the 

Killing-Cauchy horizon t=O but is spacelik:e prior to the horizon (t <0). This space-

time is actually fiat as one sees from the coordinate transformation 

T=tcoshx , 

X=tsinhx , 

Y=y, 

Z=z, (1.11) 

g=-dT2+dX2+dY2+dZ2
. (1.12) 

-t -t 
Figure 2 depicts the Killing vector fields s 1=()/()x , s2=dldy , surfaces of constant t, and 

the horizon { t =0} ( = { T =-I X I }) in the Minkowskian coordinates with the Z (z) 

dimension suppressed. As one sees from this figure, the horizon t=O is not every-

where smooth; it has a crease on the curve denoted by C in the figure; i.e., at T=X =0. 

This kind of nonsmooth behavior characterizes type II horizons; it shows up, for 

example, in the Killing-Cauchy horizons of the exact, colliding plane-wave solutions 

studied by Chandrasekhar and Xanthopoulos in Ref. 3 [their Eq. (124)]. 
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Section IV of this paper studies the propagation of fields satisfying linear wave 

equations (e.g., scalar fields or linearized gravitational perturbations) in a plane

symmetric spacetime with a type IT Killing-Cauchy horizon. When these fields are 

constrained to be plane symmetric and are evolved from generic initial data, they 

diverge as they approach the horizon. As an example, consider a scalar field satisfying 

0$=0 in the spacetime with metric (1.10). The general plane-symmetric (i.e., x ,y 

independent) solution to 

(1.13) 

is 

-too 

4>= J [A (ro)J o(rot )+B (ro)Y 0(rot )]e iroz d ro, (1.14) 

where J 0,Y 0 are the Bessel functions of the first and second kind and the functions 

A (ro), B (ro) are uniquely determined by initial data for 4> on some initial t=const. sur-

face prior to the horizon t=O. As we approach the horizon t=O, J 0(rot) remains well 

behaved but Y 0(rot) diverges logarithmically 

2 
Y 0 ( rot)--lui rot I +const ; 

7t 

and correspondingly, unless B (ro) vanishes for all ro (a non-generic case), 

cp-E (z )ln It I =_!_E (Z )ln I T2-X 2 1 
2 

for some (generically nonzero) function E (z ) . 

(1.15) 

(1.16) 
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---t 
As in the type I case, the reason for this instability is geometrical: The ~1 sym-

metry of the field and of the spacetime forces the waves to focus onto the line C 

(T=X =0), to which all curves of constant x ,y ,z converge as t~O (Fig. 2); and this 

focussing of the field produces a divergence in its amplitude. The proof of instability 

in Sec. IV shows that this behavior is quite general for linear fields in plane-symmetric 

spacetimes with type n horizons. 

In the concluding section (Sec. V) we briefly recapitulate the implications of 

these results for the general structure of singularities in plane-symmetric spacetimes. 

Throughout tlus paper our notation and conventions are the same as those in 

Ref.8 , in particular the metric has signature(-,+,+,+) and the Newman-Penrose equa

tions are used in the "rationalized" form appropriate to that signature9.4. 

II. CLASSIFICATION 

By a plane-symmetric spacetime we shall mean a maximal spacetime (M,g) 

with a C 2 metric g on which there exist (i) a pair of commuting Killing vectors 
---t ---t ---t --+ 
~i=S1>~2, and (ii) a dense open subset at each point of which the ~i generate a space-

like two dimensional plane in the tangent space. If the dense open subset is equal to 

M , we call (M,g) strictly plane symmetric as no breakdowns of plane symmetry 

occur on M. 

By a Killing-Cauchy horizon in a plane-symmetric spacetime (M,g) we shall 

mean a null, achronal, edgeless8 three-dimensional connected (C 1-) surface Sin M 
---t 

on which at least one of the Killing vectors ~i degenerates to a null Killing vector 

(which is not identically zero on S); and whose null geodesic generators have no past 

endpoints in M and are past complete. It follows from the definition of plane sym-
---t 

metry that both ~i must be tangent to S, and hence the Killing vector(s) which 
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degenerates to a null vector on Sis tangent to the null generators of Son S As the 

spacetime is maximal and the generators of S are tangent to Killing directions, we 

assume (without loss of generality) that the null geodesics generating S are also 

future complete in M (or at least in a neighborhood of Sin M. 8) 

If (M,g) is a spacetime with a Killing-Cauchy horizon S for which the above 

definitions are satisfied only on 1- (S)uS, we will still regard (M,g) as plane sym-

metric for it will become clear later that this is all we need to prove our results. (See 

the remarks following theorems 1 and 2.) 

On any plane-symmetric spacetime there are local coordinate systems (u ,v ,x ,y) 

(covering at least /-(S)) such that t;=diCJx; (x 1=x ,x2::y) . By plane symmetry, in 

any such coordinate system a Killing-Cauchy horizon Sin M will be given by an 
---+ 

expression of the fonn {/ (u ,v )=const.} since S; are tangent to S Then there are two 

possible cases: 

---+ . 
If there exists a local coordinate system (u ,v ,x ,y) in which S;=CJICJx' and Sis 

given by S={f (u ,v )=const.} where Vf is a smooth, everywhere nonvanishing vector 

field on S, then we will say that Sis a Killing-Cauchy horizon of type I. 

If in every local coordinate system of the above kind and for every f (u ,v) such 

that S={f(u,v)=const. }, Vf either vanishes or blows up at some points on S, then 

we call Sa Killing-Cauchy horizon of type IT. 

Clearly, the first example of a Killing-Cauchy horizon which we described in the 

last section [Sec. I, Eqs. (1.1H1.5)] is of type I since it was given by S={u=U=f d 

and Vu=-2CJICJv=-2CJICJV is a smooth everywhere nonzero vector field on S On the 

other hand our second example [Eqs. (1.10Hl.l2)] was of type II as it was given by 

S={t=_!_(u+v)=O} where 
2 
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which blows up on S An alternative choice for f, f(u ,v)=t2=_!_(u+v)2 leads to 
4 

Vf=2tVt, which vanishes on the crease line C={T=X=O)cS It is not possible to 

describe S globally by any f (u, v )=0 where V f is smooth and everywhere nonzero 

onS 

ill. INSTABILITY OF HORIZONS OF TYPE I 

Before stating our instability theorem for horizons of type I, we formulate some 

of our assumptions: 

Assumption (AI): (M,g) is a plane-symmetric vacuum spacetime. 

Assumption (A2): There is an open subset in M on which g is flat. 

Assumption (A2) is not true of all plane-symmetric spacetimes, but it is true of 

spacetimes containing nothing but plane-symmetric gravitational waves (possibly cou-

pled with matter or electromagnetic radiation), since such spacetimes are flat before 

any of the waves arrive. 

-.__... 
By (Al) we can define a canonical null tetrad on (M,g ): I ,n are the null geo-

_. __... -t -t• 
desic congruences everywhere orthogonal to the ~i and Lie parallel along ~i ; m ,m 

__... 
are linearly independent linear combinations of the ~; , normalized such that 

__... 

-g (I ,li)=g (frl ,irl*)=l,g (frl ,iil )=0. Then as is shown by Szekeres, 10 it follows from the 

presence of only two nontrivial dimensions that we can find a local chart (u ,v ,x ,y ) 
__... . 

with ~;=a/CJx' such that 

-. a i a 
I=~+P (u,v)-. , 

ou ax' 
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---+ d i d 
n=R(u,v)~+Q (u,v)-. , 

av dx' 

iii 1 l+ 1 ~ 
F(u,v) dx G(u,v) dy' 

(3.1) 

where pi ,Qi ,R are real and F ,G are complex, with F*G-G*F#O throughout the 

region on which strict plane symmetry holds and the tetrad (3 .1) and the coordinate 

chart (u ,v ,x ,y) are well behaved. The commutation relations4 for the tetrad (3 .1) yield 

RP 1 -Q 1 = 4a + 4a* _ R •u Q 1 
•v •u F F * R ' 

RP 2 -Q 2 = 4a + 4a* _ R •u Q 2 
•v •u G G* R ' (3.2) 

where a denotes the Newman-Penrose spin coefficient. We can eliminate the 

pi di andQi di tenns from (3 .1) by a coordinate transfonnation of the form 

u'=u , 

v'=v , 

(3.3) 

are 

which by (3.2) are equivalent to acO. However, it follows by standard arguments10 

using the Ricci identities 10•
4 in the vacuum case that assumption (A2) guarantees a=O 
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on M when (3.1) is suitably set in the flat region. Hence we can, by a coordinate 

change (3.3), put our tetrad into the form 

-t a 
[=au ' 

-t a 
n=R (u ,v) av , 

nt 1 ~+ 1 a 
F (u ,v) ax G (u ,v) ay (3.4) 

The Newman-Penrose commutation relations for the tetrad (3 .4) give zero values for 

the following combinations of spin coefficients 

A * * * 0 K=V=<X.==I-'-t-1t=)'+y =p-p =J..L-J..L = ; 

and the field equations then imply that two of the components of the Weyl tensor van

ish: 

The other spin coefficients can also be calculated using the commutation relations. Of 

them we will only need the complex expansion 

p 1 [F*G[ F •u + G*,u ]-G*F[ F*,u + G •u] l (3 .5) 
2(F*G-G*F) F G* F* G 

Assumption ( AJ ): There is a Killing-Cauchy horizon S of type I in (M,g ). 

Assumption (A4): The metric g is analytic in a neighborhood of Sin M, i.e., 

there are admissible coordinate systems in a neighborhood of S in which the metric 

coefficients are analytic functions . 
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-+ -+ 
Assumption (A4) guarantees [as g (Si ,Si) are analytic functions near Sj that 

strict plane symmetry holds on a neighborhood W of Sin M, with the exception of 

breaking down on S itself. 

Also note that the tetrad component R (u ,v) [Eq. (3.4)] is bounded and nonzero 

on S since the vanishing or divergence of R at Swill cause curvature singularities (in 

'1'2 and '1'4) to appear on S (See, e.g., Ref. 10 and Ref. 11.) On the other hand by 

(A3) Sis of the form {f(u,v)=const} where Vf is smooth and everywhere nonzero 

on S Therefore by the implicit function theorem, 12 S={f (u ,v )=const} is a smooth 

(at least C 1) null surface and hence is generated by null geodesics without endpoints. 

Then, since the generators of S are future and past complete in M by asswnption, by 

exactly the same argument as we will give in the proof of theorem 2 below, it follows 

that we can find a function j which is smooth, vanishes on S, and has a smooth, null 

nonzero gradient everywhere in a neighborhood of S As j has these properties glo-
-+ . 

bally on all of S, it can be chosen to be a function of only u and v. (Since Si=d/()x' 

are Killing and hence have zero convergence and since they become tangent to the 

horizon S= (/ =0}, they can not be threading through every family of surfaces 

{/ =const:;t:O} each of which consists of parallel null surfaces generated by complete 

null geodesics without endpoints.) Redefine f =f since j =0 on S Then S= {/ =0} 

and O=g(Vf ,Vf)=-Rf ,,J •v [by Eq. (3.4)] in a neighborhood of S. As R:¢:.0 on S, 

this implies either f •u :0 or f •v =0 (but not both since V f '#0) in a neighborhood of S, 

which clearly tells us that Sis a surface of the form {u=const} or {v=const}. We 

shall assume, without loss of generality, that S= { u =! } where f is a constant. 

Theorem 1. Let ( M ,g) be a spacetime satisfying assumptions (A 1 HA4 ). Let 

{ c:;P } denote an arbitrary multi-index field (e.g., scalar, tensorial, or spinorial) defined 

on the spacetime, which satisfies field equations obeying the following conditions: 
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a) (7 =0 is a solution of the field equations. 

b) The characteristic surfaces for the field equations are null surfaces of (M,g) 

and the evolution of { (7 } is globally causal: if initial data for { (7 } are zero outside 

a closed set K in an initial surface 1:, then there exists an open neighborhood U(l:) of 

D +(l:) in M such that whenever there exists a smooth extension of the solution on 

D\1:) to U(l:) it can be chosen so that C7=0 on U(l:)-(J+(K)uJ-(K)). 

c) There is a consistent characteristic initial-value formalism for the field equa

tions for { (7}: if N=N1uN2 is an initial null boundary consisting of three dimen

sional null surfaces N 1, N 2 intersecting in a two dimensional spacelike surface Z , 

then one can freely pose initial data on N (satisfying some constraint equations on 

N .) Morover, uniqueness and local existence of solutions in D+(N) hold for both the 

general characteristic initial-value problem and for the plane-symmetric initial-value 

problem for ( (7 ) ; the latter being obtained from the field equations by assuming 

(L ~; 0)0 ::0. 

If these conditions are satisfied, then there is a null boundary N in /-( S) such 

that the evolution of any generic member of a class of plane symmetric initial data for 

( C7} on N that we will describe develops singularities on the Killing-Cauchy hor

izonS. 

Remarks: 

(i) First note that the conditions (a), (b), (c) are universal properties of all physi

cal fields that do not, by their stress-energy, act back on the geometry of the back

ground spacetime; hence in particular of linearized gravitational perturbations. 

Although we are primarily interested in fields satisfying linear evolution equations, it 

is clear that inclusion of higher order terms in the equations will not affect the validity 

of the theorem so long as these terms respect the causal structure of the background 
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spacetime. (Note that fully nonlinear gravitational perturbations will not, in general, 

have this property.13 ) Linearity is not necessary for any of the conditions (a), (b) , (c). 

(ii) As will be clear from the proof, the theorem will still hold if our assumptions 

(AI), (A2) and (A3) are valid only in an open subset of the region 1-(S) whose clo-

sure in M contains S. 

(iii) Our only use of the vacuum assumption is in the Ricci identities involving 

<1>10 and <1>21 , which are ingredients in the proof10•4 that (A2) permits setting the 

Newman-Penrose spin coefficient a to zero and thence permits specializing the tetrad 

from (3 .1) to (3.4). Consequently, the theorem is also valid for a spacetime (M,g) 

satisfying assumptions (A1 HA4) with the exception that the stress-energy tensor T, 
-+-t -,7 

instead of being zero, is assumed to only satisfy T (l ,l;; )=T (ii,s; )=0 on M, which will 

(iv) We will formulate the genericity condition on the data for { C7) on N in the 

course of the proof. 

(v) The reader may find it helpful, when going through the details of the proof 

that follows, to carry along and look at the prototype example of a Killing-Cauchy 

horizon of type I discussed in the introduction [Eqs. (1 .1)-(1.9), and Figs. 1 and 3 ] . 

-,7 

Proof of Theorem 1 . By (A3) at least one of the S; , which we can without loss 
-,7 

of generality assume to be l;1=df()x, degenerates to a null Killing vector on Sand 
-,7 

becomes orthogonal to s2 since the (unique) null direction tangent to S={u=f) is at 

the same time orthogonal to all vectors tangent to S. This implies, putting 
-,7 -,7 

g;1 =g <s; .s1 ), 

lim g 11=lim g 12=0 . 
u ...,-tf u...,-tf 

(3.6) 
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On the other hand, throughout the open set W-S on which strict plane synunetry 

-t -t -t -t• . 
holds we have g (m ,m )=0, g (m ,m )=1 which read 

(3 .7a) 

-- + --+-- +-- =1 1 [ 1 1 ] 1 
F*F g 11 FG * F*G g 12 GG* g 11 . 

(3.7b) 

Then, at least one of lim F or lim G has to vanish since otherwise by Eq. (3.7a) 
u-tf u-tf 

lim g 22=0 and it is impossible to satisfy Eq. (3 .7b) in a neighborhood of S since 
u-tf 

-t -t 
lim g 11=lim g 12=0 by Eq. (3 .6). Since by (A4) g (S; .s;) are analytic functions in a 
u-tf u-tf 

neighborhood of S, it is clear that F and G are regular in a neighborhood of 

S=(u=f}, and hence by (A4) and (A3) (nan1ely that the Killing-Cauchy horizon Sis 

of type I), we can express them as convergent power series in (u -f) in a neighbor-

hood of S: 

00 

F(u,v)='I:.a.n(v)(u-ft , 
n=k 

00 

G(u ,v )= 'LI3n (v )(u-f )" , (3.8) 
n=f 

where k ~0,1 ?:_()and k+l ~1; a.n (v ), 13n (v) are (not necessarily analytic) complex func

tions with a.k (v );t:O, 131 (v );t:O. Inserting Eqs. (3.8) into Eq. (3 .5) we obtain that the 

asymptotic behaviour of p to leading order as u ~ f is given by 

k+l p- 
u-f, 

(u~f) (3.9) 
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where k+l >1. 

Now consider a point p 0er(S) lying in the region of strict plane symmetry 

W-S with u (p 0)<f , and consider the two-surface ZPo obtained by sweeping the 

--+ 
point Po with the Killing symmetry generators Si ; i .e ., let ZPo be the Killing-orbit of 

Po . (See Fig. 3 .) Clearly, the null geodesic generators of j+czPo) which have their 

--+ 
past endpoints on ZPo will consist of those in the [-direction on which v =v (p 0), and 

those in the fi -direction on which u =u (p 0). Since R :¢:0 on S'= { u =f }, the tangent 
0 --+ 

vectors to the null geodesic generators of J+(Zp
0

) in the [-direction which lie in the 

--+ A 

surface {v=v(p0)} and which are given by Rl have convergence p=Rp which by Eq. 

(3 .9) diverges to -oo as u ---7/ . This guarantees8 that every null geodesic generator of 

j+(Zp
0

) having its past endpoint on ZPo has a conjugate point to ZPo along itself on the 

surface S. We now claim that this actually corresponds to the null generators of the 

null surface { v =v (p 0)} converging and intersecting each other in caustics on the Cau-

--+ 
chy horizon S. To see this, note that outside Sthe Killing vectors Si generate transla-

tions on the set of null generators of the surface { v =v (p 0 ) } by generating symmetries 

on their past endpoints in Zpo· On the other hand, if the null surface { v =v (p 0)} inter-

sects the null surface $transversally (i.e., not tangentially), then the intersection has 

to be a spacelike two-surface. But this is impossible since on Sthere does not exist a 

pair of spacelike linearly independent Killing vectors to generate translations on the 

set of null generators of { v =v (p 0)} in tlus spacelike two-surface. Hence { v =v (p 0)} 

intersects S non-transversally and as the convergence p of its generators diverges on 

S , the intersection takes place either on a spacelike curve tangent to the Killing vector 
--+ --+ --+ 
S2 which is still spacelike on S, in the case that only one of Si (namely 1;1 ) becomes 

--+ --+ 
null; or on a single point, in the case that both 1;1 and 1;2 become null on S (Fig. 3). 
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4 
Note that in the first case, when s2 is still spacelike on S, it generates translations on 

the set of generators of { v =v (p 0)} along the curve in Son which these null genera-
4 

tors converge and intersect each other, while the vector s1 which is null on S has to 
-+ 

vanish on this curve. In the second case (the case depicted in Figs. 1 and 3) both s1 

4 

and s2 have to vanish at the point in Son which the generators of { v =v (p 0)} intersect 

each other, since they must not generate any translations on the set of these generators 

at that point. 

Therefore there is a null two-surface P (a null curve C) in S which is the union 

of all spacelik:e curves (points) in Son which generators of the surfaces { v =v 0 } con-

-+ 
verge as v 0 ranges from - oo to -too, in the case s2 is spacelik:e on S (in the case both 
-+ -+ s1,1;2 are null on S). Moreover, this two-surface P(curve C) is generated by the past 

endless null generators of j+(Zp
0
). (This can be seen by noting that the local chart 

(u, v ,x ,y) is regular on I - ( S), thus all points in I -( S) with v <v (p 0) are outside 

J +(Zp
0

) and therefore, as j+(Zp) is edgeless,8•14 P (C) must be generated - in 

J-[ { v =v (p 0)}] -by null geodesic generators of j\zPo) along S which are past end

less and which intersect the generators of { v =v (p 0)} at their focal points on S) The 
-+ -+ -+ 

Killing vector 1;1 (both 1;1 and 1;2 ) vanishes on this surface P (curve C) and since by 
-+ -+ -+ 

(A3) and (A4) 1;1 (/; 1,1;2) is a null vector not identically vanishing on Swhose com-

ponents in some coordinate frame are analytic functions , it has to be nonzero outside 

P (C) on any open neighborhood in S of P (C), generating symmetries along the 

null generators of S 

We now show that it is sufficient to prove the theorem only for the case where 

{ oa} is a single scalar field <j>. Let all ' Jl=l,2,3,4 , denote respectively the local coor

dinate basis fields d!du, dldv, ()/()x, dldy. Then for an arbitrary multicomponent 
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--+ 
(contravariant) tensor field { (7' } , the Lie derivative along S; of the inner product of 

0 with the (p ,0) tensor basis elements is given by: 

%i [g ( 0, diLl® . . . ®d!Lp ) ]=g ( 0, f ()Ill® .. . ® L ~I d~lk ® . . . ®d~tp )+ 
k=l 

+g(L-+ 0 () ®· · ·®d ) !;; ' Itt ILP ' 

--+ 
where we have made use of the fact that S; are Killing hence L ~~ g=:O. But the first 

--+ 
tem1 is zero as L ~~ ()11=[1;; ,()11 ]::0, thus 

This equation tells us that each component of a multicomponent tensor field { cr } in 

the basis frame field (du ,dv ,dx ,dy) behaves exactly like a scalar field under Lie tran-
-+ --+ . --+ 

sport by S; since (as S; =dldx' are Killing) S; [g (()11, dv ) ]=0. For spinor fields, by the 

same argument, the components of an arbitrary spinor field in the spin basis 

corresponding to the null tetrad (3.1) or (3.4) will behave like scalar fields under Lie 
--+ 

transport by the S; . Clearly, this is also true for the components of the arbitrary tensor 
--+ 

or spinor field in any local basis field that is Lie parallel along the S; , or in the spin 
--+ 

basis that corresponds to any null tetrad that is Lie parallel along the S; . Therefore, 

despite the obvious fact that these basis fields themselves will in general develop 

singularities on the Killing-Cauchy horizon S, precisely the following arguments by 

which we prove the singularity result of the theorem for a scalar field $ will prove the 

same result for an arbitrary field { (7' } (after constructing a suitable basis field Lie 
--+ 

parallel along the S; for each such field { (7' } ) when the initial data satisfy the condi-

tions of the theorem. 
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Now consider a characteristic initial value problem for the scalar field cj> (Fig. 3) 

in which the initial null boundary is given by 

N=N1uN2, N 2=(u=u(p0)<f}, N 1={v=v(p0)}, N 1nN2=ZPo' and the initial data 

have the form: cj>=O on Nl> and cj>=cj>(v ), generic, nonzero, plane symmetric 

("sandwich") data on N 2 vanishing for v~v(p 1)>v(p 0) and for v:sv(p 0), and satisfy

ing the constraint equations (when there are any). The well-posedness of this problem 

is clear from the conditions (a), (b), (c) of the theorem. By condition (c), the evolution 
---t 

in D+(N) will have the full Killing symmetries: L ~~ ci>=Si (cj>)=O throughout spacetime. 

We formulate the following notion of genericity for the data on N: 

Initial data for cj> on N of the above class are generic if the solution is nonzero 

somewhere on the surface P (curve C) in S. For a multicomponent field we similarly 

demand that the solutions evolving from generic initial data take nonzero tensor (or 

spinor) values at some points of the surface P (curve C) on S. Note that, by "the 

solution on P (C) in S' we mean the limit of the solution on /-( $) as the field point 

approaches the plane P (the curve C) lying in S. Hence, more precisely, initial data 

for cj> are generic if either this limit does not exist or it exists and is nonzero some-

where in P (C) on S. If the limit does not exist, then the field cj> is singular near the 

horizon Sand the theorem is proved. 0 

Now let us assume that this limit does exist and the field cj> obtained by evolving 

the above data on N is smooth in a neighborhood of S= { u =! } . (This assumption will 

produce a contradiction thereby implying that cj> cannot be smooth- the conclusion of 

our theorem.) Then, since cj> is smooth and not identically zero on P (C), it will be 

nonzero on some open subset in S intersecting P (C) in the region on which cj>:#l. But 
---t 4 4 

as the Killing vector 1;1 (/;1,1;2) generates symmetries along the null generators of S 
4 4 

everywhere near P (C) except on P (C) itself, and since 1;1(cj>)=O (S; (cj>)=O) on S as 
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~ ~ ~ ~ 

this holds prior to Sand «!> and ~ 1 (~i) are smooth, ~1 (~;) will carry this region on 

which«!> is nonzero arbitrarily down into the past along the generators of S But when 

we move a sufficiently large affine distance into the past along these generators we 

clearly enter the region J - [{ v =v (p 0)}] in which the generators along P (C) are past 

endless generators of j\zPo) and hence of j+(N2). Therefore any neighborhood in M 

of P ( C) in this region intersects a piece of M not contained in J±(N2) [Fig. 3]. But 

~ ~ 

again by the smoothness of«!> and as ~1(«!>)=0 (~; («j>)=:O), «1> will be nonzero at all points 

of P ( C) in this region and thereby be nonzero in a neighborhood in M of any point 

of P (C) there, contradicting the condition (b) of the theorem. Thus the assumption 

that «!> is smooth near S=( u =!} is contradictory and must be false, and the field «!> 

must develop singularities on S proving the theorem. D 

The singularity of «1> on S will in most cases be of the form «!>~ on P ( C) for 

v (p 0)<v <v (p 1) (bounded or unbounded) whereas «1>=0 on S outside P (C), with pos

sibly an added smooth background field on Swhich satisfies «j>8 (p )=0 V p e P( C). 

Thus even though the field itself might be bounded near S , some of its derivatives 

will diverge on the two-surface P (curve C) in S However, if the field equations are 
~ 

linear, exactly the same argument we will use in proving theorem 2 will imply (as ~1 
~~ 

or ~1 ,~2 vanish on the surface P or the curve C in S) that «1> actually diverges on the 

set P(or on C) inS 

IV. INSTABILITY OF HORIZONS OF TYPE II 

Theorem 2. Let (M,g ) be a plane-symmetric spacetime with a Killing-Cauchy 

horizon S of type IT where strict plane synunetry holds on the intersection W of a 

neighborhood of S with J-( S). Let ( (7 } denote a field satisfying an arbitrary set of 

evolution equations such that: 
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a) The equations are linear. 

b) There is a consistent (noncharacteristic) initial-value formalism for the field 

( cr } and the evolution equations it satisfies, with local existence and uniqueness 

holding for both the general and the plane-symmetric initial-value problems. 

If these conditions are satisfied, then there exists a spacelike partial Cauchy sur

face L in/- ( S) such that the evolution of any generic, plane-symmetric initial data for 

( (7l } on L results in singularities on the Killing-Cauchy horizon S. 

Remarks: 

(i) As will be clear from the proof, the assumptions of the theorem need only 

hold on r( S)u Sin M . 

(ii) The condition of genericity for the initial data on L will be formulated in the 

proof. 

(iii) When studying the proof the reader may find it helpful to carry along and 

look at the prototype example of a type II horizon discussed in the Introduction [Eqs. 

( 1.10)-(1.16)]. 

Proof of Theorem 2 . We can set up the canonical local tetrad (3 .1) on ( M,g) in 

which the metric will be of the form 

g --
1
- - dudv +A (u ,v )du 2+B (u ,v )dv 2+M2(u ,v )dx2+ 

R (u ,v) 

where R (u ,v) is positive , bounded and nonzero 

(4.1) 

on s. Put 

<
2>g =-dudv+RAdu 2+RBdv 2

. Find local functions t(u,v ),z (u ,v) such that t=O on S 

and 
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(4.2) 

where P (>0) is the conformal factor. (This can be done, for example, by solving the 

initial value problem {t=O on S, <2>Dt=O } which in general has nonunique solutions, 

and then finding a "conjugate" z (u ,v) such that (4.2) is satisfied.15) Then the metric 

(4.1) becomes 

g 

+L; (t ,z )dtdxi +f; (t ,z )dzdxi , (4.3) 

where R (t ,z ) is again positive and bounded on S. In both coordinate systems (4.1) 
-t . 

and (4.3) the Killing vectors are l;;=dldx' . Our definition oft guarantees that Sis 
-t 

given by {t=O}; and by choosing 1;1 to be the Killing vector that becomes null and 

tangent to Son S, we find that F (t=O,z )=0. Note that Vt=-R dldt is a timelike vee-

tor field which blows up on S while at the same time becoming tangent to S. It will 

not be necessary in what follows to fix the coordinate (gauge) freedom further than 

that of Eq.(4.3). 

Now we claim that since Sis a Killing-Cauchy horizon of type IT, some null 

generators of S must have future endpoints on S. Null generators of S by definition 

have no past endpoints; if they do not have any future endpoints either, then one can 

globally express Sin the form {/ (u ,v )=const} where V f is perfectly smooth and 

everywhere nonzero on S , contradicting our assumption that Sis of type II. To see 

this, assume null generators of S have no endpoints. Take a spacelike two-
-t -t 

dimensional section Z of S, and take a smooth field of (spacelike) basis fields k 1, k2 

on Z in S. (This can be done since by plane symmetry the spacelike sections of S 
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-t -t 
will not have spherical topology.) Propagate k; along null generators l of Sby paral-

lel transport to all of S Since generators of S are both past and future complete in 
-t 

M by definition, k; will be smooth on Sand will have smooth extensions to a neigh-

borhood of S in M . Construct a null vector field it on S satisfying 

-t -t -t-t -t 
g (n ,k; )=0, g (n ,l )=-1. n will be a smooth vector field on Sand will have a smooth 

extension (as a null vector) to a neighborhood of Sin M . Then take f to be the affine 

parameter along geodesics in the it direction, so that S= {f =0} and V f on Sis equal 
-t -t 

to -l and hence is smooth, null and everywhere nonzero on S By choosing I, hence 

it and the (now not necessarily affine) parameter f such that f is constant on a family 

of parallel null surfaces near S, V f will retain these properties over a neighborhood 

of S in M. Finally, by the same argument as we gave just before the statement of 

theorem 1, f can be chosen to be a function of only u and v . 

Therefore, there is a nonempty subset C of S which consists of the endpoints of 

null generators of S (As Sis achronal and edgeless it is a closed set and must contain 
-t 

these endpoints.) Now our Killing field S,1 becomes null and tangent to Son S, point-

ing along its null generators. But since Sis a Killing horizon, the convergence and 

shear of its null geodesic generators must identically vanish on S, and since S has no 

edge8·14 the only way these generators can have endpoints on Sis by intersecting 

other non-neighboring geodesic generators. Therefore at any point in C, there are at 

least two distinct null directions pointing to the past along two distinct generators of 
-t 

S. Then, as s1 is smooth and parallel to these generators on S, it has to vanish at all 

points in C c S (This is also expected because the set C represents an isolated set of 

points with a special geometric property that would be left invariant under the action 
-t 

of S,1 if it were nonzero on C.) Thus, we have a nonempty subset C of Son which 
-,-t 

the Killing field S,1 vanishes (that is, Cis the bifurcation set for the Killing horizon 
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S). 

We now note that, as before we only need to prove the theorem in the case ( 00} 

is a scalar field .p. As each component of a multi-index field ( 00} in the basis frame 

field (d1 ,dz ,dx ,dy ) or in the spin basis corresponding to the tetrad (3 .1) (and similarly 
~ 

in any local basis field Lie parallel along the ~; or in the spin basis corresponding to 
~ 

any null tetrad Lie parallel along the ~; so that the argument we gave in the proof of 

theorem 1 applies without modification) behaves like a scalar field under Lie transport 
~ 

by ~; , exactly the same arguments that prove the singularity of .p on Swill prove the 

singularity of an arbitrary field ( 00 } (by constructing a suitable basis field Lie paral-
~ 

lel along the ~; for each such field ( 00 } ) when the initial data satisfy the conditions 

of the theorem. 

Now consider the spacelik:e partial Cauchy surface L=(t=-c } in /-(S) where 

c >0 is sufficiently small so that :E lies within the region of strict plane symmetry W 

[Fig. 4]. Since Shas past endless null generators and S=H+(L), :E has no edge, i.e., it 
~ 

is infinite in the Killing ~; directions.8 Consider generic, plane symmetric initial data 

for our scalar field .p on :E. We will adopt the following notion of genericity: 

Plane symmetric initial data for .p on :E are generic, if we can find an arbitrarily 

large number L and coordinate values x =a , x =b with b -a =L such that if we cutoff 

the data for .p on :E except on the portion of :E between x=a and x=b (thereby break

ing the plane symmetry), then the solution .p<L > to the initial value problem with data 

( .p<L>=O, ~(L )=O on L, except on the strip between x =a and x =b where they are equal 

to the data of .p} will be nonzero at least on some points of the subset Con S. (Note 

that, even though the data for .p<L ) on :E are cutoff in the x -direction, they still extend 

infinitely far in the other Killing (y -) direction.) In the case of a multicomponent field 

( 00 } , plane-symmetric initial data on :E are called generic if there is an arbitrarily 
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large L =b -a so that the solution developing from the truncation of these initial data 

in the manner described above takes nonzero tensor (or spinor) values at some points 

on the subset C in S. As before, the values of the solution <I>(L > at the points on the 

subset C in S are defined as the limiting values of the solution on /-( S) as the field 

points approach the set C in S. Again to be more precise, we will call the initial data 

for <1> on L generic if either this limit does not exist for <I><L >, or it does exist and is 

nonzero somewhere on the subset C in S. In case this limit does not exist, the solu-

tion <I> is clearly singular (and divergent) on the horizon Sand the theorem is proved. 

Therefore, in the following we will assume that this limit does exist for <I>(L) and takes 

nonzero values somewhere in the subset C of S. 

-t 
But now consider the action of the symmetry group generated by l;l> given by 

GL : (x ,y ,z ,t) ~ (x+L ,y ,z ,t). By assumption (b) of the theorem, if we Lie transport 

the initial data truncated in the manner of the preceding paragraph with the Killing 
-t -t -t 

vector field S1> then the solution will be Lie transported by 1;1. But 1;1 vanishes on C 
-t -t 

and L ~~ <1>=1;1(<1>); therefore the action of 1;1 leaves the value of <I>(L) on C invariant. 

However, by the linearity of the field equations, the solution for the original plane 

symmetric initial data will be 

n=-oo 

hence on C, since GL (<I>(L)) (C)=<I><L> (C), 

and thus <1> diverges on Cas <I>CL > ( C):;eO by genericity; and the theorem is proved. 0 
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V. CONCLUSIONS 

We have shown the instability of Killing-Cauchy horizons in plane symmetric 

spacetimes to arbitrary plane syrrunetric perturbations satisfying reasonable genericity 

conditions. Although it remains to be shown that our genericity criteria follow, under 

suitable restrictions, from the more general and standard notions of genericity 

employed by mathematicians16, it seems intuitively clear to us that they agree quite 

naturally with a physicist's notion of genericity. Accepting this, then it is clear that if 

initial data whose evolution is a plane symmetric spacetime containing a Killing

Cauchy horizon are slightly perturbed in some "generic" plane symmetric direction, 

the horizon will be destroyed. Therefore, we conclude that the type II Killing-Cauchy 

horizons present in the new Chandrasekhar-Xanthopoulos solutions3 of colliding plane 

wave spacetimes are probably isolated features and will not be present in a generic 

colliding plane wave solution. This conclusion, as was mentioned in the introduction, 

is in accord with the simultaneous and independent work by Chandrasekhar and 

Xanthopoulos showing that null dust or a fluid with pressure= (energy density), when 

insetted into their spacetime, destroys the horizon. 

It is intriguing to note that, despite this non-generic horizon behaviour, the 

Chandrasekhar-Xanthopoulos solutions are more general than the previously known 

exact solutions for colliding plane waves with parallel polarizations - more general in 

the same sense as the Kerr solution is more general than the Schwarzschild solution. 

Nevertheless, the previously known exact solutions for colliding plane waves possess 

the generic plane-symmetric causal structure (no Killing-Cauchy horizons), while the 

Chandrasekhar-Xanthopoulos solutions do not. 

It is also interesting to note that, the occurrence of timelike singularities in a 

plane-symmetric spacetime would imply the existence of a Killing-Cauchy horizon if 
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in the vicinity of such a singularity at least one of the Killing vectors which generate 

plane symmetry becomes timelike. Even though this is the case for the presently 

known solutions3 with timelike singularities, a satisfactory argument to the effect that 

in any plane symmetric spacetime with sufficiently "strong" timelike curvature singu

larities 17 at least one of the plane symmetry generating Killing vectors must be time

like near the singularity is unavailable to the author. If such an argument could be pro

vided (possibly with some weak assumption of genericity, e.g., under the restriction 

that the spacetime has no Killing synunetries other than plane symmetry), then the 

results of the present paper would indicate that the singularities in a "generic", plane

symmetric spacetime can not be timelike (in the sense of Penrose18); and this would 

constitute an interesting verification of the Cosmic Censorship Hypothesis18•17 in the 

restricted domain of plane-symmetric spacetimes. A (possibly) stronger result which 

would be sufficient to reach this last conclusion rigorously would be the formulation 

and proof of a theorem to the effect that whenever the evolution of "generic", plane 

symmetric Cauchy data for the gravitational and matter fields on an initial surface L 

results in the formation of a Cauchy horizon S for L, Sis also a Killing horizon for at 

least one of the plane syrmnetry generating Killing vectors on D +(L). 
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FIGURE CAPTIONS FOR CHAPTER 2 

FIG. 1. The type I Killing-Cauchy horizon Sin the Mink:owskian region of the plane 

sandwich-wave spacetime described by Eqs.(l.1}- (1.5) with f 1=! 2 . The Min-

kowskii region is given by U >1 and the horizon Sis located at U =! 1=! 2 . The Y-

dimension is suppressed. The Minkowskian null cone centered on the line 

C=(X=O, U=f din Sis (the closure of) a (v=const} surface and has one generator 

in common with S along the line C . The remaining generators of this cone are lines 

of constant v , x and y on which u =U ranges from 1 to f 1. The Killing vector field 
-+ 
l;1=dldx is tangent to the intersections of (u=U=const} surfaces with the (v=const} 

cones which are obtained by rigiclly translating the illustrated null cone along the line 
-+ 

C. On the Killing-Cauchy horizon S, s1 degenerates to a null vector tangent to the 

null generators of Sand vanishes on C . 

FIG. 2. The type IT Killing-Cauchy horizon Sin Minkowski space described by Eqs. 

(1.10}-(1.12). The Z dimension is suppressed. The horizon Sis located at (t=O), 

i.e., at {T=-IX I} in Minkowskian coordinates. A (t=const<O} surface lying under 
-+ 

Sis shown along with the orbits of the plane symmetry generating Killing vectors s1 

-+ 
and s2 on it. Even though it is spacelike below the horizon S= ( t =0}, the Killing vee-

-+ 
tor s1 becomes null on the horizon Sand points along its null generators, whereas the 

-+ -+ 
other plane symmetry generator s2 is everywhere spacelike. s1 vanishes on the line 

(two-plane) C in S given by ( T =X =0} . The horizon S has a "crease" singularity on 

this line C, at which the null generators of S have their future endpoints and onto 

which all lines of constant x, y and z converge as t ~0. 
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FIG. 3. The initial value problem of theorem 1 illustrated by the example of a plane 

sandwich wave spacetime with a type I Killing-Cauchy horizon S [Eqs. (1.1H1.5) 

and Fig. 1]. As in Fig.1, the case f 1=! 2 is depicted with theY -direction suppressed. 

The initial null boundary N consists of N 2: the part of the null surface { u =u (p 0)=1) 

lying above { v =v (p 0)); and of N 1: the piece of the null cone ( v =v (p 0)=const) lying 

above the surface { u =1) with the exception of the single generator of this cone which 

lies in S N 1 and N 2 intersect on the spacelik:e two-surface Zpa· The initial data for 

the plane-symmetric scalar field cp are zero on N except on the dotted strip in N 2 

lying between ZPo and the line (two-surface) v =v (p 1) . If these data are generic, cp will 

be nonzero at some point q on the line C={X =0) lying in the Killing-Cauchy horizon 

S= { u = f 1 ) . If cp is smooth near S, there will be an open neighborhood A in S around 
.,.... 

q where cp:;t:O. Since the Killing vector ~1 is null and nonzero on S outside the line C, 

it will transport this neighborhood A onto an infinite strip in S around C on which 

cp:;tO. Sufficiently far in the past, this strip will be neighboring the single null generator 

of the null cone ( v =v (p 0)) along C that does not belong to N 1. In that region 

(labelled B in the figure), any neighborhood of this strip in space-time will contain 

points that do not belong to either J+(N2) or J-(N2) and a smooth cp will therefore be 

incompatible with causal evolution. 

FIG. 4. The initial value problem of theorem 2 depicted in the t -:X plane with they 
-t 

and z directions suppressed. The Killing-Cauchy horizon Son which ~1 becomes 
-t 

null is given by (t=O) and has a bifurcation singularity at Con which ~ 1 vanishes . 
-t 

The spaceli.ke initial surface L=(t=-c ) is a Killing orbit of ~1 and sits in the open 

region W of strict plane symmetry which lies between Sand the dashed line below L 
-t 

which also is a Killing orbit for ~1 . Plane-symmetric initial data for the linear scalar 
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field <j) are posed on the initial surface 1:. When these data are generic, there will be a 

strip in 1: of arbitrarily large but finite extent in the x -direction which in the figure is 

the shaded line segment lying between the points x=a and x=b. This strip has the 

property that if the initial data on 1: everywhere outside it are replaced with zero, then 

the solution corresponding to these truncated initial data (which, even though cutoff in 

the x -direction, still extend infinitely far in the other Killing y -direction) will take 

nonzero values somewhere on the subset C of the horizon S. 
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ABSTRACT 

It is well known that when two precisely plane-symmetric gravitational waves 

propagating in an otherwise flat background collide, they focus each other so strongly 

as to produce a curvature singularity. This paper is the first of several devoted to 

almost-plane gravitational waves and their collisions. Such waves are more realistic 

than plane waves in having a finite but very large transverse size. In this paper we 

review some crucial features of the well-known exact solutions for colliding plane 

waves and we argue that one of these features, the breakdown of "local inextendibil

ity" can be regarded as nongeneric. We then introduce a new framework for analyz

ing general colliding plane-wave spacetimes; we give an alternative proof of a 

theorem due to Tipler implying the existence of singularities in all generic colliding 

plane-wave solutions; and we discuss the fact that the recently constructed 

Chandrasekhar-Xanthopoulos colliding plane-wave solutions are not strictly plane

symmetric and thus do not satisfy the conditions and the conclusion of Tipler's 

theorem. Our alternative proof of Tipler's theorem emphasizes the role and the neces

sity of strict plane symmetry in establishing the existence of singularities in colliding 

plane-wave spacetimes. However, we argue on the basis of previous work that the 

breakdown of strict plane symmetry as exhibited in the Chandrasekhar-Xanthopoulos 

solutions is a nongeneric phenomenon. We then propose a definition of general 

gravitational-wave spacetimes, of which almost-plane waves are a special case; and 

we develop some mathematical tools for studying them. An old result of Dautcourt 

implies that the only gravitational-wave spacetimes with a Killing propagation direc

tion are the plane-fronted waves with parallel rays (PP waves); and we prove a new, 

related result, that the only gravitational-wave spacetimes with a precisely sandwiched 

curvature distribution are PP waves. These properties imply that almost-plane waves 
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cannot propagate without cliffraction, and that as opposed to the case for precisely 

plane waves, the curvature in an almost-plane-wave spacetime cannot be precisely 

sandwiched between two null surfaces (i.e., the wave must have tails). We also prove 

a "peeling theorem" for components of the Weyl curvature in general gravitational

wave spacetimes. 
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I. INTRODUCTION AND OVERVIEW 

This is the first of a series of papers describing work aimed at understanding the 

nonlinear interaction of colliding gravitational waves in general relativity. It has been 

known since the early 1970s, from work on exact solutions of the Einstein field equa

tions , that when two gravitational plane waves propagating in an otherwise flat space

time collide, they interact so strongly as to eventually cause a curvature singularity to 

develop in the future of the collision plane. It is natural to ask whether this singularity 

is an artifact of the unphysical idealization that the waves are precisely planar and thus 

extend infinitely far in the "transverse" directions, or whether a singularity would still 

be produced if the waves were transversely finite but had arbitrarily large "size"- i.e. , 

if they were "almost-plane waves." And if there is a regime in which spacetime singu

larities are guaranteed to be produced as a result of almost-plane-wave collisions, 

what are the conditions on the colliding almost-plane waves which characterize this 

regime? This paper is the first in a series whose ultimate goal is to answer these and 

related questions. 

This first paper in the series lays foundations for the subsequent papers by 

reviewing (briefly) old results and presenting some new ones on colliding exact 

plane-wave spacetimes, and by introducing the concept of a gravitational wave (GW) 

spacetime---of which almost-plane waves are a special case-and proving some 

theorems about GW spacetimes which imply several important properties of almost

plane waves. More specifically, we note the following. 

In Sec. II we briefly review some global properties of the exact solutions for the 

so-called plane fronted waves with parallel rays ("PP waves"), and for plane waves. 

The principal purpose of this section is to introduce the reader to our terminology and 

viewpoint on issues that will be central to the rest of this paper and to future papers in 
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the series. 

In Sec. ill we tum attention to colliding exact plane waves. We begin, in Sec. ill 

A, by briefly reviewing the properties of some exact solutions to Einstein's equations 

representing plane-wave collisions, and we discuss a peculiar property of these collid

ing plane-wave spacetimes: the fact that, even after one has maximally extended them 

in a global sense, they are not "locally inextendible" if one uses the standard notion of 

local inextendibility (Sec. 3.1 of Ref. 1). We elucidate this peculiarity by introducing 

a new notion of "generic local inextendibility," which these spacetimes satisfy. In 

Sec. III B we give an alternative proof of a theorem due to Tiple? which predicts that 

collisions of exact plane waves must produce singularities. Our alternative proof of 

Tipler's theorem emphasizes the role and the necessity of strict plane symmetry (a 

concept we shall define with care) in establishing the existence of singularities in col

liding plane-wave solutions and in more general plane-symmetric spacetimes. The 

importance of strict plane symmetry becomes clear when, following Chandrasekhar 

and Xanthopoulos,3 one notices that in contrast with the usual case where they pro

duce spacelik:e spacetime singularities, some colliding plane waves can produce 

Killing-Cauchy horizons on which strict plane symmetry breaks down and thereby can 

avoid the conclusion of Tipler's theorem. (In a previous paper4 we have shown that 

Killing-Cauchy horizons in plane-symmetric spacetimes are unstable against plane

symmetric perturbations, and thence that any generic colliding plane-wave solution 

will be devoid of such horizons. In accordance with this result but independently of it, 

Chandrasekhar and Xanthopoulos5 have recently discovered that the Killing-Cauchy 

horizons in their colliding gravitational plane-wave spacetimes are destroyed and are 

replaced by spacelik:e singularities, when the colliding plane waves are coupled with 

plane symmetric null fluids propagating along with the waves. Thus, the assumption 
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of strict plane symmetry required in the proof of Tipler 's theorem is probably satisfied 

by all but a set of measure zero of colliding plane-wave spacetimes). 

In Sec. IV we introduce the concept of a "gravitational-wave (GW) spacetime," 

and we use the Newman-Penrose6 and the characteristic initial value formalisms7
- 9 to 

prove several theorems about GW spacetimes. These theorems have important impli

cations for almost-plane waves (which are special cases of GW spacetimes). 

Section IV A is devoted to a careful definition of GW spacetimes and associated 

discussion. Roughly speaking a GW spacetime is a solution to the vacuum Einstein 

field equations which is flat prior to the arrival of a curvature disturbance (gravita

tional wave), but may or may not settle back down into flatness afterward. This sec

tion also introduces a class of "standard" coordinate systems and "standard" null 

tetrads to be used in studying GW spacetimes. 

In Sec. IV B we discuss a previous theorem of Dautcourt10 which directly 

implies that any GW spacetime possessing a null Killing vector field pointing along 

the propagation direction-i.e., a spacetime which represents a gravitational wave pro

pagating in a perfectly diffraction-free manner, with no change in its wave fonn-

must be a PP-wave spacetime. Since PP waves are always infinitely large in transverse 

extent, this result implies that almost-plane waves (which have finite transverse "size") 

must always exhibit diffraction. 

In Sec. IV C we present a "peeling-off'-type theorem about the behavior of the 

W eyl curvature quantities associated to a standard tetrad on a general GW spacetime. 

A discussion of this theorem is given preceding its proof. 

In Sec. IV D we introduce the characteristic initial-value fonnalism of Penrose,7 

Muller zum Hagen and Seifert, 8 and Friedrich9 which we will need to prove the 

theorem of Sec. IV D. We give a brief review of this fonnalism in a form that is 
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appropriate to our conventions and notation and we emphasize those aspects relevant 

to our purposes. 

Section IV E is devoted to another theorem about GW spacetimes: a proof that 

any GW spacetime that not only begins flat before the wave arrives but also returns to 

perfect flatness after the wave passes (i.e., any precisely "sandwich" GW spacetime), 

must actually be a PP wave spacetime. Since all PP waves are infinitely large in 

transverse extent, this theorem implies that almost-plane waves must always leave 

"tails" behind, in any region of space through which they have propagated. 

In Sec. V we briefly recapitulate the principal conclusions of this paper. 

Throughout this paper (with the exception of Sec. ill B) we will deal with purely 

gravitational (vacuum) waves; for Einstein-Maxwell plane waves and for plane waves 

coupled with fluid motions, results similar to those of Sees. IT--Ill hold with appropri

ate modifications. 5 

Throughout this paper we use, without explanation, terminology and concepts 

from Hawking and Ellis. 1 Our mathematical conventions and notation are those of 

Hawking and Ellis/ and Misner, Thome, and Wheeler.U In particular we adopt the 

metric signature (-,+,+,+) and use the "rationalized" Newman-Penrose equations 

appropriate to this signature. These equations are listed in the Appendix. Our tenni

nology and general usnge of the Newman-Penrose formalism are in accordance with 

those of Chandrasekhar12 after the proper conversion from his(+,-,- ,-) metric signa

ture to ours. 
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II. EXACT PLANE WAVE AND PP-WAVE SPACETIMES: A REVIEW 

INTRODUCING OUR TERMINOLOGY AND NOTATION 

A plane fronted (PP) wave with parallel rays13 (M,g) is a spacetime where one 

can introduce a global coordinate chart ( U, V ,X ,Y ): M --?R 4 in which the metric takes 

the fom1 

(2.1) 

where h ( U ,X ,Y) is C 2 and satisfies 

(2.2) 

In such a spacetime, dldV is parallel [i.e., V(dldV )=0] and is in general the only Kil

ling vector field on (M,g ). The special case 

(i ,j=l,2)' (2.3) 

where hij(U) is a symmetric matrix with h;;(U)=O, defines the plane-wave13 space

times with their five-dimensional group of isometries. 

Note that, when h (U ,X ,Y)=O, except for O<U <a, the PP-wave spacetime 

represents an exact "sandwich wave" for which spacetime is flat for U ~0 and U ?:_a . 

Note also that whatever may be h, the propagation direction a;av is Killing, so the PP 

wave propagates without diffraction. The PP waves must be of infinite extent in the 

spacelik:e X ,Y directions because of Eq. (2.2), even though they are not in general 

plane symmetric. In fact, we will show in Sec. IV that neither of the above solitonlike 

properties of PP waves (flatness after the passage of the wave, and diffraction-free 

propagation) can hold true for almost-plane gravitational waves of finite transverse 

extent. 
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For a plane polarized plane wave in the "Kerr-Schild"-type chart13 (U ,V ;x ,Y), 

the function h takes the form 

When h(U)=O for U~ and for U :::;0 (i.e., for a sandwich plane wave), it is also use

ful to introduce the "Rosen-type" chart13 (u ,v ,x ,y ), which is defined on the open 

domain {F(U)G(U):t=O} of Mby 

X=xF(u), Y=yG(u), U=u, 

where F and G are the unique C 4 solutions to the equations 

F" 
-=h 
F 

G" 
-=-h 

G 

(2.4) 

(2.5) 

with initial conditions F (O)=G (0)=1, F'(O)=G'(O)=O, and F (U)=G(U)=l for U :::;0. 

In this local coordinate system the metric is 

(2.6) 

-+ . 
and the plane symmetry generators are given by Si=dldX 1 on the domain of the 

(u, v ,.:t ,y) chart, with (i =1 ,2) and x 1=x , x 2=y. 

The field equations (2.5) imply that, for a sandwich wave (2.6), in the domain 

{u ~}where h=O and where the spacetime is flat, 

F (u )= F (a) (u -! 1) , 
a-f 1 

(2.7) 
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where, because of the field equations (2.5), f 1>a , and f 2 e [-oo, a ]u[f 1, +oo]. 

These metric functions display, as we shall see, the focusing effect of the plane 

sandwich wave (2.6) on the null geodesics propagating in the u direction. We call the 

case f 1=! 2 the anastigmatic case and the generic case f f#f 2 the astigmatic case. We 

also denote the null surfaces (wave fronts) {u=O} and {u=a} by Nand N', respec

tively. 

To see the focusing effect of the plane wave on null geodesics (discussed in 

greater detail, e.g., in Ref. 13), consider, for an arbitrary value of v 0 , the null surface 

{ v =v 0 } generated by null geodesics on which u is an affine parameter and along 

which x, y, and v are constant. In the Minkowskian region /-(N), these null geo

desics generate a standard, flat, Minkowskian null surface; namely they generate the 

null surface { v =V =v 0 ) . On the other hand, assuming for simplicity that the plane 

wave is anastigmatic and using Eqs. (2.4) and (2.7), it is easily seen that in the other 

Minkowskian region /+(N ' ) lying to the future of the wave, the null surface {v=v0 } 

is a Minkowskian null cone CQ centered at the point Q which in the (U ,V ,X ,Y) coor

dinates is given by Q =(V =v0, U =! 1, X =Y =0). In other words, after they pass through 

the spacetime curvature sandwiched between the wave fronts N and N' of the plane 

wave, the initially parallel (shear-free and convergence-free) null geodesics generating 

the surface {v=v0 } are focused along the null generators of the Minkowskian null 

cone CQ, to the point Q in I\N '). Moreover, it is easy to see that the null generators 

of the surface { v=v 0 ) constitute one-half of the null generators of the achronal boun

dary1 j\zP) which have their past end points on ZP . Here p is any point in /-(N) 

with v (p )=v 0 , and ZP is the spacelike two-surface generated by p under the action of 

plane symmetry. The single null generator of the null cone CQ which runs parallel to 

(and thus does not intersect) the plane wave is the single past endless generator of 
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j+(zp ). Similarly, in the general astigmatic case, one-half of the generators of j\zP) 

which have their past endpoints on ZP generate the null surface { v =v 0 }, and after 

passing through the plane sandwich wave these generators are focused onto a space-

like curve lying in the null plane { U =! 1 }. This spacelike curve is given by 

{ U =! 1 , X =0, V =v0+Y2/(f cf 2)} in the (U ,V X ,Y) coordinate system. Along the 

null plane { U =! 1 }, which we will henceforth denote by S, there is a one-parameter 

family of null generators of j\zP) which do not have past end points and which all 

run parallel to the plane wave. 

Similar conclusions apply for the null generators of the achronal boundaries 

j+(p) where p eJ-(N) is a point sufficiently far away from the wave (before the 

wave's arrival). However, in this case the null generators are focused to a point (or a 

spacelike curve) lying beyond the surfaceS, i.e., at U>f 1. 13 

---+ 
The plane symmetry generated by the Killing vectors S; breaks down on the null 

surface S; that is, in the tangent space at any point on this surface S, the Killing vee-
---+ 

tors S; generate a subspace which is not a two-dimensional spacelike plane (see Sec. 

III B of this paper). This breakdown of "strict" plane symmetry on S (Sec. III B) 

allows the null generators of the achronal boundary j\zP) to intersect each other at 
---+ 

points in S. In the anastigmatic case, the S; degenerate on S to null Killing vectors 

that are proportional to dldV and that vanish on the line X =Y =0 ; hence, in this case 
---+ 

the S; span a one-dimensional null line at each point on S-{X =Y =0}. In the astig-
---+ 

matic case, s1 degenerates on S to a null Killing vector that is proportional to dldV 

---+ 
and that vanishes along the two-surface X =0, while s2 is still spacelike on S, generat-

ing symmetries along the spacelike line to which null generators of j\zP ) are 

---+ 
focused. In this case, the S; span a two-dimensional null plane at each point on 

S-{X=O}. 
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A further consequence of these focusing properties is the fact that plane-wave 

spacetimes are not globally hyperbolic, 13 even though they are geodesically complete 

and satisfy stable causality. Any partial Cauchy surface I: in r( $) cannot intersect 

S; hence S is a future Cauchy horizon for I:. This was to be expected, since strict 

plane symmetry on I: will be preserved throughout the domain of dependence of I:, 

which therefore cannot include S. [fhe past Cauchy horizon for a partial Cauchy sur

face that intersects the wave will be the time reversed analogue of Slying in /-(N).] 

ill. COLLIDING EXACT PLANE WAVES 

A. Review of exact solutions and a new viewpoint on the breakdown of local inex

tendibility 

The first results on exact solutions of the vacuum Einstein equations representing 

colliding plane impulsive gravitational waves with parallel, linear polarizations were 

obtained by Khan and Penrose, 14 and Szekeres.15 Later Nutku and Halil16 obtained 

the generalization of these solutions to arbitrary relative linear polarizations for the 

two incoming impulsive waves. Szekeres, 17 and Chandrasekhar and Xanthopoulos 17 

have obtained similar results for Einstein-Maxwell waves. TI1e main result of these 

exact solutions (see Fig. 1) is that the future of the collision surface (region IV) is 

bow1ded by a curvature singularity in future directions. Surprisingly, the singularity 

extends over to the past endless null generators of the surfaces N 1 and N 2 which 

would lie in the respective Cauchy horizons of the single plane-wave spacetimes if the 

collision were not taking place. 18·14 A curious result, therefore, is that the spacetime 

pictured in Fig. 1 is maximally extended, i.e., the points of S 2 and S 1 touching the 

surfaces N 1 and N 2 cannot be added to the spacetime even though these points do not 
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represent local curvature singularities-i.e., even though there are timelik:e curves run

ning into and terminating on these singularities which are completely contained within 

the flat regions II and ill. In other words the maximally extended colliding plane

wave spacetime is not ck -locally inextendible although it is globally ck -inextendible 

(maxin1al) for any k ~1 (for definitions, see Sec. 3.1 of Ref. 1). 

The first new result of this paper is to point out that the above failure of local 

inextendibility is not generic in the following sense. 

We define a spacetime (M,g) to be generically Ck -locally inextendible if there 

exists no open set U in M with the following properties. 

(i) U has non compact closure in M . 

(ii) ( U, g I u) has a C k -extension ( U' ,g ') in which the image of U has compact 

closure. 

(iii) l11ere is a point q e U and an open subset 0 of Tq M consisting of timelik:e 

vectors, such that for any vector X E 0 the geodesic { 'Yx (t )=expq (tX ), OSf <t 1 } from 

q is inextendible in M, and t 1 is finite . Here t 1 is the smallest upper bound of all 

t 'E R such that 'Yx (t )=expq (tX) is defined and contained in U for all t e [O ,t '). 

With this definition, the maximally extended colliding plane-wave spacetime of 

Fig. 1 is not only globally inextendible; it is also generically Ck -locally inextendible 

for any k ~1. 

Note that the key idea behind the usual definition of local inextendibility1 is tllis: 

One identifies as locally extendible, an10ng others, those (maximal) spacetimes that 

possess purely topological singularities, i.e., singularities which do not involve 

unbounded curvature but which nevertheless cannot be removed without destroying 

the topological manifold structure of the spacetime. Such a singularity may be 
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modeling the global influence of some essentially nonsingular matter distribution 

(e.g ., a cosmic string), or may be the result of some unusual "cutting and pasting" 

employed in the construction of the spacetime (such as those that appear in the cover

ing space of the two-dimensional Minkowski space with the origin removed). In all 

such cases our definition would identify these spacetimes as generically locally inex

tendible; i.e., the presence of their "noncurvature" singularities will be directly felt 

only by those freely falling observers which constitute a set of measure zero. Only the 

spacetimes in which such topological singularities are unavoidable for a "finite frac

tion" of all freely falling observers (e.g., because of the focusing of causal geodesics 

onto these singularities) will fail to satisfy generic local inextendibility. For example, 

if the topological singularities of the colliding plane-wave spacetimes which we have 

described above were to lie beyond the respective Cauchy horizons of the colliding 

waves instead of lying on them, then these spacetimes would fail to be generically 

locally inextendible. However, as our discussion of Tipler's theorem in the next sec

tion will make clear, tllis is not a possible outcome of generic plane-wave collisions. 

Thus, except possibly for a set of measure zero, all colliding plane-wave spacetimes 

will satisfy generic local inextendibility. 

Another important property of the above examples of colliding plane-wave solu

tions is that they are globally hyperbolic, since neither of the Cauchy horizons S 1, S2 

is contained in M. In particular, the singularities present in these spacetimes are "not 

timelike" in the sense of Penrose;19 that is, the singular points are part of an achronal 

future c boundary for (M,g ). 

We should also remark that recently Chandrasekhar and Xanthopoulos3 have 

obtained new exact solutions describing colliding gravitational impulsive-shock 

waves with nonparallel polarizations , in which the interaction region is bounded by a 
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Killing-Cauchy horizon instead of by a spaceli.ke singularity, and in which a timelike 

singularity appears when the solution is analytically extended beyond this horizon. 

However, as we will also discuss in the next section, it is shown in Ref. 4 that such 

Killing-Cauchy horizons in any plane-symmetric spacetime are unstable against 

purely plane-symmetric perturbations. Therefore, it is reasonable to expect that the 

spacetimes resulting from "generic" plane-wave collisions will always involve space

like curvature singularities with the same global structure as the solutions we have dis-

cussed above, regardless of the relative configuration of the incoming polarizations 

and wave forms . 

B. A general framework for studying colliding plane-wave spacetimes and an 

alternative proof of Tipler's theorem on their singularities 

The global structure of plane-symmetric spacetimes (e.g., plane waves and col

liding plane waves) is nontrivial when they possess Killing-Cauchy horizons on which 

their plane symmetry breaks down. When discussing such spacetimes from a general 

standpoint some care is needed. In this section we introduce a brief framework for 

analyzing general plane-wave and colliding plane-wave spacetimes. This framework 

is based on some intuitively plausible definitions and constructions which make pre

cise the basic notions that one needs in such a general discussion. We conclude the 

section with an important application of this framework: a discussion and an alterna

tive proof of Tipler's Theorem 12 on singularities of colliding plane-wave spacetimes. 

We will call a maximal (see Sec. 3.1 of Ref. 1) spacetime (M,g) plane sym-
--7 --7 

metric if there exists a pair of commuting Killing vectors l;1,s2 on M, and an open 
--7 --7 

dense subset of M at every point of which l;1,l;2 span a spacelik:e two-dimensional 

subspace in the tangent space. So as to exclude cylindrical symmetry, we assume that 
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-4 
the orbits of l;; (i =1, 2) are homeomorphic to R 1. If the open dense subset is all of 

M, i.e., if no breakdowns of plane symmetry occur, then we say (M,g) is strictly 

plane symmetric. 

In the strictly plane-symmetric region of any plane-symmetric spacetime there 
-4 

exist standard null tetrads constructed as follows: Since S; are Killing and span a 

spacelik:e two-plane at each point, there exist precisely two null geodesic congruences 
-4 -4-4 

everywhere orthogonal to l;; . Let I ,n be tangent vector fields to these congruences 
-4 

normalized so that g (I ,li)=-1. Let iil, nt• be two linearly independent complex null 
-4 

linear combinations of S; , which are complex conjugate, satisfy g (n:l ,iil*)= 1, and vary 
-4 

smoothly over the region of strict plane symmetry. Then (l ,ri,iil,iil*) is a null tetrad 

which is locally regular although it will not in general cover all of M. We will call 
-4 -4 

the tetrad (l,li,n:l ,iil*), together with the additional requirement that l,ri are Lie paral-
-4 -4 

lei along S; (which we can obviously impose since S; are Killing and commute), a 

standard tetrad. 

We will say that a plane-symmetric nonfiat spacetime is a plane wave if in a 

standard tetrad either 'l'o='¥2'::0 or '1'4='1'2::0. Note that this property is independent 

of the choice of the standard tetrad which is unique up to tetrad rotations of type ill 

(Sec. 7.3 ofRef. 12). 

We have seen in the last section that single plane sandwich wave solutions are 

not strictly plane synunetric, as focusing causes the breakdown of plane symmetry 

along a null hypersurface Sin I \ N'), where N , N' are the past and future wave 

fronts. Now consider a spacetime representing the collision between two plane waves 

moving in opposite directions. A plane-symmetric spacetime (M,g) will be said to 

model colliding plane waves if there exist two null surfaces N 1, N 2 in M, intersect-

ing in a spacelik:e two-surface Z, such that in any standard tetrad 'I' 4='1' 2=0 but 'I' #0 
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such a spacetime. 

In h ·fi ll.d. 1 1 · · d b 15 16 18 th ll. t e spec1 c co 1 mg pane-wave so utwns rev1ewe a ove, · · e co 1-

sion produces a spacetime singularity. That this is a rather general outcome of plane

wave collisions is shown by a theorem ofTipler.2 However, a key requirement for the 

proof of Tipler's theorem is that strict plane symmetry holds throughout the colliding 

plane-wave spacetime. Since this notion of strict plane symmetry is crucial to the dis

cussion that we will give in the next few paragraphs of this section, we first present a 

restatement and an alternative proof of Tipler's theorem which emphasize the require-

ment of strict plane symmetry explicitly. 

Theorem 1 ("Tipler's theorem"2). Let (M,g) be a strictly plane-symmetric space

time with a C 2 metric g, with the following properties. 

(i) Null convergence 1 holds on M: Rab K° Kb ~ for any null vector K. 

(ii) There exists a point p at which either at least one of ('¥0,cr,ct>00) is nonzero or 

at least one of ('1'4 ,A.,ct>22) is nonzero, in some standard tetrad on M. 

(iii) Through the above point p e M , there exists a partial Cauchy surface 1:. 

which intersects each null geodesic generator of j±(p) and which is noncompact in 
~ 

the spacelike direction orthogonal to ~; . 

Then, (M ,g) is not null geoclesically complete. 

~-4 
Proof Fix the standard tetrad mentioned in property (ii). Then since I ,n are 

geodesic and hypersurface orthogonal, we can arrange that the following Newman-

Penrose spin coefficients vanish (cf. the Appendix) 

* * * 0 K'=V=£+€ =p-p =j.l-j.l = . 
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Now assume, without loss of generality, that it is one of ('P0,cr,<l>00) that is 
~ 

nonzero at p (otherwise interchange the role of I and It in the argument, and accord-

ingly interchange the roles of the spin quantities). 

Let ZP denote the orbit of p under the action of the Killing symmetry group gen
~ ~ 

erated by Si>S2 . Then by plane symmetry, properties (ii) and (iii) hold at every point 

Now assume, in contradiction of the theorem's conclusion, that (M,g) is null 

geodesically complete. Consider j\zP ). These achronal boundaries are generated by 

null geodesics which by (iii) and because of strict plane symmetry all have their past 

(future) end points on ZP , and which are everywhere orthogonal to ZP and hence 

~ ~ ~ ' ± ~ 
(since Si are Killing) to 1;1,1;2. Thus J (ZP) are generated by integral curves of I and 

~ 
n that start off from zp . 

It is shown by Tipler in Ref. 2 that as a result of the assumptions (i) and (ii) 
~ 

above [and of the Ricci identities (A5) and (A6)], any null geodesic Yq parallel to l 

and passing through any point q in zp will have a conjugate point to zp along itself at 

some affine distance f from q . If we now fix our time orientation so that the conju-
. ~ 

gate point lies to the future of q, then every null generator of J\ZP) parallel to I has a 

conjugate point to ZP along itself at an affine distance u =! >0; and f is independent 

of the null generator. The noncompactness of the partial Cauchy surface in property 
. ~ 

(iii) guarantees that the null geodesic generators of J\ZP) parallel to l cannot inter-

sect (except on ZP) those parallel to It, and consequently since j\zP) has no boun

dary (proposition 6 .3. 1 ofRef. 1), the submanifoldj/(Zp)-Zp ofj\zp) generated by 
~ 

null geodesics parallel to l has no boundary . 
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We construct the map 

given by 

Claim: cj> is a diffeomorphism. 

That cj> is onto is obvious since all points on jt<ZP )-ZP are on null geodesics y 

from zp and for u > f Yq (u) does not belong to j/(Zp )-Zp for any q E zp (see Chap. 

4 of Ref. 1). That cj> is one to one is an immediate consequence of the strict plane sym

metry holding at every point of M, which strict plane symmetry prevents different 

null generators Yq and 'Yq' (q :;:q ') from intersecting each other. That cj> and cj>- 1 are 

smooth is clear by construction. 

Thus, 

Here, the symbol= denotes "is diffeomorphic to." But R 2x(O,/] has a boundary 

which is diffeomorphic to R 2, and therefore we obtain a contradiction to the proposi-

tion 6 .3.1 of Ref. 1. 

Therefore, the assumption that (M,g) is null geodesically complete must be 

false-a conclusion that proves the theorem. 0 

Tipler's theorem implies, as a specific application, that if the spacetime produced 

by the collision of two plane waves is strictly plane symmetric-as is the case in the 

classic examples (Refs. 14--16), then the collision must produce a singularity (null 

geodesic incompleteness). We have argued at length in Sec. ill of Ref. 4 that in a 
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spacetime which represents the collision between an exact plane gravitational wave 

and a plane wave of any physical field belonging to some restricted class, the break

down of strict plane symmetry is incompatible with global causality. Therefore, strict 

plane symmetry is a natural restriction to impose on colliding plane-wave spacetimes. 

However, the fully nonlinear gravitational field does not belong to the class of fields 

for which the arguments of Ref. 4 are valid; consequently these arguments do not 

prove that colliding plane-wave spacetimes are strictly plane symmetric. In fact, just 

as spacetimes containing a single plane wave fail (beyond the Cauchy horizon S) to 

be strictly plane symmetric, so also some colliding plane-wave spacetimes possess 

(Killing-)Cauchy horizons at which strict plane symmetry breaks down. Examples are 

the Chandrasekhar-Xanthopoulos3 solutions. Tipler's theorem cannot be applied to 

such spacetimes. 

On the other hand, as is suggested by calculations of Chandrasekhar and Xantho

poulos (Ref. 5) and proved by the author (Ref. 4), all such Killing-Cauchy horizons 

which break strict plane synunetry are unstable against plane-symmetric perturba

tions. Morover, as was shown by Chandrasekhar and Xanthopoulos5 for special cases, 

it is plausible (though not yet proved in general) that the (full nonlinear) growth of 

these instabilities always destroys the Killing-Cauchy horizon, thereby making the 

spacetime strictly plane symmetric. If this is the case, then all colliding plane-wave 

spacetimes whose causal structures are stable against plane-symmetric perturbations 

are strictly plane symmetric, and Tipler's theorem implies that they also are all singu

lar. 

It is interesting in revealing the depth of Tipler's theorem to note that for a single 

plane-wave spacetime the only conditions of the theorem that do not hold are strict 

plane symmetry and the existence of the partial Cauchy surface satisfying the 
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requirements in (ill) . As we argued in Sec. II these conditions are intimately related 

and presumably imply each other in the generic case.4 The partial Cauchy surface 

condition is used to guarantee that all generators of j+(zp) have past end points on ZP; 

whereas the strict plane symmetry is used to show that the map cp is a diffeomorphism, 

which is the vital step in our proof of Tipler's theorem. In fact, we will use this aspect 

of Tipler's theorem in a future paper to produce a qualitative argument for the 

existence of singularities in colliding almost-plane-wave spacetimes when the relevant 

parameters belong to a certain regime. 

Also note that (Fig. 2) Tipler's theorem [simply by taking the point p as an arbi

trary point in J+(N2)nr(N2')] implies that the points on the past endless generators 

of j \ZP) which would lie in the Cauchy horizon Swill become singular, and conse

quently Swill be cut off completely from the colliding plane-wave spacetime, a result 

that is not obvious from the analytical structure of the known exact solutions.18 

IV. GRAVITATIONAL-WAVE (GW) SPACETIMES 

In this section we tum attention to general solutions to the vacuum Einstein 

equations which represent a single "gravitational wave" propagating in an otherwise 

flat space. Plane-wave and PP-wave spacetimes are simple examples of such solu

tions; and we frequently will refer to them for comparison and motivation while dis

cussing more general gravitational-wave (GW) spacetimes. Our primary interest in 

studying GW spacetimes is to learn about "almost-plane waves"-GW spacetimes that 

in some suitable sense are of "finite spatial extent," representing a transversly bounded 

curvature disturbance carrying finite "energy" and propagating in an otherwise flat 

spacetime. (We will define almost-plane waves more precisely in paper 2 of this 

series.) Clearly almost-plane waves cannot be plane synunetric, since they have an 



-77-

amplitude that must satisfy suitable falloff conditions at large "transverse" distances.Z0 

We will see in Sec. IV B, by a theorem of Dautcourt, 10 that relaxing the assumption of 

plane synunetry on a such a spacetime forces it to have no Killing vectors in general 

and hence leaves little hope for an exact solution. Indeed, one can already guess that 

for a nonplanar gravitational wave the linear and nonlinear effects of diffraction and 

backscattering might cause the wave to evolve as it propagates, thereby preventing the 

existence of a Killing propagation vector. However, it is by no means clear whether 

the nonlinearity of the field equations can make possible the existence of localized, 

nondispersive, solitonlike solutions. Dautcourt's result shows that it cannot. 

The plan of this section is as follows. 

Section IV A is devoted to a careful definition of GW spacetimes and associated 

discussion. Roughly speaking a GW spacetime is a solution to the vacuum Einstein 

field equations which is flat prior to the arrival of a curvature disturbance (gravita

tional wave), but may or may not settle back down into flatness afterward. This sec

tion also introduces a class of "standard" coordinate systems and "standard" null 

tetrads to be used in studying GW spacetimes. 

In Sec. IV B we discuss a previous theorem of Dautcourt10 which directly 

implies that any GW spacetime possessing a null Killing vector field which points 

along the propagation direction-i.e., possessing a gravitational wave which pro

pagates in a perfectly diffraction free manner, indefinitely preserving its wave 

fonn-must be a PP-wave spacetime. Since PP waves are always infinitely large in 

transverse extent (Sec. IT), this result implies that almost-plane waves (which have 

finite transverse "size") must always exhibit diffraction. 

In Sec. IV C we discuss, present, and prove a "peeling-off'-type theorem about 

the behavior of the Weyl curvature quantities associated with a standard tetrad on a 
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general GW spacetime. 

In Sec. IV D we introduce the characteristic initial-value formalism of Penrose,7 

Muller zum Hagen and Seifert,8 and Friedrich9 which we will need to prove the 

theorem of Sec. IV D. We give a brief review of this fonnalism in a form that is 

appropriate to our conventions and notation, and we emphasize those aspects relevant 

to our purposes. 

Section IV E is devoted to another theorem about GW spacetimes: a proof that 

any GW spacetime that not only begins flat before the wave arrives but also returns to 

perfect flatness after the wave passes (i.e., any precisely "sandwich" GW spacetime), 

must actually be a PP-wave spacetime. Since all PP waves are infinitely large in 

transverse extent (Sec. II), this theorem implies that almost-plane waves must always 

leave "tails" behind in any region of space through which they have propagated. 

A. Definition of a GW spacetime 

Definition. A gravitational-wave (GW) spacetime is a geodesically complete 

(hence maximal), vacuum spacetime (M,g) with a C 2 metric g, satisfying the follow

ing conditions. 

(i) M is diffeomorphic to R 4. 

(ii) There exist two nonintersecting, null, achronal three-dimensional C 2 sub

manifolds (without edge) Nand N', whose null geodesic generators have no past or 

future end points in M, and which satisfy Ncr(N '). 

(iii) (M,g) is flat on / - (N). 

(iv) There exists a noncompact partial Cauchy surface through every point 

peM. 
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(v) g is C oo outside Nand N'. 

Remark. The differentiability class of M is assumed C 00

• It can be shown, using 

the characteristic initial-value formalism which we will outline in Sec. IV D, that 

there exist spacetimes satisfying all the above conditions except geodesic complete-

ness. Completeness cannot be proved for these spacetimes because of the local nature 

of the existence theorems; nevertheless, in view of its mathematical naturalness and 

the relatively unimportant role it will play in what follows, we retain the assumption 

of completeness. We also remark that, by appealing to Christodoulou's recent 

theorems21 proving the global existence of solutions to the initial-value problem for 

the vacuum Einstein equations with "small" initial data, it seems physically plausible 

(and in fact extremely likely) that for sufficiently "weak" gravitational waves-not a 

serious restriction for our purposes-the completeness condition will indeed be 

satisfied. 

On any GW spacetime there exist local coordinate systems (u ,v ,x ,y ) for which 

N , N'=(u=O},(u=a} and in which we can find a local null tetrad with the form 

l=R[~+A~] dU dV 
-+ a 
n= 'dv ' 

where R ( u , v ,x ,y ) , A ( u , v ,x ,y ) , and <O(u ,v ,x ,y) are real 

(4.1) 

and 

M (u ,v ,x ,y) , N (u ,v ,x ,y) are complex functions. (A proof and detailed discussion 

will be given in a future paper. 20 ) We call such a local chart and tetrad a "standard 

coordinate system" and its "associated standard tetrad." If the GW spacetime has a 

(null) Killing propagation direction, we also require a standard coordinate system 
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(u ,v .X ,y) to satisfy dldv=Killing vector, but we drop the requirement that 

N'=(u=a}. Note that for both the general case and for a GW spacetime with a Kil

ling propagation direction, neither the standard charts nor the standard tetrads are 

uniquely defined; in both cases a large amount of coordinate and tetrad transformation 

freedom remains in the choice of these charts and tetrads. For example, for a 

sandwich plane-wave spacetime (Sec. II), the "Kerr-Schild" -type chart and the 

"Rosen"-type chart are both standard coordinate systems. 

B. The only diffraction-free GW spacetimes are PP waves 

In a short paper10 published in 1964, Dautcourt classified all vacuum spacetimes 

possessing a null Killing vector. According to his classification, such spacetimes 

either are PP waves or are certain solutions of Petrov type II or I. Furthermore, his 

solutions of Petrov type II or I have the property that their curvature-invariant 

RabcdRabcd is nonzero on a region that extends into r(N) for any null surface N 

satisfying property (ii) above, and diverges on a three-dimensional timelilce hypersur

face.10 Obviously, these type-! or type-II solutions cannot be gravitational-wave 

spacetimes according to our definition above. Therefore, as we have stated earlier, the 

only GW spacetimes with a Killing propagation direction (the only diffraction-free 

GW spacetimes) are PP waves; and this in tum implies that almost-plane waves must 

always exhibit diffraction. 
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C. A "peeling" -type property of general G W spacetimes 

We now prove a "peeling"-type result about the behavior of the curvature tensor 

in a general GW spacetime. 

Theorem 2. Let (M,g) be a gravitational-wave spacetime with wave fronts 

N, N'; thus (M ,g) is flat on / - (N) where N is the past wave front. Then, there 

exists a collection of open sets ( U al, U acl+(N), such that uaU a:::> N , and on each 

U a , 'I' 1='1' 2='1' 3='1' 4=0 in any standard chart and tetrad. 

Remarks. This result implies that any generic observer through whom the curva-

ture disturbance of the GW spacetime passes will first feel only the 'I' 0 component of 

the Weyl tensor in any standard tetrad. Only later, and in a "sudden" (i.e., nonanalytic, 

shocklike) fashion, the other components 'I' 1> '1'2, '1'3, and 'I' 4 (which represent back-

scattered curvature) will appear in the measured gravitational field. Hence, if we trace 

the history of the observer's measurements backwards in time, the quantities 

'I' 1o 'I' 2, 'I' 3, 'I' 4 will "peeloff' (not necessarily in that order) before the quantity 'I' 0 

vanishes and the disturbance is turned off. 

Proof In any standard chart (u ,v ,x ,y ), the surface N is given by N=( u =0} and 

the standard tetrad is of the fonn of Eq. ( 4.1 ): 

'=R[~+A~] dU dV 
(R :;tO) 

--t d 
n=-

()v ' 

Since the metric is C 2, and the spacetime is flat on / - (N), all curvature quanti-

ties vanish on N={u=O} . Now assume, in contradiction to the theorem's conclusion, 

that there is no set of neighborhoods ( U al , U acl\N) satisfying uaU a:::> N such 
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that on each U a , 'I\='1'2='1'3='1'4::0. Let {V a} be the collection of all open sets in 

/+(N) on which '1';::0, i=1,2,3,4. Then the complement 0 of uaV a in M is an open 

set intersecting N, and On!\ N) does not contain any open neighborhoods on which 

Thus in fact, lnt 

and therefore [ On!\N)]n{p EM, 

('I' 1, 'I' 2• 'I' 3, 'I' 4)(p )*0} is a nonempty open set whose closure intersects N in the clo-

sure of an open set W in N . Then, it follows from the repeated application of the 

argument below to noncharacteristic surfaces in a neighborhood of N, that there 

exists at least one open subset W of Nand an open neighborhood U 1 around it, for 

which at least one of'¥1,'1'2,'1'3,'1'4 is nonzero at any point in U 1nl+(N). 

Now in general '1'0 will be nonzero on t/. Then, perfonn a type-IT tetrad rota

tion 12 with a local function b to make 'I' 0
1::0 on {/. [This can be done since 

('1'1,'1'2,'1'3,'1'4)#) at any point.] The rotated tetrad will be of the form 

1 =R _l_+RA I _E_+P I _E_+Q I _E_ 
dU dV dX dy ' 

-+I -+ a n =n=-
dV ' 

Henceforth we will omit primes over the quantities belonging to the new tetrad. 

Now in this new tetrad 'l'o=O on t/. But then, the Bianchi identities give us 

-D 'I' 1=-3K'I'2+2(E+2p)'l' 1, 



- 83-

-D 'I' 4=-8"' 'I' 3-( 4E-p )'I' 4+( 47t+2c:x.)'I' r 3A. 'I' 2 , 

which, when written in terms of partial derivatives with respect to the coordinates 

according to the tetrad above, and when the spin coefficients and metric components 

are regarded as known functions, yields us a system of first-order linear partial dif

ferential equations for 'I' 1, 'I' 2• 'I' 3• 'I' 4 . 

By the C 2 -ness of g , 'I' 1='!' 2='!' 3='!' 4=0 on N, and hence also on WeN. Since 

R =R ':;t;O at any point, the surface W is a noncharacteristic surface for the above sys

tem of equations, given locally by ( u =0). Since the coefficients are smooth [at least 

C 3 since g is C 4 on I\N)nr(N')], any C 1 solution ('!'1>'!'2,'!'3,'!'4) of the system 

above is uniquely determined in some neighborhood //'of Wby Holmgren's unique

ness theorem extended to nonanalytic equations (John22 and Smolle?3) . (In fact, one 

can safely assume g to be piecewise analytic thus eliminating the need for such an 

extended uniqueness theorem: that piecewise analyticity, by the Cauchy-Kovalewski 

theorem, 22 implies that the unique C 1 solution of the above system is also analytic on 

its domain of uniqueness.) But as we clearly see from the above system of equations, 

'I' 1 ='I' 2='!' 3='!' 4=0 is a C 1 solution in any neighborhood of W, of the above initial

value problem. Therefore it is the unique solution in some neighborhood V' of W, 

and 'I' 1 ='I' 2='!' 3='!' 4=0 in that neighborhood //'. 

But since 'Po=() on t./, t./n //'is a flat neighborhood of Wand hence in the 

original tetrad, on {./ n V' , 'I' 1='!' 2='!' 3='!' 4:::0. This contradicts our assumption 

about Wand U', since (t/n 1/')ni\N) is nonempty and is contained in t./nl+(N). 

This contradiction proves the theorem 2. 0 
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D. Review of the characteristic initial-value formalism 

Our next result about GW spacet.imes is a uniqueness theorem similar to that of 

Dautcourt: Whereas Dautcourt's theorem (Sec. IV B above) says that the only 

diffraction-free GW spacetimes are PP waves, our next theorem (Sec. IV E below) 

says that the only sandwich GW spacetimes are PP waves . Since the proof of the 

theorem makes extensive use of the characteristic initial-value formalism as 

developed by Penrose? Muller zum Hagen and Seifert,8 Friedrich,9 and others, we 

first give in this subsection a brief review of this formalism, emphasizing those aspects 

that are relevant to our purposes. We follow Friedrich9 quite closely, though with 

entirely different conventions. 

We assume that we are given a "spacetime M with boundary," where the boun

dary ()M=S consists of two null surfaces N 1, N 2 intersecting and tenninating in the 

past directions on a spacelike two-dimensional submanifold Z=N1nN2; 

()M=S=N1uN2uZ . Here the geometry on the boundary ()M .is to be understood as 

the geometry given by the limit of the metric g which lives in the open interior of M; 

this limiting metric defines smooth tensor fields on the manifolds without boundary: 

IntNl> IntN2, and Z . We describe the situation in Fig. 3. 

We will now outline the construction of a local coordinate system and tetrad on 

M , which are particularly well suited for the discussion of the initial-value problem. 

We will call them Friedrich's tetrad and coordinate system.9 They are constructed as 

follows. 

On Z choose coordinates x 3 ,x4=.xA (=x ,y ). 

On N 1 choose a function u 2:0 which vanishes on Z and which is the affine 
~ 

parameter along integral curves o£""1 1::/ , the null geodesic generators of N 1. Let Zu
0 

be the two-dimensional subman.ifold {u=uo} in N 1. Choose on Z complex vector 
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fields 1 3, 1 4=13 • with g (13,14)=1, g (13,13)=0 which are tangent to Z 0 Propagate 

13,14 onto N 1 in the following manner: Construct 13' , 14' as the parallel transports of 

1 3,14 along 1 1 0 At any point in N 1 , 1 3 (14) lies in the intersection of the 13' 1\11 

(14' Ae\) plane with the two-surface Zuo through that point, and g {13,14)=1, 

g {13,13)=g (14,14)=0° 

Choose a coordinate u ~0 on M coinciding with u on N 1, such that V u 0 , u=u 0 

is a null hypersurface in M o Put 12= Vu on Mo Parallel transport 11, 13,14 from 

N 1 to all of M along integral curves of 12 0 Choose a function v ~0 on M and func

tions xA on M (A =3,4) such that (i) xA coincide with xA on Z, (ii) xA are constant 

along null generators of N 1 and null generators of the {u=u 0 ) hypersurfaces [and 

hence 12(xA )=0], (iii) v =0 on N 1, and (iv) { u ,v .xA) form a coordinate system such 

that 12=df()v 0 

As a result of these constructions, we have 

(4o2) 

as a null tetrad on M o We also have N 1={v=0), N 2={u=0), and Z={u=v=O) o 

Moreover, 

K=E=O on N 1 (v=O) , (403) 
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while on the whole spacetime M 

A"' + v=y=t=n:-(a.+p )=J..L-J..L =0 on M . (4.4) 

We now formulate the fundamental theorems of the characteristic initial-value 

formalism. 

An initial data set is a set of complex- and real-valued functions 

on S=dM=N1uN2uZ . A reduced initial data set is a set of complex- and real-valued 

functions J..l, p, cr, A, 1t, SA on z such that gAB =sA s"'8 +s8 s"'A is a positive definite 

metric on Z, and complex-valued functions '1'4 on N 2 and '1'0 on N 1. It is assumed 

that the initial and reduced initial data sets satisfy Eqs. ( 4.3) and ( 4.4 ). 

Theorem 3. Let an initial data set on S satisfy all the constraint equations 

obtained by restricting the vacuum Einstein field equations onto the initial surface S . 

Then this initial data set mliquely determines, in some neighborhood of S , a vacuum 

spacetime (M,g) with boundary ()M=S and with the data on S coinciding with the 

restrictions to S of the spin quantities on M in some suitable null tetrad and coordi-

nate system on M. 

Theorem 4. A reduced initial data set on S uniquely determines, by using the 

constraint equations, an initial data set on S that satisfies the constraints. 

For the proof of theorem 3, see Refs. 9 and 8. In our proof of theorem 5 in the 

next section, we will need the intermediate steps of the proof of theorem 4. Therefore, 

we sketch here an outline of this proof, following Friedrich.9 

Proof of theorem 4 . 
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(1) To find the initial data on Z from the reduced initial data, first use the com-

mutation relations 

(4.5) 

and 7t=CX.+~· [Eqs. (4.4)] to find cx.,~,7t on Z. All other initial data on Z are known 

from the reduced initial data and Eqs. (4.3) and (4.4) (since Z cN1), except 

'I' 1> '1'2 , and '1'3 which are found from the following Ricci identities restricted to Z: 

~· cr-~p=p(cx."' +~)-cr(3cx.-~· )+'I' 1 , (4.6) 

(4.7) 

(4.8) 

(2) To find the initial data on N 1, proceed as follows: First use '1'0 on N 1 given 

by the reduced initial data, and the following commutation relations and Ricci identi-

ties, restricted to N 1, 

_~:A =- • _~:A _ J: • A 
~ •u p ~ cr~ ' 

2 * -D p=-p •u =p +<J(j ' 

-D <r=-<J ,11 =cr(p+p * )-'I' 0 · 

(4.9) 

(4.10) 

Use these to integrate, onto N 1, by ordinary differential equations along null genera

tors of N 1, the reduced initial data { SA ,p,cr on Z } . Then use the Ricci identities on 

* "' A A"' '1'1=~ cr-~p-p(cx. +tJ)+cr(3cx.-tJ ) , (4.1la) 
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+p(a."' +13)-cr(3a.-13*) , (4.1lb) 

to determine a.,f3,'¥ 1 on N 1 from w,~A ,p,cr on N 1 which are known from the preced-

ing step and from Eqs. (4.3). Similarly, use the Ricci identities on Nlo 

(4.12a) 

'I_ 'I ... ... ... ... 2 
-D 1\.=-ll.,u=-o (a.+P )+p'A+cr ~-t+(a.+J3 ) 

(4.12b) 

to detennine j.t, 'A, and '¥ 2 on N 1 by integrating, by ordinary differential equations 

(ODEs) along N 1 , the reduced initial data on Z . Finally, use the Ricci and Bianchi 

identities on N 1, 

(4.13) 

(4.14) 

to determine '¥ 3 and '¥ 4 on N 1. 
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(3) To find the initial data on N 2, proceed as follows: Use the commutation rela-

tions and the Ricci identities on N 2 , 

• • • U •v=-(E+E )+7tro+7t 00 , 

(4.15a) 

tA = tA A_"' t *A 
~ •v j.t~ + ~ ' (4.15b) 

(4.15c) 

to determine xA, SA , ~. c:x., oo, and 1t on N 2. This should be done after finding A and J.l 

on N 2 from 'I' 4 on N 2 , by using the following Ricci identities on N 2: 

(4.16) 

(Note that '1'4 on N 2 is given by reduced initial data.) Next find '1'3 , '1'2 , p, and cr on 

N 2 as follows: First find p and cr on N 2 by integrating the ODEs on N 2 which follow 

from the Ricci identities 
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-aa*-1313*+2aj3 . (4.17) 

Then use the Ricci identities 

(4.18a) 

(4.18b) 

on N 2 to compute '!'3 and '!'2 on N 2. Finally, use Eqs. (4 .15a) and the Ricci and 

Bianchi identities on N 2, 

(4.19) 

(4.20) 

(4.21) 

(4.22) 

to determine €, K, 'I' 1 , 'I' 0, and U on N 2 . 

The uniqueness statement in the theorem now follows straightforwardly, since 

we have only integrated ordinary differential equations to detennine the initial data on 

S from the reduced initial data on S . 0 

E. The only sandwich GW spacetimes are PP waves 

Theorem 5. Let (M,g) be a gravitational-wave spacetime with wavefronts 

N 2 , N 2'; hence (M,g) is flat on / -(N 2). If (M,g) is also flat on I\N2'), and if the 

fundamental theorems of the characteristic initial-value fonnalism hold globally 

(rather than just locally) on M, then (M,g) is a PP-wave spacetime. 
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Remark. A gravitational wave of this type, which leaves spacetime precisely fiat 

both before and after its passage, is called a sandwich wave. This theorem then says 

that the only sandwich gravitational waves are PP waves. 

Proof We assume, as stated in the theorem, that /+(N2') (Fig. 3) is fiat and that 

Theorem 3 holds globally on M; and we seek to show that (M,g) is a PP-wave space

time. 

Choose a null surface N 1 which intersects N 2 transversely in a spacelike two

submanifold Z (and N 2' in Z') (Fig. 3). Then, that portion of the spacetime which 

lies to the future of the initial null boundary S=N1uN2uz is uniquely detennined by 

the reduced initial data it induces on S . From here on, we will only be interested in 

this region /+(S) of the spacetime (M,g) together with the boundary of this region 

S=dl\S), and we will denote the spacetime region with boundary, /+(S)uS, by the 

same symbol M, where 'dM=S. The following proof will show that if (M,g) is a 

precisely sandwich GW spacetime as defined above, then the reduced initial data 

induced on the null boundary S is PP-wave reduced initial data. This is sufficient to 

prove theorem 5, since the location of the transverse null surface N 1 is arbitrary. 

Before proceeding with the proof, we observe that the flatness of /+(N2') and 

r(N2) requires 'I'o='¥1='¥2='¥3='¥4=0 on N 2, on Z, and on N 1u/+(N2'). That is, 

all curvature quantities (in any tetrad) vanish on the null boundary S except on that 

portion of N 1 lying between N 2 and N 2' (Fig. 3). We also note that, in general there 

is some coordinate freedom in choosing Friedrich's coordinate system and tetrad on 

the spacetime M with (null) boundary S=dM=N1uN2uZ . In the following, we will 

use this gauge freedom in the choice of Friedrich's chart, coupled with the freedom to 

choose the transverse null surface N 1 (the choice of which is completely arbitrary), to 

construct a specific null boundary S and a specific Friedrich-type coordinate chart on 
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the spacetime M with boundary S . These choices for S and for the Friedrich-type 

coordinate chart on M=l+(S) will be particularly well suited for studying the exactly 

sandwich GW spacetime (M,g ). 

The gauge freedom in the choice of a Friedrich-type coordinate system can be 

decomposed into two different types of coordinate transformations. The transforma

tions of the first type are generated by the successive application of two transfonna

tions: (i) transformations of the form u 1=<X.(xA )u on N 1 which give, upon extending 

u 1 uniquely as a null coordinate, u 1=u 1 (XA ,u ,v) on M, where a. is an arbitrary func-

tion on Z which is extended to S by keeping it constant along the null geodesic gen

erators of N 1 and N 2; (ii) transformations of the form V 1=V 1(U ,v ,.xA) which are so 

adjusted that when xA 1=XA 1(XA ,u ,v) on Mare obtained from the xA on N 1 by keep

ing them constant along the new integral curves of 11
1 =-V u 1 

, we have ()!()v 
1 

=-V u 1 

and v 1=0 on N 1 in the new primed coordinate system. The second type of coordinate 

transfonnations generating the gauge freedom in the choice of Friedrich's chart are 

given by 

where all primed quantities are arbitrary functions of their arguments. Since 

xA 1 (and xA) are to be constant on null generators of N 1 and N 2, these transforma-

tions reduce to 

And if N 1 and N 2 are fixed, since we have V
1
=0 on N 1, these transfonnations further 

reduce to 
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Both types of coordinate transformations induce tetrad rotations, since the old 
-t 

ri,l ,nl ,nt• in the new coordinate system will not be of the form (4.2), and tetrad rota-

tions are necessary to bring them back into the form (4.2) in the (u 1 ,V 
1 
,xA 

1
) chart. 

In the next two paragraphs we will use, as we have indicated before, the above 

coordinate and tetrad freedom coupled with the freedom in the choice of N 1 , to bring 

Friedrich's coordinate system and associated tetrad into a form that meshes nicely 

with the structure of our sandwich GW spacetime. 

We begin with the freedom to choose N 1. We shall choose N 1 so that it is given 

by v=O, where v is a Mink:owskian null coordinate in I\N~). That is, dv is a parallel 

null 1-fonn in the flat region /+(N~), or in other words on l+(N~) there is a coordinate 

system ( v ,u 1 ,xA 1 ) in which the metric is 

_l. (du 1 ®dv +dv ®du 1 ) 

2 

Note that this choice of N 1 on I\N1
1

) completely fixes it everywhere in spacetime 

including the region between N 2 and N 1
1

, because there exist precisely two null sur-

faces passing through any spacelike two-surface. In other words, N 1 is extended in 

the past directions l1eyond the spncelike two-surface Z 1 (Fig. 3) as that null surface, 

which together with N 1
1 constitutes the unique pair of null surfaces through Z 1

• 

Now the scaling freedom in u, i.e., the freedom of coordinate transfonnations of 

the first kind, is fixed by the arrangement that the wave front N 1
1 coincides with the 

null surface ( u =a ). (Then the coordinate v is constructed as usual from - V u , using 

u and some choice of coordinates xA on Z and thereby on M.) We are then left with 

the following coordinate freedom of the second type: 
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We fix this remaining freedom totally by noting that, since z' is a two-dimensional 

spacelik:e hypersurface in flat spacetime contained in ( v =0} , the induced metric on it 

is flat, and hence we can arrange xA 1 =xA 1 (xA ) on Z in such a manner that at ( u =a } 

on N 1: 

for A=3 , 

1-i 
= 

2 
for A=4. (4.23) 

(Note that we are leaving the tetrad vectors iit, iit* fixed during the above arrangement 

of coordinates.) Then gAB (u=a )=oAB. But using Eqs. (4.10), since Z 1cN1, this gives 

~a.· =o onZ' . (4.24) 

Now, note that we have two coordinate systems covering J\N2
1
): (u 1 ,V ,xA 

1
) and 

(u ,v ,xA ), where the first one is Minkowskian. As we will argue later, N 2
1 (as well as 

N 2) is a flat null surface in Minkowski spacetime, and therefore by construction one 

can find a Minkowskian coordinate system (u 11 ,v 11 
,xA 

11
) on l+(N2

1
) [rotating 

(11 1
, (' ,xA 1

) by a Lorentz transformation, if necessary] such that 'dl'dv =iJI'dv 11 on Z'. 

But then on Z 1
, 'dl'dv ='dl'dv 11 =fi; and since iit is tangent to Z 1

, V ,11 fi on Z 1 does not 

depend on the extension of fi from Z 1 to M . In particular, 'dl'dv" is an extension of 

1i I z' to M ; and hence 
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since 2J/2Jv" is a parallel vector field on /+(N2') and the metric is C 2
. But 

V,;tli=(a"' +13)#-A."' iil*-~1. Thus, on Z' we have a"' +13=0, which by Eq. (4.24) gives 

a=l3=0 on Z '. Therefore, in this way we fix the above remaining coordinate freedom 

so that on N1o a(u=a)=j3(u=a)=O, s\u=a)=(l+i)/2,/;4(u=a)=(l-i)/2, and 

gAB (u=a )=oAE . Note that, with this procedure we also fix the remaining freedom for 

--+ --+ --+ --+ --+ ·e-+ --+• ·e-+• tetrad transformations of type ill: I~[' n ~n' m ~e I m ' m ~e -I m ' where e is a 

function which depends only on xA . 

11tis completes our specialization of Friedrich's coordinate system and tetrad. In 

the next paragraph we shall derive the special values of the spin coefficients associ-

ated with this tetrad. 

Now, since N 1 is a flat null surface in Minkowski space for u ~a, its null geo-

desic generators have no shear or convergence; and hence, since on N 1 the null gen-

--+ 
erators are tangent to I, we have p=cr=O for u ~a on N 1. But by the Ricci identities 

(A20) and (A21) on M, 

These imply, by the uniqueness theorem for ODE, 

p=cr=O for u>a 

on all of M. Applying the Ricci identities (A8) and (A9) on N 1 for u ~a , and using 

the same arguments as in the last few equations, we obtain 

for u >a 
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on all of M. (Here we have used the fact that, by the choice of the coordinates xA , 

we have a.=j3=0 at u=a .) Similarly, we obtain 

for u ?:_a , 

on all of M . Since N 2 and N 2' are nonsingular null surfaces whose null geodesic 

generators have no end points in M (and M is complete), we have 

on N 2 and N 2' . 

Then using Eqs. (All) and (A12) on M for u ?:_a we obtain 

for u >a 

on all of M. 

Now, having completed the construction of our specific Friedrich-type coordi

nate system and its associated tetrad and the specific null boundary S=N1uN2uZ on 

which our sandwich OW spacetime induces a characteristic initial data set, we return 

to the proof that the sandwich OW spacetime (M,g) is actually a PP wave. Clearly, 

by theorems 3 and 4, there is a one to one correspondence between vacuum sandwich 

OW spacetimes, and the reduced initial data sets they induce on the null boundary S, 

expressed in the coordinate system and tetrad constructed above. We will call such 

reduced initial data, which correspond to sandwich OW spacetimes, "good reduced 

initial data." Note that this condition of "goodness" on a reduced initial data set is 

equivalent to the demand that the spacetime which develops uniquely from it accord

ing to theorem 4 is flat on l+(N2') and r(N2). 

It is not hard to prove, using Eqs. (4.5)-(4.22), that any good reduced initial data 

set on S is completely determined by giving 'I' 0 on Nb between u =0 and u =a . 
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Therefore, the set of good initial data is in one to one correspondence with a certain 

subset of the set of all C 2 functions '¥0 on N 1, which vanish for u=O and u ~a. In the 

following paragraphs, we will prove that any good reduced initial data set is neces-

sarily a PP-wave reduced initial data set, which will prove the theorem. 

We begin by noting that a PP-wave metric in the Kerr-Schild coordinates is asso-

ciated with the null tetrad 

~ [ a a J 1 =2 au +h(U ;x ,Y) av , 

--+, a 
n =av' 

--+, I+i a 1-i a 
n1 =----+----

2 ax 2 aY · 

in which the only nonzero spin quantities are 1C' and '¥0'=-o'K', and in which o'"' K'=O. 

When we transform this coordinate system and tetrad into Friedrich's form [Eq. (4.2)], 

the only nonzero spin quantities are p, cr, and 'Po='¥0', where o"' 'Po=O. Therefore the 

PP-wave reduced initial data will consist of (i) ;A ,p,cr on Z with J.tr=~O on Z, (ii) 

'¥4=0 on N 2 , and (iii) '¥0 on N 1 with o"' 'Po=O and 'Po=O for u=O, u ~a. 

A necessary condition for the reduced initial data induced from '¥ 0 to be good is 

that, when the Eqs. (4.10), (4.9), and (4.11b) are solved with initial conditions (4.23) 

and p, cr, a, 13=0 at u=a, and when Eqs . (4.12b) are then solved for f.L, A. with initial 

conditions f.L, Ar=O at u=a, one then obtains, at u=O (on Z): 

f.L(O)=A-(0)=0 , 

+2aj3] I u=O=O , (4.25) 
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'1'1(0)=[8* cr-8p-p(a* +f3)+cr(3a-f3* )] I u=<FO. 

We claim that these conditions can only be satisfied if 8* 'I'o=O on N 1. 

Since the proof of tlus claim is rather long, we will only outline in tllis paragraph 

the main steps. First define A :=8p-8* cr. A satisfies, on Nl> 

A=O on u=a in N 1 . (4.26) 

Now using theorem 2 and the Bianchi identities, tills gives A =0 in some neighborhood 

Ua of {u=a} in N 1. By theorem 2 and the Goldberg-Sachs theorem,24 A=O in some 

neighborhood of { u =0} and { u =a } in N 1, and thls gives a=f3=0 at u =0. Again by 

the Bianchi identities thls implies 8* 'I' 0=0 on some neighborhood of { u =0} in N 1. It 

then follows from Eqs. (4.26) using standard arguments for ordinary differential equa

tions [specifically, using an energy-type inequality, which involves a positive-definite 

expression depending on IDA I and I 'I' 0 12 and which is obtained from Eqs. ( 4.26), 

(4.10), (4.9), and (4.25)] that if 8* 'I'#O at any point on N 1 , IDA I and thence 

A =8p-8* cr are nonzero at u=O. But tills contradicts Eq. (4.25). Therefore 8* 'I'o=O on 

N 1 for any "good" '1'0 on N 1 and the claim is proved. [To understand tlus claim more 

intuitively. first note that we still have some freedom left in the choice of the null sur

face N 1 , even though we have restricted it to be a flat M.inkowskian surface on 

I\N2'). Tills freedom consists of (i) rotating the surface N 1 by Lorentz transforma

tions applied in the flat region / +(N 2'), and (i.i) translating N 1 linearly in /+(N2'). 

Thus, even if the fact 'I'#O on N 1 were compatible with Eqs . (4.25) for a particular 

choice of the surface N 1, we could readjust the orientation of N 1 by using the above 

freeedom in such a way that with the new choice of N 1, Eqs. (4.25) would be 
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violated.] 

It is easily seen that the initial data set associated with a good reduced initial data 

set induced from a '!'0 with 8* 'I'o=(> on N 1 has the following form: (i) on N 1 

'I'o=O for u ?:_a and u =0 , 

p,cr=O for u >a 

'I' 1 ='I' z='I' 3='I' 4=0 , 

XA=U=ro=O 
' 

while SA are found by Eq. (4.9). (ii) On Z 

XA=ID=U=O 
' 

while sA ,p,cr are nonzero. (iii) On N 2 

U=XA=ID=O, 

while SA ,p,cr are nonzero but independent of v. (iv) On the whole spacetime, 
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-r=v=y=O. 

Now we are ready to show that good reduced initial data corresponding to '¥0 on 

N 1 with o* 'Po=() are PP-wave reduced initial data. To prove this, it is enough to 

prove that the spacetime which uniquely develops from the initial data above (which 

are induced from reduced initial data with o* 'Po=()) is a PP-wave. 

To find the spacetime that develops from these initial data, just put any of the 

quantities 

~A ,xA, ro, u, ~.A., K, E, a,~. 1t, p, cr, 

at (v ,u ,x3 ,x4
) equal to their values at (v =O,u ,x3 ,.x4); in other words, just transport 

identically every quantity on N 1 along integral curves of ft =dldv, independently of v. 

Clearly the resulting spacetime will be vacuum (the Ricci and Bianchi identities are 

trivially checked) and will induce the above initial data on S=N1vN2vZ. Morover, 

by uniqueness (theorem 3), it will be the unique vacuum spacetime developing from 

the above initial data. Clearly the vector li=()f()v is a Killing vector for this spacetime 

(and is also parallel), and the resulting spacetime is fiat on J+(N2') and J-(N2). 

Hence the spacetime is a PP wave. 

This completes the proof of theorem 5. 0 
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V. CONCLUSIONS 

We have reviewed in this paper the general structure of exact colliding plane

wave solutions of the vacuum Einstein equations; and we have argued on the basis of 

previous work, both by the author and largely by others, that those solutions whose 

causality structures are stable against plane-symmetric perturbations will involve all

embracing spacelike curvature singularities bounding the spacetime in the future of 

the collision plane. We have given a detailed qualitative review of the well-known 

focusing effect of plane waves in both single and colliding plane-wave spacetimes, 

and by discussing and giving an altemative proof of a singularity theorem originally 

discovered by Tipler,2 we have described how this focusing property makes inevitable 

the occurrence of singularities in generic plane-wave collisions. We have carefully 

stressed the subtle aspects of Tipler's singularity theorem and emphasized the reason 

for its inapplicability to single plane-wave spacetimes and to colliding plane-wave 

solutions which possess Killing-Cauchy horizons. 3•4 

We have defined and analyzed general gravitational-wave spacetimes and we 

have seen that the PP-wave solutions-a particular family of GW spacetimes-satisfy 

strong uniqueness theorems, much like the Kerr-Newman family which satisfies the 

well-known black-hole uniqueness results. We have pointed out the insight that these 

results give into the structures of almost-plane waves, which constitute a special case 

of gravitational-wave spacetimes. In particular we have seen that almost-plane waves 

must always exhibit diffraction, since by the classification theorem of Dautcourt10 the 

only diffraction-free GW spacetimes are PP waves; and we have seen that almost

plane waves must leave behind "tails" in any region of space through which they have 

propagated, since the only GW spacetimes with a precisely "sandwiched" curvature 

distribution are the PP waves. 
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APPENDIX: NEWMAN-PENROSE EQUATIONS IN RATIONALIZED FORM 

The Newman-Penrose equations as originally formulated6 were based on the 

metric signature (+,-,-,-). When one adopts, instead, the signature (-,+,+,+), they 

assume the following "rationalized" fonn. 

Commutation relations: 

+( 't-+1t. )8* ' (Al) 

~ ~- * A_ * * * vD -D u=-( a +..,-1t )D -~+(p +€-€ )8 

(A2) 

* * A * 8~-~8=v D-('t-a -..,)~-(1-l-"f+'Y )8 

-'A: 8* 
' 

(A3) 

* * * * A* 8 &-88 =(J..L-J..L )D+(p-p )~+(.., -a)8+ 

(A4) 
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Ricci identities: 

s:* 2 * * * o K -D p=(p +crcr )+p(E+E )-K 't 

-K(3a+l3* -n:)-<1>00 , (AS) 

~ * * oK-D cr=cr(p+p + 3€.-E ) 

* * A -K('t-1t +a +3..,)-'1'0 , (A6) 

(A7) 

~* * A * * o E-D (X;:::(p+E -2E)a+._,cr -13 E-KA 

(A8) 

5€.-D 13=(a+1t)cr+(p * -E * )j3-(j..L+y)K 

* * -(a -1t )E-'1' 1 , (A9) 

* * A * ~E-DJ-('t+1t )a+('t +1t)p-(E+E )'y 

(AlO) 

* * 2 * * 5 1t-D AF(pA+cr j..L)+1t +(a-13 )1t-VK 

-(3E-E * )A.-<l>2o , (All) 

~- * '\ * * o1~-D j..L=(p j..L+<J/\.)+1t1t -(E+E )j..L 

(A12) 
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* * '\ * !1rt-D v=(7t+'t )j.t+(rt +'t)/\.+(y-y )7t 

(Al3) 

s::* '\- * * u v-11/\.=-(IJ.+IJ. )'A-(3y-y )'A 

A* * +(3a+..., +rc-'t )v+'l' 4 , (Al4) 

s::* + A * * u cr-op=p (a +..., )-cr(3 a-13 )+(p-p )'t 

(Al5) 

(A16) 

s::* '\ - * * * u j.l-0/\.=(p-p )V+(IJ.-1-l )rt+!J.( a+l3 ) 

(A17) 

(Al8) 

~I3-0y=( 't-<X."' -13 )ytj.t 't-<J't-<JV-EV"' 

(Al9) 

~cr-O't=(!J.cr+'A * p )+( -r+l3-a * )'t 

-(3y-y* )cr-KV * -<I>o2 ' (A20) 
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(A21) 

(A22) 

Bianchi identities (in vacuum): 

+(1t-4a.)'I' 0 ' (A23) 

-A. 'Po' (A24) 

(A25) 

(A26) 

o'I' 1-~ 'I' o=< 4y-J.J.)'l' 0-( 4-t+2P)'P 1 

(A27) 

(A28) 



()'f' 4-~ 'P 3=3v'P 2-(2y+4J.t)'P 3 

-('t-4f3)'P4. 
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(A29) 

(A30) 
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FIGURE CAPTIONS FOR CHAPTER 3 

FIG. 1. Geometry of the maximally extended colliding plane-wave spacetime in the 

anastigmatic case. The null surfaces N 1 and N 2 represent the wave front(s) (Nl> N 1' 

and N 2, N 2' ) of the incoming colliding plane waves. Since the plane waves depicted 

in the above figure are impulsive, for both waves the past and future wave fronts are 

identified (N1=N1', N 2=N2') and hence are indistinguishable. Because of the focus

ing of each wave by the other wave, the wave fronts N 1 and N 2 are represented by 

null cones in the future of the collision plane. The flat regions II and ill lie under the 

cones N 2, N 1, respectively. The respective Cauchy horizons S 1 and S2 of the incom

ing plane waves are completely cutoff from the spacetime, except for those points 

which lie on the common generators of S 1 and S2 with the null cones N 2 and N 1, 

respectively. However, these points are also singular since they do not possess a regu

lar spacetime neighborhood which is isolated from the curvature singularity. Note 

that the coordinate system can always be arranged, by a Lorentz transformation, so 

that the collision is headon as in the above figure. This figure, which was drawn by R. 

Penrose and published in Ref. 18 by R. Matzner and F. Tipler, is reproduced here by 

the kind permissions of Penrose, Matzner, and Tipler. 

FIG. 2. Colliding plane sandwich waves. 

FIG. 3. Characteristic initial-value problem. 
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CHAPTER4 

A New Family of Exact Solutions 
for Colliding Plane Gravitational Waves 

Published in Physical Review D 37, 2790 (1988). 
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ABSTRACT 

We construct an infinite-parameter fanilly of exact solutions to the vacuum Ein

stein field equations describing colliding gravitational plane waves with parallel polar

izations. The interaction regions of the solutions in this family are locally isometric to 

the interiors of those static axisymmetric (Weyl) black-hole solutions which admit 

both a nonsingular horizon, and an analytic extension of the exterior metric to the 

interior of the horizon. As a member of this family of solutions we also obtain, for the 

first time, a colliding plane-wave solution where both of the two incoming plane 

waves are purely anastigmatic, i.e., where both incoming waves have equal focal 

lengths. 
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I. INTRODUCTION 

As a result of the revolutionary new techniques introduced in the last decade, 

there now exists an extensive collection of powerful tools to generate exact solutions 

for the Einstein field equations in the stationary axisymmetric case.1 More recently, 

there have been successful attempts to employ these same techniques in the study of 

solutions with two commuting spacelike Killing vectors, i.e., in the study of plane

synunetric solutions to Einstein equations. These recent investigations have produced 

a rich arsenal of new exact solutions for plane-symmetric spacetirnes; among these are 

many new solutions describing both colliding purely gravitational plane waves and 

colliding plane waves coupled with matter or radiation. 2 

Historically, the work on exact solutions for colliding plane waves has followed 

two distinct paths of development: On the one hand, the problem can be fonnulated as 

a characteristic initial-value problem for a system of nonlinear hyperbolic partial dif

ferential equations in two variables. This system involves the metric coefficients (and 

in the nonvacuum case the components of the matter fields) in a coordinate system 

where the two plane-symmetry-generating Killing vectors are equal to two members 

of the coordinate basis frame, so that the unknown variables are functions of the 

retarded and advanced time coordinates u and v only. The initial data for the metric 

coefficients (and the matter fields) are posed on the initial null boundary consisting of 

intersecting null surfaces N 1 and N 2 , the past wavefronts of the two incoming waves 

(Fig. 1 ). The integration of this initial-value system to obtain the metric coefficients 

in the interaction region bounded by N 1uN2 is very difficult in general, in fact no 

general expression has been found for the solution in the generic case of colliding 

plane waves with nonparallel polarizations. However, in a paper of great ingenuity, 

Szekeres3 was able to reduce the integration of arbitrary initial data for incoming 
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gravitational plane waves with parallel polarizations, to the evaluation of a one-

dimensional integral followed by two quadratures (see also Ref. 4 for another 

viewpoint). Despite this feat, however, the functions to be subjected to these elemen

tary operations of integration and quadrature turned out to be very complex for gen-

eral initial data. Consequently, exact solutions which were expressible in closed ana-

lytic form could only be obtained using this approach for a few very special incoming 

wave forms. 

A very different and innovative alternative to the above approach for obtaining 

exact solutions of colliding plane waves was pioneered by the work of Khan and Pen

rose.5 The idea is simply to work backward in time: (i) look for solutions to the field 
-t -t 

equations which have two commuting spacelike Killing vectors s1 , l:j2 , (ii) express the 
-t 

solutions in a coordinate system (u ,v ,.x ,y) where u ,v are null coordinates and Si are 

given by ()f(Jx;, and (iii) see whether it is possible to extend these solutions across the 

null surfaces N 1={u=O} and N 2={v=0} in such a way that the extension still satisfies 

the field equations, and that the extended metric in regions II and III (Fig. 1) describes 

single plane waves propagating in the appropriate directions. This technique of gen-

erating exact solutions for colliding plane waves was elevated into an art form over 

the recent years by the work of Chandrasekhar and Xanthopoulos,2 who have obtained 

not only many new solutions describing colliding plane waves with parallel polariza-

tions coupled with matter sources, but have also obtained new exact solutions for col-

liding plane waves with nonparallel polarizations, which display several unexpected 

novel features .6·7 It is this technique that we use in the present paper to construct our 

solutions; consequently we shall describe it in more detail in the subsequent sections. 

Here we just remark that, as it is possible in principle to use different prescriptions for 

extending the metric beyond the interaction region, the alternative approach we just 
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described will in general yield several different colliding plane-wave solutions which 

all have the same geometry in the interaction region I, but which for each different 

extension describe different incoming wave forms in the regions II and III (Fig. 1). 

This is in contrast with the direct method where one integrates the initial data posed 

by the incoming plane waves and obtains a unique colliding plane-wave spacetime. 

The reason for this behavior is that the same solution in the interaction region may 

evolve from several inequivalent sets of initial data, whereas the outcome from the 

direct method of integrating given initial data is constrained to be unique by the well

known uniqueness results for hyperbolic systems. 

For the solutions constructed in this paper, the metric in the interaction region of 

the colliding plane-wave spacetimes is obtained from the interiors of the static, 

axisymmetric "distorted black hole" (Weyl) solutions which possess an interior. 

Every Weyl solution of this kind has a pair of commuting spacelike Killing vectors 

defined throughout its interior region. The simplest example of such Weyl solutions is 

the Schwarzschild spacetime. The construction by which we build our colliding 

plane-wave spacetimes is described in detail in the next section (Sec. II) for the 

Schwarzschild metric, along with a discussion of the properties of the resulting collid

ing plane-wave solution. Then in Sec. III we discuss the generalization of this con

struction to the infinite-parameter family of Weyl solutions which satisfy our regular

ity requirements; this generalization yields a corresponding infinite-parameter family 

of colliding plane-wave spacetimes. In Sec. IV two specific examples of spacetimes 

in this family are described briefly. The first of these examples is generated from one 

of the simplest nonspherical Weyl solutions in our family; this Weyl solution can be 

intetpreted as the interior metric of a Schwarzschild black hole distorted by a static, 

quadrupolar matter distribution outside the horizon. The second example describes a 
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colliding plane-wave spacetime where both of the two incoming plane waves are 

purely anastigmatic, i.e., where both incoming waves have equal focallengths .8•9 In 

Sec. V we recapitulate our conclusions by briefly listing both the new featmes and the 

drawbacks of the solutions that we have constructed. We also discuss some open ques-

tions and suggestions for future research on the issues raised by the present work. 

It is not the purpose of this paper to discuss either the physical interpretation of 

colliding plane wave solutions or the significance of these solutions for general rela-

tivity in a wider context. The reader is refened to Refs. 3, 5, 10, 7, 9, and 4 and the 

extensive literature cited therein for a detailed exposition of these issues. 

II. THE SOLUTION OBTAINED FROM THE SCHWARZSCHILD METRIC 

We first write the Schwarzschild metric inside the horizon (i.e., for r <2M) as 

(2.1) 

Clearly, in this interior region where r <2M the commuting Killing vectors dldt and 

dld<j> are both spacelike. We therefore introduce, new coordinates (x ,y ,u ,v) tuned to 

the plane symmetry generated by these Killing vectors, by the following transforma-

tion (again for r <2M): 

t=x, <j>=(l+y/M) , 

9= ~ +(v-u), r=M[l-sin(u+v)]. (2.2) 
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In this new coordinate system the metric (2.1) takes the form 

+[ l+sin(u+v)] dx2 
1-sin(u+v) 

(2.3) 

which explicitly displays the plane-synunetry generating, commuting, spacelike Kil-
-+ -+ 

ling vectors ~1=()/()x and ~2=()/()y . We take the spacetime region 

{ u >O,v >0,-oo<x <+oo,-oo<y <+oo} with the metric (2.3) on it as the interaction region 

I of our colliding plane-wave solution. Note that, even though this interaction region is 

locally isometric to the region 

J={r <min [ M (l+cos9), M (l-cos9)], 

-oo<t <+oo, 0<$<21t} 

of the Schwarzschild spacetime (this region J is depicted in Fig. 2), we will in effect 

have changed the topology of the underlying manifold from S 2xR 2 to R 4 by means of 

(i) extending the metric (2.3) across the surfaces { u =0}, { v=O} (nonanalytically) in 

the manner described below, and (ii) by applying the coordinate transformation (2.2) 

in which y and v -u are not regarded as periodic whereas $ and e are. More 

specifically, by our non-analytic extension we shall eliminate the (coordinate) singu-

larities of the (u ,v ,x ,y) chart at v-u=27tk±1t/2 (where k is any integer) that would 

show up in the maximal analytic extension, and thereby we shall transform the topol

ogy from S 2xR 2 to S 1xR 3. Subsequently, since dld$=M CJ/CJy is Killing, the resulting 
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metric on S 1x.R 3 can be lifted to the covering space R 4 as described by the coordinate 

change (2.2), and this yields us the metric (2.3) defined on R 4. 

We extend the metric (2.3) across the wave fronts {u=O} and {v=O} by the Pen

rose prescription5
•
2 u Ia -?(u Ia )H (ula) , vlb -?(v lb )H (v lb) where H (x) denotes the 

Heaviside step function and we have introduced two length scales a and b into the 

problem by putting u::u'la , v=v'lb where ab=4M2, and we have redefined u' as u 

and v' as v . Thereby we obtain the following final metric for our colliding plane-

wave spacetime: 

d.x2 

(2.4) 

The geometry of this spacetime is depicted in Fig. 3, which describes a two-

dimensional subspace given by { x =eonst, y =eonst}. (Actually the geometry is more 

subtle than this two-dimensional projection indicates; see Refs. 11 and 9.) A curvature 

singularity is present at (u Ia )+(v lb )=rcl 2; it corresponds to the curvature singularity 

of the interior Schwarzschild spacetime at r =0. The extended spacetime consists of 

four regions where the metric is analytic: region I , where u >0, v >0, is the interaction 

region in which the metric is given by Eq. (2.3); regions II and Ill, where u >0, v <0 

and u <0, v >0 respectively, represent the two incoming plane waves; region IV, 

where u <0, v <0, is the flat Minkowskian region representing the spacetime before 
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the arrival of either wave. The only vector fields that are Killing vectors on the whole 

spacetime are iJ!iJx and iJiiJy (and their constant linear combinations), whereas there 

exist two more R -linearly independent (i.e., linearly independent over the reals) 

spacelike Killing vectors in the interaction region I [Eq. (2.3)]; these extra Killing 

vectors correspond to the generators of spherical symmetry for the interior 

Schwarzschild metric (2.1 ). These vector fields cannot be extended as Killing vectors 

to the rest of the spacetime [Eq. (2.4)]. For the generalized solutions that we describe 

in the next section, iJiiJx and iJiiJy (and their constant linear combinations) are the 

only Killing vectors in the interaction region I, since the isometry group of the dis-

torted, static, axisymmetric Weyl solutions is in general two dimensional. The solu-

tion (2.4) and also its generalizations described in Sec. ill represent colliding plane 

waves with parallel polarizations, since the x-y part of the metric [Eq. (2.3)] in the 

interaction region I is in diagonal form at all points; or equivalently since the Killing 

vectors iJiiJx and iJiiJy are hypersurface orthogonal throughout the spacetime. 

According to Eq. (2.4), the metric in region II is 

gn=-[1-sin(u/a)fdu dv 

+[ 1+s~(u/a )] dx2 
1-srn(u/a) 

+[1-sin(u /a )fcos2(ula )dy 2 , (2.5) 

which entails a curvature singularity at the null surface { u =7ta /2 }. The metric g m in 

region ill is obtained by replacing u Ia with v /b in Eq. (2.5) and similarly displays a 

curvature singularity at the null surface { v =rtb /2 }. Note that, in the most famous of 

the solutions for colliding plane waves5•
2

•3 the corresponding null surfaces are also 
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singular, but they do not represent curvature singularities. Instead, in those solutions, 

these surfaces correspond to the (nonsingular) focal planes (or Killing-Cauchy hor

izons 7) of the respective incoming plane waves, and they become singular in the col

liding plane-wave spacetime only because of the topological effect caused by the 

focusing of the plane wave moving in the opposite direction.5•11•9 In the present case, 

however, these null surfaces are contained within the incoming plane sandwich waves, 

by contrast with the famous solutions where they are located in the flat regions lying 

to the future of the curvature disturbances associated with the incoming waves. Hence, 

for the solution (2.4) [see Eqs. (2.13)-(2.14) below], the curvature quantity '1'0 or '1'4 

representing the radiative prut of the Weyl tensor diverges on these surfaces. Physi

cally, this could be considered a serious drawback of the solution (2.4), we expect a 

realistic spacetime representing a single gravitational wave propagating in empty 

space to be free of singularities of the above kind. However, it is possible to circum

vent this difficulty by cutting off the gravitational radiation in each incoming plane 

wave along two null surfaces ( u =uc } and ( v =v c } , where we can choose uc and v c to 

be arbitrarily close to 1ta 12 and 1tb 12, respectively. This results in the colliding plane

wave spacetime depicted in Fig. 4, where the metric in the regions denoted by I, II, ill, 

and IV is exactly the same as the metric in the regions denoted by the same symbols in 

the original solution (2.4). Across the surfaces (u=uc } and (v=vc } the metric is C 1 

but not C 2, making these surfaces shock fronts across which the curvature quantities 

'I' 0 or 'I' 4 suffer jump discontinuities without delta-function contributions. (The struc

ture of the field equations for a plane wave makes it possible to introduce such shocks 

at any desired null surface ( u =const} ; see, for example, Ref. 9.) The geometry in the 

regions denoted by Ila and IIIb in Fig. 4 is flat, and the surfaces (u=u1 } and (v=v1 } 

(where u1 and v1 are slightly larger than 7ta /2 and rtb /2) correspond to the focal 
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planes of the respective plane waves. These planes would be nonsingular if the colli

sion were not taking place; the singularities at these focal planes are solely due to the 

topological effect of the focusing of the wave moving in the opposite direction.ll•9 

The physics of this new solution in the interaction region is determined to an arbi-

trarily large extent by the metric (2.3) in the region I; even though the metric in 

regions Ia and lb is not determined by Eqs. (2.3) or (2.4), by choosing uc and vc arbi-

trarily close to 1ta 12 and 1tb 12 it is possible to make the regions Ia and lb arbitrarily 

small. Hence the colliding plane-wave solution (2.4) describes arbitrarily well the col-

lision of the more "realistic" plane waves illustrated in Fig. 4. 

We now turn to the proof of our implicit assertion that the metric (2.4) is indeed 

a genuine solution (in the sense of distributions) to the vacuum Einstein field equa-

tions. For this purpose, and also for spelling out the geometric structure of the solution 

(2.4) more clearly, we will find it useful to introduce the following null tetrad on our 

colliding plane-wave spacetime: 

(2.6) 

where 

(2.7) 

and M, U and V are functions of u and v only. The tetrad (2.6H2.7) gives rise to 

the metric 
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(2.8) 

Thus, the tetrad coefficients M, U, V for the colliding plane-wave solution (2.4) are 

given by 

M~2+-sm[ :H[ :)+~H[ ~m , 

u~-ln ~cos[ 2: H[ :) ] 

~os[ 2: H[; )] 

v~ln cos[: H[ :) +; H[ ~)] 

-In cos[ : H[ :) - ; H[ ; ] ] 

-2+-sm[: H[ :] +; H[;)]} . 
The vacuum field equations for the metric (2.8) are3

•
4 

2(U •uu+M •u U •u )-U >tt 2_y •u 2=0' 

2(U •vv +M · ~· U •v )-U •v 2_ y •v 2=0 ' 

1 
V •uv-z(U •u V •v +U •v V •u )=0 ' 

(2.9a) 

(2.9b) 

(2.9c) 

(2.10a) 

(2 .10b) 

(2.10c) 

(2.10d) 
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where the integrability condition for the first two equations is satisfied by virtue of the 

last two and yields the remaining field equation 

1 
M •uv-2(V •u V •v-U •u U •v )=0 · (2.11) 

Therefore it is sufficient to solve Eqs. (2.10c) and (2.10d) first and to obtain M by 

quadrature from the first two equations (2.10a) and (2.10b) later, since Eq. (2.11) as 

well as the integrability condition for Eqs. (2.10a) and (2.10b) are automatically 

satisfied as a result ofEqs. (2.10c) and (2.10d). 

We now proceed to verify that the field equations (2.10) and (2.11) are satisfied 

(in the sense of distributions) by our colliding plane-wave solution (2.4). 

The field equations hold in the interaction region I (Fig. 3), since in this region 

(2.4) reduces to the metric (2.3), which is locally isometric to the interior 

Schwarzschild metric and thus is obviously vacuum. 

In order to show that the field equations are satisfied in regions II and ill, it is 

clearly sufficient to verify Eqs. (2.10) and (2.11) for the metric 8n given by Eq. (2.5), 

since the metric 8m in region ill is locally isometric to 8n under the interchange 

u ~v [which incidentally is also a discrete isometry for the metric (2.3) in the 

interaction region]. This can be verified directly by substituting U ,V and M for 

u >0, v <0 from Eqs. (2.9) into the left side of Eqs. (2.10) and (2.11); the result is 

easily shown to vanish. A more elegant approach, however, is to note that (i) verify

ing the field equations in regions IT or ill is equivalent to verifying the field equations 

for the analytically extended interaction region metric (2.3) at the null surfaces 

{ u =0}, { v =0} ; and (ii) the field equations for the metric (2.3) clearly hold at these 

null surfaces, because these equations hold throughout the analytically extended 

spacetime region covered by the (u ,v ,.x ,y) chart, and because this region contains the 
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null surfaces { u =0} and { v =0} as nonsingular hypersurfaces. 

The field equations hold in region IV since the metric in this region is flat. 

To show that the field equations hold (in the distribution sense) on the boundaries 

between regions I and IT and between regions I and ill (Fig. 3), it is again sufficient to 

consider only the I--II boundary because of the u ~v symmetry of the problem. 

Now, since all field equations hold identically throughout region I and region IT, they 

can only fail to hold on the boundary I-ll if there are contributions to the left-hand 

side of Eqs. (2.10H2.11) which are nonzero only on this boundary and which are 

zero everywhere else. It is seen easily from the structure of the functions U, V, M 

displayed in Eqs. (2.9) that such contributions must involve o-functions supported on 

the I-II boundary. However, as M, U, and V are functions of the arguments 

(u Ia )H (u Ia) and (v lb )H (v lb) , the only way o-function contributions can arise is by 

a two-times differentiation of U , M , or V with respect to either u or v , but not by a 

differentiation of the form du dv. Therefore the last two field equations (2.10c) and 

(2.10d) as well as the integrability condition Eq. (2.11) automatically hold on any of 

the boundaries. On the boundary I-II, the first field equation (2.10a) holds trivially 

since this boundary is given by {v=O} and Eq. (2.10a) contains only double u deriva

tives and thus cannot introduce o(v) terms. The second equation (2.10b), however, can 

introduce o(v) tenns on the I- II houndary through the derivative 2U •vv . But a short 

calculation reveals that all 0( v) terms introduced by the differentiation U •w are pro

portional to sin(2vlb ), and thus they vanish on the I-II boundary on which v=O. This 

completes the proof that the field equations hold, in the sense of distributions, on the 

I-II boundary as well as on the boundary I-III between regions I and ill. 

The boundaries between regions IT and IV and between regions ill and IV (Fig. 

3) are treated similarly. By the same arguments as above, and since on the IT--IV 
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boundary we have u=O, it is enough to show the nonexistence of o(u) terms on the 

IT-IV boundary. Such terms could only be introduced by the first field equation 

(2.1 Oa), and the second field equation (2.1 Ob) holds trivially on the ~IV boundary. 

Equation (2.10a) can introduce o(u) terms only through the second derivative U •uu ; 

however, all the terms in this derivative, which involve delta functions, turn out to be 

proportional to sin(2u I a ) and thus they vanish on the II-IV boundary on which u =0. 

By either of the above boundary argwnents, the field equations hold on the two

plane { u =v =0}. Moreover, since the coordinate system (u ,v ,x ,y) regularly covers a 

neighborhood of the two-plane { u =v =0) , and since the metric coefficients in the 

(u ,v ,x ,y) chart are continuous on the whole spacetime including this plane, no 

11 conical-type 11 singularity can be present on the spacelike two-plane { u =v =0}. 

fu order to elucidate further the physics of our colliding plane-wave solution, we 

conclude this section with a brief discussion of the behavior of the spacetime curva

ture associated with the metric (2.4). The Newman-Penrose curvature quantities in 

the null tetrad (2.6H2.7) are given by3
•
4 

(2.12a) 

(2.12b) 

':1' 2=-e M M •uv ' (2.12c) 

(2.12d) 

(2.12e) 

Substituting M , U and V from Eqs. (2.9) in the above equations, we straightforwardly 

obtain the following information about the behavior of the curvature quantities on our 
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colliding plane-wave spacetime (2.4). 

All nonzero curvature quantities in the interaction region I (Fig. 3) diverge 

towards the singularity ( (u Ia )+(v lb )=7tl2} . The asymptotic behaviours of '!'0 , '¥2 

and 'I' 4 near the singularity are all of the form [(1t/2)-(u Ia )-(v lb )r" where n =10 for 

'¥0 , n =6 for '!'2, and n=2 for 'I' 4 . 

In region II (Fig. 3) the only nonzero curvature quantity is 

UJ- 12i 1 Io--
a2 [1-sin(ula)]5 

(2.13) 

whereas in region ill the only nonzero curvature quantity is 

3i 1 'I' 4=-- -----
b2 [1-sin(vlb)] 

(2.14) 

In region IV all curvature quantities vanish. 

On the I-ll and I-ll boundaries (Fig. 3) '!'2 has jump discontinuities which are 

finite but which diverge towards the singularity: 

2 1 
['I' zlr-n=- ab 

[1-sin(ula )]3 ' 
(2.15a) 

2 1 
['I' zlr-m=- ab 

[1-sin(vlb )]3 
(2.15b) 

There are no 8-function contributions to the discontinuity of 'I' 2 along these boun-

daries. Along the l-IT boundary 'J' 0 is continuous, whereas 'I' 4 has a jump 

3i 1 
['I' 4h-n=-2 ----

b [1-sin(ula )] 

and also has a 8-function singularity of the form 

(2.16a) 
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i 1 o(v lb). 
b 2 cos(ula) 

(2.16b) 

Along the 1-Ill boundary 'I' 4 is continuous, whereas 'I' 0 has a jump 

12i 1 
['l'oh-m=7 [1-sin(v/b )]5 

(2.17a) 

and also has a o-function singularity of the form 

1 
o(u/a) . 

a 2 cos(v/b)[1-sin(v/b)]4 

4i (2.17b) 

Along the II-IV and m-IV boundaries (Fig. 3) '1'2 (being identically zero across 

these boundaries) is continuous. Across the II-IV boundary '1'4 (being zero) is con-

tinuous, whereas 'I' 0 has a jump 

12i 
['l'oln-IV=-2 , 

a 

and also has a o-function singularity of the form 

(2.18a) 

(2.18b) 

Along the ill---IV boundary 'I' 0 (being zero) is continuous, whereas 'I' 4 has a jwnp 

(2.19a) 

and also has a o-function singularity of the form 

(2.19b) 



- 130-

ID. THE SOLUTIONS OBTAINED FROM THE WEYL METRICS 

The most general static axisymmetric spacetime with a regular axis has the 

metric12 

(3.1) 

where (t ,z ,p,cj>) are the cylindrical (Weyl) coordinates, and 'V andy are functions of p 

and z only. The vacuum Einstein field equations for the metric (3.1) are 

(3.2a) 

(3.2b) 

(3.2c) 

where Eq. (3.2a) is the integrability condition for the last two equations (3.2b) and 

(3.2c). The regularity of the axis p=O requires that y=O at p=O. Thus, any solution 

'V(P ,z) to Eq. (3 .2a) uniquely determines a solution of the form (3 .1) to the vacuum 

Einstein equations. For the Schwarzschild solution, 'V andy are given by 

(3.3a) 

(3.3b) 

where 

(3.4) 
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and 

(3.5) 

The Schwarzschild coordinates (t ,r ,9,<j)) are related to the Weyl coordinates by 

JFr[ 1-~] "sinO, z=(r-M)cose, 

<P=<P ' t=t . (3.6) 

The horizon { r =2M } of the Schwarzschild spacetime corresponds to the surface 

{ p=O,-M <z <M } in Weyl coordinates. Note, however, that neither the horizon 

{r=2M} nor the interior region where r <2M is covered smoothly by the Weyl coor-

dinate system. 

In order to isolate those Weyl solutions which, like Schwarzschild spacetime, 

possess a nonsingular horizon and an interior region, we will find it convenient to 

define new metric functions "' and y by 

(3.7) 

Since the field equation (3 .2a) for 'I' is linear, it is satisfied in exactly the same fonn 

by the function "'· On the other hand, the field equations satisfied by y as obtained 

from Eqs. (3.2b), (3.2c), and (3.3) are given by 

(3 .8a) 

(3.8b) 
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where a.(p,z) is defined by Eq. (3.5). (The mass M that enters into the definition off 

and~ can be chosen arbitrarily, and in particular can be set equal to 1. However, we 

retain this free parameter M since it will be helpful when introducing length scales 

into the colliding plane-wave solutions that we are going to build shortly.) To solve 

the field equation (3 .2a) satisfied by~. we introduce spherical polar coordinates v and 

11 defined by 

p=V Sin11 , Z =V COS11 . 

The general solution of Eq. (3.2a) can now be written in terms of Legendre polynorni-

als Pk (x) (Ref. 13): 

(3.9) 

For the time being, the coefficients d k and ck are simultaneously included in the above 

expression, because both asymptotic flatness and regularity of the horizon are 

irrelevant restrictions for our purposes. However, the terms involving the Legendre 

functions of the second kind, Qk (cos11), are left out of the sum (3.9), since we assume 

that the axis on which cos11=±1 is nonsingular throughout spacetime. This assump

tion, together with the regularity condition that we impose below, will guarantee that 

the spacetime admits a nonsingular horizon which is located at r =2M in the 

Schwarzschild-type coordinate system (3.6). Combining Eq. (3 .1) with Eqs. (3.7), 

(3.3H3.5), and (3.6), we obtain the following general Weyl metric written in the 

Schwarzschild-type coordinates (t ,r ,9,<1>): 
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(3.10) 

The functions o/<r ,e) and y(r ,e) in the above metric are calculated from the formulas 

[cf. Eqs. (3.8H3.9)] 

(3.11) 

(3 .12) 

by substituting for p and z their expressions (3.6) as functions of r and e. In Eq. 

(3 .12) the function a(p,z ) is defined by Eq. (3.5), and the line integral is evaluated on 

any contour C that starts on the axis p=O (where yvanishes), and that ends at the point 

(p,z ) where y is to be computed. 13 

Since we are interested in solutions with two spacelik:e Killing vectors, we now 

tum to the characterization of those Weyl solutions in the family (3.10H3.12) which 

possess an "interior region" in which dldt is spacelik:e. As we have noted before, the 

Weyl coordinates (t ,p,z ,q,) cannot cover the interior region regularly even if such a 

region exists. However, as the form of the metric (3.10) indicates clearly, the 

Schwarzschild-type coordinates (t ,r ,e,q,) [which are defined formally by Eqs . (3.6)] 

will cover the interior region r <2M , whenever this region exists as a spacetime 

region with a well-defined metric (3.10). Moreover, these coordinates will cover the 

interior region r <2M regularly, apart from the usual singularities associated with 
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spherical coordinates. It is also clear that the interior region r <2M will have a well

defined metric (3.10) if and only if the functions "'(r ,e) and 'Y<r ,e) given by Eqs. 

(3.11) and (3.12) are well defined for r <2M. We now claim that in order for these 

functions"' andy be well defined for r <2M, it is necessary and sufficient that in Eqs. 

(3.9) and (3.11) all of the coefficients ck vanish. This restriction on the general solu-

tion (3.9) is necessary for the existence of the interior region r <2M, because the 

expression 

assumes negative values at some points in the region r <2M ; therefore we have to 

eliminate any term involving the product of an half-odd-integer (integer) power of 

p2+z 2 with an even-indexed (odd-indexed) Legendre polynomial Pk from Eqs. (3.9) 

and (3 .11). The sufficiency of the above condition for the existence of a well-defined 

metric (3.10) on the region r <2M will become clear after the following discussion. 

We also note that the above restriction on the general solution (3.9) guarantees not 

only the existence of the interior region ( r <2M } , but also the existence and regularity 

of the "horizon" ( r =2M } . 

We now have the following infinite-parameter family of interior Weyl solutions, 

defined on the region ( r <2M } where both of the two commuting Killing vectors dldt 

and dldcp are spacelike: 

dr
2

] 
2M_1 

r 

for r<2M, (3 .13) 
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where 

00 

~(r ,e)= L, dk (r 2-2Mr+M2cos2el12 

k={) 

(3.14) 

(3.15) 

and where -Y<r ,e) is computed by inserting Eq. (3.15) into Eq. (3.12), using Eq. (3 .5), 

and substituting for p and z their expressions (3.6) as functions of r and e. In Eqs. 

(3.13H3.15) we have combined Eq. (3.11) with Eq. (3.6) to obtain Eq. (3.14). 

To see that the functions ~(r ,e) and -Y<r ,e) defined by Eqs. (3.14), (3.15), (3 .12), 

(3.5), and (3.6) are well defined and real for r <2M, note the following facts. 

(i) The Legendre polynomials P 2n (x) are polynomials in x 2 of order n . Hence, 

for all even k the expression 

is real, well defined, and finite for r <2M, even at the points where 

(r 2-2Mr+M2cos2e) is zero or negative. Similarly, P 2n+1(x) is equal to the product of 

x with a polynomial in x 2 of order n, and x 2"+1=x(x2)". Hence, also for all odd k the 

above expression is real, well defined, and finite for r <2M. 
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(ii) The integral (3.12) can be put into the form 

(3.16) 

where a is defined in Eq. (3.5) and the contour C is as in Eq. (3.12). Moreover, by Eq. 

(3 .15) and because of the relation 

(3.17) 

all of the expressions <X.,z , pa.,P , a.,P~'P , and <X.,z ~•z as well as the expressions p~,P , 
A A 2 A 2 
'f,z , 'f,p , and 'f,z which appear in Eq. (3.16) are well defined and real throughout 

the region r <2M. 

(iii) By Eq. (3 .17) and because of the fact that a.2-h~:O at all points in the interior 

region r <2M, all improper integrals that are involved in the evaluation of YeP ,z ) [Eq. 

(3 .16)] are convergent; and thus the integral (3.16) yields y as a well defined and real 

function of p2 and z . 

Now that we have an infinite-parameter family of interior solutions described by 

Eqs. (3.13}---(3.15), we can tum to the constmction of the corresponding family of 

colliding plane-wave spacetimes. This construction proceeds in exact parallel to Sec. 

IT, where we constructed the colliding plane-wave solution (2.4) starting from the inte

rior Schwarzschild metric (2.1). In fact , the interior Schwarzschild solution is the spe-

cial case of the family of solutions (3.13}---(3.15) for which all of the parameters dk 

are zero. 
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We build our infinite-parameter family of colliding plane-wave solutions by the 

following steps. 

(i) We apply the coordinate transformation (2.2) to the generalized interior 

metric (3.13) whose metric coefficients are defined by Eqs. (3.14) and (3 .15). 

(ii) We introduce two length scales a and b into the resulting metric by defining 

u=u'la and v=v'lb where ab=4M 2 . We then redefine u' as u and v' as v . We also 

redefine our parameters dk so that the new dk are equal to the dimensionless quantities 

Mkdk. 

(iii) We then extend the resulting interaction-region metric across the wave 

fronts ( u =0} and ( v =0} by the Penrose prescription; i.e., we replace u I a by 

(u la)H(ula), and vlb by (vlb)H(vlb). 

(iv) The resulting metric on the interaction region is locally isometric to the gen

eralized interior metric (3.13). However, as a result of the above extension and the 

coordinate transformation (2.2), we change the topology of our solution from S 2xR 2 

[which is the topology of the manifold on which the metric (3.13) is defined], to R 4 

(which is the topology of our maximal colliding plane wave spacetime, see Sec. II for 

details). 

For each choice of the parameters ( dk } , the above construction yields a unique 

colliding plane-wave solution. In the following equations we describe the metric of 

this solution in the interaction region (Fig. 1 ); the complete expression for the metric 

on the maximally extended spacetime is obtained by replacing each u Ia by 

(u Ia )H (u Ia) and each v l b by (v l b )H (v l b) in Eqs. (3.18), (3 .19), and (3 .22) below: 
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(3.18) 

where 

(3.19) 

(3 .20) 

and )'(u ,v) is evaluated (i) by inserting Eq. (3.20) into the integral given in Eq. (3.16) 

where the contour C is as in Eq. (3.12) and where the function a(p,z) is given by 

(3.21) 

and (ii) by formally substituting 

(3.22a) 

...Jab . [ u v] . [ u v] z::--
2
-sm ;;+t; sm ;;-t; , (3.22b) 
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into Y<:p,z ), which is a smooth function of p2 and z. 

The functions Y<u ,v) and "'(u ,v) are smooth functions throughout the interaction 

region I (Fig. 3), and generically, the metric (3 .18) has a curvature singularity at 

(ula )+(vlb )=rtl2. 

The proof that the colliding plane-wave spacetimes constructed above are 

genuine solutions (in the sense of distributions) to the vacuum Einstein equations is 

provided by exactly the same arguments with which we have shown the solution (2.4) 

of Sec. II to be a genuine vacuum solution in the distribution sense. The crucial 

observation to note in this regard is that the metric function U (u ,v) [Eq. (2.8)] for any 

of the solutions in the above family (3 .18H3.22) is given by precisely the same 

expression [Eq. (2.9b)] as the corresponding function for the solution (2.4) of Sec. II. 

For completeness, we conclude this section by describing the interaction region I 

of our solutions in an alternative coordinate system defined by 

u'la=sin(ula), v'lb=sin(vlb), 

x'=x , y'=y . (3.23) 

In the following, we omit the primes over the new coordinate functions. The 

interaction-region metric for the family of solutions (3.18H3.22) is expressed below 

in the new coordinates (3.23). The extension of the metric beyond the interaction 

region is again accomplished by the substitutions u Ia ---t(u Ia )H (u Ia) and 

vI b ---t( vI b )H (vI b ), and these substitutions result in a colliding plane-wave spacetime 

globally isometric to the corresponding spacetime (3 .18H3.22) [even though the 

coordinate transfonnation (3 .23) does not hold outside region I]. Thus, the following 

region-! expressions produce exactly the same family of colliding plane-wave solu

tions as above, written in the new coordinates (3 .23): 
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u v2 v u2 
1-- 1-- -- 1--

[ [ ]
V> [ Jl2 

. · a b 2 b a 2 

g I=- e 2(-y-'lf) [ . u 2] y, [ v 2] y; du dv 
1-- 1--

a2 b2 

(3 .24) 

2 . u v 2 v u 2 u 2 v 2 uv [ [ l 'h [ ] 12[ [ ] v,[ ] v, ]2 
+e-"' 1-~ 1- b2 --,; 1- a2 1- a2 !'- b2 + ab dy2' 

where 

oo {[ [ 2]'12 [ 2]V2]2 [[ 2]V2[ 2]'12 llk/2 ~(u,v)=k~dk : 1-;2 +~ 1-:2 - 1-:2 1-;2 +:~ 

(3.25) 

and Y<u ,v) is evaluated (i) by inserting Eq. (3.20) into the integral given in Eq. (3.16), 

where the contour C is as in Eq. (3.12) and where a.(p,z) is given by Eq. (3.21), and 

(ii) by formally substituting 

(3.26a) 
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(3 .26b) 

in ')o(p,z) which is a smooth function of p2 and z . The curvature singularity, which, in 

the generic case, constitutes an achronal future c -boundary in the interaction region of 

the solution (3.24), is located at 

in the new coordinate system (3.23). 

IV. EXAMPLES 

As we have noted before, when all parameters dk are zero, the general solution 

(3 .18H3.22) reduces to the solution (2.4) of Sec. II that was obtained from the inte-

rior Schwarzschild metric. From now on, we will denote by the symbol ( dk ) the 

unique colliding plane wave solution (3.18H3.22) which corresponds to a given 

choice of the parameters dk . When all dk are zero except for the parameter d 0 , the 

solution (dk }=(d0 ,0,0,0, ... ) is again equal to (2.4), except in this case the mass 

M =-,Jab /2 (and the boost-invariant product -{(if; of the characteristic wavelengths) is 

rescaled by a factor e -do corresponding to a monopolar distortion of the solution 

(2.4 ). 

To illustrate the evaluation of the function 1\u ,v) by Eqs. (3 .20H3.22), we 

write down below the functions v2(u ,v) and y2(u ,v) corresponding to the solution 

{0,0,1,0,0, ... }, where all dk are zero except for d 2=1. The metric in the interaction 

region of this solution is locally isometric to an interior Weyl metric (3 .13); this Weyl 

solution can be interpreted as the interior metric of a Schwarzschild black hole dis-

torted by a static, quadrupolar matter distribution outside the horizon: 
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A 1 [ 0 2[ u v] 0 2[ u v] 2[ u v] 0 2[ u v]] '1'2(u ,v )="2 3 Sill -;;+[; Sill -;;-[; +cos -;;-[; -sill -;;+[; , (4ol) 

(4o2) 

where 

..f;ii; 0 [ u v] 0 [ u v] z =--
2
-sm -;;+[; sill -;;-[; , (4.3) 

q 

f 
sds 

I 1(q;a,b,c,d)=. ~ , 
o ...fs+c (s+a+ s 2+bs+d) 

q ds 
I 2(q;a,b,c,d)=f ~ 

o...fs+c (s+a+ s 2+bs+d) 

We now tum to our second example of a colliding plane-wave solution in the 

family (3ol8H3o22): a solution which describes colliding purely anastigmatic plane 
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waves.7- 9 According to Eqs. (3.18)-(3.22), the metric gn on the region II (Fig. 3) of 

a solution { dk } is given by 

where 

+e21jr11(u)[ l+sin(u Ia )] dx2 
1-sin(u/a) 

(4.4) 

(4.5a) 

(4.5b) 

The metric (4.4)-(4.5) describes the geometry of one of the two incoming colliding 

plane waves in the solution {dk} . As before, the metric gm in region ill (Fig. 3) 

(which describes the remaining incoming wave) is obtained by replacing u Ia by v /b 

in the above equations. 

Unfortunately, the polynomials (2t-1)k 12Pk(ttht-1) are not orthogonal polyno-

mials with respect to any weight function, since they fail the Darboux-Christoffel test 
-

(Ref. 14, Sec. 8.90). However, we shall construct one particular infinite sequence (dk) 

[Eqs. (4.11) below], such that for the corresponding solution {dk} the function "'n(u) 

[Eqs. (4.5)] has the right asymptotic behavior as u --Hta /2 to make the incoming plane 

wave in region IT [Eq. (4.4)] purely anastigmatic.7- 9 Clearly, because of the u ~v 

symmetry of our solutions, with this choice of the parameters dk the other incoming 
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plane wave (which is represented by the metric gm on region III) will also be purely 

anastigmatic. Also note that Eqs. (4.11) represent only one particular solution in our 

family of solutions for which the incoming plane waves are purely anastigmatic; the 

details of the construction below will make it clear that infinitely many different solu-

tions {dk} with the same property can be found in the fanilly (3.18)-(3.22). 

To proceed, consider the following function f (t ), defined on the interval (-1,1) : 

f (t )=ln(1-t) 

f (t )=ln(1 +t) 

Since f (t) is even, there is an expansion 

00 

! <t )= 'L dk P 2k <t) . 
k=O 

for t~, 

for t<O . (4.6a) 

(4.6b) 

Since f (t) is square integrable on (-1,1), this expansion converges absolutely every

where on ( -1,1) with the exception of the point t =0 at which f (t) is not C 1. In fact, 

1 
A 4k+1 J dk =-- f (t )P 2k (t )dt 

2 - 1 

1 

=( 4k + 1) Jln(l-t )P 2k (t )dt . 
0 

-
Now consider the solution {dk}, where dk are defined by 

fork even, 

fork odd. 

(4.7) 

(4.8) 
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Then, the function Vn(u) [Eqs. (4.5)] for this solution tc4} is given by 

(4.9) 

where t::sin2(u/a ). However, fortE (0,1) and for all k ~1 we have14 

I (2t-1)kP 2k[ ~ t ] I< 1 = sup IP 2k(t)l . 
2t-1 IE(<f, l ) 

Therefore, the series (4.9) converges absolutely to a continuous function on the inter-

val (0,1). We can write 

+ i: 8k ( 1-t )k ' 
k=l 

where the second series is convergent being the difference of two convergent series on 

(0,1). Hence, by Eq. (4.9) and Eqs. (4.6) 

where 

lim S (u )=0 . 
U- Hta /2 

We thus obtain the following for the asymptotic behavior of Vn(u) as u ---t1ta /2 

2Wu(u) [1 · "]
2
[1 · "]

2 
e - -sm- +sm- , 

u-tlta /2 a a 
(4.10a) 
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-2~u(u) [ 1 . U l-2 [ 1+ . U l-2 e - -sm- sm-
u-Hta/2 a a 

(4.10b) 

The asymptotic behavior of the function "'m(v) [which is the counterpart of "'n(u) in 

region III of the solution { dk } ] will have the analogous form near the focal plane 

( v=nb/2} . From Eqs. (4.10) we conclude, by inspecting the metric 8n (and 8m) given 

by Eq. (4.4), that for our solution {dk} both incoming plane waves are purely anastig-

matic, i .e ., for both incoming plane waves the metric coefficients 8xx and 8yy vanish 

simultaneously on the respective focal planes { u =1ta /2} and { v =nb /2}. 

- -
TI1e coefficients dk for the solution { dk } can be calculated explicitly using Eqs. 

(4.7) and (4.8). This gives14 

- " 4k+l k (-1)' (4k-2/)! 
d2k=dk=-~;~J (2k-2l+l)l !(2k-!)!(2k-2!)! 

X(\j/(2k-2/ +2)-\j/(1)) , (4.11a) 

where 

d 
\jl(x )= dx [lnr(x )] 

is Euler 's psi function,14 and 

(4.11b) 

for any k~O. 
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V. CONCLUSIONS 

The infinite-parameter family of colliding plane-wave solutions we have con

structed in Sec. ill have the following new features. 

(i) The interaction regions of our solutions are locally isometric to interior Weyl 

black-hole solutions. An observer who enters the interaction region will not be able to 

distinguish, by local measurements that she performs completely within the interac

tion region, the geometry of the surrounding spacetime from the geometry in the inte

rior of a black hole. 

(ii) The metric functions of our solutions have oscillatory forms in a suitable 

coordinate system [Eqs. (3.18H3.22)]. 

(iii) By constructing an infinite series expansion for the function "'(u',v) [Eq. 

(3.19)], we have built a colliding plane-wave solution in our family for which both of 

the two incoming colliding plane waves are purely anastigmatic, i.e., for which both 

incoming waves have equal focal lengths (Sec. IV). 

On the other hand, our solutions suffer from the following drawbacks, some of 

which are common to all presently known exact solutions for colliding plane waves. 

(i) As with the fatuous Khan-Penrose solution,5 so also here, there are <>-function 

contributions to the Riemann curvature (gravitational shock waves) on the boundaries 

between the adjacent regions (Fig. 3 ); i.e., the metric is not C 1. The reason for this 

discontinuous behavior is the particular prescription that we use to extend the metric 

beyond the interaction region. It is clear, from the form of our metric as described by 

Eqs. (3 .18H3.22), that no finite sum (3.19) will eliminate the <>-function shocks 

across the boundaries as long as we use the Penrose prescription for extending the 

metric beyond the interaction region. Since infinite sums of the form we have dis

cussed in Sec. IV will in general converge only in the mean (i.e., in the L 2 sense), we 
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cannot reliably employ infinite series expansions of the form (3.19) to construct 

smoother wave forms. 

(ii) Except for the characteristic wavelengths a and b which can be freely 

adjusted by scale transformations, the two incoming colliding plane waves in our solu

tions have exactly the same functional form. The reasons for this are the u ~v sym

metry of the metric (3 .18) in the interaction region, and the u ~v symmetry of the 

Penrose prescription for extending the metric beyond the interaction region. 

(iii) The incoming colliding plane waves in our solutions are not of sandwich 

type in general; i.e ., the spacetime regions II and ill (Fig. 3) representing the incoming 

waves are not flat near the respective focal planes of these waves. As we have dis

cussed in detail in Sec. IT, this property is responsible for the curvature singularities 

that are present at the focal planes of our solutions. The technique of "cutting off' the 

incoming waves just before their focal planes, which we have discussed in Sec. II, 

successfully avoids this difficulty from a physical viewpoint; however, it appears 

exceedingly difficult to determine whether the resulting solution (e.g., the solution 

depicted in Fig. 4) can be expressed in closed form as a member of the family of solu

tions (3.18H3.22) that we have constructed. 

We conclude by listing some open questions which suggest directions for further 

research on some of the issues that we have raised in this paper. 

(i) Are there different prescriptions for extending the metric (3.18) beyond the 

interaction region which could resolve some of the drawbacks in our solutions listed 

above? 

(ii) Can the technique of using static axisymmetric black-hole metrics to generate 

parallel-polarized colliding plane-wave spacetimes be generalized to stationary 

axisymmetric solutions? Such a generalization presumably would yield an infinite-
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parameter family of solutions representing colliding plane waves with nonparallel 

polarizations. 
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FIGURE CAPTIONS FOR CHAPTER 4 

FIG. 1. The two-dimensional geometry of the characteristic initial-value problem for 

colliding plane waves. The null surfaces N 1={u=O) and N 2={v=O) are the past wave 

fronts of the incoming plane waves 1 and 2. Initial data corresponding to waves 1 and 

2 are posed, respectively, on the upper portions of the surfaces N 2 and N 1 that are 

adjacent to the interaction region I. The geometry in region IV is flat, and the 

geometry in regions II and III is given by the metric describing the incoming waves 1 

and 2, respectively. The geometry of the interaction region I is uniquely determined 

by the solution of the above initial-value problem. 

FIG. 2. The region J in Schwarzschild spacetime to which the interaction region of 

the colliding plane-wave solution (2.4) is locally isometric. This region J is shown 

shaded in this figure which is drawn in a { t=const), { <j>=O, 1t) plane. As explained in 

the text, the geometry in region J is extended nonanalytically beyond the null surfaces 

r=M(1+cos9) and r=M(l-cos9), which correspond to the wave fronts {u=O) and 

{ v =0}, respectively. Consequently, all coordinate singularities are avoided and the 

Schwarzschild metric on the shaded region J is lifted from S 2xR 2 to R 4, on which the 

final metric (2.4) is defined. 

FIG. 3. A two-dimensional projection of the geometry of the colliding plane-wave 

solution (2.4). The metric is analytic throughout each of the regions I, IT, ill and IV, 

but it suffers discontinuities in its derivatives across the boundaries between the adja

cent regions. The interaction region I is locally isometric to region J (Fig. 2) of the 

interior Schwarzschild solution (2.1). The curvature singularity at (u Ia )+(v lb )=1t/2 

corresponds, under this isometry, to the Schwarzschild singularity at r =0. 
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FIG. 4. Geometry of the colliding plane-wave solution that results from "cutting off' 

the incoming, colliding plane waves described by the solution (2.4 ). As explained in 

the text , the introduction of the secondary shocks along the surfaces { u =uc ) and 

{ v =v c } removes the curvature singularities on the focal planes { u =u1 ) and { v =v 1 } . 

However, the geometry in the interaction region of this new solution is not every

where described by the metric (2.4); the regions Ia and Ib are described by a different 

metric. 
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CHAPTERS 

Structure of the Singularities 
Produced by Colliding Plane Waves 
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ABSTRACT 

When gravitational plane waves propagating and colliding in an otherwise flat 

background interact, they produce spacetime singularities. If the colliding waves have 

parallel (linear) polarizations, the mathematical analysis of the field equations in the 

interaction region is especially simple. Using the formulation of these field equations 

previously given by Szekeres, we analyze the asymptotic structure of a general collid

ing parallel-polarized plane-wave solution near the singularity. We show that the 

metric is asymptotic to an inhomogeneous Kasner solution as the singularity is 

approached. We give explicit expressions which relate the asymptotic Kasner 

exponents along the singularity to the initial data posed along the wave fronts of the 

incoming, colliding plane waves. It becomes clear from these expressions that for 

specific choices of initial data the curvature singularity created by the colliding waves 

degenerates to a coordinate singularity, and that a nonsingular Killing-Cauchy horizon 

is thereby obtained. Our equations prove that these horizons are unstable in the full 

nonlinear theory against small but generic perturbations of the initial data, and that in 

a very precise sense, "generic" initial data always produce all-embracing, spacelike 

curvature singularities without Killing-Cauchy horizons. We give several examples of 

exact solutions which illustrate some of the asymptotic singularity structures that are 

discussed in the paper. In particular, we construct a new family of exact colliding 

parallel-polarized plane-wave solutions, which create Killing-Cauchy horizons instead 

of a spacelike curvature singularity. The maximal analytic extension of one of these 

solutions across its Killing-Cauchy horizon results in a colliding plane-wave space

time, in which a Schwarzschild black hole is created out of the collision between two 

plane-symmetric sandwich waves propagating in a cylindrical universe. 
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I. INTRODUCTION 

Gravitational plane waves are among the simplest nontrivial exact solutions to 

the vacuum Einstein field equations that describe time-varying gravitational fields. 

Although the existence and the quantitative structure of these solutions have been 

known since the early days of general relativity, 1 the surprisingly rich qualitative 

features that they possess were not fully understood until the mid-1960s when Pen

rose2 carried out his investigations on their global structure. (In fact, Penrose pro

posed the plane wave spacetimes as counter examples to a conjecture in global gen

eral relativity, which stated that any spacetime satisfying a sufficiently strong causal

ity condition can be globally embedded in a high-dimensional Mink:owski space.) The 

source of this rich global structure in plane-wave solutions is the focusing effect of 

gravitational plane waves, which is reviewed, for example, in Refs. 2 and 3, and in the 

introductory section of Ref. 4 . 

The presence of both spacelike and timelike nontrivial directions in exact (sin

gle) plane-wave solutions makes it possible to study interesting dynamical effects 

associated with the interaction of plane waves, without destroying the plane syrrunetry 

present in the original solutions. Thus, for example, it is not exceedingly difficult to 

write down solutions to the vacuum field equations that describe collisions of gravita

tional plane waves. The first such solution was discovered by Khan and Penrose5 in 

their attempt to verify Penrose's earlier conjecture2 that the focusing effect of single 

plane waves should cause the colliding waves to interact strongly and to eventually 

produce spacetime singularities. Several other solutions involving similar curvature 

singularities were obtained by Szekeres,6 who formulated a general solution for the 

problem of colliding parallel-(linear)-polarized gravitational plane waves. Later 

Nutku and Halil7 obtained a colliding plane-wave solution where the incoming waves 
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had nonparallel linear polarizations; this solution too had a spacelik:e curvature singu

larity, similarly to the earlier solutions. The global structure of these early solutions is 

reviewed in Refs. 8 and 3. 

The technique of generating colliding plane-wave solutions by the extension of 

suitable (but weakly restricted) plane-symmetric solutions to the field equations in the 

interaction region, pioneered by Khan and Penrose in Ref. 5, proved to be remarkably 

fertile in subsequent studies on colliding waves. Thus, using this technique, Chan

drasekhar and Xanthopou1os9 obtained many new solutions for both colliding purely 

gravitational plane waves and for colliding plane waves coupled with matter fields. 

Other solutions were obtained by the author in Ref. 10, where the Penrose-Khan 

prescription for generating colliding plane-wave solutions is reviewed, and compared 

with the direct method of solving the relevant initial-value problem, which, in the case 

of parallel-polarized waves, was worked out by Szekeres.6 

A surprising result of the recent work on exact solutions for colliding plane 

waves was the discovery by Chandrasekhar and Xanthopoulos11 of a solution, where 

the collision of the incoming waves (which are non-parallel-polarized) produces a 

nonsingular Killing-Cauchy horizon instead of a spacelik:e curvature singularity. The 

resulting metric can be analytically extended across this horizon to produce a maximal 

spacetime, whose singularities [which are timelik:e for the particular (i.e., maximal 

analytic) extension used by Chandrasekhar and Xanthopoulos 11] could be avoided by 

observers traveling on timelik:e world lines, in striking contrast to the earlier solutions 

with their all-embracing, spacelik:e singularities which almost all observers are bound 

to encounter.3 The structure, significance, and nongeneric nature of such Killing

Cauchy horizons in colliding plane-wave solutions (and in more general plane

symmetric spacetimes) are discussed extensively in Refs. 11, 4, and 3. The 
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Chandrasekhar-Xanthopoulos11 solutions are relevant to the subject matter of the 

present paper, in that they point to a hitherto unsuspected richness in the structure of 

singularities produced by colliding plane waves. In fact, it was more or less widely 

believed 11 before the discovery of these solutions, that the singularity structure exhi

bited by the earlier exact solutions5•6•7•8 was universal for colliding plane-wave space

times. And even after this remarkable discovery, one might be tempted to believe that 

the unusual structure of Chandrasekhar-Xanthopoulos 11 spacetimes is a result of the 

nonparallel configuration of the incoming polarizations, and that colliding plane 

waves with parallel polarizations will always produce singularities with the same glo

bal structure as the earlier exact solutions. One of the specific results of this paper is 

that this is not the case; in particular, in Sec. IV we present examples of exact solu

tions for colliding parallel-polarized plane waves, which possess nonsingular Killing

Cauchy horizons that are very similar in local structure to the horizons of the 

Chandrasekhar-Xanthopoulos 11 spacetimes. 

The overall purpose of this paper is to explore in detail the structure of the space

times that result from the collisions of parallel-polarized plane waves, especially their 

singularity and Cauchy-horizon structures. The plan of the paper is as follows. 

In Sec. II A, we give a very brief review of Szekeres's6 formulation of the field 

equations and the characteristic initial-value problem for colliding parallel-linear

polarized plane waves, in the (u ,v ,x ,y) coordinate system which we call "Rosen

type" and which is tuned to the plane-symmetry of the spacetime. Our presentation is 

necessarily brief, and the reader is referred to Ref. 6 for the full mathematical details, 

or to Ref. 10 for a short outline. 

In Sec. II B, we perform a coordinate transfonnation to a new (a,~,x ,y) coordi

nate system in which the mathematical analysis of the field equations simplifies 
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considerably. Although this coordinate system and its properties were known to Szek

eres,6 he did not make extensive use of them since the coordinates (cx.,p) are badly 

behaved on the initial null surfaces where the initial data are posed. However, we will 

find this new coordinate system very useful both in discussing the general solution of 

the field equations (Section ll B), and in discussing the asymptotic bahavior of the 

resulting spacetime (subsequent sections). 

It will become clear in Sec. ll B that some kind of singularity is associated with 

the "surface" cx.=O in a general colliding plane-wave spacetime. (Note: ex. is a timelike 

coordinate which monotonically decreases to zero along the world lines of all 

observers running into the singularity.) We show in Sec. ill A that the spacetime 

metric asymptotically approaches an inhomogeneous Kasner12 solution as ex. 

approaches zero, where the time coordinate t of the asymptotic Kasner spacetime is 

monotonically related to ex., and the Kasner singularity at t=O corresponds to the 

singularity at cx.=O. We give explicit expressions which relate the spatially inhomo

geneous asymptotic Kasner exponents along the singularity to the initial data posed 

along the wave fronts of the incoming, colliding plane waves. In general, these 

exponents depend on p, the spacelike coordinate running along the nontrivial spatial 

(z) direction in the spacetime. 

Our discussion in Sec. ill A indicates that for some specific choices of the initial 

data, the Kasner exponents (either locally, or globally for a finite interval in the spatial 

coordinate P) may take on the values associated with a degenerate Kasner solution. A 

degenerate Kasner spacetime is flat , and instead of a spacelike curvature singularity, it 

possesses a Killing-Cauchy horizon at t=O. It is then natural to expect that, when the 

asymptotic limit of the metric as CX.--70 is a degenerate Kasner solution, our colliding 

plane-wave spacetime possesses a nonsingular Killing-Cauchy horizon at cx.=O, across 
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which the metric can be extended smoothly. However, to demonstrate this rigorously, 

we need to study the behavior of the spacetime curvature near a.=O, and to show that 

the curvature is indeed well behaved when the metric approaches a degenerate Kasner 

lin1it at a.=O. This would give us information about the asymptotic behavior of the 

derivatives of the metric as c:x.~O, complementing our analysis in Sec. ill A of the 

asymptotic behavior of the metric itself. Thus, in Sec. ill B, we derive expressions for 

the Newman-Penrose13•3 curvature quantities (with respect to the null tetrad that we 

set up earlier in Sec. II A) in tenns of the metric components in the (c:x.,j3,x ,y) coordi

nate system. We then read out from these expressions the asymptotic structure of the 

curvature quantities as c:x.~O. This analysis indeed shows that when the metric is 

asymptotic to a degenerate Kasner solution, the curvature remains well behaved as 

c:x.~o. 

We begin Sec. ill C by recapitulating the principal conclusion of the analysis of 

Sec. ill B: When the asymptotic limit of the solution is a degenerate Kasner metric, 

the colliding plane-wave spacetime possesses a Killing-Cauchy horizon (a coordinate 

singularity) at a.=O across which the curvature quantities are finite and well behaved. 

We note that spacetime can be extended through these horizons in infinitely many dif

ferent ways; the geometry beyond the horizons cannot be detennined from the initial 

data posed by the incoming, colliding plane waves. We then briefly recall our earlier 

work in Ref. 4, where we have proved general theorems stating the instability of such 

Killing-Cauchy horizons in any plane-symmetric spacetime against generic, plane

symmetric perturbations. In the specific case of the Killing-Cauchy horizons which 

occur at a.=O in our colliding plane-wave solutions, the existence of these instabilities 

is particularly clear: We discuss how our equations imply (i) that the horizons at a.=O 

are unstable in the full nonlinear theory against small but generic perturbations of the 
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initial data (since such perturbations drive the asymptotic Kasner exponents away 

from the degenerate values), and (ii) that in a very precise sense, "generic" initial data 

always produce all-embracing, spacelik.e spacetime singularities at a.=O across which 

no extension of the metric is possible. 

In Sec. IV we give several examples of exact solutions for colliding parallel

polarized plane waves, which illustrate some of the different asymptotic singularity 

structures that are discussed in the previous sections. Most of the examples we con

sider are new, and are discussed here for the first time. However, all of our examples 

have asymptotic Kasner exponents which are uniformly constant across the whole 

range of the spatial coordinate j3. It seems particulary difficult to write down a full 

solution, expressible in closed form, which would exhibit a truly inhomogeneous 

asymptotic structure near the singularity a.=O. By using the same line of reasoning 

that we have followed in Ref. 10, we construct exact colliding parallel-polarized 

plane-wave solutions, which produce Killing-Cauchy horizons at ar=O instead of a cur

vature singularity. The maximal analytic extension of one of these solutions across the 

horizon produces a colliding plane-wave spacetime with a swprising global structure. 

In the concluding section, we briefly list the major results of the paper, and dis

cuss some suggestions and plans for future research. 

The notation and conventions of this paper are the same as in Refs. 3, 4 , and 10. 

In particular, we adopt the metric signature (-,+,+,+), and we use the "rationalized" 

Newman-Penrose equations appropriate to this signature, which can be found, e.g., in 

Refs. 14 and 3. 
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II. THE FIELD EQUATIONS FOR COLLIDING PARALLEL-POLARIZED 

GRAVITATIONAL PLANE WAVES AND THEIR SOLUTION 

A. Formulation of the problem in the Rosen-type (u ,v ,x ,y) coordinate system 

In any plane-symmetric spacetime (see Sec. III B of Ref. 3, or Sec. IT of Ref. 4 

for a careful definition of plane symmetry), there exists a canonical null tetrad13 

whose construction is described in Sec. ill B of Ref. 3. In this null tetrad, which we 

-t -t 
call the standard tetrad, I and n are tangent to the two null geodesic congruences 

-t 
everywhere orthogonal to the plane-symmetry generating Killing vector fields 1;1 and 
-t -t 
1;2, and iii and its complex conjugate are linear combinations of the S;, i =1, 2. As is 

shown by Szekeres,6 it follows from the presence of only two nontrivial dimensions in 
-t . 

the spacetime, that we can find a local coordinate chart (u ,v ,x ,y) in which /;;=df()x' 

[(x 1 ,x2)::(x ,y )], and in which the standard tetrad can be expressed as 

l=2eM(1t,v) .1_+Pi(u v)~ 
du ' dx' ' 

-t_ d i d 
n-:\+Q (u,v)-. , 

ov dx' 
(2.1) 

rrt 1 a+ 1 a 
F(u,v) dx G(u,v) ()y 

Here pi ,Q; ,M are real, and F ,G are complex functions of (u ,v ), with F *G-G*F"#O 

throughout the region on which strict plane symmetry3•
4 holds and on which the tetrad 

(2.1) and the coordinate chart (u ,v ,x ,y) are well behaved. In the specific plane-

symmetric spacetimes which describe gravitational plane waves propagating and col-

liding in an otherwise flat background, there will be a region, corresponding to the 

spacetime before the arrival of either plane wave, where the metric is flat . It is shown 
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by Szekeres6 (see also Sec. Ill B of Ref. 4), that the presence of such a flat region 

makes it possible to find a new coordinate system, which we still denote by (u ,v ,x ,y ), 

in which pi =Q; =0 and the standard tetrad (2.1) takes the simpler fonn 

~ a 1=2eM(u,v)_ 
au ' 

~ a n=av ' 

nt 1 a+ 1 a 
F(u,v) ax G(u ,v) ay · (2.2) 

Finally, when the colliding plane waves have parallel linear polarizations, the tetrad 

components in Eq. (2.2) can be further restricted6.1° to give 

~ a 
1=2eM_ au ' 

~ a 
n=av ' 

~ a a 
m =N 1 ax +N 2 ay , (2.3) 

where 

N = 1-i e<U+V)/2 
2 2 , (2.4) 

with U and V real and with M , U, and V functions of u and v only. The presence of 

a difference between the linear polarizations of the incoming waves (or, the presence 

of a circular polarization component in any of the colliding waves) would manifest 

itself in the presence of a (u ,v )-dependent relative phase factor between N 1 and N 2 in 

Eq. (2.4) above. The tetrad (2.3)-(2.4) gives rise to the metric 

(2.5) 
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Thus, the x -y part of the metric is in diagonal form uniformly at all points in the 

spacetime, and the Killing vector fields ()f()x and ()!()y are everywhere hypersurface 

orthogonal; each of these facts being equivalent to the assumption that the colliding 

plane waves have parallel (linear) polru·izations.6•10 The coordinate system (u ,v ,x ,y) 

is uniquely detennined, up to transformations of the form u =f (u '), v =g (v '), by 

demanding (i) that the metric in it has the above fonn (2.5) (hence, in particular, that 

the plane-symmetry generators are ()f()x; ), and (ii) that in the flat region describing the 

spacetime before the arrival of either wave, (u ,v ,x ,y ) reduce to Minkowski coordi-

nates. [Here, f and g are functions which are constrained to be of the form 

f (u ')=cu ', g (v ')=v '!c in the fiat Minkowski region, but which are completely arbi-

trary elsewhere. We will use this coordinate freedom below when we discuss the 

initial-value problem for the field equations.] Therefore, the coordinate system 

(u ,v ,x ,y) is the direct analogue of the Rosen-type coordinates associated with each of 

the incoming, colliding plane waves. (For a discussion of different coordinate systems 

associated with plane-wave spacetimes, see Ref. 2, Sec. II of Ref. 3, and Sec. I of Ref. 

4). We will thus call (u ,v ,x ,y) the Rosen-type coordinates on the colliding plane-

wave spacetime. 

The vacuum field equations for the metric (2.5) are6•15 

2(U uu+M u u II )-U u 2_v u 2=0 ' 
' , ' ' ~ 

(2.6a) 

2(U vv+M vU v )-U v 2_V v 2=0 ' 
' ' . . . (2.6b) 

U uv-U u U v=O ' . . . (2.6c) 

1 
V uv--(U u V v+U v V 11 )=0, ' 2 ' ' . ' 

(2.6d) 
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where the integrability condition for the first two equations is satisfied by virtue of the 

last two, and yields the remaining field equation 

1 
M uv--(V u V v-U u U v )=0 · ' 2 ' ' t ' 

(2.7) 

Therefore, it is sufficient to solve Eqs. (2.6c) and (2.6d) first and to obtain M by qua

drature from the first two equations (2.6a) and (2.6b) afterward, since Eq. (2.7) as well 

as the integrability condition for Eqs . (2.6a) and (2.6b) are automatically satisfied as a 

result of Eqs . (2.6c) and (2.6d). 

The initial-value problem associated with the field equations (2.6) and (2.7) is 

best fonnulated in terms of initial data posed on null (characteristic) surfaces. A 

natural choice for the initial characteristic surface is the surface made up of the two 

intersecting null hyperplanes which fonn the past wave fronts of the incoming plane 

waves, and which, by a readjustment of the null coordinates u and v if necesary, can 

be arranged to be the smfaces { u =0} and { v =0} . The geometry of the resulting 

characteristic initial-value problem is depicted in Fig. 1. The initial data supplied by 

the plane wave propagating in the v direction (to the right in Fig. 1) is posed on the 

u ~ portion of the surface { v =0}, and the initial data supplied by the plane wave pro

pagating in the u direction (to the left in Fig. 1) is posed on the v ~0 portion of the sur-

face { 11 =0}. In region IV, which represents the spacetime before the passage of either 

plane wave, the geometry is flat and all metric coefficients M , U, and V vanish identi-

cally. Now recall that there is a remaining coordinate freedom in the choice of the 

( u , v ,x ,y ) coordinate system, given by the transformations of the form u = f ( u '), and 

v =g ( v '). This gauge freedom also manifests itself in the choice of initial data on the 

characteristic initial surface { u =0} U { v =0}: The choice of the initial data 

{ M (u =0, v ), M (u, v =0)} for the metric function M is completely arbitrary, since, 
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clearly, for a single plane wave [cf. Eq. (2.5)] M(u) [M(v)] can be adjusted freely by 

coordinate transformations of the fonn u =f ( u 1
) [ v = g ( v 1

)] . [fhis arbitrariness (gauge 

freedom) in the choice of initial data in the (u ,v) coordinates dissappears, when, as we 

will do in Sec. II B, one formulates the field equations in the (a,J3) coordinate system. 

Then, any two different but equivalent choices of initial data for the functions V , U , 

and M in the (u ,v) coordinates correspond, in the formalism of Sec. II B, to a unique 

choice of the functions V(r ,1) and V(1,s) which detennine the initial data. In fact, 

even the boost freedom (see below), which eventually remains in the choice of the 

(u ,v ) coordinates, is absent from the formalism based on the (a,J3) coordinate sys

tem.] We will fix the above gauge freedom once and for all by posing our initial data 

so that 

M(u=O,v)=M(u ,v =O):=O . (2.8) 

Then the only remaining coordinate freedom in the problem is the scale (or boost) 

freedom given by the scaling (boost) transformations u =cu 1 , v =v 1 I c , where c is a 

positive constant. This remaining boost freedom is harmless however; in fact, it is 

even useful in carrying out computations involving colliding waves, when, for exam

ple, it is known from physical arguments that the results have to be scale invariant 

(see, e.g., the discussion in Refs. 15 and 16). 

Our choice of gauge, Eq. (2.8), implies that the metric in region II (where u ~0, 

v :sO ), describing the geometry of the incoming colliding wave that propagates in the 

v direction (to the right in Fig. 1), is given by 

(2.9) 

and that the metric in region III (where v ~. u :sO), describing the geometry of the 
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incoming wave that propagates in the u direction (to the left in Fig. 1), is given by 

(2.10) 

Here, F 1, G 1 are C 1 (and piecewise C 2) functions of u (for u ~).and F 2, G 2 are C 1 

(and piecewise C 2) functions of v (for v ~). which satisfy the initial conditions 

F 1(u=O)=G 1(u=O)=F 2(v=O)=G 2(v=0)=1 (coordinates Minkowski in IV), and satisfy 

the differential equations 

(2.11) 

for u ~and v ~0, respectively [these differential equations follow from the field equa

tions (2.6)]. The initial data, induced on the characteristic initial surface 

(u=O}u{v=O} by the colliding waves (2.9) and (2.10), are given by 

U (u ,v =O)=U 1 (u )=-ln [F 1 (u )G 1 (u )] , (2.12a) 

(2.12b) 

(2.12c) 

(2.12d) 

If the colliding waves are sandwich plane waves (Sec . II of Ref. 3), we then have 

lengthscales f 1> f 2, a , f /, f 2' , and b such that 

F l(u) F l(a) (u-f 1) ' 
a-f 1 
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for u ?:_a , (2.13) 

and 

for v >b . (2.14) 

Although the initial data in the form of Eqs. (2.12) give the information about the 

incoming, colliding plane waves in an intuitively clear fonnat [cf. Eqs. (2.9) and 

(2 .10)], in the more precise mathematical description of the initial-value problem the 

initial data are completely determined by only the two freely specifiable functions 

V 1(u ), and V 2(v ). In other words, the initial data consist of 

(2.15) 

where V 1(u) and V 2(v) are C 1 (and piecewise C 2) functions for u >0 and v ~. 

respectively, which are freely specified except for the initial conditions 

V 1(u=0)=V 2(v=0)=0. In the linearized regime (when V 1, V 2«1 ), the functions V 1 

and V 2 correspond to the time-dependent physical amplitudes of the incoming, collid-

ing gravitational waves [cf. Eqs. (2.9) and (2.10)] . The remaining functions U 1(u) 

and U 2(v) are uniquely determined, by the initial data (2.15), through the constraint 

equations [cf. Eqs. (2.6a) and (2.6b)] 

2U l.uu -U 1,u 2=V l ,u 2 ' (2 .16a) 

2U 2,vv-U 2,v 
2
=V 2.v 

2 
• (2.16b) 

with the initial conditions U 1(u=O)=U2(v=0)=0, U 1,u(u=O)=U2,v(v =0)=0. Note 
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that, if we define two new functions f (u) and g (v) by 

f ( )= -U 1(u )/2 u _e , (2.17) 

we can express Eqs. (2.16) in the form of "focusing" equations: 

f .uu __ _!_ v 2 
f - 4 1,11 ' 

(2.18a) 

(2.18b) 

with the initial conditions f (O)=g (0)=1 , f '(O)=g '(0)=0. 

In Sees. ill A and ill B, when we discuss the asymptotic structure of the collid-

ing plane-wave spacetime described by Eqs. (2.3)-(2.5), we will need the following 

equations which express the Newman-Penrose13 curvature quantities in the null tetrad 

(2.3) and (2.4) in terms of the metric coefficients M , U , and V; the derivation of these 

equations can be found in Refs . 6 and 15: 

'Pcr2ie 2
M (M u V u+V 1111 - V u U 11 ) , 

t ' ' ' t 

(2.19a) 

'¥2=-eM M ,uv ' (2.19b) 

(2.19c) 

'¥ 1='¥3=0 . (2.19d) 
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B. The Field equations and their solution in the (a,[3) coordinates 

We now construct a new coordinate system (a,[3,x ,y ), in which the field equa

tions and the initial-value problem associated with them take simpler forms . This 

coordinate system is constructed as follows . 

Consider the interaction region (region I in Fig. 1) where u :=::O and v ::::.0· This 

region is the domain of dependence17 of the characteristic initial surface 

( u =0) u ( v =0), on which the initial-value problem defined by Eqs. (2.6), (2.8), 

(2.15), and (2.16) is to be solved. Consider the field equation (2.6c) in the interaction 

region. It follows from this equation that if we define 

a(u ,v ):=e-U(u,v), (2.20) 

then, throughout the interaction region, a(u ,v) satisfies 

a,uv=O' (2.21) 

the flat-space wave equation in two dimensions. Equation (2.21) suggests that we 

define another function, [3(u ,v ), such that 

13,u=-a,u , (2.22) 

since, clearly, the integrability condition for Eqs. (2.22) is satisfied by virtue of Eq. 

(2.21). The general solution of Eq. (2.21) is 

a(u ,v )=a (u }+b (v) , (2.23) 

where a (u) and b (v) are arbitrary functions. With this solution for a, Eqs. (2.22) 

yield 

[3(u ,v )=-a (u }+b (v }+c , (2.24) 
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where c is an arbitrary constant. Note that Eq. (2.20) defines o. not only throughout 

the interior of the interaction region I where u >0, v >0, but also along the boundary 

{ u =0} u { v =0} of this region, which is the characteristic initial surface. Hence, the 

boundary values (2.12a), (2.12c) for the function U(u ,v) yield, through Eq. (2.20), the 

following boundary values for o.: 

o.(u ,v =O)=e -U ,(u) , o.(u =O,v )=e -U 2(v) . (2.25) 

These initial values (2.25), when combined with the general solution (2.23) and the 

initial condition U (u =O,v =0)=0, immediately yield the unique solution 

(2.26) 

for o.(u ,v ), which holds throughout the interaction region. This solution, combining 

with Eq. (2.24) and setting the arbitrary constant c equal to zero, yields the solution 

(2.27) 

for ~(u ,v) and completes the construction of the new variables (o.,~) . To see that 

these variables actually define a new coordinate system, consider the two-form given 

by the exterior product d o.l\d ~- When this two-form is nonzero throughout some 

region U, it follows from the inverse function theorem18 that the functions o.(u ,v) and 

~(u ,v) (together with the usual spatial coordinates x, y) constitute a regular coordi-

nate system throughout U . Now, Eqs. (2.26) and (2.27) give 

(2.28) 

On the other hand, it immediately follows from Eqs. (2.16), or more clearly from the 

"focusing" equations (2.18), that as long as the initial data (2.15) are nontrivial for 
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both incoming waves [i.e., as long as neither V 1(u) nor V 2(v) is identically zero], and 

as long as the initial surfaces { u =0} and { v =0} correspond to the true past wave 

fronts of the colliding waves [i.e., as long as V 1(u ):;a!:() and V 2(v ):;a!:() for all sufficiently 

small but positive u and v ] , we have 

U 1'(u )>0 , f '(u )<0 V u >0 , 

U1'(v)>O,g'(v)<0 Vv>O, (2.29) 

whereas U 1'(u=0)=U 2'(v=0)=0 because of the initial conditions [cf. Eqs. (2.16)]. 

Therefore we conclude [Eq. (2.28)], that as long as the initial data (2.15) are nontrivial 

for both colliding waves, and as long as the null surfaces { u =0} and { v =0} are the 

true past wave fronts, the functions (a,l3,x ,y) constitute a coordinate system which is 

regular wherever the coordinate system (u ,v ,x ,y) is regular in the interior of the 

interaction region, u >0, v >0. On the other hand, the coordinates a,l3 are singular 

along the initial null surfaces { u =0} and { v =0}. In other words, the singularities of 

the coordinate system (a,l3,x ,y) consist of the singularities of the (u ,v ,x ,y) coordi

nates (when there are any), and the singularity along the initial characteristic surface 

{ u =0} u { v =0}. Since the only place in the interaction region where the coordinates 

(u ,v ,x ,y) can develop singularities is the "surface" { a=O} (see Sec. ill A), it follows 

that the coordinate system (a,l3,x ,y) covers the domain of dependence of the initial 

surface { u =0} u { v =0} regularly except for the singularities on { u =0} and { v =0}. 

The coordinates ( a,l3,x ,y ) enjoy a number of properties which make them useful 

in studying the field equations for colliding plane waves. First, the functions a(u ,v) 

and l3(u ,v) satisfy the wave equation in the two-dimensional Minkowski metric 

-du dv (and, by confonnal invariance, also in the two-dimensional metric 

-e-M du dv ). Hence, it follows that the du dv part of the metric (2.5) will be in 
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diagonal form [Eq. (2.43)] in the new coordinate system (a,~,x ,y ). Second, by per

forming the transformation (2.26) and (2.27) from the variables (u ,v) to the new vari

ables (a,~). we have eliminated one of the metric coefficients [namely the function 

U (u ,v )] from Eq. (2.5), and absorbed it into the definition of the coordinate a. There-

fore, the field equations in the new coordinate system [Eqs. (2.44)] will involve only 

two unknown variables, instead of the three functions M , V, and U involved in Eqs. 

(2.6). Finally, the Eqs. (2.26) and (2.27), which together with Eq. (2.20) yield the 

unique solution to the initial-value problem for U (u ,v) [Eq. (2.41)], also provide 

expressions for the new variables a and ~ purely in terms of the initial data on 

{ u =0) u { v =0). In other words, it is not necessary to solve any of the remaining field 

equations to perform the transformation from the (u ,v ,x ,y) coordinates to the new 

(a,~,x ,y) coordinate system. 

We now proceed with the mathematical analysis of the initial-value problem 

defined by Eqs. (2.5), (2.6), (2.8), (2.15), and (2.16), in the new coordinate system 

(a,~,x ,y ). First we note the transformation rules 

(2.30a) 

(2.30b) 

and their inverses 

1 [ 1 1 l aa=z- --a,, +--av , 
a ,, a,v 

(2.31a) 

1 [ 1 1 l aA=- -a --a '"'2a v a ,, 
,v ,u 

(2.31b) 

which are derived using Eq. (2.22). Here, a,, av, aa, and a13 denote, respectively, the 
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differential operators (=vector fields) dldu, dldv, dlda., and dldj3. A short computa

tion involving Eqs. (2.30) and (2.31) now gives 

-du dv (2.32) 

When inserted into the expression (2.5) for the metric and combined with Eq. (2.20), 

Eq. (2.32) yields the expression 

(2.33) 

for the spacetime metric, which is valid throughout the interaction region (region I in 

Fig. 1). Next, another short calculation using Eqs. (2.30) and (2.31) together with Eq. 

(2.21) gives 

(2.34) 

where de/, d~2, and d11 dv denote the second-order differential operators 

d21da.2, d2/dj32, and d21du dv, respectively. Combining Eq. (2.34) with the field equa

tion (2.6d) and using Eq. (2.31a) yields 

1 
V aa+- V a-V nn=O , , a , ,p.., (2.35) 

which is one of the field equations in the (a.,j3,.x ,y) coordinate system. To obtain the 

remaining field equations, we proceed as follows: First we note that we can rewrite the 

field equations (2.6a) and (2.6b) in the fonn 

2 M V.u 
2 

M (e U "U v) u=U u+--+2U u ' 
e U U · ' ' · Uu ' ,u ,v t 
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2 M V,v 2 
- M-U--U- (e U ,uU,v),v=U ,v +-U--+2U,v . 
e ,u ,v ,v 

Thus, if we define a new function P by 

(2.36) 

where c is an arbitrary constant having the dimensions of (length)2 [we will fix c later 

with our normalization condition Eq. (2.40)], then P satisfies 

v 2 
2P u=3U u+-'-

11
-• ' u ,u 

v 2 
2P v=3U v+_,v_ ' ' u ,v 

Combining Eqs. (2.37) with Eqs. (2.30) and using Eq. (2.20), we obtain 

3a.ll 
2a. (P -P R)=--'-

,u .a .... a 

3<X. v 
2a. v (P a.+P R)=--·-

• t , .., (X, 

which, after some rearrangements, can be written in the fonn 

(2.37a) 

(2.37b) 

(2.38a) 
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(2.38b) 

Equations (2.38) suggest that it will be convenient to define the combination 2P +31na. 

as a new variable, which, together with the variable V, would uniquely determine the 

metric in the (a.,~,x ,y) coordinate system. Thus, after first introducing the two "nor-

malization" length scales / 1 and / 2 by the equations 

(2.39a) 

where (u 0, v0) , u 0>0, v 0>0 is an arbitrary, fixed point in the interior of the interaction 

region, we define a new function Q (a.,~) by the relation 

(2.39b) 

Using Eqs. (2.39a), we can now fix the constant c which occurs in Eq. (2.36): 

(2.40) 

Note that the length scales / 1 and 12 are determined by Eqs. (2.39a) in a well-defined 

manner, since by Eqs. (2.20) and (2.26) 

U (u ,v )=-ln a.(u ,v) 

(2.41 ) 

so that 

U ( ) 1 U '(u )e - U 1(u > , 
.u u ,v a.(u ,v ) 1 

U ( ) 1 U '( ) - U 2(v ) . 
,v u ,v 2 v e , 

a.(u ,v) 
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and therefore, by Eqs. (2.29), U ·" (u ,v )>0, U ,v (u ,v )>0 for any point (u ,v) in the 

interior of the interaction region, where u >0, v >0, and where [as long as (u ,v) is in 

the domain of dependence of the initial surface (u=O)u(v=O) (cf. Sees. ill A-ill 

C)] a(u ,v )>0. It is now easy to obtain the remaining field equations, satisfied by the 

new variable Q (a,j3): Combining Eq. (2.39b) with Eqs. (2.40) and (2.36), and then 

using Eqs. (2.38), we find 

(2.42a) 

(2.42b) 

where the integrability condition for Eqs. (2.42) is satisfied by virtue of the field equa-

tion (2.35) for V(a,j3). 

We are now in a position to write down the complete formulation, in the 

( a,j3,.x ,y ) coordinate system, of the metric and the field equations in the interaction 

region of a colliding parallel-polarized plane-wave spacetime. For this, we first com-

bine Eq. (2.39b) with the expression (2.33) for the metric in the interaction region. 

This gives us the expression of the interaction region metric in terms of the two unk-

nown variables V and Q . Then, we recall the field equation (2.35) for V(a,j3), and 

combine it with the unique solution of the field equations (2.42) for Q (a,j3), which we 

obtain by using the initial value of Q that follows from the normalization conditions 

Eqs. (2.39). As a result, we obtain the following expressions for the metric and the 

field equations in the interaction region of a colliding plane-wave spacetime: 

(2.43) 
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where V and Q satisfy the following field equations: 

1 
V aa+-V a-V r:tr:t=O, 

• (X, ' ,..,..., 

(a,l3) 

Q (a,j3) = J [ -a(V,a2+Vi)da 
C : ( ao.l3o) 

+2M(~.I30)+3ln~ . 

(2.44a) 

(2.44b) 

Here, o:o=a(u0 ,v0), 13o=I3Cu 0,v 0), M(~,j30)=M(u 0,v 0), and C is any (differentiable) 

curve in the (a,j3) plane that starts at the initial point (~,!30), and ends at the field 

point (a,l3) at which Q is to be computed. The result of the integral in Eq. (2.44b) 

depends only on the end points of the curve C , since the integrability condition for 

Eqs. (2.42) is satisfied by virtue of the field equation (2.44a). 

Equations (2.43) and (2.44) summarize the mathematical problem of colliding 

parallel-polarized plane waves in a remarkably compact form. In particular, the only 

unknown to be solved for is the function V (a,j3) which satisfies the linear field equa-

tion (2.44a). Once V (a,l3) is known, Q is detennined by the explicit expression 

(2.44b) up to an unknown additive constant, which - by suitably choosing the initial 

point (u 0 ,v 0) [or (~,!30)] - can be made arbitrarily small. The only disadvantage of 

this fonnalism based on the ( a,l3 ,x ,y ) coordinates is the coordinate singularity that the 

(a, 13) chart develops on the characteristic initial surface { u =0} u { v =0} . This coordi

nate singularity causes, among other things, the function Q (a,l3) to be logarithmically 
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divergent (to -oo) on the surfaces {u=O) and {v=O) . Nevertheless, it is still possible 

to set up a well-defined initial-value problem for the function V(a.,J3), involving the 

initial data posed on the same characteristic smface { u =0) u { v =0) . 

It becomes clear from Eqs. (2.43) and (2.44), that the "surface" { a.=O) represents 

some kind of a singularity [either a spacetime singularity or (at least) a coordinate 

singularity] of the colliding plane-wave solution described by the metric (2.43). Since 

we are primarily interested in the behavior of the spacetime near this "surface" { a.=O), 

which is bounded away from the coordinate singularity on the initial null surfaces, the 

formalism based on the new (a.,J3) variables is well suited to our objectives. 

In the remaining two paragraphs of this section, we will describe the initial-value 

problem for the metric function V(a.,J3) and its solution. First, in the next paragraph, 

we explain how to pose the initial data given by Eq. (2.15), in the new formalism 

based on the (a.,J3) coordinates. Then, in the following paragraph, we give the explicit 

solution of this initial-value problem for V (a.,J3). 

We begin by noting that [cf. Eqs. (2.26) and (2.27)] in the a.,J3 coordinates the 

initial null surfaces { u =0) and { v =0) are expressed as (Fig. 1) 

{ u =0 l= { a.-(3=1) ' { v =0 }={ a.+J3=1} . (2.45) 

Equations (2.45), together with Eq. (2.44a), suggest introducing the "characteristic" 

coordinates 

r::a.-(3, s::a.+J3 , (2.46) 

so that the initial null surfaces become 

{u=O}::{r=1}, { v =0 ) = ( s = 1 } . (2.47) 
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In the new (r ,s) coordinate system [Eqs. (2.46)], the field equation (2.44a) takes the 

fonn 

1 
V rs+ (V ,.+V s)=O' 

· 2(r+s) · · 
(2.48) 

which is a partial differential equation for the function V (r ,s ). TI1e initial-value prob

lem for V (r ,s) consists of Eq. (2.48), and the initial data on the characteristic initial 

surface {r=l }u{s=l} given by the freely specifiable functions V(r ,s=l) and 

V (r =1 ,s ). More precisely, the initial data consist of 

{V(r ,l),V(l,s)}, (2.49) 

where V(r,l) and V(1,s) are C 1 (and piecewise C 2) functions for re(-1,1] and 

s E ( -1,1], respectively, which are freely specified except for the initial conditions 

V(r=1,l)=V(1,s=l)=O. Once the initial-value problem (2.48) and (2.49) is solved for 

the function V (r ,s ), the function V ( c:x.,p) is determined by the obvious expression 

V (a,f3)=V (r=c:x.-f3,s=c:x.+(3) . (2.50) 

There is a one-to-one correspondence between the initial data of the form (2.15), and 

initial data of the form (2.49), for the initial-value problem of colliding parallel

polarized plane waves. When initial data are given in the form of Eq. (2.15), i.e., when 

the functions V 1(u) and V 2( v) are specified, initial data in the form of Eq. (2.49) are 

uniquely detennined in the following way: First, Eqs . (2.16) are solved with the given 

data V 1(u) and V 2(v ), and the functions U 1(u) and U 2(v) are obtained as the unique 

solutions [cf. Eqs. (2.16) and the discussion following them]. Then, using the identi-

ties [cf. Eqs. (2.26) and (2.27) and Eq. (2.46)] 
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r=2a (u )=2e -U,(u)_l , s=2b (v )=2e -U2(v)_1 

(2.51) 

along the initial null surfaces { u =0} and { v =0} , u (r ) and v (s ) are defined as the 

unique solutions to the implicit equations 

2 -U 1[u (r)] 
1 r= e - , (2.52) 

Finally, the initial data (V(r ,l),V(l,s)} in the form (2.49) are determined uniquely 

from the data ( V 1(u ),V 2(v)} by 

V(r ,l)=V 1[u=u(r)], V(l,s)=V2[v=v(s)]. (2.53) 

Conversely, when initial data are given in the form of Eq. (2.49), i.e., when the func-

tions V(r ,1) and V(1,s) are specified, initial data in the form of (2.15) are uniquely 

determined in the following way: First, the differential equations 

2U l,uu -U l,u 
2 

-2U, 2 -U, 2 =4e U [V (r=2e -1 1)] l,u ,r ' ' (2.54a) 

2U 2,vv -U 2,v 
2 

=4e - 2
U 2 U 2.v 2 [V,s (1,s=2e -U2- l)f, (2.54b) 

for the functions U 1(u) and U 2(v) are solved with the initial conditions 

U 1(u=0)=U 2(v =0)=U l.u (u=O)=U 2.~·<v=0)=0 [cf. Eqs. (2.16)]. Then, using Eqs. 

(2.52), the initial data {V 1(u ),V 2(v)} in the form (2.15) are determined uniquely from 

the data ( V (r ,1),V (1,s)} by 
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V 2(v )=V (l,s=2e -U1(v)_l) . (2.55) 

This completes the formulation of the initial-value problem for the function V (a.,p), 

or, equivalently, for the function V (r ,s ) [cf. Eq. (2.50)]. 

The solution to a two-dimensional linear hyperbolic initial-value problem of the 

form (2.48) and (2.49) is obtained by using the appropriate Riemann function (Sec. 

4.4 of Ref. 18). Specifically, the Riemann function for Eq. (2.48) is a two-point func

tion A (r ,s ;1:; ,11), which satisfies the adjoint18 equation to Eq. (2.48); 

1 1 
A rs - (A ,. +A s )+ 

2 
A =0 , 

· 2(r +s) ' ' (r +s ) 
(2.56) 

with the initial values 

[ ] 

Y2 

A (r ,11;S,11)= ~:~ , 

. -~ 
[ ] 

Y2 

A (i;,s ,1:;,11)- s+
11 

(2.57) 

Once the Riemann function A is known, the solution V (r ,s) of the initial-value prob-

lem (2.48) and (2.49) is given by (Sec. 4.4 of Ref. 18) 

V (r ,s ) =A (l,l ;r ,s )V (1,1) +Js [ V s'( l ,s 1 )+ V ( l,s 
1

) ] A (l,s 1 ;r ,s )ds 1 

1 
· 2(1+s 1

) 

,. 

J[v (-' 1) V(r
1

, l )]A( 1 1· )d -' + ,. ' 1 , + 
1 

r , ,r ,s 1 . 

1 
' 2(1+r ) 

(2.58) 
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It is found by Szekeres in Ref. 6, that the unique Riemann function which solves Eq. 

(2.56) with the boundary values (2.57) is 

[ ]
\12 [ ] . . _ r +s (r -5)(s -1]) 

A <r ,s .s,11)- J: P -v. 1 +2 s , 
~ +11 (r +s )( +T\) 

(2.59) 

where P - \12 is the Legendre function P v for v=- ~ [Ref. 19, Eqs. (8.820)-(8.222)]. 

Combining Eq. (2.59) with Eq. (2.58), and noting that V(1,1)=0 [Eq. (2.49)], we 

obtain the following explicit solution V (r ,s) of the initial-value problem (2.48) and 

(2.49): 

V(r,s)=Js[v ,(1 s')+ V(l,s')] [ 1+s'] Yl p '[1+2 (1-r)(s'-s)] ds' 
1 

.s ' 2(l+s') r+s - \12 (l+s')(r+s) 

+Jr[v '(r',1)+ V(r',l)l [ l+r'] 'l2 p ' [1+2 (1-s)(r'-r)] dr'. (2.60) 

1 
,r 2(l+r') r+s - \12 (1+r')(r+s) 

We have thus completed the full solution of the initial-value problem for colliding 

parallel-polarized gravitational plane waves, expressed in the (a.,~,x ,y) coordinate 

system that we constructed in the beginning of this section. We are now ready to study 

the asymptotic structure of the colliding plane-wave spacetime near the singularity 

a.=O. 

ill. THE ASYMPTOTIC STRUCTURE OF SPACETIME NEAR a.=O 
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A. The behavior of the metric near a=O : An inhomogeneous Kasner singularity 

Before embarking on a full mathematical analysis of the asymptotic structure of 

the metric (2.43) near a=O, we use the field equations (2.44) to make a few introduc

tory observations about the asymptotic behavior of the functions V (a,l3) and Q (a,l3). 

These observations yield some preliminary insights into the asymptotic structure of 

the metric (2.43) which we will find useful both in this section and in the next one. 

Our starting point is the solution of Eq. (2.44a) by the well-known method of 

separation of variables. Using tltis method, we easily find that the formal solution to 

Eq. (2.44a) can be written in the fonn 

-too 

V (a,l3) = J [(Ak sinki3+Bk coski3)N 0(k a) 
-oo 

(3.1) 

where J 0 and N 0 are the Bessel functions of the first and second kind, respectively. 

Using the series representations for J 0 and N 0 given by Eqs. (8.441) and (8.444) of 

Ref. 19, we find that Eq. (3.1) yields the expression 

V ( a,l3 )=e(l3 )lna+O(I3 )+H ( a ,l3) (3.2) 

for V(a,l3), where 

-too 

e(l3 )= ~ J (Ak sink 13+B k cosk 13 )dk , (3.3a) 
-oo 

-too 

0(13)= J (Cksinki3+Dkcoskl3)dk 
-oo 
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+<><> 

+ 1_ J [y+ln( _!_k )](Ak sink ~Bk cosk l3)dk , 
1t 2 

(3 .3b) 
-<>0 

lim H ( a,l3 )=0 , 
a-+0 

(3.3c) 

and where y is Euler's constant.19 From Eq. (3.2) it immediately follows, using the 

field equation (2.44b ), that the asymptotic structure of the function Q ( a,l3) near a.=O is 

detennined by 

(3.4) 

where 

lim L(a,I3)=0, 
a-+0 

(3.5) 

and ~-t(l3) is a (C 1) function of l3 determined by an expression similar to Eq. (3.3b). 

Note that the functions H (a,l3) and L (a,l3) [although they remain finite (in fact, van-

ish) as a~O] are not smooth functions near a.=O. In fact, it follows from the series 

expansions for J 0 and N 0 [Eqs. (8 .441)--(8.444) in Ref. 19], that, for example, the 

function H (a,l3) has the behavior 

(3 .6) 

where ck (l3) and dk (l3) are functions of 13 determined by expressions similar to Eq. 

(3.3b). Equation (3.6), when combined with Eq. (3.2), yields a more detailed expres-

sion for the asymptotic structure of V ( a,l3) near a.=O: 



• 
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(3.7) 

Equations (3 .7) and (3.4) summarize the asymptotic behavior of the metric functions 

V and Q near the singularity a.=O. But Eqs. (3.3) are not terribly useful for expressing 

the key functions £(13) and o(l3) in terms of the initial data (2.15) or (2.49) for the col-

liding plane waves. For this purpose, it is better to use the explicit solution (2.60) for 

the function V (r ,s) that we obtained in the last section. Thus, in the next paragraph, 

we will analyze the asymptotic behavior of the solution (2.60) near the singularity 

a.=O, and obtain explicit fonnulas for the functions £(13) and o(l3) expressed in tenns of 

the initial data (2.49) for the incoming waves. Then, in the remainder of this section, 

we will use the analysis carried out so far to investigate the asymptotic structure of the 

spacetime metric (2.43) near the singular surface a.=O. 

Note that in the (r ,s) coordinate system of Sec. IT B, the singularity a.=O 

corresponds to r+s=O [Eqs. (2.46)]. Combining Eq. (2.60) with Eq. (2.50), it is clear 

that the asymptotic structure of V ( a,l3) near a.=O is detennined by the asymptotic 

behavior of the function P _112(1 +2z) as z ~oo. To evaluate this asymptotic behavior, 

we first note that the integral representation [Eq. (8.822) in Ref. 19] 

Re z >O (3.8) 

can be rewritten in the form 

(3 .9) 
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where K is the complete elliptic integral of the second kind. 19 Subsequently, the 

asymptotic expression [Eq. (8.113) in Ref. 19] 

when combined with Eq. (3.9), yields the asymptotic relation 

P ( ) -{2 -Yzlnz 3-filn2 -Yz 
_y, z =-z + z 

1t 1t 

(3.10) 

which in turn yields the desired asymptotic behavior 

(3.11) 

as z ~oo. Now we combine Eq. (3.11) with Eq. (2.60) and Eq. (2.50), and then com

pare the resulting asymptotic form of V(a.,~) with Eqs. (3 .2) and (3.7) to read out the 

following explicit expressions for the functions €(~) and 8(~): 

l 

e(~)=_!_I[v (1,s)+ V(1,s)] (1+s) ds 
n 

13 
,s 2(1+s) -vo+~)(s-~) 

1 

+ _!_ I [ V r (r ,1 )+ V (r ' 1)] ( 1 +r ) dr ' 
n -f3 · 2(1 +r) ""o-~)(r+~) 

(3.12a) 

1 

8(~) =-I [ V s (1,s )+ V (1,s )] (1 +s) [ 21n2 +_!_In [ (1 +~)(s-~)]] ds 

13 
• 2(1+s) -vo+~)(s-~) n n 1+s 
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1 

_ J [v (r ,1)+ V(r ,1)] (l+r) [ 2ln2 +_!_In [ (l-!3)(r+l3)]] dr . 
-P ,r 2(1 +r) ""(l-l3)(r+l3) 1t 1t 1 +r 

(3.12b) 

We note that Eq. (3 .12a) can be rewritten in the simpler form 

1 [ ] y, E(f3)=_!_ -~ f[(l+s),12V(l ,s)] s s+! ds 
1t ~1+13~ ' S-p 

1 [ l y, 1 1 y, r+1 
+ - .~ J[(1+r) V(r,1)],. -A dr . 

1t ~ 1-13 -J} • r+p 
(3 .13) 

The timelike coordinate a is a parameter which monotonically decreases to zero 

along the world line of any observer approaching the singularity. Consider the space-

time metric (2.43) in the vicinity of such a world line as the observer approaches the 

singularity a=O at a fixed spatial coordinate 13. According to Eqs. (3.4) and (3 .7), the 

asymptotic behavior of the metric along the observer's world line as a~O can be 

expressed as 

(3 .14) 

where 
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(3 .15) 

On the right-hand side of Eq. (3 .14), all quantities that depend on 13 are to be regarded 

as constants when interpreting the metric g (l3) as the asymptotic limit of the metric 

(2.43 ); this asymptotic metric describes a region of spacetime which is arbitrarily 

large in the Killing x, y directions, but which extends (in general) very little [over a 

range in 13 small enough for the variation in £(13) to be negligible] in the 13 direction, 

and which covers a range (0,11) in the coordinate a. where 11 is arbitrarily small (11~0). 

Now, notice that the quantity q 1(13) is always greater than -2 [q 1::: ~ by Eqs. (3.15)]. 

Thus, we can introduce a new timelike coordinate t 

oat 2/(q 1+2) , (3.16) 

which is monotonically related to a., and in which the singularity ~ is located at 

t=O. In terms of this new timelike coordinate t, the asymptotic metric g (13) of Eq. 

(3.14) takes the form 

g(l3)-

(3.17) 

where 

(3 .18a) 

(3.18b) 
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(3.18c) 

It is easily seen from Eqs. (3.18) that the exponents p 1(~), p 2(~), and p 3(~) satisfy the 

Kasner relations 12 

=1 ' (3 .19) 

for all values of E(~). Therefore, the asymptotic limit of the metric (2.43) as a.~O at a 

fixed spatial position ~ is a vacuum Kasner solution, which, after absorbing the con-

stant terms on the right-hand side of Eq. (3.17) into the definition of the coordinates, 

and for simplicity using units in which lengths are dimensionless, can be represented 

in the fonn 

(3 .20) 

where the asymptotic Kasner exponents Pk, k=1,2,3, are given by Eqs. (3.18) and 

satisfy the relations (3.19). Equations (3.18), when combined with Eq. (3.13), provide 

the explicit formulas which express the asymptotic Kasner exponents Pk (~) along the 

singularity in terms of the initial data (2.49) for the colliding waves. 

The Kasner solution12 defined by the global spacetime metric (3 .20) has the fol-

lowing curvature tensor: 

+ L Pj;k (X/i!Jol-x k ®roi )®roi !\ rok , 
j<k t 

(3 .21) 
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where the orthonormal basis {XI!} and its dual {rov} are given by 

-p~ a 
xl=t -a , 

X 

(3.22a) 

(3.22b) 

A number of fundamental properties of the Kasner spacetime can easily be deduced 

from the expression (3.21) of the curvature tensor. First, it becomes clear that the 

vacuum field equations are equivalent to the algebraic relations (3 .19) for the 

exponents Pk. Next, a short computation using Eq. (3.21) gives 

RJ.lvpo R _ 16 
J!Vpo--4P IP1P3 

t 
(3.23) 

provided that the vacuum conditions (3.19) are satisfied. Assuming that (3.19) hold, 

the following main conclusions are then obtained. (i) The "surface" t=O is a curvature 

singularity of the vacuum Kasner solution unless one of the exponents is zero. This 

can only happen if (p 1,p 2,p 3) is equal to a permutation of (1,0,0), in which case we 

assume, without loss of generality, that p 1=1,p 2=p 3=0. For these values of the 

exponents (a degenerate Kasner solution) the metric (3.20) is flat [Eq. (3.21) gives 

R =0]; the surface { t =0) represents a Killing -Cauchy horizon 4 (a coordinate singular-

ity) across which spacetime can be extended, e.g., to yield the maximal Minkowski 

space. The spacelike Killing vector a1ax becomes null on this Killing-Cauchy horizon 

{ t=O}. (ii) If all exponents are nonzero (the nondegenerate case), then one and only 
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one of the exponents is strictly negative, while the other two are strictly positive. And 

finally, a straightforward application of the geodesic deviation equation with the cur-

vature tensor (3 .21) reveals that (iii) in a nondegenerate Kasner solution, tirnelike geo-

desic congruences which run into the singularity converge together in those spatial 

directions for which Pk >0, and diverge apart in the direction for which Pk <0. In other 

words, physical three-volumes get squashed in the two spatial directions with positive 

exponents, while they get infinitely stretched in the remaining direction with the nega

tive exponent as the singularity is approached. 12 

After this brief interlude on the Kasner solution, we now return to the discussion 

of the asymptotic limit (3.17) and (3 .18) of the colliding plane-wave metric (2.43). For 

much more detailed expositions on the Kasner solution (including its generalizations 

and their application to cosmology), the reader is referred to the literature listed as 

Ref. 12. 

The following conclusions are easily obtained from Eqs. (3 .17)-(3.20) combined 

with the results of our brief review of the Kasner solution: (i) If I E(J3) I <1, then p 1(J3) 

and p 2(J3) are both positive and p 3(J3) is negative. This corresponds to an anastig

matic2·3 singularity structure at (a=O,J3); that is, focusing takes place in both the x and 

y directions. In particular, if the incoming plane waves are sandwich waves and either 
-4 

purely anastigmatic2
·3 or very nearly anastigmatic (i.e., if they have focal lengths 

f 1,/2 [cf. Eqs. (2.13)-(2.14)] which are either equal (f 1=/ 2) or satisfy 
-4 

If z-f 1 1/f 1«1 ) , and if both incoming waves are sufficiently weak [i.e ., if 

V 1> V 2«1, cf. Eq. (2.15)], then Eq. (3 .13) implies that at least throughout a large 

subinterval of the range (-1 ,1) of J3, I E(J3) I will be much smaller than 1. Thus, under 

these circumstances, the structure of the singularity will be mostly anastigmatic. (ii) 

If, on the contrary, I E(J3) I > 1, then p 3(J3) is positive and one of p 1 (J3 ), p 2(J3) is 
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negative. This corresponds to an astigmatic singularity structure at (a=O,~); that is, 

focusing occurs in only one of the two transverse directions x, y , whereas in the other 

direction an infinite defocusing takes place. In particular, if the incoming plane waves 

are highly astigmatic (If 2-f 1 I If 1 >> 1 ), or if they are sufficiently strong (V 1, V z-1 ), 

then it is possible to have an interval in~ with IE(~) I> 1, that is, an interval in~ with 

an astigmatic singularity structure at a=O. (See, however, our second example in Sec. 

IV in which colliding highly astigmatic plane waves create a purely anastigmatic 

singularity.) (iii) Finally, if IE(~) I =1 , then p 3(~)=0 and one of p 1 (~), p 2(~) is 1 

whereas the other is zero. In this case the asymptotic metric g (~) near a.=O is a 

degenerate Kasner solution (3.20) with either (p 1,p 2,p 3)=(1,0,0) or (p 1,pz,p3)=(0,1,0). 

It seems evident that if the quantity E(~) is different from ±1 (across an interval 

in ~ or at any point ~=~0), then the colliding plane-wave solution (2.43) has a curva

ture singularity at (a=O,~). On the other hand, in view of our conclusion (iii) in the 

above paragraph, it is also quite natural to expect that if E(~)=±l throughout an inter

val (~ 1 .~2) in~. then the portion { a.=0,~ 1<~<~2 } of the surface { a.=O} is not a curva

ture singularity, but instead it represents a nonsingular Killing-Cauchy horizon of the 

colliding plane-wave spacetime on which one of the spacelike Killing vector fields 

dldx, dldy becomes null, and across which the metric can be smoothly extended.4 

However, our analysis so far is not sufficient to reach these conclusions rigorously. 

The reason is that although we now know the asymptotic limit of the metric (2.43) 

explicitly [Eq. (3.17)], we do not yet have full control on the asymptotic behavior of 

the spacetime curvature near the singularity a.=O. In other words, in view of the pres

ence of a whole series of logaritlunic tenus in the expansion (3.7) of V (a,~) [and 

similarly in the expansion (3 .4) of Q (a,~)], it is not clear a priori that the asymptoti

cally Kasner natme of the metric as <X.-70 implies the corresponding asymptotically 
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Kasner (as t ~0) behavior of the spacetime curvature (which involves the derivatives 

of the metric). Thus, in the following section, we are going to study the behavior of 

the curvature associated with the metric (2.43) near the singularity a.=O. 

B. The behavior of curvature near a.=O 

Since in most of the literature on colliding plane waves5
•
6

•
7

•
9

•
11 the spacetime 

curvature is studied in terms of the Newman-Penrose curvature quantities, we will 

also find it convenient to carry out our analysis of curvature using the curvature quan-

tities (2.19) with respect to the standard tetrad (2.3) and (2.4). Equations (2.19) 

express these curvature quantites in terms of the tetrad coefficients M , U , and V , and 

in the Rosen-type coordinate system (u ,v ,x ,y) for the colliding plane-wave space-

time. In this section, we will first obtain the corresponding formulas expressing the 

same functions '1'0 , '1'2 , and 'I' 4 in terms of the metric functions V (a.,j3) and Q (a.,j3), 

and in our favorite (a.,j3,x ,y) coordinate system. Then, using these expressions, we 

will read out the asymptotic behavior of the curvature quantities as a.~O. 

Consider first Eq. (2.19b) for the quantity '1'2. Combining this equation with Eq. 

(2.34) and Eq. (2.39b), and using Eq. (2.20), we obtain 

Q /2 
'I' =--e-a.y>(iJ 2_a 2)M . 

2 4/1/2 a p 
(3.24) 

Now note the following identities 

ln( u II u V )=ln( <X.
11 

)+ln( (X. V )-21n<X. , 
' t ' • 

(3.25a) 

(3 .25b) 

which are derived by using Eqs. (2.20) and (2.21), respectively. If we take the 
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logaritlun of both sides in Eq. (2.39b) and apply the operator da2-dp2 on both sides of 

the result, and if we then use Eqs. (2.34) and (3 .25) to simplify, we obtain the identity 

::-. 2 ::-. 2 1 -2 
(oa -op )M =-zCQ ,aa-Q ,pp-a ) , (3.26) 

which, when combined with Eq. (3.24), yields the desired expression for the quantity 

(3.27) 

The calculation of the corresponding expressions for the remaining curvature quanti-

ties 'I' 0 and 'I' 4 proceeds along similar lines. Substituting Eq. (2.30a) in the expression 

(2.19a) for 'I' 0 , and then making use of the identity 

::-. ::-. 1 [ 1] a ,uu (o -oA)M=- Q -Q A+- --
a 1-' 2 ,a .... a 2 ' a ,,t 

together with the Eqs. (2.20) and (2.21), we obtain 

+ V,aa+ V.pp -2V,apl . 

(3 .28) 

And, substituting Eq. (2.30b) in the expression (2.19c) for '1'4, and then making use of 

the identity 

(::-. ::-. 1 [ 1] a ,vv 
oa+op)M =z Q ,a+Q ,p+-; - a ,v 2 ' 
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together with the Eqs. (2.20) and (2.21), we obtain 

i 2 1 3 
'1'4=--a. v [- (V a+V A)(Q a+Q A+-) 2 ' 2 , , p t ,p (X, 

+ Y.aa+ Y,pp+2V,ap] . (3 .29) 

Note that the quantity a.,v that occurs in the expressions (3.28) and (3.29) is not fully 

expressed in terms of the metric functions Q (a.,~) and V (a.,~). However, by Eq. 

(2.26), a.,v=-U 2,v e - U 2(v), and thus by the Eqs. (2.29) and the discussion preceding 

them, a.. v is nonzero and finite for all -1 < ~ < 1 in the limit a.~O. Thererefore, the 

multiplicative factors involving a.,v in Eqs. (3.28) and (3.29) do not contribute to the 

qualitative asymptotic behavior of the curvature quantities near a.=O. Hence, we will 

not attempt to further express the quantity a..v in tenns of the metric functions Q and 

V ; instead, we will regard it as a (nonzero) constant, multiplying the asymptotic limits 

of '1'0 and 'I' 4 as a.~O at a fixed spatial location~ -

Before proceeding with the analysis of the asymptotic behaviors of 'I' 2, 'I' 0 , and 

'I' 4 near a.=O, we rewrite Eqs. (3.27)-(3.29) in terms of the metric function V (a.,~). 

After eliminating the terms that involve the derivatives of Q (a.,~) by making use of 

Eqs. (2.42), we obtain 

e Q (a .j3)/2 [ 1 l - y, 2 2 '1'2- - a. -V - VA +2a.V (V AA- V '--8/1/2 .a ,..., ,a ,...,..., ,CJ.O.] a.2 ' (3 .30) 
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(3.32) 

Now, substituting the asymptotic expressions (3.7) and (3.4) for V (a,l3) and Q (a,l3) 

into Eqs. (3.30)-(3.32), we obtain, after some lengthy algebra, the following equations 

revealing the asymptotic behavior of the curvature quantities '¥ 2, '¥ 0 , and '¥ 4 , as a~O 

at a fixed spatial coordinate 13: 

(3.33) 

ieJ.l(J3) [ 2 R 'f' (A) a 1-E (1-')) 
0 .... - 2 2 2 

8/1 /2 a,v 

A i 2 '¥4(...,)---a 2 ,v 

X [ E(j3)(1-E2(j3)) _ 3(E2(j3)-l](E'(j3)lna+o'(j3)) + 2E'(j3) + _!_0 (a)l 
2a2 2a a a ) 

(3.35) 

In Eqs. (3 .33)-(3.35), O(a) denote the remaining terms which are always of the fonn 

0 (a)=( )<x.lna+( )a2lna+ ... +( )a(lna)2 

(3.36) 
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where the "()"denote well-behaved quantities that depend only on l3 . 

Equations (3.33)-(3.35) provide a clear demonstration of our earlier statement 

(Sec. m A) that whenever I E(l3) I #1 (across an interval in 13 or at an isolated point 

13=130), the colliding plane-wave spacetime possesses a curvature singularity at 

(a.=O,I3). [The asymptotic form of the curvature invariant (3.23) can be computed 

using Eqs. (3.33)-(3.35) along with the identities '1'1='1'3=0; it is easily seen that as 

a----tO this invariant diverges in accordance with Eqs. (3.23) and (3.16), i.e., as 

- a-[E
2
(J3)+3l, whenever I E(l3) I #1.] In order to prove our second statement (Sec. ill A), 

that when 1£(13)1::1 throughout an interval (13 1.132) the surface {a.=O,I31<13<132 } is a 

nonsingular Killing-Cauchy horizon,4 we will need to perfonn a somewhat more 

detailed analysis of the asymptotic behavior of V(a,l3) near a.=O. Thus, in the few 

remaining paragraphs of this section, we will present such an analysis and see that our 

conclusions indeed provide a proof for this second statement. Then, in the next sec

tion (Sec. m C), we will discuss the physical significance and the instabilities of these 

Killing-Cauchy horizons which occur at a=O. 

Before proceeding with our discussion, we note that when I E(l3) I ::1 across an 

interval in 13, all divergent terms in the expressions (3.33)-(3.35) vanish except (possi

bly) for the logarithmically divergent terms which could be introduced by the 

remainders 0 (a)/a [Eq. (3.36)]. To learn more about these logarithmic terms, con

sider the expansion (3. 7) for V ( a,l3 ). Equations (3 .12) and (3 .13) give expressions for 

the two most important coefficients E(l3) and 0(13) which occur in this expansion, and 

the other coefficients ck (l3) and dk (l3) can be computed from the original field equa

tion (2.44a) for V: The following expressions for the derivatives of V that occur in 

Eq. (2.44a) are obtained straightforwardly by using Eq. (3 .7): 
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(3.37a) 

(3.37b) 

(3.37c) 

Inserting Eqs . (3.37) in the field equation (2.44a) and collecting together the 

coefficients of identical terms in a., we obtain the identities 

•• 0. J (3.38a) 

.... ' (3.38b) 

which express all of the coefficients ck (~) and dk (~) in Eq. (3.7) in tenns of the 

coefficients £(13) and <>(13). 

It now becomes clear that when I £(13) I :::1 throughout an interval (~1>132) [in fact, 

whenever £(13) is constant across such an interval], all the coefficients ck (l3), k ~1 van

ish for I3E <131>132). In that case, the expansion (3.7) of V (a.,l3) does not contain any log-

arithmic terms except for the leading term E(l3)1na.. In particular, the derivatives 
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V .a• V .13• V ,aa• V ,1313, V ,al3 contain no logarithmic terms whatsoever in a., for 

l3e (131.132). Therefore, by Eqs. (3.30)-(3.32), the remainder terms 0 (a.) in Eqs. 

(3.33H3.35) also do not involve any logarithmic terms in a. across the same interval; 

in other words 

0 (a.)=( )a.+( )a.2+ ... V 13e <131 .132) · (3 .39) 

Combining Eq. (3.39) with Eqs. (3.33H3.35), we find that we have proved the fol

lowing result. 

If I E(l3) I =1 throughout an interval (131,132) in 13, then the curvature quantities 

'1'0 , '1'2, and '1'4 are all bounded (=finite , but in general nonzero) as a.~O, whenever 13 

belongs to this interval (131,132); i.e., all curvature quantities are perfectly well 

behaved across the surface (a.=O,I31<13<132}. 

Clearly, if I E(l30 ) I =1 at an isolated point 13=130 , and furthermore if 

E'(l3o)=t"(l30)=0, then by the Eqs . (3.38a), c 1(130)=0, and consequently 

0 (a.)=( )a.2lna.+( )a.31na.+ ... +( )a.2(lna.)2 

+ .. . ++( )a.+( )a.2+ . .. at 13=130 . (3.40) 

Therefore, combining Eq. (3.40) with the Eqs. (3.33)-(3.35) as above, we obtain the 

following similar result. 

If I E(l3) I =1 at an isolated point 13=130, and if, in addition, the first two derivatives 

of E(l3) at the point 130 vanish , then the curvature quantities 'I' 0 , 'I' 2, and 'I' 4 are 

bounded (::finite , but in general nonzero) as a.~O at the point 13=130. 
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C. Instability of the Killing-Cauchy horizons that occur at a=O 

We begin this section by rephrasing, in a somewhat more precise format, the 

three fundamental conclusions of the preceding section (Sec. ill B). 

(i) When I E(P0) I ;e1, the two-surface { a.=O, P=P0,-oo<x <+oo,-oo<y <+oo} is a 

curvature singularity of the colliding plane-wave metric (2.43). This singularity is of 

asymptotically (nondegenerate) Kasner type, and it is in general inhomogeneous in the 

spatial P direction. 

(ii) When I E(P) I =1 at an isolated point 13=P0, i.e., if the C 1 function I E(P) I maps 

a small interval containing Po into a real interval containing 1 in such a way that the 

inverse image of 1 is a single point (namely, P0 ), then there are two possibilities: If 

e'(P0)=E"(P0)=0, then the two-surface P={ a.=O,P=P0,-oo<x <+oo,-oo<y <+oo} is not a 

curvature singularity, but it still represents a spacetime singularity since no extension 

of the metric is possible across P. Such an extension does not exist because in any 

spacetime neighborhood of P there are boundary points corresponding to true curva

ture singularities; consequently, any extension of the metric beyond the two-surface P 

would be incompatible with the topological manifold structure of the spacetime. [Note 

that, by Eqs. (3.14) and (3.15), Pis a regular coordinate near Po when I E(P0 ) I =1. Also 

note that similar topological singularities frequently occur in the exact solutions for 

colliding plane waves, see, e.g., Refs. 8, 5, and 3.] If, on the other hand, either one (or 

both) of E'(P0), E"(P0) are nonzero, then Pis a genuine curvature singularity of the 

colliding plane wave metric (2.43). 

(iii) Finally, when I E(P) 1:::1 throughout an interval CPl>P2), the three-surface 

S={ a.=O, P1 <P<P2,-oo<x <+oo,-oo<y <+oo} is a nonsingular Killing-Cauchy horizon 

for the colliding plane-wave spacetime. The asymptotic Kasner exponents 

fp 1 (p),p 2(P),p 3CP)l take one of the degenerate values (1 ,0,0) [if E(P)=+ 1] or (0,1 ,0) [if 
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E(j3)=-1] for j3e(j31,j32) [Eqs. (3.18)], and correspondingly one of the spacelik:e Killing 

vectors ()/()x or ()f()y becomes a null vector on S. As can be seen easily by inspection 

of the metric (2.43), Sis a null hypersurface in spacetime, and the Killing vector that 

becomes null on S is tangent to the null geodesic generators of S. In fact, S is a 

"Killing-Cauchy horizon of type ll" in the terminology of Ref. 4, where the reader can 

find a much more detailed description of such horizons. The spacetime curvature is 

perfectly well behaved across S, and consequently S represents only a coordinate 

singularity of the (a.,j3,x ,y) [or equivalently the (u ,v ,x ,y)] coordinate system; it is 

possible to extend the metric and the spacetime beyond S after constructing a new 

admissible coordinate chart that covers Sand its spacetime neighborhood regularly. 

Now suppose I E(j3) I ::1 across some subinterval I of the range (-1 ,1) of j3. (Note 

that I might not be a connected interval.) Thus, the metric (2.43) can be extended 

beyond the null surface S={ a.=O, j3e/ ,x ,y} in a perfectly smooth manner. This 

extension is not unique, however; the initial data posed by the incoming colliding 

plane waves do not uniquely single out a specific extension among the infinitely many 

possibilities. Therefore, the Killing-Cauchy horizon Sis a future Cauchy horizon17 

for the initial characteristic surface { u =0} u { v =0}, i.e., S represents a future boun

dary for the domain of dependence D +[ { u =0} U { v =0}] of this initial surface. Since 

this means a breakdown, beyond the surface S, of the predictability of the spacetime 

geometry from the initial data posed on { u =0 }U { v =0} (or, equivalently, a break

down of global hyperbolicity17) , the occurrence of these Killing-Cauchy horizons in 

colliding plane-wave spacetimes may seem to contradict the cosmic censorship 

hypothesis,20
·
21 or at least a version of this hypothesis suitably formulated for plane

symmetric spacetimes.4 But recall that a careful fonnulation of cosmic censorship20 

always insists that the hypothesis holds only for "generic" spacetimes, where the 
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notion of "genericity" is conveniently left unspecified so that it can be interpreted 

appropriately for specific examples. In fact, there are many "counter-examples" to 

cosmic censorship, which, in one way or another, fail to satisfy the criterion of "gener

icity. "20•21 Perhaps the best-known such examples are the maximal Reissner

Nordstrom and Kerr solutions; the inner horizons of these solutions constitute Cauchy 

horizons for all partial Cauchy surfaces located in the asymptotically flat region, and 

therefore cause the breakdown of global hyperbolicity in the corresponding maximal 

spacetimes. However, it is now well known22 that these inner horizons are unstable 

against a large class of linearized perturbations (such as gravitational waves, elec

tromagnetic radiation, ... ). It is therefore expected (but not yet fully proved), that in 

the interior of any rotating or charged black hole which is formed via "generic" gravi

tational collapse, the growth of these linear instabilities would destroy the inner hor

izon, turn it into a (space like) curvature singularity, and thereby restore the global 

hyperbolicity of the resulting spacetime. 

Now, physically, though not in a formal mathematical way, the Killing-Cauchy 

horizon S of the colliding plane-wave solution (2.43) is similar to the inner Cauchy 

horizons of the Kerr and Reissner-Nordstrom solutions (which are also Killing

Cauchy horizons). To better understand the physical significance of the issue of the 

stability of the horizon S, consider the geometry of the colliding plane-wave space

time depicted in Fig. 2. For enhanced dramatical effect, we have assumed in this 

figure that the interval I [across which I E(l3) I :::1] is a disconnected interval made up 

of several connected pieces I 1. I 1 , .. .,In. Hence the Killing-Cauchy horizon Sis also 

disconnected; it consists of several distinct horizons S 1, S 1 , ... ,Sn. The spacetime is 

extended beyond each of the horizons S; in a different way; and there is also a large 

amount of freedom in the choice of each individual extension. In particular, one can 
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choose the extensions in such a way that then horizons S; act as doorways (through 

the otherwise singular surface a=O), which can be used by the observers living in the 

interaction region of the colliding plane-wave solution as "tunnels" into n different 

spacetimes, each causally disconnected from all the others. Or, any two distinct hor

izons S;, Sj may be joined, through suitable extensions, to the same spacetime but at 

different locations in time and space, thus giving the interaction region observers the 

possibility to influence the extended spacetime "simultaneously" at two different 

timelike-separated points (breakdown of global hyperbolicity in the extended space

time). Although these possibilities are intriguing, clearly they cannot be realized (or at 

least they cannot be made physically plausible) unless the Killing-Cauchy horizon S 

is stable- unlike the unstable inner horizons of the Kerr and Reissner-Nordstrom 

solutions - against small perturbations of the colliding plane-wave spacetime. [In 

fact, similar speculations (such as using the interior regions as wormholes for space

time travel) were made on the global structure of the maximal Kerr and Reissner

Nordstrom solutions; 17 these speculations were later rendered implausible by the ins

tability results22 we mentioned above (however, see Reference 23 in this context, 

where the wormhole concept is revisited and resurrected in an w1expected direction).] 

Thus, for example, any "realistic" attempt to "build" a spacetime tunnel between two 

different universes by means of generating and colliding two gravitational plane 

waves would fail, unless the Killing-Cauchy horizons S; at a=O are stable; in other 

words, unless the set of all initial data from which such horizons evolve constitutes an 

open subset (with respect to an appropriate topology4) , or a subset with nonvanishing 

volume (with respect to an appropriate measure) in the set of all plane-symmetric ini

tial data. 
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Now the horizons Sj are not the first examples of Killing-Cauchy horizons pro

duced by colliding plane waves. As we have discussed in the Introduction, the 

occurrence of Killing-Cauchy horizons in colliding plane-wave spacetimes was first 

discovered by Chandrasek:har and Xanthopoulos1 1 when they produced several exact 

solutions which contained such horizons. Shortly after this work, Chandrasekhar and 

Xanthopoulos24 discovered that the presence of a perfect fluid with (energy 

density)=pressure, or the presence of null dust, in their spacetime destroys the horizon 

in the full nonlinear Einstein theory. Independently of and simultaneously with this 

discovery, the author4 formulated and proved general theorems which established the 

instability of Killing-Cauchy horizons in any plane-symmetric spacetime against gen

eric, linearized plane-synunetric perturbations. (In addition, there already exists a 

considerable amount of literature22•21 on the instabilities of several particular exam

ples of Killing-Cauchy horizons, and of general compact Cauchy horizons.25) How

ever, except for the above-mentioned example of Chandrasek:har and Xanthopoulos24 

involving null fluids, the nonlinear growth of these linear instabilities and the subse

quent transformation of the horizon into a singularity have remained only as plausible 

conjectures. Note that this situation is quite similar to the state of knowledge on the 

instability of the inner horizons of the Kerr and Reissner-Nordstrom spacetimes; there 

most of the convincing instability results are valid only for linearized perturbations, 

and we do not even have a Chandrasekhar-Xanthopoulos-type24 analysis for special 

kinds of nonlinear perturbations.22 (See, however, Ref. 26 where a qualitative argu

ment is given for the full nonlinear instability of the Reissner-Nordstrom Killing

Cauchy horizon.) 

It is therefore remarkable that the formalism which we have described thus far 

provides concise and rigorous proofs that (i) the Killing-Cauchy horizons Sj at a=O 
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are unstable in the full nonlinear theory against small but generic (plane-symmetric) 

perturbations of the initial data for the colliding plane waves, and (ii) that in a very 

specific sense, "generic" initial data in the form (2.15) or (2.49) always produce all-

embracing, spacelik:e spacetime singularities without Killing-Cauchy horizons at a=O. 

Moreover, the proofs of these statements are almost trivial. We shall demonstrate 

them in the following remaining few paragraphs of this section: 

It is clear from our analysis thus far, that the structure of the singularities at a.=O 

is completely detennined by a single quantity: namely, the C 1 function E(l3). This 

function E(l3) is C 1 on the interval (-1,1) because of Eq. (3.13) and because of our 

insistence [Eqs. (2.15) and (2.49)] that the initial data V(r ,1), V(1,s) be C 1 functions. 

Now consider the space of all such C 1 functions on (-1,1), which we will denote by 

F . This space F can be made into a Banach space27 after endowing it with a suitable 

norm (such as the sup- or LP norms27) and constructing its completion; but the precise 

choice of the norm is immaterial for the discussion that follows. Now the functional 

E, which assigns a unique function E(l3) to each choice of initial data in the form 

(2.49) or (2.15), can be regarded as a mapping from the space of all possible initial 

data to the Banach space F of all possible functions c(l3). This mapping E is known to 

us in explicit form; using Eq. (3.13), we can write 

E: {V(r ,l),V(l,s)} ~ E(l3), 

E(l3)= _!_ -~ f[(l+s) Y2V(l ,s)L s+! 
2

ds 1 [ l \1; 

n ~1+13~ · s-p 

1 [ l y2 

1 1 y2 • r+1 
+- -~ J[(1+r) V(t ,1)],. -A dr. 

n ~1-13 -13 • r+p 
(3 .41) 
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Or, using the Eqs. (2.51), we can write equivalently 

(3.42a) 

where U 1(u), U 2(v) are determined by Eqs. (2.16), and v(~). u(-~) are defined by 

(3.42b) 

Since it is obviously more transparent, we will use the representation of the mapping 

E given by Eq. (3.41) [instead of Eqs. (3.42)] throughout the present discussion. We 

will first prove the assertion (ii) that we have made in the last paragraph above, 

namely that for generic initial data in the form (2.49), the surface a=O is an all-

embracing spacetime singularity which does not involve any Killing-Cauchy horizons. 

We will then discuss the assertion (i) that the Killing-Cauchy horizons S; are non-

linearly unstable against generic perturbations in the initial data, and will see that its 

proof follows very easily from the proof of assertion (ii). 

Now Eq. (3.41) tells us that we can represent the map E symbolically as 

E : D=FrcrJF ~ F, (3.43) 

where D , the space of all initial data in the form { V (r , 1), V (1 ,s ) ) , has been identified 

with the direct sum of Banach spaces FffF [cf. Eq. (2.49) and the discussion follow

ing it]. Consider, for each ~5>0, the subset H 0 ofF given by 
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H l> = { E(j3) e F I there exists a connected subinterval in ( -1,1) of length ~ 0 

across which I E(j3) I ::1} . (3.44) 

It is clear that H l> is a closed subset ofF with the property that its complement, H l>'• is 

dense in F with respect to the Banach space (norm) topology. We shall define a 

closed subset of a Banach space with this property as a nongeneric subset; i.e., a 

nongeneric subset in a Banach space B is a closed subset whose complement is dense 

in B. [This notion of a "nongeneric" subset intuitively corresponds to a physicist's 

notion of genericity. However, our notion does not necessarily coincide with the more 

frequently used notion of a "subset with measure zero." In fact, even in finite

dimensional Banach spaces there exist nongeneric subsets with nonzero Lebesgue 

measure (e.g., the fat Cantor set in the unit interval as a subset of R 1).28 It is not yet 

clear whether our topological notion of genericity can be replaced with a measure 

theoretical alternative so as to leave the conclusions of this section intact. (See also 

the remarks at the end of the next paragraph in this connection.)] Thus, H l> is a 

nongeneric subset ofF for any 0>0. Note also that H l>
1
=>H l)

2 
whenever 01~02. 

It is now clear from the conclusions (i), (ii), and (iii) which we have listed in the 

beginning of this section, that if E(j3) is an element ofF that does not belong to H l> for 

any 0, then the corresponding colliding plane-wave solution possesses an all

embracing spacetime singularity at <:XFO; this singularity is in general a curvature 

singularity, possibly crisscrossed with isolated (with respect to !3) topological noncur

vature singularities. Therefore, in order to prove our assertion (ii), we need only to 

prove that for all 0>0, the inverse image E 1(H 0) of H 0 under the map E is a 

nongeneric subset of the space of all initial data D . [The reader might be puzzled at 

this point as to why the subset E 1(Uo>ofl 0) of D is not what needs to be proved 
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nongeneric. The answer lies in physics: From a physically realistic standpoint, there is 

always an absolute short-distance cutoff (a lower bound) on the length of a connected 

interval in~; this lower bound oc on o is given by the Planck length lp (or more pre

cisely by oc=lpi.YI 1! 2) . A Killing-Cauchy horizon that extends less than a Planck 

length oc in the ~ direction will almost certainly be indistinguishable, in its semiclas

sical manifestations, from a spacetime singularity. Furthermore, the subset 

Uo>ofl 0 cF in question is not a nongeneric subset; in fact, it is easy to show that 

Uo>ofl 0 is dense in F and hence is neither closed nor nongeneric. Thus, 

c 1(Uo>ofl 0) also is not nongeneric, and possibly it is dense in D. With our present 

somewhat naive (but physically satisfactory) notion of genericity, F 1(Uo>ofi 0) can

not be properly shown to be "nongeneric." In fact, it may be helpful to note that our 

genericity concept is similarly unable to identify the subset of all rational numbers in 

the unit interval as a "nongeneric" subset; the notion of the Lebesgue measure,29 and 

not just a topological notion like ours, is needed to implement a formulation of generi

city powerful enough to handle such questions effectively. It is conceivable that in our 

case too, a suitable extension of the notion of measure to infinite dimensional Banach 

spaces could yield both a more appropriate formulation and a proof for the "nongener

icity" of the subset F 1(Uo>ofl 0) .] 

Turn now to the proof of the assertion that c 1(H 0) cD is nongeneric for any 

o>O. For this proof, we need to consider some basic properties of the mapping 

E: D ----7 F . First of all, it is easy to see that E is an onto map; that is, for any element 

€(~) in F , there exists a choice (in fact infinitely many choices) of initial data in D 

which would yield, under the map E, precisely the element €(~) . [In fact, the inverse 

image F 1(q) of any point q=E(~)eF is an infinite set in D; to find just one element 

in tlus set, take V (1 ,s) to be any function and solve the resulting integral equation 
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(3.41) for V (r ,1).] The second basic property of E is that E is defined on the whole 

Banach spaceD; that is, the domain of E is D. [To see this, apply a formal partial 

integration on both of the integrals in Eq. (3.41); the result can be written in a form 

which does not involve any differentiations of the functions V (r ,1) and V (1 ,s ).] And 

finally, Eisa continuous linear mapping from D onto F . This follows (i) by first not

ing that E is a closed linear operato?7 [linearity of E is obvious from Eq. (3.41); 

closedness of E follows since E is essentially the composition of a differentiation 

operator (which is closed) and an integral operator (which is continuous)], and (ii) 

then using the closed graph theorem (Sec. ll. 6 of Ref. 27) which says that a closed, 

onto linear mapping E: D --7 F with domain =D is continuous. Now we are ready to 

prove that £:1(H 0) cD is nongeneric: Since E is continuous, £:1(H 0) is a closed 

subset of D . To see that the complement of £:1(H 0) in D is dense, use the open map

ping theorem (Sec. II. 5 of Ref. 27) to conclude that E is an open map. If the comple

ment of £:1(H 0) were not dense in D, £:1(H 0) would contain an open subset, and 

the open map E would send tlus open set onto an open subset of H 0 in F. This is 

impossible, since the subset H 0 is nongeneric and hence cannot contain an open set. 

This contradiction demonstrates that £:1(H a) is a nongeneric subset of D for any 

0>0. 

It is now very easy to prove our remaining assertion: namely, that the Killing

Cauchy horizons S; are nonlinearly unstable against generic perturbations of the ini

tial data. Consider a given choice of initial data represented by a point p in the 

Banach spaceD. If the colliding plane-wave spacetime which evolves from these ini

tial data p possesses Killing-Cauchy horizons S; at a.=O, then there is a 80 >0 such 

that p E £:1(H Oo) (just take Oo as the size of the smallest horizon Sj ). Consequently, 

p E £:1
(H a) for each 8~80. Now for each such 8~80, no matter how small, the set 
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c 1(H 0) to which p belongs is a nongeneric subset of D . Therefore, for each 8~80, no 

matter how small, a generic perturbation of the point p representing the initial data 

will push p outside the subset c 1(H 0); in other words, for any fixed but arbitrarily 

small 8>0, a generic perturbation of the initial data p would destroy all horizons S; at 

a;:() that are of length 2:8, and turn them into spacetime singularities. In fact, since 

from a physically realistic standpoint all Killing-Cauchy horizons have to be of a size 

large compared to the Planck size be, even the nongenericity of just the set c 1(H 0) 

is sufficient to conclude that the horizons S; are nonlinearly unstable against plane

symmetric perturbations. 

To get an intuitive feeling about these instabilities, it might be useful to think of 

Eq. (3.41) as describing some kind of a superposition, at a=O, of the two wave forms 

described by the functions V (r, 1) and V ( 1 ,s) which constitute the initial data (see 

Fig. 2). Killing-Cauchy horizons form at a;:() only when this superposition results in a 

"perfectly destructive interference" (I €(~) I :::1) across some interval in the spatial 

coordinate ~ · Any generic perturbation in the wave fonns V (r ,1) and V (1,s) causes 

small imperfections in the precision of this destructive intetference [I €(~) I slightly 

deviates from 1]; and any small deviation from perfect destructive interference is 

sufficient to turn the Killing-Cauchy horizons into spacetime singularities (Fig. 2). 

IV. EXAMPLES OF EXACT SOLUTIONS WHICH EXHffiiT SOME OF THE 

ABOVE-DISCUSSED ASYMPTOTIC SINGULARITY STRUCTURES 

Our first example is the well-known Khan-Penrose5 solution for colliding impul

sive plane waves. The reader is referred to the original references5•6•8 for comprehen

sive descriptions of the Khan-Penrose solution; here we will only discuss it from the 

point of view of our analysis in Sec. III above. The initial data for the Khan-Penrose 
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solution written in the form of Eq. (2.15) are 

V (u )=ln[ l+(ula )] , 
1 1-(u/a) 

V (v)=ln[ 1+(v/b)] 2 1-(v/b) ' 
(4.1) 

which give, by Eqs. (2.16), 

(4.2) 

From Eqs. (4.2), (2.26), (2.27), and (2.51), we obtain the explicit forms of the various 

coordinate transformations we have discussed in Sec. II B, 

u2 
r=1-2-

2 ' a 
(4.3) 

which, when combined with the Eq. (4.1), yield the Khan-Penrose initial data in the 

form (2.49): 

V KP(r ,1)=ln[ 1+--1(1-r )/2] , 
1---1(1-r )/2 

V KP(1 ,s )=ln[ 1 +--1(1-s )/2] · 
1---1(1-s )/2 

(4.4) 
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When computed with the initial data (4.4), the explicit solution (2.60) gives an expres

sion for V KP(a,~) in closed form. If we take the normalization point (u 0,v 0) as 

[ _!_(..J3-1)a , _!_(..J3-1)b ], and insert V KP(a,~) into Eq. (2.44b), the function QKP(a,~) 
2 2 

can also be evaluated in closed form. Finally, by combining these results with Eq. 

(2.43), the Khan-Penrose metric is found to have the following expression in the 

( a,~,.x ,y ) coordinate system: 

(4.5) 

After expressing a and~ in terms of u and v as in Eq. (4.3), Eq. (4.5) reduces to the 

standard expression5 of the Khan-Penrose metric in the Rosen-type (u ,v ,.x ,y) coordi-

nate system. Inspection of Eq. (4.5) shows that q 1(~), q 2(~), and q 3(~) [cf. Eqs. 

(3 .14) and (3.15)] for the Khan-Penrose solution are equal to the constant values 

~, -1, and 3, respectively. 'This implies that [p 1(~),p 2(~),p 3(~)] [Eqs. (3.16) and 

(3 .17)] are equal to the constant values ( _1._ , ~ , 1_ ), and using the inverse relations 
7 7 7 

to Eqs. (3 .18) given by 

E(~)=l+2p 3(~) ifpl(~);tO , 
p 1(~) 

(4.6) 
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these equations in turn imply that E(j3)a-2. Thus, for the Khan-Penrose solution 

(4.7) 

Numerical computation of the integrals in Eq. (3.13) with the Khan-Penrose initial 

data (4.4) indicates that both of the two terms on the right-hand side of Eq. (3.13) 

[involving the integrals of V KP(r ,1) and V KP(l,s )] are separately constant, and equal 

to -1 for all !3. Note that since IE(j3)1 >1, the Khan-Penrose singularity is an astig

matic one [cf. the discussion following Eq. (3.23) in Sec. ill A]. This is not swprising, 

since the incoming plane waves of the Khan-Penrose solution [which are described by 

the initial data (4.1) and Eqs. (4.2)] are (i) highly astigmatic (one of the focal lengths 

is infinite whereas the other is a or b), and (ii) very strong (both V 1 and V 2 are of 

order unity). 

Tum now to our second example; a colliding plane-wave spacetime described by 

the initial data 

(4.8) 

Since the integrals in Eq. (3.13) are both linear in their respective arguments V(r ,1) 

and V(l,s), and since for the Khan-Penrose initial data (4.4) these integrals both take 

the constant value -1, it follows that, for the colliding plane-wave solution which 

evolves from the initial data (4.8), 
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(4.9) 

Therefore, as I e\jl) I <1, the solution developing from (4.8) has a purely anastigmatic 

singularity structure at a=O. This is interesting, because the incoming waves described 

by the data (4.8) are highly astigmatic. In fact , both incoming plane waves are impul-

sive waves identical in structure to the incoming waves of the Khan-Penrose solution 

[it is easy to see that U 1(u ), U 2(v ), a , jl, r, and s for the initial data (4.8) have 

exactly the same forms as in the Khan-Penrose solution where they are given by Eqs. 

(4.2) and (4.3)]. The only exception to this identical structure is that one of the waves 

(namely, the wave that propagates in the v direction, see Fig. 1) has its direction of 

astigmatism "twisted" with respect to the other; in other words, one of the waves 

focuses in the x direction and defocuses in the y direction, whereas focusing by the 

other wave occurs with the roles of the x and y directions interchanged. Now, the 

solution V\a,jl) of the initial-value problem given by the field equation (2.44a) and 

the initial data (4.8) is easy to find: It is immediately seen after a short calculation that 

V KP(a,jl) is the sum of two pieces that separately satisfy Eq. (2.44a); and therefore, by 

the linearity of Eq. (2.44a), taking the difference of these pieces instead of their sum 

produces the unique solution of Eq. (2.44a) which satisfies the initial conditions (4.8). 

However, with this solution for V\ a,jl), the integral in Eq. (2.44b) cannot be com

puted analytically to yield an expression for the function Q\ a,jl) in closed form. 

Nevertheless, since the coordinate transformations between the (a,jl) and (u ,v ) coor-

dinates are known explicitly [Eqs. (4.3)], we can still write down the interaction-

region metric for our solution in the following serniclosed form: 
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(4.10) 

where u'=.u/a, v'=.v/b, Qx is given by Eq. (2.44b), and a(u ,v), J3(u ,v) are deter

mined by Eqs. (4.3). The metric in the remaining regions II, ill, and IV (Fig. 1) of the 

solution (4.10) is found by extending (4.10) via the Penrose prescription.5•
9

•
10 Inspec

tion of Eq. (4.10) makes it apparent that in the vicinity of the singularity a=O 

(u ' 2+v '2=1 in the u ,v coordinates), the asymptotic behavior of the metric is character-

ized by E((3)=.0 [cf. Eqs. (3.17) and (3.18)] . 

Our third example is the colliding plane-wave spacetime which develops from 

the initial data 

(4.11) 

or, equivalently 

V l(u )=_!_ln[ 1+(u/a )] ' 
2 1-(u/a) 

V 2(v )=_!_ln[ 1 +(v lb >]. 
2 1-(v/b) 

(4.12) 

Unlike with the Khan-Penrose solution, Eqs. (2.16) cannot be solved analytically with 
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the initial data (4.12); and consequently, U 1(u ), U 2(v ), a(u ,v) and l3(u ,v) cannot be 

expressed in closed form for the solution (4.11). On the other hand, from the linear 

dependence [Eq. (3.13)] of E(l3) on the initial data { V (r ,l),V (l,s)}, it is very easy to 

see that the asymptotic structure of the solution ( 4.11) near a=O is characterized by 

(4.13) 

Thet·efore (Sec. ill. C), the solution (4.11) possesses a nonsingular Killing-Cauchy 

horizon at a=O across which the spacetime can be smoothly extended. Although the 

metric for this solution cannot be expressed in closed fonn in the Rosen-type u , v 

coordinate system [since the transformation to (a,l3) coordinates is not available in 

analytic form], it can be easily computed in the (a,l3) coordinates: By the linearity of 

the field equation (2.44a), it is clear that Vy,(a,13)=lhVKP(a,13); this implies, by Eq. 

(2.44b), that up to an additive constant, Q \12(a,I3)=_!_QKP(a,l3). Therefore, combining 
4 

Eq. (2.43) with Eq. (4.5), we obtain 

(4.14) 

where c 0 is a numerical constant. Although the solution ( 4.14) is the first example of 

an exact colliding parallel-polarized plane-wave solution producing Killing-Cauchy 
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horizons at <X.=O, it has one undesirable feature: The incoming plane waves described 

by the data (4.12) are not sandwich waves; that is, the focal plane10•3 of each single 

incoming wave represents a curvature singularity of the single plane-wave spacetime 

instead of just a coordinate singularity. (Readers can convince themselves of this fact 

by inspecting the behavior of the curvature [Eqs. (2.19)] in the single plane-wave 

spacetimes defined by Eqs. (4.12), (2.16), and (2.8). For a more detailed discussion of 

these issues, see Sec. II of Ref. 10.) As a result, it seems exceedingly difficult to carry 

out and analyze a maximal extension (of which we know there are infinitely many) of 

the spacetime ( 4.14) beyond the Killing -Cauchy horizon { <X=O} . In our final example 

below, we will discuss another exact colliding plane-wave solution which similarly 

produces a Killing-Cauchy horizon at <X=O, and we will see that the above-mentioned 

difficulty with singular focal planes does not arise in this solution. In fact, the maxi

mal analytic extension of this solution across the horizon is readily available and pro

duces a maximal colliding plane-wave spacetime with a surprising global structure. 

We now tum to this final example: a family of colliding parallel-polarized plane 

wave solutions producing nonsingular Killing-Cauchy horizons at <X=O. These solu

tions are derived by a procedure that is almost identical to the procedure by which we 

have constructed the infinite-parameter family of exact solutions discussed in Ref. 10. 

To follow the details of our presentation, the reader must refer to Ref. 10; however, 

the qualitative features of our example can be understood from the discussion here, 

and especially from the Figs. 3, 4 , and 5. The equation numbers that refer to equations 

of Ref. 10 will be denoted by a prefix "10"; for example, Eq. (10.3.4) refers to Eq. 

(3.4)ofRef.10. 

Consider the colliding parallel-polarized plane-wave solution described by Eq. 

(10.2.4). In Ref. 10, this solution was constructed from the interior Schwarzschild 
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metric in the following four steps (Fig. 3). 

(i) The coordinate transformation (10.2.2) was carried out to define a new set of 

coordinates ( u ', v ',x ,y ) in terms of the Schwarzschild coordinates (r , e ,<j> ,t), and the 

interior Schwarzschild metric was expressed [Eq. (10.2.3)] in terms of these new coor

dinates. 

(ii) Two length scales a and b were introduced by rescaling the null coordinates 

u ' and v' through the relations u '=u I a , v '=vI b , where ab =4M 2 . 

(iii) The resulting interaction-region metric (10.2.3) was then extended beyond 

the null surfaces { u =0 ) and ( v =0) by the Penrose prescription: 5•9 

u Ia ~(u Ia )H (u Ia ), v lb ~(v lb )H (v lb ), where H is the Heaviside step function. 

(iv) The global topology of the resulting spacetime was changed from S 2xR 2 to 

R 4 by means of the coordinate transformation (10.2.2) and the nonanalytic extension 

(iii) across the null surfaces { u =0} and { v =0) . In Fig. 3, we have indicated these null 

surfaces by their expressions in terms of the Schwarzschild coordinates; these expres

sions are {r=M(l+cos8)) and {r=M(1-cos8)} for {u=O} and {v=O}, respectively. 

The interaction region of the resulting colliding plane-wave solution (10.2.4) is 

locally isometric to the region denoted by IV in Fig. 3. In particular, the 

Schwarzschild singularity at r=O corresponds, under this isometry, to the singularity 

at a=O [at (ula )+(vlb )=1tl2 in the Rosen-type coordinates of Ref. 10] created by the 

colliding waves. In Ref. 10, the above steps (i)-(iv) were repeated almost identically 

for an infinite-parameter family of regular interior Weyl solutions generalizing the 

interior Schwarzschild solution. As a result, the infinite-parameter family 

(10.3.18)-(10.3.22) of colliding plane-wave solutions was obtained. Use of Eqs. (4.6) 

and inspection of the solution (10.2.4) reveal that for this solution (which corresponds 

to all parameters dk being zero), and for all the other solutions (10.3.18)-(10.3 .22) (as 
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long as all but finitely many dk are zero), the asymptotic behavior of the metric near 

the singularity is characterized by 

(4.15) 

Note that by combining Eqs. (4.15) with Eqs. (3.33)-(3.35), we can reproduce the 

results of Ref. 10 dealing with the asymptotic behavior of the curvature quantities near 

the singularity (u Ia )+(v lb )==~t/2. 

Now, in order to obtain colliding plane-wave solutions which produce Killing

Cauchy horizons at a.=O, we simply reverse the roles of regions I and IV in Fig. 3; that 

is, we take region I to be our interaction region, and apply the steps (i)-(iv) above to 

this new interaction-region metric. This results in a new colliding plane-wave solution 

whose metric is easily seen to be given by Eq. (10.2.3), but this tin1e for u <0, v <0 

(which describe region I) instead of u >0, v >0 (which describe region IV). Therefore, 

redefining u and v as -u and -v, respectively, the interaction-region metric of the 

new solution can be written in the form 

+ 
I-sm[ ~+f] 
I~m[: + ~] 

. UV 2UV 2 

[ [ ]]
2 [ l + 1 +sm -;;+t; cos -;;-b dy , (4.16) 



-225-

where the interaction region on which the metric (4.16) is defined is given by 

{u >O,v >0}. Note that Eq. (4.16) can be obtained by applying the simple transforma

tions u ~-u, v ~-v to Eq. (10.2.3). The metric on the rest of the solution (4.16) (i.e., 

in regions ll, ID, and IV) is obtained by extending the interaction-region metric (4.16) 

via the Penrose prescription;5·9 (u Ia )~(u Ia )H (ula ), (v lb )~(v lb )H (v lb ). It is 

clear from Eq. (4.16) that the solution thus obtained has an asymptotic structure near 

ex.=() characterized by 

c(P)=1 , P l(P)=1 , Pz<P)=O , 

P3(P)=O V Pe (-1 ,1) . (4.17) 

Therefore, cx.=O is a nonsingular Killing-Cauchy horizon produced by the colliding 

plane-wave solution (4.16). By applying exactly the same reasoning as above to the 

infinite-parameter family (10.3.18)-(10.3.22) of colliding plane-wave solutions, we 

obtain an infinite-parameter family of generalizations of the solution (4.16). These 

generalized solutions can be found by simply applying the transformations 

u ~-u, v ~-v throughout Eqs. (10.3 .18)-(10.3.22). As long as all but finitely many 

of the parameters dk are nonzero, the generalized solutions all have the same asymp

totic structure near cx.=O characterized by the exponents (4.17); i.e., all generalized 

solutions create Killing-Cauchy horizons at a=O. The proof that the colliding plane

wave spacetin1e ( 4.16) and its generalizations described above are genuine solutions 

(in the sense of distributions) to the vacuum Einstein equations is provided by exactly 

the same arguments with which we showed the solutions (10.3.18)-(10.3.22) of Ref. 

10 to be genuine vacuum solutions. 

The interaction region of the solution (4.16) is locally isometric to region I (Fig. 

3) of the interior Schwarzschild solution. In particular, the Killing-Cauchy horizon at 
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a.=O [at (u Ia )+(v lb )=rcl2 in the Rosen-type coordinates] corresponds, under this 

isometry, to the horizon { r =2M ) of the Schwarzschild spacetime. This interaction 

region I of the solution (4.16) is fonned by the collision of single plane waves whose 

forms in the precollision regions II and ill (cf. Fig. 1) are 

8rr=-[l+sin(ula)]2du dv 

+ [ 1-s~(ula )] dxz 
l+srn(ula) 

+ [1 +sin(u Ia )]2cos2(u Ia )dy 2 , 

gm.=-[1+sin(v lb )]2du dv 

+ [ 1-s~(vlb )] dxz 
1+sm(vlb) 

(4.18a) 

(4.18b) 

In contrast to Eq. (10.2.5), the incoming plane waves (4.18) are true sandwich waves; 

that is, the focal planes u =rca /2 and v =reb 12 of the incoming waves ( 4.18) represent 

nonsingular Killing-Cauchy horizons in the respective single plane-wave spacetimes. 

Similarly, it is easy to see (i) that the infinite-parameter family of generalizations of 

the solution ( 4.16) all have interaction regions locally isometric to an analogous 

region I in the interiors of the corresponding Weyl solutions, and (ii) that the Killing-

Cauchy horizons created by these generalized solutions correspond to the horizons of 

the Weyl solutions from which they are derived. For each of these generalized solu

tions (as long as all but finitely many dk are zero), the incoming single plane waves 

have a similar structure to the plane waves (4.18), and hence are also true sandwich 
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waves. 

In the remaining paragraphs of this section, we will concentrate on the colliding 

plane-wave solution (4.16) and discuss its properties in detail . In particular, we will 

show that the maximal analytic extension of (4.16) across the Killing-Cauchy horizon 

{ a=O) is easy to find and yields a (weakly) asymptotically flat extended spacetime. 

The infinite-parameter family of generalizations of the solution (4.16) have qualita

tively identical features with the solution (4.16), provided that all but finitely many 

parameters dk are zero. In particular, each of these generalized solutions can be 

extended analytically across the horizon in a similar fashion; however, the extended 

spacetimes are not asymptotically flat since the generalized solutions are derived from 

Weyl solutions which violate asymptotic flatness. 10 

We first consider in some detail the structure of the colliding plane-wave space

time (4.16) near the Killing-Cauchy horizon ( a.=O) . Note that when we apply the 

coordinate transfonnation (10.2.2) to the interior Schwarzschild solution, and later 

extend the metric nonanalytically into the precollision regions as described in the 

steps (i)-(iv) above, we change the topology of the resulting spacetime from S 2xR 2 to 

R 4 (cf. Ref. 10). Thus (Fig. 4), the topology of the Schwarzschild horizon is also 

changed from S 2xR 1 to R 3 (when we regard the Schwarzschild horizon as the progen

itor of the Kimng-Cauchy horizon ( a.=O) which has topology R 3). The spacelike 

plane-symmetry-generating Killing vector d!dx which becomes null on the horizon 

( a=O) corresponds, under the transformations (10.2.2), to the Killing vector dldt of 

the Schwarzschild spacetime which becomes null on the Schwarzschild horizon. The 

bifurcation two-sphere S 2 of the Schwarzschild horizon, on which ()f()t vanishes, 

corresponds in our solution (4.16) to the crease singularity (=:bifurcation set4) of the 

Killing-Cauchy horizon (a=O)=:((u/a)+(v/b)=7t/2), on which the Killing vector dldx 
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(which is tangent to the null generators of the horizon) vanishes (Fig. 4). Of course, 

when the solution (4.16) is not extended beyond the Killing-Cauchy horizon { a=O), 

the remaining Killing vector "dl"dy is not cyclic, in contrast to the corresponding Kil

ling vector "dl"dcp of the Schwarzschild spacetime which is cyclic. Therefore, the bifur

cation set of the Killing-Cauchy horizon { a=O} has the topology R 2 in the unextended 

spacetime, in contrast to the bifurcation sphere S 2 of the Schwarzschild horizon. 

[Note that, strictly speaking the Killing-Cauchy horizon { (X;::Q} is not part of the 

spacetime manifold for tl1e unextended colliding plane wave solution (4.16); in other 

words, the unextended solution (4.16) is represented by those points in Fig. 4 which 

lie strictly to the past of the horizon { a=0} .] It is easy to see that the curvature quanti-

ties 'I' 0 , 'I' 2, and 'I' 4 [Eqs. (2.19)] for the solution ( 4.16) are all finite and well behaved 

near and on the Killing-Cauchy horizon { (u Ia )+( v lb )=rcl2}. For example, the quan-

tity 'I' 2 is given by 

'1'2=-_1._ {l+sin[(ula)+(vlb)]}-3 

ab 
(4.19) 

and the other curvature quantities also exhibit similar smooth behavior at 

(u I a )+( v lb )=rcl2. Hence, clearly, the spacetime can be extended smoothly beyond the 

horizon { (X;::Q} to obtain a maximal colliding plane-wave solution. In fact, since the 

metric in the interaction region I (Fig. 3) is everywhere locally isometric to interior 

Schwarzschild, and the maximal analytic extension of the Schwarzschild metric across 

the Schwarzschild horizon is well known, the maximal analytic extension of the col-

liding plane-wave solution ( 4 .16) across the Killing-Cauchy horizon { (X;::Q} is very 

easy to describe. In the following final paragraph we will discuss the local description 

and the global structure of this maximal analytic extension. 
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Before proceeding with the detailed description of the extension, note that the 

two boundary points of the unextended solution (4.16) denoted by P and Q in Fig. 4 

are spacetime singularities. The reason is that the amplitudes of the delta-function 

contributions to the curvature quantities along the null surfaces { u =0} and { v =0} 

diverge as these two points are approached. However, aside from these two singular 

points P and Q located on the bifurcation set of the Killing-Cauchy horizon { a=O}, 

the geometry at all the other boundary points of the unextended spacetime is perfectly 

smooth and well behaved. Now, the local description of the maximal analytic exten

sion of (4.16) is particularly clear: Near the Killing-Cauchy horizon 

{ (u Ia )+(v /b )=rrJ2}, the metric is locally isometric to the Schwarzschild solution near 

the horizon { r =2M } . It is clear that, because of the specific time orientation that we 

are using on the unextended colliding plane-wave spacetime, this Schwarzschild hor

izon to which our Killing-Cauchy horizon { a=O} corresponds is the past horizon of 

the Schwarzschild spacetime, rather than the future one. Construct, then, the usual 

Kruskal-type regular coordinate system on the (past) horizon { a=O}, and simply 

extend the solution as the maximal analytic extension of the metric in such a coordi

nate system. Clearly, this would give us precisely the usual Schwarzschild solution 

outside the past horizon. However, just as the maximal analytic extension of a metric 

like d.x 2+sin2x dy 2 forces on us the fact that the coordinate y is periodic, and forces on 

us the fact that the metric represents a two-sphere; so also here, the maximal analytic 

extension in the above-described manner forces the coordinate y to be 27t periodic; 

i.e., forces us to identify any two points (u ,v .x ,y +27tn) and (u ,v .x ,y+27tm) 

throughout the spacetime, including, of course, the regions I , II, ill, and IV lying 

before the Killing-Cauchy horizon. Thus, the maximal analytic extension of (4.16) 

yields us an exact solution, which describes the collision of two plane-symmetric 

sandwich gravitational waves propagating in a cylindrical universe with topology 
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R 3xS 1. When these waves collide, they produce a Killing-Cauchy horizon, which, (i) 

when added to the unextended spacetime region/-[{ (u Ia )+(v lb )=7t/2}] (with topol

ogy R 3xS 1) causes the topology of the extended spacetime to become R 2xS 2 because 

of the above identifications, and (ii) encloses a spacetime singularity (the future 

Schwarzschild singularity) that is spacelike. In fact, the collision produces a 

Schwarzschild black hole, complete with its future horizon and the two asymptotically 

flat regions. In Fig. 5, we have tried to depict symbolically the global structure of this 

maximal colliding plane-wave spacetime. Note that, after the maximal analytic exten

sion is carried out, the singular points P and Q of the solution (4.16) are contained in 

the bifurcation sphere S 2 of the extended Schwarzschild horizon. Also note that it 

might be helpful to visualize, as we have done in Fig. 5, the cylindrical spacetime with 

topology R 3xS 1 (representing the history of the colliding waves "before" the Killing

Cauchy horizon fonns) as the direct product of R 1 (representing the time direction) 

with a finite-sized but open-ended cylinder R 2xS 1 (representing a slice of constant 

time). As we also explain in Fig. 5, the cylinder R 1xS 1 is topologically equivalent 

(homeomorphic) to a twice-punctured two-sphere; therefore, the slices of constant 

time R 2xS 1 are homeomorphic to the clirect product of R 1 with a twice-punctured 

two-sphere. When the Killing-Cauchy horizon { a=O} forms and the spacetime is 

extended beyond it in the above-described manner, the missing pairs of points of these 

"twice-punctured" spheres are supplied by points from the horizon, and thereby the 

extended spacetin1e acquires the topological structure of R 2xS 2, instead of the topol

ogy R 3xS 1 of the original cylindrical background on which the colliding plane waves 

propagate. 
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V. CONCLUSIONS 

We can summarize the main results of this paper as follows. 

(i) In a suitable coordinate system, the structure of the singularities produced by 

colliding parallel-polarized gravitational plane waves can be analyzed in full general

ity and detail. This analysis (a) reveals that the asymptotic structure of these singulari

ties are of inhomogeneous Kasner type, and (b) provides explicit expressions for the 

asymptotic Kasner exponents in terms of the initial data posed by the incoming, col

liding plane waves. 

(ii) For specific choices of initial data for the colliding waves, the asymptotically 

Kasner fonn that the spacetime metric takes near the singularity can be that of a 

degenerate Kasner solution. In this case, the curvature singularities created by the col

liding waves degenerate to coordinate singularities, and nonsingular Killing-Cauchy 

horizons are thereby obtained. The mathematical formalism that is built in this paper 

proves (a) that these horizons are unstable in the full nonlinear theory against small 

but generic perturbations of the initial data, and (b) that in a very precise sense, "gen

eric" initial data always produce all-embracing, spacelike curvature singularities 

without Killing-Cauchy horizons. 

(iii) An abundance of exact colliding parallel-polarized plane-wave solutions can 

be constructed, which exemplify some of the asymptotic singularity structures dis

cussed in general terms in this paper. In particular, an infinite-parameter family of 

such solutions are found which create Killing-Cauchy horizons instead of curvature 

singularities. The analytic extension of one of these solutions across its Killing

Cauchy horizon results in a maximal spacetime, in which a Schwarzschild black hole 

is created out of the collision between two plane-symmetric sandwich waves pro

pagating in a cylindrical universe. 
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There are a few specific directions for further research along the lines discussed 

in this paper that are worth listing. These are the following. 

(i) A similar study of the more general problem of colliding plane waves with 

arbitrarily oriented polarizations. It will be interesting to find out whether the funda

mental aspects of our results (i) and (ii) above remain intact after the new degree of 

freedom associated with a discrepancy in the incoming polarizations enters the prob

lem. (In fact, recent work by the author30 shows that this is indeed the case.) 

(ii) A similar analysis of the problem of colliding plane waves coupled with 

matter fields .9 Again the most interesting targets for such an inquiry will be under

standing the validity of the results (i) and (ii) above under the presence of a nonzero 

stress-energy tensor. 

(iii) Finally, an analysis of the structure of singularities produced by colliding 

almost-plane waves (see Refs. 3, 15, and 31 in this connection). Although such an 

analysis may well be beyond the capabilities of current analytical techniques, the 

question of whether the relaxation of strict plane symmetry in the initial data will 

cause the asymptotic singularity structure to deviate significantly from inhomogene

ous Kasner (and, e.g., to become inhomogeneous mixmaster12 or some more general 

structure) is an extremely interesting one. 

Note added in proc>f After this paper had been accepted for publication, the 

author learned that solutions similar to the solution derived from the Schwarzschild 

metric and studied in Sec. IV here have been discovered and studied from another 

viewpoint previously and independently by Ferrari, Ibanez, and Bruni. 32 
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HGURECAYnONSFORCHAPTERS 

HG. 1. The two-dimensional geometry of the characteristic initial-value problem for 

colliding plane waves. The null surfaces ( u =0} and ( v =0} are the past wave fronts of 

the incoming plane waves 1 and 2. Initial data corresponding to waves 1 and 2 are 

posed, respectively, on the upper portions of the surfaces { v =0} and { u =0} that are 

adjacent to the interaction region I. The geometry in the region IV is flat, and the 

geometry in regions IT and ID is given by the metric describing the incoming waves 1 

and 2, respectively. The geometry of the interaction region I is uniquely detennined 

by the solution of the above initial-value problem. The directions in which the various 

lines of constant coordinates u , v , a, 13, r , and s run are also indicated, along with 

the descriptions of the initial null surfaces in these different coordinate systems. 

HG. 2. The geometry of a colliding plane-wave solution (2.43) for which I E(l3) 1::1 

throughout an interval! in l3 . The interval! is disconnected and is made up of several 

connected pieces 1 1, 12 , . . . ,In. Since the surface a.=O corresponds to a Killing-Cauchy 

horizon whenever l3e I, the singularity at a.=O is interrupted by the n Killing-Cauchy 

horizons Sl> S 2, ... , Sn which are located along the intervals 11, 12 , ... ,In, respec

tively. Through each of the horizons S; the spacetime curvature is finite and well 

behaved. Consequently, across each horizon S; the metric can be extended smoothly 

to a maximal spacetime (possibly a different one for each i) whose choice is essen

tially arbitrary. In particular, the observers living in the interaction region I can use 

these horizons S; as tunnels along which they can travel (e.g., following the timelike 

world lines"( in the figure) into different universes. Equation (3.13) in the text, which 

relates the function E(l3) to the initial data for the colliding waves, can be regarded as 

describing a kind of superposition, at a.=O, of the two wave fonns constituting the 
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initial data for the incoming colliding plane waves. For example, to compute e(~) at 

the point p in the figure, the initial data located in the cross-hatched portions of the 

two initial surfaces are superposed through Eq. (3.13). In order to have I e(~) I con

stant across a connected interval like the interval I 1, it is necessary to adjust the initial 

data so as to cancel precisely the two separate contributions toE(~) which would arise 

as the point p is moved across the interval I 1. 

FIG. 3. The region I in Schwarzschild spacetime to which the interaction region of the 

colliding plane-wave solution (4.16) is locally isometric. This region I is shown 

shaded in this figure, which is drawn in a (t=const}, ($=0,1t} plane. As explained in 

the text, the geometry in region I is extended nonanalytically beyond the null surfaces 

r=M(1+cos6) and r=M(l-cos6), which correspond to the wave fronts (u=O} and 

( v =0}, respectively. After this extension, the geometry in regions II and ill 

represents incoming single plane sandwich waves [Eqs. (4.18)]; and region IV is flat . 

The interaction region I is bounded by a Killing-Cauchy horizon which corresponds to 

the event horizon of the Schwarzschild spacetime at (r=2M } . In Ref. 10, we have 

used the region IV of the interior Schwarzschild spacetime as the interaction region of 

the colliding plane-wave solution (10.2.4); the solution of Ref. 10 was obtained by 

exactly the same procedure as the solution (4.16) which we outline in Sec. IV here. 

FIG. 4. The global structure of the colliding plane-wave solution (4.16). One of the 

spacelike Killing directions, namely, the y direction, is suppressed. The remaining 

spacelike Killing vector iJiiJx becomes null on the Killing-Cauchy horizon as dep

icted; in fact , it is tangent to the null generators of the horizon. This Killing vector 

iJiiJx corresponds to the Killing vector iJiiJt of the Schwarzschild spacetime, which 
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similarly becomes null on the event horizon. The suppressed Killing vector ()/()y 

corresponds, under the local isometry with the Schwarzschild spacetime, to the cyclic 

Killing vector ()!()cp. However, in constructing the solution (4.16), we have changed 

the topology of the spacetime from the topology R 2xS 2 of Schwarzschild to R 4
. 

Therefore, the Killing vector ()/()y is no longer cyclic. In particular, the bifurcation 

two-sphere S 2 of the Schwarzschild horizon is "tom" open in our solution to a bifur

cation set which has topology R 2 . The Killing vector field ()/()x, which becomes null 

on the horizon, vanishes on this bifurcation set. Although the focal planes for each of 

the incoming plane waves in the solution (4.16) are nonsingular, the points P and Q 

where these focal planes intersect the bifurcation set of the Killing-Cauchy horizon 

represent spacetime singularities (see the discussion in Sec. IV). 

FIG. 5. The global structure of the maximal colliding plane-wave spacetime obtained 

by analytically extending the solution (4.16) across its Killing-Cauchy horizon using 

Kruskal-type global coordinates. The description in the figure is only symbolic, and is 

intended to help the reader in visualizing the true geometry of this maximal extension. 

As explained in the text (Sec. IV), the maximal analytic extension of the metric (4.16) 

(leading to the Schwarzschild spacetin1e outside the past horizon) causes the (Killing-) 

coordinate y to become cyclic, and thereby causes the topology of the extended space

time to become S 2xR 2 instead of R 4 [see Fig. 4 for a description of the global struc

ture of the unextended solution (4.16)]. Sinillarly, tlus change in the topological nature 

of the coordinate y implies that the region of the maximal spacetime which lies to the 

past of the Killing-Cauchy horizon has topology R 3xS 1 instead of R 4. Since this 

region describes the history of the colliding plane waves before they create the 

Killing-Cauchy horizon, it follows that the incoming waves propagate and collide in a 



-240-

cylindrical universe with topology R 3xS 1. Note that, after the maximal analytic 

extension is carried out, the singular points P and Q of the solution (4.16) are con

tained in the bifurcation sphere S 2 of the extended Schwarzschild horizon. Also note 

that it might be helpful to visualize, as is done in the figure here, the cylindrical space

time with topology R 3XS 1 (representing the history of the colliding waves "before" 

the Killing-Cauchy horizon forms) as the direct product of R 1 (representing the time 

direction) with a finite-sized but open-ended cylinder R 2xs 1 (representing a slice of 

constant time). The cylinder R 1xS 1 is topologically equivalent (homeomorphic) to a 

twice-punctured two-sphere; therefore, the slices of constant time R 2XS 1 are 

homeomorphic to the direct product of R 1 with a twice-punctured two-sphere. When 

the Killing-Cauchy horizon (a.=()) forms and the spacetime is extended beyond it, the 

missing pairs of points of these "twice-punctured" spheres are supplied by points from 

the horizon, and thereby the extended spacetime acquires the topological structure of 

R 2xS 2, instead ofthe topology R 3XS 1 of the original cylindrical background on which 

the colliding plane waves propagate. Thus, the analytic extension of the solution 

(4.16) gives a maximal spacetime, in which a Schwarzschild black hole is created out 

of the collision between two plane-symmetric sandwich waves propagating in a 

cylindrical universe. 
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CHAPTER6 

Singularities in the Collisions of 
Almost-Plane Gravitational Waves 

Published in Physical Review D 38, 1731 (1988). 
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ABSTRACT 

It is well known that when gravitational plane waves propagating on an other-

wise flat background collide, they produce spacetime singularities. In this paper we 

consider the problem of whether (or under what conditions) singularities can be pro-

duced by the collision of gravitational waves with finite but very large transverse 

sizes. On the basis of (nonrigorous) order-of-magnitude considerations, we discuss 

the outcome of the collision in two fundamentally different regimes for the parameters 

of the colliding waves; these paran1eters are the transverse sizes (Lr ); , typical ampli-

tudes h;, typical reduced wavelengths '1c; ='A; /21t, thicknesses a; , and focal lengths 

/;-'k; 21a;h; 2 (i=1,2) of the waves 1 and 2. For the first parameter regime where 

(Lrh>>(Lrh and h 1»h 2, we conjecture the following. (i) If (Lr)2 <<>/'l0J 1( h
1 

)
114

, 
hz 

the almost-plane wave 2 will be focused by wave 1 down to a finite, minimum size, 

then diffract and disperse [Fig. 1(a)]. (ii) If (Lr h»>/'l0J 1( !:....!_ )114 (and if wave 1 is 
h2 

sufficiently anastigmatic), wave 2 will be focussed by wave 1 so strongly that it forms 

a singularity surrounded by a horizon, and the end result is a black hole flying away 

from wave 1 [Fig. l(b)]. For the second parameter regime where (Lr h-(Lr h=Lr and 

h 1-h 2, we conjecture that if Lr»>/t d z=f, a horizon forms around the two colliding 

waves shortly before their collision, and the collision produces a black hole that is at 

rest with respect to the reference frame in which f 1-f 2-f (Fig. 2). As a first step in 

proving this conjecture, we give a rigorous analysis of the second regime in the case 

Lr>>f , for the special situation of colliding parallel-polarized (almost-plane) gravita-

tiona! waves which are exactly plane-symmetric across a region of transverse size 

>> f, but which fall off in an arbitrary way at larger transverse distances. Our rigorous 

analysis shows that this collision is guaranteed to produce a spacetime singularity with 



-248-

the same local structure as in an exact plane-wave collision, but it does not prove that 

the singularity is surrounded by a horizon. 
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I. INTRODUCTION AND OVERVIEW 

In a previous paper, 1 we have discussed and reviewed the general structure of 

plane wave and colliding plane-wave space times in general relativity, and we have 

argued on the basis of previous work,2- 8 both by the author and largely by others, that 

(because of the focusing effect of gravitational plane waves), collisions between plane 

waves generically produce spacelike, all-embracing spacetime singularities. We have 

also posed, in the introductory section of the same paper, 1 the problem of colliding 

almost-plane gravitational waves; that is, the problem of whether (or under what con

ditions) spacetime singularities can be produced by the collision of gravitational 

waves with finite but very large transverse "spatial" sizes. General gravitational-wave 

spacetimes are defined and analyzed in Sees. IV A-IV E of Ref. 1. The detailed 

definition of almost-plane waves (which are a special case of gravitational wave 

spacetimes), and a perturbative analysis of the spacetimes produced by their collisions 

are the subjects of a future paper.9 In the present paper, we formulate and prove a very 

specific theorem (based on the full nonlinear Einstein equations), which demonstrates 

that provided the colliding almost-plane waves have sufficiently "large" transverse 

size and satisfy a certain fairly strong restriction, their collision is guaranteed to pro

duce spacetime singularities. 

It may be useful to make clear right at the outset, that the greatest significance of 

this singularity result (and of the almost-plane-wave collision problem in general) 

does not really lie in showing that the creation of singularities by colliding exact plane 

waves is a "generic" property of colliding gravitational waves; that is, in showing that 

the singularities are not artifacts of the infinite amount of "energy" carried by the col

liding, transversely infinite plane waves. Rather, the greatest significance of the 

almost-plane-wave collision problem lies with its potential to provide substantial 
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insights into some fundamental issues in general relativity (such as cosmic censorship, 

the structure of generic singularities, ... ), which can only be explored by studying the 

dynamics of fully nonlinear gravitational fields in the absence of symmetries. From 
J 

this point of view, the most interesting aspect of colliding almost-plane waves is not 

that they represent gravitational waves with finite energy, but rather that they 

represent gravitational waves propagating and colliding in a background spacetime 

which is asymptotically flat. [In fact, even the presently available exact solutions for 

colliding plane waves demonstrate that the creation of singularities from plane-wave 

collisions has nothing to do with the infinite energy present in the incoming waves: 

Just take any one of these solutions and identify the points of the spacetime in such a 

way to make the Killing x ,y coordinates cyclic; i.e., identify any two points of the 

form (u ,v ,x+21tn ,y +21tm) and (u ,v ,x+21tk ,y +21tl) throughout the spacetime (see 

below for a description of the Rosen-type coordinates u , v ,x ,y for a colliding plane-

wave solution). The result is a colliding plane-wave spacetime, that represents the 

creation of spacetime singularities from the collision between two plane-symmetric 

gravitational waves of finite "size" (thus of finite energy), which propagate and collide 

in a toroidal universe with topology S 1xS 1xR 2.] 

Before giving a detailed description of the plan of this paper, we will first present 

an informal overview of the physically important aspects of the almost-plane-wave 

collision problem. 

For our purposes in this paper, an almost-plane wave is a gravitational wave 

spacetime1 on which there exist (i) a local coordinate system (u ,v ,x ,y ), and (ii) a 

length scale Lr that characterizes the variation in the x, y directions of the com-

ponents of geometric quantities. We assume (ill) that throughout the intersection of a 

suitable partial Cauchy surface 2: with the wave's central region (which has the form 
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C= { I x I <Lr, I y I <Lr, u, v } ), the metric components and other quantities are very 

nearly equal to the corresponding quantities for an exact plane-wave spacetime, and 

(iv) that the curvature components fall off arbitrarily (but in a manner consistent with 

the constraint equations) as x2+y 2~oo at constant u and v. (See Ref. 9 for a more pre

cise and detailed definition of almost-plane waves.) Hence, a local coordinate system 

(u ,v ,x ,y) of the above type for an almost-plane wave is directly analogous to the 

Rosen-type coordinate systems1 defined on exact plane-wave spacetimes. In Ref. 9 

we also assume, in order for our perturbation formalism to make sense, that the 

dimensionless amplitude h of an almost-plane wave is everywhere small compared to 

unity. However, this restriction on the typical magnitude of h for an almost-plane 

wave is not necessary for the singularity theorem that we prove in this paper. 

Now consider two almost-plane gravitational waves propagating and colliding on 

an otherwise flat background. If the central regions of the two waves collide with each 

other (which we will always assume to be the case), then [at least in some neighbor

hood of the characteristic initial surface3.1 N=N1uN2 fonned by the initial wave 

fronts N 1, N 2 of the colliding waves (Fig. 3)], it is possible3•1 to set up a local coordi

nate system in which the conditions (iiHiv) above are satisfied for both colliding 

waves simultaneously; but possibly with different transverse length scales <Lr )1 and 

(Lr )z. In this coordinate system, the initial data supplied by the almost-plane wave 1 

and posed on the initial null surface N 2 are very nearly equal, throughout C 1nN2 , to 

the initial data posed by a corresponding exact plane wave 1; and the initial data sup

plied by the almost-plane wave 2 and posed on the initial null surface N 1 are very 

nearly equal, throughout C2nN1, to the initial data supplied by a corresponding 

exact plane wave 2. (See Refs. 3 and 10, and Fig. 3 below for a detailed description of 

the characteristic initial-value problem for colliding exact plane waves.) The 
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fundamental problem of colliding almost-plane gravitational waves is then to deter

mine whether (or under what conditions on the initial data) the evolution of these data 

produces spacetime singularities. There are two qualitatively different parameter 

regimes for this problem on which some partial results are available at the time of this 

writing. We will now discuss these two regimes separately. 

One regime is characterized by <Lr h»(Lr h and h 1>>h 2; that is, one of the 

almost-plane waves (namely, wave 1) is much larger in its transverse size and much 

stronger in its amplitude than the other (wave 2). In this case, we expect that the prob

lem can be treated successfully by regarding the weaker wave 2 as a small disturbance 

propagating on a background spacetime predominantly determined by the stronger 

wave 1. Because of the focusing effect11
•
1
•
4 of gravitational waves, the background 

wave 1 will then act like a lense, focusing the weaker almost-plane wave into a 

smaller and smaller transverse size and a larger and larger amplitude as it propagates 

farther towards the focal plane1•4 of the background almost-plane wave (Fig. 1). This 

focusing will continue until it is terminated in one of the following two ways: Either 

the amplitude h 2 of the almost-plane wave 2 reaches a value large compared to unity 

before diffraction effects have a chance to counterbalance the focusing effect of the 

background; or diffraction wins over focusing before wave 2 gets to be nonlinearly 

strong. In the first case [Fig. l(b)], a large amount of mass energy is focused into such 

a small spacetime region that a closed-trapped surface forms, followed by a spacetime 

singularity; this singularity would be hidden inside a black hole (event horizon) if the 

cosmic censorship hypothesis is valid under these circumstances [Fig. l(b)]. In the 

second case [Fig. l(a)], the beam of gravitational radiation corresponding to the 

almost-plane wave 2 passes through a narrow waist near the focal plane, but is 

dispersed afterwards by diffraction, without getting sufficiently nonlinearly strong to 
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form a black hole [Fig. 1(a)]. It is easy to estimate, in rough order of magnitude, the 

quantitative criterion for the first alternative to be the case: The length scale at which 

diffraction effects would tend to dominate the propagation of wave 2 is (LT h 21'10, , 

where '10, is a typical wavelength for wave 2. If the first focallength1 of wave 1 is I 1 

(and if wave 1 is sufficiently anastigmatic1 so that both focal lengths are approxi

mately the same), then singularities will form when (£r )l/70, >>I 1. A more careful 

analysis indeed shows that singularities form when 

(1.1) 

Though they are all physically plausible, the specific conjectures on which the 

above scenario is based [and in particular the singularity criterion Eq. (1.1)] have not 

yet been proved rigorously. In Ref.9, which is devoted to a perturbative analysis of the 

collision problem in the regime we have just discussed, we will present some partial 

results in the direction of the above conjectures, which are obtained under a number of 

idealizations. The tentative results of this analysis indicate (i) that if the background 

wave is sufficiently anastigmatic1 (i.e ., if the difference between the focal lengths of 

the background is sufficiently small), then singularities will form (presumably via the 

collapse of the almost-plane wave 2 into a black hole after it has been focused by the 

background) when the inequality (1.1) is satisfied, and (ii) that if the background wave 

is highly astigmatic, 11•1 then singularities will form only when there is sufficient 

mass-energy in the colliding waves to form a closed-trapped surface already on the 

initial characteristic surface, before the evolution of the almost-plane wave 2 begins 

and focusing takes place. The detailed discussion and derivation of these results will 

be found in Ref. 9. 
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Although our tentative results9 so far in support of the singularity criterion (1.1) 

have been obtained in the first parameter regime, where (Lr )1»(£r hand h 1»h2 , it 

seems evident that the criterion ( 1.1) is valid regardless of the relative strengths and 

transverse sizes of the colliding waves. In other words, we find it natural to generalize 

our conjectures on the singularity criterion (1.1) to include the second parameter 

regime (see below) where (£r )c(Lr h and h ch 2, as well as the first regime where 

(Lr h>>(Lr h and h 1»h2 . More precisely, we conjecture the following: (i) If 

(Lr h<<...J'i0f 1(h 1/h 2)
114 and (Lr h <<...J'lctf 2(h 2/h 1)

114 (where f 2 denotes the first focal 

length of the second wave), then the colliding waves will be focused by each other 

down to a finite, minimum size, then diffract and disperse. (ii) If 

(Lrh>>...J'i0J 1(h 11h 2)
114 and (Lr)1»--.J'letf 2(h 2/h 1)

114 (and waves 1 and 2 are 

sufficiently anastigmatic), then the waves will be focused by each other so strongly 

that they form two separate singularities surrounded by event horizons, and the end 

result is two black holes flying away from each other. 

The second parameter regime for the almost-plane-wave collision problem can 

be characterized as the complement of the first regime; that is, as the regime in which 

there are no a priori restrictions on the relative orders of magnitude of the parameters 

(Lr )1, (Lr h. h 1, and h 2. However, in going through the discussion below, the readers 

might find it useful to assume that (Lr h-(Lr h=Lr and h ch 2, as would be true for a 

typical problem that belongs to the second parameter regime. This is by far the most 

difficult parameter regime for the collision problem, since in this case it is not as easy 

to build a formalism based on the decoupling of the spacetime geometry to a back

ground part and a small-disturbance part, as it is in the first regime above. Neverthe

less, it is still possible, using some general causality arguments, to make a useful 

guess of a sufficient condition for the formation of singularities in tlus parameter 
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regime. To do this, assume for simplicity that the colliding almost-plane waves have 

amplitudes small compared to unity: h 1<<1, h 2<<1. Then, the metric in the interac

tion region will be approximately flat throughout a large neighborhood of the initial 

characteristic surface N. [In fact, if the colliding waves were exactly plane symmetric 

and had amplitudes h 1> h 2 of the same typical magnitude (much smaller than unity), 

then the geometry of the interaction region would be everywhere nearly flat except in 

a small spacetime "neighborhood" of the curvature singularity created by the colliding 

plane waves. In this neighborhood, the spacetime curvature generated by the nonlinear 

interaction and focusing of the plane waves becomes important; in fact, curvature 

diverges towards the singularity.] Now, returning to the original collision problem, 

where the initial data posed on N are "almost-plane symmetric" with a transverse 

length scale Lr, the readers can easily convince themselves (e.g., by drawing a simple 

spacetime diagram) that a plausible guess for a (sufficient) singularity criterion in this 

case would be 

(1.2) 

The plausability argument which leads to Eq. (1.2) is the following: Since the 

geometry is nearly flat throughout most of the interaction region, to a good approxi

mation the causal structure of the interaction region is that of Minkowski spacetime. 

This means that during the time interval - 't of evolution, where 't measures the proper 

timelik.e distance between the singularity (which would be produced if the waves were 

exactly plane) and the initial surface, the information about the finite size of the col

liding waves (which is contained in the initial data) can only propagate across a dis

tance - 't along the transverse x , y directions. It is not hard to see that 't in this case is 

of the order of (j 1 j 2) 'h.=/. Therefore, when the inequality (1.2) is satisfied, i.e., when 
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Lr >> f -'t, the information about the non-plane-symmetric, transversely finite nature 

of the colliding waves cannot reach the spatial locus of the singularity quickly enough 

to abort its formation. 

Now, in view of our conjectures on the first singularity criterion, Eq. (1.1), it is 

natural to expect that for a typical collision problem the singularity criterion (1.2) will 

be an "overkill," i.e., that the collision would actually produce a spacetime singularity 

even for values of Lr much smaller than the values demanded by Eq. (1.2). Neverthe

less, the result (1 .2), or more precisely its more restricted version which we prove in 

this paper, is the only available singularity result which is valid for the second param

eter regime. On intuitive grounds, we expect that the regime defined by Eq. (1.2) 

describes a situation where there is so much mass energy in the colliding almost-plane 

waves that a black-hole horizon forms slightly before their collision, and engulfs the 

central regions of both colliding waves, which subsequently collapse into a singularity 

inside the hole (Fig. 2). More quantitatively, we note that in the center-of-mass frame 

of the colliding almost-plane waves the total mass energy associated with the waves 

will be M - ...JM 1M 2 where M 1 and M 2 are the total mass energy 

M; - (Lr ); 2a; h; 2/'ii,/ - (Lr )2// ; in the two colliding waves in the original reference 

frame. Notice that M - (Lr )2/...J/ tf 2=(£r )2/f; and thus our criterion for singularity 

formation ( 1.2) is equivalent to M » Lr, which says that the total spatial region occu

pied by the waves at the moment of their collision in their center-of-mass frame is 

smaller than their Schwarzschild radius. This suggests that a horizon has already 

formed around them by the time they collide. (This interpretation, as we attempt to 

illustrate in Fig. 2, is also in accordance with the local structure of the singularity 

whose existence is rigorously proved in Sec. ill below: In general that singularity 

stretches continuously from the focal region of one wave into that of the other. 
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However, our rigorous analysis does not prove the existence of an event horizon 

enclosing the singularity.) This is in contrast with the singularity formation under the 

first singularity criterion [cf. Eq. (1.1)], where according to our conjectures [at least in 

the regime where (Lr h and (Lr h are comparable] the two colliding almost-plane 

waves collapse into and form two distinct black holes, which subsequently fly apart 

from each other [cf. Fig. l(b)]. 

TI1e singularity theorem which we prove in this paper is based on the following 

two idealizations. (i) We assume that the colliding almost-plane waves - though they 

belong to the second parameter regime above- are in fact exactly plane-symmetric 

throughout their respective central regions C 1, C 2; more precisely, the initial data 

supplied by the almost-plane wave 1 and posed on the initial null surface N 2 are pre

cisely equal, throughout C 1nN, to the initial data posed by a corresponding exact 

plane wave 1; and the initial data supplied by the almost-plane wave 2 and posed on 

the initial null surface N 1 are precisely equal, throughout C 2nNI> to the initial data 

supplied by a corresponding exact plane wave 2. Outside the central regions, these ini

tial data fall off at large transverse distances (in a marmer consistent with the con

straint equations on the initial surface). However, the exact way in which this falloff 

occurs is inconsequential to the statement and proof of our singularity result. (ii) We 

assume that the colliding waves have parallel and constant linear polarizations. Under 

these two assumptions, we will find a lower bound for the transverse length scale Lr 

[Eq. (2.6)], above which singularities are guaranteed to be produced by the collision. 

In order of magnitude, this lower bound reduces to (j 1! 2)'12 when the amplitudes of 

the colliding waves are small compared to unity. 

The following is a brief description of the contents of the remaining two sections . 



-258-

The rest of our analysis below is based entirely on our earlier paper; 12 conse

quently, readers must refer to Ref. 12 for the details underlying the discussions in Sec. 

II and in the Appendix. In fact, the remaining sections of this paper constitute a 

natural and specific application of the general formalism which we have developed in 

Ref. 12. 

In Sec. II, we will use the results obtained in Ref. 12 to derive the asymptotic 

causal structure of a generic, colliding exact plane-wave spacetime near the singular

ity. We will then use a completely general lemma in general relativity (Lemma 2) to 

argue that, if the initial data for the colliding exact plane waves are cut off outside a 

sufficiently large transverse region (thereby making the waves almost-plane), then that 

cutoff will never influence the central region of the colliding plane-wave spacetime; 

and, in particular, the central region will evolve a singularity identical in local struc

ture to that for the exact plane-wave case. This argument directly leads to the singu

larity result of the paper, which we state in the fonn of a theorem towards the end of 

Sec. II. 

In the Appendix, we present a specific example for a colliding plane-wave solu

tion, which evolves from physically reasonable initial data in the sense that the collid

ing plane waves (i) have amplitudes small compared to unity, and (.i.i) have well

defined wavelengths small compared to their focal lengths. This example illustrates 

the argument used in Sec. II to derive the singularity criterion (1.2) from the more 

general singularity theorem. 

Our notation and other conventions throughout this paper are the same as in Ref. 

12. Equation numbers that refer to equations of Ref. 12 will be denoted by a prefix 

"12"; for example, Eq. (12.2.37) refers to Eq. (2.37) of Ref. 12. 
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II. THE ASYMPTOTIC CAUSAL STRUCTURE OF A GENERIC COLLIDING 

EXACT PLANE-WAVE SPACETIME NEAR ITS SINGULARITY; AND A 

SINGULARITY RESULT FOR COLLIDING ALMOST-PLANE WAVES 

In Sec. ill A of Ref. 12, we have found that the asymptotic limit as a.~O of the 

spacetime metric (12.2.43) for colliding parallel-polarized plane-waves is an inhomo

geneous Kasner13 metric given by Eq. (12.3.17), where the Kasner exponents Pi(~) 

are expressed in terms of initial data for the colliding waves through Eqs. (12.3.18) 

and (12.3.13). A brief description of the coordinate system (a.,~,x ,y) and of the 

relevant initial-value problem is given in Fig. 3. 

Consider now a Kasner solution defined by a global spacetime metric of the gen

eral form (12.3.17): 

(2.1) 

where a, b are constants having the dimensions of (length)2, c, d are dimensionless 

constants, t, ~ are dimensionless coordinates, and the exponents Pk, k=l,2,3 satisfy 

the Kasner relations Eqs. (12.3.19). Let p be a point arbitrarily close to the singular

ity t=O. We will investigate the behavior of the past null cone of this point p; in par

ticular, we are interested in evaluating the transverse dimensions of the domain which 

this past null cone circumscribes in a spatial slice of the form { t ='t), 't>O, or, more 

precisely, the transverse dimensions of the domain C't=.T-(p )(J{t=t}, 't>O. Let the 

integrals of motion g (y. ,dldx ), g (y. ,dldy ), and g (y. ,did~) (associated with the Kil

ling vector fields dldx, dldy, and did~ ) along a past-directed null geodesic y from p 

be denoted by 

g (Y• ,dldx )=Cx , g (y. ,dldy )=Cy , 
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g (y. ,dldf3)=C ~ . (2.2) 

Then, a short computation shows that the total (coordinate) distances in the x, y, and 

f3 directions, traveled by the null geodesic y as it reaches from the point p to the 

spacelike slice C't= { t =t) , are given by 

[ 

1;; ] '1: dt' c2 c2 c2 2 
~ X y 

--'2'--+ 2 + 2 
b t PJ c t pI d t Pl 

(2.3a) 

(2.3b) 

(2.3c) 

It easily follows from the above equations that the maximum transverse (coordinate) 

dimensions of the domain C't in the X, y, and f3 directions are 

= 2 !!:... _ 1_ 'tl-pt ' [ l 
'h 

c 1-p 1 
(2.4a) 
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= 2 !!_ _1_ 'tl-pz ' 
[ ] 

\12 

d 1-p2 
(2.4b) 

[ ] 

\12 
= 2 !!_ _1_ 'tl-p3 

b 1-p3 
(2.4c) 

Clearly, if the Kasner solution (2.1) is nondegenerate (Sec. III A of Ref. 12), i.e., if the 

exponents Pk are all different from 1 [or equivalently by Eqs. (12.3.19), are all dif-

ferent from zero], then the causal past J-(p) of the point p intersects any spatial slice 

{t='t} in a compact region CT. , whose coordinate dimensions approach finite limits 

given by Eqs. (2.4) as the point p approaches the singularity at t=O. Note [cf. Eq. 

(2.1)] that the proper physical size of CT. (in all directions) depends only on 't, a, and 

the exponents Pk; in other words, the proper dimensions of CT. are independent of 

b, c, and d (as they should be since the constants b, c, d can be absorbed into a 

redefinition of the coordinates ~. x, y ). 

Now, we have proved in Sec. ill C of Ref. 12 that any interval in~. across which 

the exponents [p 1 (~),p 2(~) ,p 3(~)] take the degenerate values (1 ,0,0) or (0,1,0), 

represents a Killing-Cauchy horizon at a=O which is unstable in the full nonlinear 

theory against small but generic perturbations of the initial data (12.2.49). We have 

also proved that according to the specific notion of genericity which we have intro-

duced in Sec. ill C of Ref. 12, generic initial data in the form (12.2.49) always pro-

duce all-embracing, spacelike spacetime singularities at a=O; such singularities are 

always associated with Kasner exponent values Pk (~) that are each different from 1 at 

all ~ E ( -1,1) except for isolated, discrete points (Sec. ill B of Ref. 12). Now consider 
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a point p in a generic colliding plane-wave spacetime, arbitrarily close to the singular-

ity a.=O at a fixed spatial point 13, and, for simplicity, at x=y=O. Consider the past

directed null geodesics generating the past null cone of p , and compute, along each 

such null geodesic, the integrals which represent the total transverse (coordinate) clis

tances along the x and y directions traveled by the geodesic as it reaches from the 

point p to the initial surface N. It is clear from Eq. (12.2.43), that the contributions to 

these integrals from t values that are bounded away from the singularity t =0 (::a.=O) 

are finite. Moreover, the contributions from arbitrarily near t=O are arbitrarily well 

approximated by the values (2.4) obtained by using the asymptotic fonn ( 12.3 .17) of 

the spacetime metric. Since for a generic solution and a generic value of 13 (i.e., a 

value different from the isolated discrete values for which the Kasner exponents are 

degenerate) the exponents Pk (l3) are each different from 1, it follows from Eqs. (2.4) 

that the contributions to these integrals from near the singularity are also finite for all 

(generic) values of 13 in a generic colliding plane-wave spacetime. Therefore, we have 

proved the following result. 

Lemma 1: The intersection J-(p )(IN between the initial surface Nand the 

causal past J-(p) of any (generic) point p in the interaction region of a generic, col

liding (parallel-polarized) plane-wave spacetime is a compact set, whose transverse 

(=x ,y) dimensions approach finite limits (i.e., remain bounded from above) as the 

point p approaches the singularity at a.=O. 

In fact, when the point p has a l3 value sufficiently far away from the edge points 

13=+1 and 13=-1 (e.g., for _1_<13<1_ ), 13 remains approximately constant along the 
2 2 

null geodesics from p which extend farthest in the x , y directions; hence, the asymp-

to tic limit ( 12.3 .17) of the metric remains a good approximation along these geo

desics. Therefore, for such a point p approaching a.=O at, say, -cael.<l3<l., we can 
2 2 
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estimate the limits of the maximum transverse (coordinate) dimensions of J-(p )(IN 

by the quantities 

(2.5a) 

and 

(2.5b) 

These expressions are obtained from Eqs. (2.4) (i) by substituting the values for the 

constants a, c, and d that are found upon comparing Eq. (2.1) with Eq. (12.3.17), and 

(ii) by putting 't=l [since a.=t=l on the collision plane {u=v=O} inN (Fig. 3)]. 

The readers who are familiar with global methods will recognize that Lermna 1 

above is closely related to a well-known more general result in relativity. This result 

states that for any point p contained in (the interior of) the domain of dependence14 

D +(S) of a partial Cauchy surface S, the subset J-(p )(IS in S is compact (see, for 

example, the proposition 6.6.6 in Ref. 14). In view of this result, the above lemma 

can be rephrased in the following equivalent form, which states that as a (generic) 

point p in the interaction region falls off the "edge" of the colliding plane-wave space-

time (by approaching the singu1arity a.=O), it does not fall off the "edge" (=the boun

dary) of the domain of dependence D +( N) of the initial surface N . 

Lemma 1 (second version): In a generic colliding (parallel-polarized) plane-wave 

spacetime, the singularity { a.=O} represents a future c boundary, 14 whose (generic) 

"points" [which are "terminal indecomposable past sets" (Sec. 6 .8 of Ref. 14)] inter-

sect the initial surface N in subsets with compact closure. In other words, unless the 

colliding plane-wave solution possesses Killing-Cauchy horizons at { a=O) destroying 
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its global hyperbolicity [which can only occur for "nongeneric" initial data (see Sec. 

ill C of Ref. 12)], the (generic) points of the singularity ( a=O) (when they are con

sidered as points on the future causal boundary of the spacetime) can be regarded as 

part of the domain of dependence D \ N) of the initial surface N. 

Tum now to the discussion of the following general problem (Fig. 4): Let (M,g) 

be a spacetime, and I: be a partial Cauchy surface in (M,g) on which gravitational 

initial data [whose maximal development gives the metric on D\1:)] are posed. 

Replace these initial data on I: with a new set of initial data, which coincide with the 

old data on some closed subset S of 1:. What kind of general statement can then be 

made about the spacetime which evolves from these new initial data? Note that, if the 

gravitational field equations were a linear hyperbolic system, then the subset S would 

have a fixed domain of dependence, bounded by a characteristic surface which is 

uniquely determined by the boundary as of s ' but which is independent of the solu

tion and which therefore is indifferent to any change in the initial data on 1:. In that 

case, it is obvious that the new solution would coincide with the old solution 

throughout tltis domain of dependence D+(S) of S. However, for a nonlinear hyper

bolic system such as the Einstein field equations, the characteristics do depend on the 

particular solution considered; consequently, the simple "causality" argument valid for 

a linear hyperbolic system cannot be applied to the Einstein equations in the same 

obvious way, and thus cannot guarantee that the new and old solutions coincide 

throughout D \S ). 

Now, retum to the specific situation depicted in Fig. 4, where the initial data on I: 

are modified in the cross-hatched portions of the initial surface but are left intact 

throughout an open subset U of I: which contains the closed subset S. It is not 

difficult to see, after thinking about Fig. 4 for a while, that the only way in which the 
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solution on D+(S) can change is through the formation of a shock wave, which pro

pagates on a noncharacteristic (spacelike) surface and penetrates into D+(s) from the 

outside, thereby changing the solution on its wake from the old to the new. In fact, 

such shock waves do develop from the solutions of many nonlinear hyperbolic sys

tems (e.g., the Burgers's equation15) and are frequently encountered in fluid mechan

ics where they correspond to real physical phenomena. In general relativity however, 

shock waves of this kind cannot exist in vacuum gravitational fields. The reason is that 

any surface of discontinuity (shock wave) for a solution to the vacuum Einstein equa

tions must be a null (characteristic) surface, provided that the metric is continuous 

(C 0
) across the surface of discontinuity. (See any review on the Cauchy problem such 

as Refs. 16 and 17. In the nonvacuum case, the surfaces of discontinuity may be time

like; they can never be spacelike unless matter fields which violate the dominant 

energy condition14 are present.) 

One might worry about the demand that the metric be C 0 . Suppose there were a 

surface, spacelike on the front and timelike or null on the back, across which the 

metric is not C 0. By a slight abuse of terminology, we will still call such a surface of 

discontinuity a "gravitational shock." We will argue now that such a shock wave must 

be regarded as a spacetime singularity. First of all, a shock wave of this form cannot 

be a pure coordinate artifact (i.e., cannot be eliminated by a coordinate transforma

tion), since if it were, then the new coordinate system in which the metric is continu

ous would define the physically appropriate admissible local atlas, and the original 

coordinates would simply be discarded as inadmissible. On the other hand, we can 

asswne that the spacetime curvature is bounded across and near the shock front , since 

otherwise the shock would obviously be a curvature singularity and our claim would 

be proved. Therefore, our shock front is a surface of discontinuity representing a jump 
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in the spacetime metric (and corresponding to a distribution solution of the vacuum 

field equations); and there is either a topological (as with a conical singularity) or a 

geometrical (as with a delta-function singularity in the Riemann curvature) obstacle 

against elimination of the jump by coordinate transformations. The readers can now 

easily see (e.g., by considering the behavior of null geodesics near the shock), that at 

least some causal geodesics must terminate somewhere on a shock front of this kind; 

therefore, our shock wave is a spacetime singularity at least in the sense of geodesical 

incompleteness . On the other hand, if we now take into account the result18 that a 

nonsmooth metric can be uniformly approximated by a sequence of smooth metrics 

only if it is at least continuous (C0), it then becomes apparent, that just as a conical 

singularity physically models an infinitesimally thin line distribution of unbounded 

curvature, so also our shock wave with a discontinuous metric must actually model an 

infinitesimally thin sheet of unbounded spacetime curvature. Consequently, the space

time metric must be at least C 0 (in other words, the intrinsic geometry of the surface 

of the shock must be the same as measured from either side) across any genuine 

purely gravitational shock wave; and therefore all gravitational shock waves must pro

pagate on null (characteristic) surfaces. 

We can now summarize the conclusions of the last two paragraphs in the form of 

a lemma. 

Lemma 2: Let (M,g) be a spacetime and L be a partial Cauchy surface in (M,g) 

on which gravitational initial data [whose development gives the metric on D\I:)] are 

posed. Let S d be a closed subset, and Uc:E be an open subset containing S (Fig. 

4). Suppose that the initial data on I: are replaced with a new set of initial data which 

coincide with the original data throughout U . Then, unless a spacetime singularity 

forms and penetrates into D +cs) from outside D +cs ), the new solution coincides with 
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the old solution throughout D +(S ), where D +(S) denotes the domain of dependence of 

S with respect to the original metric and coincides with the domain of dependence of 

S with respect to the new metric. 

Recall now Lemma 1 above, where we have demonstrated that for a generic col-

liding plane-wave spacetime any (generic) point p arbitrarily near the singularity ar=O 

is contained in the domain of dependence of the initial surface N ; in fact, p is con-

tained in the domain of dependence of a compact region in N , whose transverse 

dimensions approach the finite limits estimated by Eqs. (2.5) as the point p 

approaches the singularity. Introducing the quantity L defined by 

(2.6) 

it is then clear that if C is a domain in the initial surface of the form 

C= { I x I ~T , I y I ~T } , where Lr is much larger than L above, then there will be 

some points arbitrarily near the singularity ar=O (at least in some neighborhood of the 

location x=y=O), which will be contained in the domain of dependence of the region 

C . In other words, invoking the notions which we used in the second version of 

Lemma 1 above, the domain of dependence of such a (sufficiently large) subset C of 

N will contain some "points" on the singularity { ar=O} , at least in a neighborhood of 

the central plane {x=y =O} . Comhining thjs result with Lemma 2 above, it is clear that 

we have proved the following singularity theorem. 

Theorem: Let the initial data for two colliding almost-plane gravitational waves 

be identical to the initial data for two colliding (parallel-polarized) exact plane waves 

tlu·oughout a region C in the initial surface of the fonn C= ( I x I ~T, I y I ~T }. Let 

the corresponding initial data for this plane-symmetric portion be generic so that the 

maximal development of the complete plane-symmetric data produces all-embracing 
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spacetime singularities at a=O. Let these plane-symmetric data be represented by the 

functions V (r ,1) and V (1,s) as in Eq. (12.2.49). Construct, from these functions, the 

quantity E(j3) defined by Eq. (12.3.13), and the quantity L defined by Eq. (2.6). Then, 

if Lr » L, the evolution of the almost-plane-symmetric data produces spacetime 

singularities; i.e., the colliding almost-plane waves create spacetime singularities. 

Clearly, the local structure of the singularities which are guaranteed to exist by 

the above theorem will be precisely the same as the structure of the plane-symmetric 

singularities; i.e., these singularities will be locally of inhomogeneous Kasner type. 

Unfortunately however, the above theorem does not say anything about the global 

structure of the overall singularity created by the colliding almost-plane waves; this 

global structure (about which we have stated a number of conjectures in Sec. I and 

Fig. 2 of this paper) is the key to understanding the status of cosmic censorship in 

gravitational almost-plane-wave collisions. 

Assume now that the colliding almost-plane waves both have amplitudes small 

compared to unity: h 1 <<1, h 2<<1. In this paragraph, we will estimate the value of the 

lower bound L for LT [Eq. (2.6)] in terms of the relevant parameters for these collid

ing waves. (For the demonstration in a specific example of some of the general argu

ments we use below, see the Appendix.) By Eqs. (12.3.12) and (12.3 .13), the quanti

ties E(j3) and 8(j3) are small compared to 1 in this case. Therefore, if we can choose the 

initial point (u 0,v 0) in such a way that the quantity ~(j3) is also smaller than or of 

order unity, then by Eqs. (2.5) and (2.6) we could conclude that L - -// 1/ 2 . In fact, such 

a choice is possible: if we fix u0 and v 0 such that 'lc1«u0<</ 1> and ~<<vo<<f 2 

(where f 1, f 2 are the first focal lengths and 'lei>~ are the typical wavelengths of the 

colliding waves), then the point (u 0 , v0) belongs to a domain in the interaction region 

where (i) gravity is weak (since u o«f 1 and v 0«f 2), so that U and the constant 
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additive terms in Eq. (12.2.44b) are small compared to unity, and (ii) the integration 

path in Eq. (12.2.44b) is sufficiently far away (since u 0>>k1 and v0»~) from the 

coordinate singularities on the initial null surfaces { u =0} and { v =0} (Sec. 1I B of Ref. 

12), so that the contribution to j..L((3) from the integrand in Eq. (12.2.44b) (which 

diverges towards the coordinate singularities on these initial null surfaces) is of order 

unity [Eq. (12.3.4)]. Moreover, with this choice for (u 0,v 0), Eqs. (12.2.39a) give 

(2.7) 

and since j..L((3) is of order 1 by the arguments above, Eqs. (2.7) yield, when combined 

with Eqs . (2.5) and (2.6), the following expression for the lower bound L, valid for 

colliding almost-plane waves with small amplitudes: 

(2.8) 

When combined with the theorem above, Eq. (2.8) constitutes a proof of the singular

ity criterion (1.2) in the special case where the colliding almost-plane waves are 

exactly plane-symmetric throughout their central regions. 

Finally, we note that we have not given a proof of the criterion (1.2) for the more 

general case where the colliding waves are only "almost" (but not exactly) plane

symmetric throughout their central regions. As the readers might also have guessed in 

view of the theorem we have proved in this section, such a proof would immediately 

follow if we could prove that the solution on D+(N) depends uniformly continuously 

on the initial data on N. We do not, however, expect this last statement to be valid, 

although we know, as a result of recent work by the author, 19 that the the fonner state

ment is tme, namely that the singularity result of the theorem remains valid in the 

more general case where the colliding waves are not exactly plane symmetric over 



-270-

any region, but are sufficiently close to being plane symmetric across their central 
-t 

regions. (Note, in this context, that the well-known general theorems on the Cauchy 

problem which assert the continuous dependence of solutions on the initial data (such 

as the Cauchy stability theorem, see, e.g., Sec. 7.6 of Ref. 14) are valid with respect to 

the compact-open topology [i.e., the open topology based on convergence on compact 

subsets of D\N)], and not with respect to the open topology [i.e., the open topology 

based on (uniform) convergence on D\N)] on the spaces of all initial data on Nand 
-t 

all four-metrics on D\N).) More specifically, although the conclusion ofthe theorem 

on the existence of singularities remains intact under small perturbations of the initial 

data, 19 we expect the local structure of the singularities to change radically when the 

exact plane symmetry of the central region is broken; in fact, it is presumable that in 

this more general case tl1e local inhomogeneous Kasner structure of the singularity 

would be replaced with a more general "generic" singularity structure (of the mixmas

ter type if one believes the Belinsky-Khalatnikov-Lifshitz13 analysis of the structure 

of generic singularities, or of some more general type if one agrees with the critics of 

this analysis20), and therefore that with respect to the (uniform) open topology on the 

space of all metrics the solution would have changed discontinuously in response to 

the small change in the initial data. 
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APPENDIX: A SPECIFIC EXAMPLE FOR A COLLIDING PLANE-WAVE 

SOLUTION WITH "PHYSICALLY REASONABLE" INITIAL DATA 

Our example is described by the initial data [Eq. (12.2.15)] 

=21th , (Ala) 

=21th , v >21tlc, (Alb) 

where h << 1 is a constant representing the dimensionless amplitude of the colliding 

waves. [fhis is an approximation to the wave form that arises, in some observers ' 

directions, from the near encounter of two stars, i.e., "gravitational bremsstrahlung" 

(see, e.g., Ref. 21, especially Fig. 2).] It follows from Eqs. (12.2.16}-(12.2.18) that 

[ 
1th 

2 
[ 2 u ] l 4 =-2ln -- --+n- - +O(h ) , 

2 1th2 7c 
u >21tlc' (A2a) 

[nh 2
[ 2 v] ] 4 =-2ln - - +1t-- +O(h ), 

2 1th 2 7c 
v >21tlc ' (A2b) 
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for the initial data (A1). It is easily seen from Eqs. (A2) that 

(A3) 

We choose the initial normalization point (u 0,v 0) as prescribed in the discussion at the 

end of Sec. II above; i.e., we take 'k«u 0«f and 'k«v 0«f. Then, combining Eqs. 

(A2) with Eqs. (12.2.39a) gives 

(A4) 

as we have argued in Sec. II. Consider the region of weak gravity for the colliding 

plane-wave spacetime detennined by the data (A1). This region is described, e.g., by 

<X.>_!_ . We identify four distinct subsets of this weak gravity region as follows: 
2 

1 
{ <:x.>-, O<u ,v <27t'k}=l , 2 - -

1 
{ <:x.>-, O<u <27t'k, v >27t'k}=l/, 2 - -

{<X.>_!_ , u >27t'k, O<v <27t'k}=l//, and {a.>_!_, u >27t'k, v >27t'k}=N. (These regions 
2 - - 2 

I , II, III, IV, written in italics, are not to be confused with the similarly named 

regions of Fig. 3.) Then, Eqs. (12.2.26) and (12.2.27) give, in the weak gravity region, 

in//, 

h
2 2 2[ u] 4 = 1--v +rth 7t-- +0 (h ) 

4'k2 'k 
in///' 

in/V, (A5a) 
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and 

in//' 

in/// ' 

iniV. (A5b) 

Combining Eqs. (A5) with the Eqs. (12.2.46), and using Eqs. (12.2.52) and (12.2.53) 

with the initial data (A1), we obtain the initial data in the form of Eq. (12.2.49): 

=21th ' (A6a) 

=21th ' (A6b) 

It is easily seen from Eqs. (12.3.12) and (12.3.13) and Eqs. (A6) above, that provided 

_ _!_<13<_!_, the quantities £(13) and o(l3) are both- 0 (h). Therefore, our first assertion 
2 2 

in Sec. II, namely, that with the above choice (A1) for the initial data we have 

£(13)-0(h) and e0<~>-1, is demonstrated for the example (A1). To demonstrate the 

remaining assertion, namely that with the above choice for the initial point (u 0 ,v 0) the 

quantity ~(13 )-1, it is sufficient to show that the function Q ( a,l3) is -1 at the point 
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(u 0,v 0) [since the subsequent contributions to J.L(I3) will be of order 0 (h 2), see Eqs. 

(12.2.44b) and (12.3.4)] . Now note that in the weak gravity region the spacetime 

geometry is well approximated by -du dv+dx 2+dy 2; i.e., by the flat Minkowski 

metric. By substituting the inverse relations for Eqs. (A5) above into this flat metric, 

and then comparing the resulting metric in the (a,l3,x ,y) coordinates with the general 

expression (12.2.43), we find 

Q(a,13)=-21n[27t2h2[ a2 2] 1 in/' (1-a) -13 

=-21n[-f27th[ a ] v,l in//, 
l-a+l3 

::::-21n[-f21th[ a ] Yzl inlll, 
1-a-13 

=-lna in!V. (A7) 

Now, since the normalization point (u 0,v 0) is chosen in such a way that 'lc«u 0 ,vo«f, 

it lies not only in the weak gravity region (as u 0 ,v0«f ), but also in the subset IV of 

this region (as u 0 ,v0 >>'lc) where a is neither very close to zero nor very close to unity; 

i.e ., where we can assume a-_!_ . Thus, by Eqs . (A7) above, Q <ao.l30)-lna(u0,v 0)-l, 
2 

as was to be demonstrated. 
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FIGURE CAPTIONS FOR CHAPTER 6 

FIG. 1. Spacetime diagrams for the conjectured outcome of an almost-plane-wave 

collision in the first parameter regime. The parameters are the transverse sizes (4 ); , 

typical amplitudes hi , typical reduced wavelengths ~ =.'Ai /2rt, thicknesses a; , and focal 

lengths fi -'li.; 2/ai h/ (i =1 ,2) of the waves 1 and 2. The first parameter regime is given 

by (LT)1>>(LTh and h 1»h 2 ; in this regime, the interaction ofthe colliding waves can 

be treated successfully by regarding the weaker wave 2 as a small disturbance pro

pagating on a background spacetime predominantly determined by the stronger wave 

1. (a) If (LT )2<<"'-fV 1(h 1/h 2) 114, the almost-plane wave 2 will be focused, because of 

the focusing effect of wave 1, into a waist near the focal plane of finite, minimum 

size; but it will then diffract and disperse, since linear diffraction effects [which 

become important at an affine distance -(LT >ll~] ultimately dominate the nonlinear 

self-gravity effects (which become important near the focal plane, at an affine distance 

-f 1). (b) If (LT h>>"'-fV 1(h rfh 2) 114 (and if wave 1 is sufficiently anastigmatic, i.e., if 

its two focal lengths are approximately equal), then wave 2 will be focused by wave 1 

so strongly that it forms a singularity surrounded by a horizon, and the end result is a 

black hole flying away from wave 1. Just before the final moments of its collapse into 

the black hole, near the spacetime region enclosed by a small square in the figure (b) 

above (where gravity is stil] weak), the tota1 energy-momentum associated with the 

almost-plane wave 2 can be represented by a ti.melike vector 1. We expect that the 

invariant mass associated with 1 is a good estimate for the mass of the final black hole, 

and that the black hole forms at rest with respect to the rest frame defined by 1. 

FIG. 2. Spacetime diagram for the conjectured outcome of an almost-plane-wave col

lision in the second parameter regime where (LT )r-(LT h=LT and h ch2. If 
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Lr >>...JJ d 2=!, a horizon forms around the two colliding waves shortly before their 

collision, and the collision produces a black hole that is at rest with respect to the 

reference frame in which f cf z-f . The mass of this black hole can be estimated as 

M - ...JM 1M 2 where M 1 and M 2 are the total mass energy 

M; - <Lr )?a; h/tli./- (Lr )21/; in the two colliding waves. Note that the black hole 

forms when M -(Lr )2
/ f is much larger than Lr, i.e ., when the (invariant) mass energy 

contained in the colliding waves is much larger than their transverse sizes. 

FIG. 3. The two-dimensional geometry of the characteristic initial-value problem for 

colliding plane waves. The null surfaces N 1={u=0} and N 2={v=O} are the past wave 

fronts of the incoming plane waves 1 and 2. Initial data corresponding to waves 1 and 

2 are posed, respectively, on the upper portions of the surfaces N 1={v=O} and 

N 2={u=O} that are adjacent to the interaction region I. The geometry in the region IV 

is flat, and the geometry in regions II and ill is given by the metric describing the 

incoming waves 1 and 2, respectively. The geometry of the interaction region I is 

uniquely determined by the solution of the above initial-value problem. The directions 

in which the various lines of constant coordinates u, v, a, j3, r, and s run are also 

indicated, along with the descriptions of the initial null surfaces in these different 

coordinate systems. 

FIG. 4. The geometry of the general initial-value problem which is the subject of 

Lenuna 2 in the text. The original initial data on the partial Cauchy surface I: are 

modified in the cross-hatched portions of the initial surface, but are left intact 

throughout an open subset U of I: which contains a closed subsetS. In the new solu

tion which evolves from these modified initial data, the geometry on the domain of 
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dependence D +(S) of S can change only if a gravitational shock wave forms outside 

and propagates into D \S ), transforming the solution on its wake from the original to 

the modified. However, gravitational shock waves always propagate on null (charac

teristic) surfaces; and the domain of dependence D\S) (with respect to the original 

metJ:ic) is bounded by a null surface [the unique ingoing null surface H+(S) through 

()S]. Thus, no gravitational shocks can propagate into D+(S) from the outside, and 

consequently, the original geometry remains invariant throughout the domain of 

dependence D+(S) (which thereby coincides with the domain of dependence of S in 

the new solution). 
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CHAPTER 7 

Singularities and Horizons 
in the Collisions of Gravitational Waves 
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ABSTRACT 

It is well known that when gravitational plane waves propagating and colliding 

in an otherwise flat background interact, they produce singularities. In this paper we 

explore the structure of the singularities produced in the collisions of arbitrarily

polarized gravitational plane waves, and we consider the problem of whether (or 

under what conditions) singularities can be produced in the collisions of almost-plane 

gravitational waves with finite but very large transverse sizes. First we analyze the 

asymptotic structure of a general arbitrarily-polarized colliding plane-wave spacetime 

near its singularity. We show that the metric is asymptotic to a generalized 

inhomogeneous-Kasner solution as the singularity is approached. In general, the 

asymptotic Kasner axes as well as the asymptotic Kasner exponents along the singu

larity are functions of the spatial coordinate that runs tangentially to the singularity in 

the non-plane-symmetric direction. It becomes clear that for specific values of these 

asymptotic Kasner exponents and axes the curvature singularity created by the collid

ing waves degenerates to a coordinate singularity, and that a nonsingular Killing

Cauchy horizon is thereby obtained. Our analysis proves that these horizons are 

unstable in the full nonlinear theory against small but generic plane-syrrunetric pertur

bations of the initial data, and that in a very precise and rigorous sense, "generic" ini

tial data for colliding arbitrarily-polarized plane waves always produce all-embracing, 

spacelike curvature singularities without Killing-Cauchy horizons. Next we turn to the 

problem of colliding almost-plane gravitational waves , and by combining the results 

that we obtain in this paper and in other previous papers with the Hawking-Penrose 

singularity theorem and the Cauchy stability theorem, we prove that if the initial data 

for two colliding almost-plane waves are sufficiently close to being exactly plane 

symmetric across a sufficiently large but bounded region of the initial surface, then 
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their collision must produce spacetime singularities. Although our analysis proves the 

existence of these singularities rigorously, it does not give any information about 

either their global structure (e.g. whether they are hidden behind an event horizon) or 

their local asymptotic behavior (e.g. whether they are of Belinsky-Khalatnilcov

Lifshitz generic-mi:xmaster type). 
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I. INTRODUCTION AND OVERVIEW 

With a short letter1 published in Nature in 1971, K. Khan and R. Penrose 

am1ow1ced their discovery of a new exact solution to the vacuum Einstein field equa

tions; it described the interaction between two impulsive, plane-symmetric gravita

tional waves, propagating and colliding in an otherwise fiat backgronnd spacetime. 

The collision was followed by a spacetime region in which the nonlinear interaction 

between the waves generated a gravitational field qualitatively different from the 

linear superposition of the two incoming fields . In fact, the spacetime curvature gen

erated by the collision increased without bonnd along all timelike worldlines in the 

interaction region, and it ultimately diverged to form a spacetime singularity where 

the observers' worldlines reached and terminated in finite proper time. Despite its 

complicated local and global structure/ the physical intetpretation of this solution was 

simple: Each of the two colliding plane waves generated a spacetime geometry in its 

wake which acted like an infinite, perfectly converging lens,3 focusing any radiation 

field which passed through the plane wave while propagating in the opposite direction. 

When the two plane waves collided, each of them was thus perfectly focused by the 

other's background geometry; diffraction effects were prevented from connterbalanc

ing this perfect focusing by the global exact-plane-syrmnetry of spacetime. As a 

result, while they propagated through the interaction region the amplitudes of the col

liding waves grew without bound and ultimately diverged, creating a spacelike curva

ture singularity which bounded the interaction region in all future directions. 

In the nearly two decades since the discovery of the Khan-Penrose 1 solution (and 

of the simultaneous discovery of other similar solutions by Szekeres4
), the progress in 

the search for exact solutions describing colliding plane waves has been phenomenal, 

with significant contributions by many workers. Recent research in tllis field has 
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particularly benefited from the carrying-over of the inverse-scattering techniques for 

generating stationary axisymmetric solutions (one spacelik:e and one tirnelike Killing 

vectors) of Einstein's equations to the problem of generating plane-symmetric solu

tions (two commuting spacelike Killing vectors). For a brief description of the history 

of these developments and a (necessarily incomplete) list of references, we refer 

readers to Refs. 5 and 6 (especially Sec. I of Ref. 5 and Sec. I of Ref. 6) and to the 

references cited therein. 

In our view the greatest significance of the problem of colliding gravitational 

waves lies not with those aspects of it that are peculiar to specific exact solutions , but 

rather with its potential to provide insight into some of the broader issues in general 

relativity (such as cosmic censorship, structure of singularities, ... )which arise natur

ally in studying the dynamics of fully nonlinear gravitational fields. From this point of 

view, gravitational-wave collisions can be considered as the vacuwn analogues of 

gravitational collapse, and as such they provide a framework in which issues like 

cosmic censorship can be discussed without the undue complications of a specifically 

chosen nonzero stress-energy tensor. In fact, we contend that among all the issues 

raised by the last two-decades of exact-solutions research on colliding plane waves the 

following two are the most important; and that owing to their inherent generality these 

issues are not likely to be completely resolved by work on exact solutions alone: 

On the one hand, thanks to the work of Chandrasekhar and Xanthopoulos 7 who 

first discovered this phenomenon, we now know that colliding plane waves do not 

always create spacelike curvature singularities with a global structure similar to the 

singularity of the Khan-Penrose solution: for some choices of the incoming plane 

waves, their collision produces a nonsingular Killing-Cauchy horizon8 at the points 

where ordinarily one would expect curvature singularities to form. The spacetime can 
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then be extended smoothly across this horizon (in nonunique ways) to obtain several 

inequivalent, maximal solutions, which all evolve from the same initial data posed by 

the incoming, colliding plane waves (breakdown of predictability). It is therefore of 

fundamental importance to determine (i) under what conditions on the initial data (the 

incoming plane waves) the collision creates singularities and under what conditions it 

creates horizons, (ii) what are the local structures of the singularities and horizons thus 

created, and (iii) whether "generic" initial data (with respect to some appropriate 

notion of genericity) always produce "pure" spacetime singularities without Killing

Cauchy horizons, i.e., whether any breakdowns in global predictability can occur in 

"generic" gravitational plane-wave collisions. The issue here is of the structure of 

singularities produced by colliding plane waves. 

On the other hand, it is natural to raise the issue of whether (or under what condi

tions) spacetime singularities can be produced by the collisions of gravitational waves 

which are not exactly plane-symmetric, but which have finite but very large transverse 

"spatial" sizes; i.e., by the collisions of almost-plane gravitational waves. Tlus second 

issue is of the existence (and possibly also the structure) of singularities created in the 

collisions of almost-plane gravitational waves. 

In a series of two papers published previously in tills journal (Refs. 6 and 9), we 

attempted to resolve the nbove issues in the special case where the colliding waves 

had parallel constant-linear polarizations. Tlms, in Ref. 6 we showed that the asymp

totic structure of a colliding parallel-polarized plane-wave spacetime near its singular

ity can be completely and explicitly determined in terms of the initial data posed by 

the incoming waves. Our analysis proved that although Killing-Cauchy horizons can 

be produced in the collisions of parallel-polarized plane waves, these horizons are 

unstable in the full nonlinear theory against small but generic plane-symmetric 
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perturbations of the initial data, and that in a very precise sense, "generic" initial data 

always produce all-embracing, spacelike curvature singularities without Killing

Cauchy horizons. In Ref. 9, we analyzed the collision between two almost-plane grav

itational waves whose initial data across a bounded region of the initial surface were 

identical with the initial data posed by colliding parallel-polarized exactly plane 

waves, but fell off in an arbitrary way at larger transverse clistances. We proved that if 

this bounded region of exact plane symmetry in the initial surface is sufficiently large, 

then the collision between the almost-plane waves is guaranteed to produce a space

time singularity with the same local structure as in an exact plane-wave collision. 

The work described in the present paper is a continuation of the work reported in 

Refs. 6 and 9. The main results of this paper are (i) the generalization of the results of 

Refs. 6 and 9 to the case where the polarizations of the colliding waves are entirely 

arbitrary (i.e. neither parallel nor constant-linear), and (ii) the proof of a much 

stronger version of the singularity theorem of Ref. 9; specifically, that if the initial 

data for two colliding almost-plane waves are sufficiently close to being exactly plane 

symmetric across a sufficiently large but bounded region of the initial surface, then 

their collision must produce spacetime singularities. Sections II-III and Sec. IV A 

below describe the above-mentioned generalization of the results of Ref. 6 and Ref. 9, 

respectively, whereas Sec. IV B is devoted to the new singularity theorem. The five 

appendices at the end of the paper deal with a number of issues of a more technical 

nature that are raised during the course of the analyses in Sees. II-IV. We note, how

ever, that these Appendices (especially Appendices A, C, and D) contain a large 

amount of information, some of which might be useful in future research on questions 

that are left unresolved in this paper. We feel that any serious reading of the paper 

must include at least the three Appendices A , C , and D. 
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The more precise plan of this paper is as follows: 

In Sec. IT A, we give a very brief review of Szekeres's4 formulation of the field 

equations and the characteristic initial-value problem for colliding arbitrarily

polarized plane waves, in the (u ,v ,x ,y) coordinate system which we call "Rosen

type" and which is tuned to the plane symmetry of the spacetime. This fonnulation is 

entirely analogous to the corresponding formulation for the parallel-polarized case 

which we have discussed in Sec. II A of Ref. 6. Consequently, here we only present 

the essential facts and fonnulas that will be needed in later sections, and refer the 

reader to Sec. IT A of Ref. 6 for the details of their derivation and meaning. In this sec

tion and throughout the paper, we try to maintain as much parallelism as possible 

between our presentation here and the presentation in Refs. 6 and 9. For this reason, 

readers may find it helpful to reference these two previous papers6
•9 while reading the 

present paper. 

In Sec. II B, we perform a coordinate transformation to a new (a,f3,.x ,y) coordi

nate system, in which the field equations and the initial-value problem associated with 

them take simpler fonns. Again the construction and the properties of this new coordi

nate system are straightforward generalizations of the construction and properties of 

the (a,J3) coordinates discussed in Sec. II B of Ref 6. However, while the field equa

tions for colliding parallel -polarized plane waves (Sec. II B of Ref. 9) reduced in the 

(a,J3) coordinates to a single linear hyperbolic equation for which an explicit Riemann 

function could be found,4·6 in the general case the simplification achieved by this 

coordinate change, though substantial, is not as great: The field equations in the (a,J3) 

coordinates reduce to a system of nonlinear, coupled hyperbolic partial differential 

equations (PDE) for two functions which represent the dimensionless amplitudes for 

the two independent modes of polarization. Although at present it seems unlikely 
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(because of their high nonlinearity) that an explicit general solution (Riemann func

tion) can be found for these equations, in Appendix C we discuss some interesting and 

suggestive aspects of this particular system of nonlinear PDE which might later prove 

useful in the search for such a general solution. A further disturbing consequence of 

this fundamental nonlinearity in the field equations for colliding nonparallel-polarized 

plane waves is that the global existence and uniqueness of their solutions may not be 

guaranteed. In the parallel-polarized case, it is guaranteed by the linearity of the sin

gle nontrivial field equation that there exists a unique, global solution defined 

throughout the domain of dependence of the initial surface, i.e., throughout the entire 

interaction region up to the "singularity" { a=O} at which either spacetime singularities 

or Killing-Cauchy horizons form (Sees. IT B and ill A of Ref. 6). In contrast, the field 

equations in the nonparallel-polarized case are nonlinear, and it is well known that 

solutions of nonlinear hyperbolic PDE do not in general exist globally. This raises the 

possibility that solutions of the field equations might break down at points which lie 

within the interaction region before the "singular" surface ( a=0}, and consequently 

the possibility that colliding nonparallel-polarized plane waves might create spacetime 

singularities in the region where a.>O; such singularities, if present, would not be 

treatable by analyzing the asymptotic structure of spacetime near a.=O. Fortunately, 

however, a careful analysis which we undertake in Appendix A shows that thanks to 

some very special properties possessed by the field equations, the global existence and 

uniqueness of their solutions can be proved despite the presence of strong nonlineari

ties. Therefore, the singularities and horizons created by colliding plane waves always 

lie on or beyond the surface { a.=O}. 

Our discussions in Sec. IT B and in Appendix A bring us to the analysis of the 

asymptotic structure of spacetime near a.=O. Relying on the results of Appendix B 
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which show that as a.~O the spatial-derivative tenns in the field equations are asymp

totically negligible compared to the a.-derivative tenns, we begin Sec. ill A by study

ing the ordinary differential equations that are obtained by eliminating the spatial ~

derivative tenns from the field equations; this allows us to detennine the asymptotic 

behavior of the metric functions near a.=O. We show that the spacetime metric 

asymptotically approaches a generalized inhomogeneous-Kasner10 solution as a. 

approaches zero, where the time coordinate t of the asymptotic Kasner spacetime is 

monotonically related to a., and the Kasner singularity at t=O corresponds to the 

singularity at <X.=O. We call this asymptotic inhomogeneous-Kasner structure "general

ized" because unlike the parallel-polarized case in which the asymptotic Kasner 

exponents were associated with the fixed set of axes {x ,y } throughout the singularity 

(Sec. lli A of Ref. 6), here in general the asymptotic Kasner axes are linear combina

tions of x ,y and they vary across the singularity as functions of the spatial coordinate 

~- Since we do not have a general solution for the field equations in the nonparallel

polarized case, in contrast to Sec. lli A of Ref. 6 we cannot in general relate the 

asymptotic Kasner exponents and/or axes along the singularity to the initial data posed 

along the wavefronts of the incoming, colliding plane waves. (See however Appendix 

C where one such relation is obtained in a special case.) As in Ref. 6, in general these 

asymptotic Kasner exponents as well as the asymptotic Kasner axes depend on~. the 

spacelike coordinate running along the nontrivial spatial (z ) direction in the space

time. 

We begin Sec. III B with a discussion of Tipler's theorem, 11.12 which proves that 

in any vacuum, nonflat plane-symmetric spacetin1e there must exist either a spacetime 

singularity (where null geodesics terminate) or a Killing-Cauchy horizon (where the 

strict plane symmetry of spacetime breaks down). We note that the content of Tipler 's 
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theorem is made particularly transparent by our analysis of the asymptotic structure of 

colliding plane-wave spacetimes: On the one hand, it becomes clear from our discus

sion in Sec. ill A that the asymptotic Kasner exponents and axes (throughout a con

nected interval in the spatial coordinate j3) may take on the values associated with a 

degenerate Kasner solution. Since a degenerate Kasner spacetime is flat and possesses 

a Killing-Cauchy horizon at t=O instead of a singularity, it follows that when the 

asymptotic Kasner exponents for the colliding plane-wave metric are degenerate a 

nonsingular Killing-Cauchy horizon forms at a;=O across which spacetime can be 

extended smoothly. On the other hand, it is easily seen from the expressions of the 

Newman-Penrose curvature quantities in the (a.,j3) coordinates that if the asymptotic 

Kasner exponents are nondegenerate, then a.=O is a curvature singularity. Next we 

observe that when a Killing-Cauchy horizon forms at a;=O, the spacetime can be 

extended through it in infinitely many different ways; the geometry beyond the hor

izon cannot be determined from the initial data posed by the incoming, colliding plane 

waves. We then briefly recall our earlier work in Ref. 8, where we proved general 

theorems stating the instability of such Killing-Cauchy horizons in any plane

symmetric spacetime against generic, plane-symmetric perturbations. For the special 

case of the Killing-Cauchy horizons which occur in collisions of parallel-polarized 

plane waves, our discussions in Sec. ill C of Ref. 6 proved that in fact these instabili

ties render the set of "all" horizon-producing initial data "nongeneric" with respect to 

a very precise notion of nongenericity. More specifically, our analysis in Ref. 6 

proved that the subset of all initial data which produce at least one connected Killing

Cauchy horizon larger than Planck size is nongeneric within the set of all colliding 

parallel-polarized plane-wave initial data. Correspondingly, by making use of the dis

cussions in Appendices A and B, we prove in Sec. ill B the generalization of this 

result (with the same notion of genericity as in Ref. 6) to the case of colliding 
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arbitrarily-polarized plane waves. In addition, by introducing a more sophisticated 

notion of genericity which we describe in greater detail in Appendix D, we prove that 

the subset of all horizon-producing initial data (and not just the subset of those data 

which produce horizons larger than Planck size) is nongeneric within the set of all ini

tial data for colliding plane waves. We also discuss why we believe that our topologi

cal notion of genericity (described in Appendix D) is more appropriate in general rela

tivity than other possible "probabilistic" notions based on measure theory. 

In Sec. IV A, using the conclusions we obtained in the previous sections, we 

prove the generalization of the singularity result that was proved for parallel-polarized 

colliding almost-plane waves in Sec. IT of Ref. 9 to the case of colliding almost-plane 

waves with arbitrary polru:izations. More specifically, we prove that if the initial data 

posed by two colliding almost-plane gravitational waves are (i) identical with the ini

tial data posed by two colliding exactly plane waves (with arbitrary polarizations) 

across a bounded but sufficiently large region of the initial surface, and (ii) fall off in 

ru1 arbitrary way (consistent with the constraint equations) at larger transverse dis

tances, then the collision between the almost-plane waves is guaranteed to produce a 

spacetime singularity with the srune local structure as in an exact plane-wave colli

sion. 

In Sec. IV B, we combine the Hawking-Penrose singularity theorem (Ref. 13 and 

Sec. 8 .2 of Ref. 14), the Cauchy stability theorem, 15 and a lemma about the null cones 

in a nondegenerate Kasner spacetime which we discuss in Appendix E, to prove that 

the conclusion of the singularity theorem of Sec. IV A about the existence of singular

ities remains valid when the colliding almost-plane waves are not exactly plane

symmetric over any region, but are only approximately plane-symmetric across their 

central regions. In other words, we prove that if the initial data for two colliding 
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almost-plane waves are sufficiently close to being exactly plane symmetric across a 

sufficiently large but bounded region of the initial surface, then their collision must 

produce spacetime singularities. Although our analysis proves the existence of these 

singularities rigorously, it does not give any information about either their global 

structure (e.g. whether they are hidden behind an event horizon) or their local asymp

totic behavior (e.g. whether they are of Belinsky-Khalatnikov-Lifshitz10 generic-

rnixmaster type). 

Our notation and other conventions throughout this paper are the same as in 

Refs. 6 and 9. Equation numbers that refer to equations of Refs. 6 or 9 will be denoted 

by a prefix "6" or "9"; for example, Eq. (6.3.13) and Eq. (9.2.6) refer, respectively, to 

Eq. (3.13) of Ref. 6 and Eq. (2.6) of Ref. 9. 

As in our previous papers,6·9 here we are concerned exclusively with the colli-

sions of purely gravitational (vacuum) waves. Whetl1er the conclusions of Sees. II and 

ill in tlus paper remain valid in the presence of matter fields coupled to the colliding 

plane waves is an interesting and unexplored question. 

II. FIELD EQUATIONS FOR COLLIDING GRAVITATIONAL PLANE 

WAVES 

A. Formulation of the problem in the Rosen-type (u ,v ,x ,y) coordinate system 

In any plane-syrrunetric spacetime (see Sec. ill B of Ref. 12, or Sec. II of Ref. 8 

for a careful definition of plane symmetry), there exists a canonical null tetrad 16 

whose construction is described in Sec. ill B of Ref. 12. In this null tetrad, which we 

-t -t 
call the standard tetrad, I and n are tangent to the two null geodesic congruences 

-t 
everywhere orthogonal to the plane-symmetry generating Killing vector fields s1 and 
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~ ~ 

!;2, and nl and its complex conjugate are linear combinations of the S;, i =1, 2. As is 

shown by Szekeres in Ref. 4 and discussed briefly in Sec. II A of Ref. 6, the special 

geometry of a colliding plane-wave spacetime allows us to find a local coordinate sys

tem (u ,v ,.x ,y) in which %;=alax; [(x 1 ,x 2):::(x ,y )], and in which the standard tetrad can 

be brought into the form 

~ M a 
l=2e -

dU ' 
~ a n=a;, 

(2.1) 

with 

N 1 = ~ e<U-V)I2 --JcoshW exp{ Y2i [sin- 1(tanhW)]} , 

(2.2) 

where M, U, V, and W are real functions of u and v only. (Notice the slight phase 

difference between our choice for N 1 and N 2 here and that in Sec. II A of Ref.6 [Eqs. 

(6.2.4)]. The only equations in this paper that are affected by this discrepancy are the 

expressions for the Newman-Penrose curvature quantities [Eqs. (2.12) below] which 

differ from the corresponding expressions in Ref. 6 [Eqs. (6.2.19)] by factors of 2 or 

i .) The null tetrad given by Eqs. (2.1) and (2.2) gives rise to the metric 

(2.3) 

Thus, the functions V (u ,v) and W (u ,v) represent the dimensionless amplitudes of the 

two independent polarization modes in the gravitational radiation field (2.3). 
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The vacuum Einstein field equations for the metric (2.3) can be written in the 

form4 

2(V uu + M u U u ) - U u 
2

- V u 
2 cosh2W- W u 

2 = 0 , 
' ' . ' ' ' 

(2.4a) 

(2.4b) 

u,uv- u,u u ,v =0, (2.4c) 

1 v IIV - - ( u u v v + u v v II ) + (V u w v + v v w u) tanhW = 0 ' ' 2 ' ' , , ' t ' t 

(2.4d) 

(2.4e) 

where the integrability condition for the first two equations is satisfied by virtue of the 

last three, and yields the remaining field equation 

1 2 1 
M uv - - (V 11 V v cosh W - U u U v ) - - W 11 W v = 0 . 

' 2 ' ' ' ' 2 ' ' 
(2.5) 

It is sufficient to solve Eqs. (2.4c)-(2.4e) first and to obtain M by quadrature from the 

first two equations (2.4a) and (2.4b) afterward, since Eq. (2.5) as well as the integra

bility condition for Eqs. (2.4a) and (2.4b) are automatically satisfied as a result of Eqs. 

(2.4c )-(2.4e ). 

The initial-value problem associated with the field equations (2.4) and (2.5) is 

best formulated in terms of initial data posed on null (characteristic) surfaces. A 

natural choice for the initial characteristic surface is the surface made up of the two 

intersecting null hyperplanes which form the initial wave fronts of the incoming plane 

waves, and which, by a readjustment of the null coordinates u and v if necessary, can 

be arranged to be the surfaces { u =0} and { v =0} . The geometry of the resulting 
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characteristic initial-value problem is depicted in Fig. 1. The initial data supplied by 

the plane wave propagating in the v direction (to the right in Fig. 1) is posed on the 

u > 0 portion of the surface ( v =0}, and the initial data supplied by the plane wave pro

pagating in the u direction (to the left in Fig. 1) is posed on the v ~0 portion of the 

surface { u =0 } . In region IV, which represents the spacetime before the passage of 

either plane wave, the geometry is flat and all metric coefficients M, U, V, and W 

vanish identically. Now recall our discussions in Sec. 1I A of Ref. 6 about the gauge 

freedom in the choice of the (u ,v ,x ,y) coordinate system, and about how this freedom 

manifests itself in the choice of initial data on the characteristic initial surface 

( u =0} u ( v =0}. For exactly the same reasons as described in those discussions, here 

as well as in Ref. 6 the choice of the initial data (M (u=O,v ), M (u ,v=O)} for the 

metric function M is completely arbitrary. As we did in Ref. 6, we will fix this gauge 

freedom once and for all by posing our initial data so that 

M(u=O,v)=M(u,v=O)::O . (2.6) 

After making this gauge choice, it becomes clear from the field equations (2.4) that 

the initial data on ( u =0} u ( v =0} are completely detennined by only the four freely

specifiable functions V 1(u)=V(u,v=0), W 1(u)::W(u,v=0), V2(v)=V(u=O,v), and 

W 2(v )=W (u =O,v ). In other words, the initial data consist of 

(2.7) 

where v l(u ), w l(u) and v 2(v ), w 2(v) are c 1 (and piecewise C 2) functions for u ~ 0 

and v ~ 0, respective! y, which are freely specified except for the initial conditions 

V 1(u =O)=W 1(u =O)=V 2(v=0)=W 2(v =0)=0. The remaining functions 

U 1(u )=U (u ,v =0) and U 2(v )::U (u =O,v) which specify the initial values of the metric 
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function U (u ,v) are uniquely detennined, by the initial data (2.7), through the con-

straint equations [cf. Eqs. (2.4a) and (2.4b)] 

2 2 h2W W 2 2U 1,uu- U l,u = V l,u COS 1 + l ,u ' (2.8a) 

2U2,vv -U2,v 2=V2,v 2cosh2W2+W2,v 2 ' (2.8b) 

with the initial conditions U 1(u=0)=U 2(v=0)=0, U 1,u (u =O)=U 2,v(v=0)=0. Note that, 

if we define two new functions f (u) and g (v) by 

/( ) = -UI(u)/2 u _e , (2.9) 

we can express Eqs. (2.8) in the form of "focusing" equations: 

f ,uu 1 2 2 2 
--=--(V lu cosh W 1 +W 1u ) , f 4 . . 

(2.10a) 

g ,w 1 2 2 2 --=--(V2v cosh W 2+W2v ) , 
g 4 . . 

(2.10b) 

with the initial conditions f (O)=g (0)=1, f '(O)=g '(0)=0. It immediately follows from 

Eqs. (2.10) and (2.9) that 

f(u)<1, f'(u)<O Vu>O, g(v)<l, g'(v)<O Vv>O, (2.11a) 

(2.1lb) 

as long as the initial data (2.7) are nontrivial for both incoming waves [i.e., as long as 

neither V 1(u) and W 1(u) nor V 2(v) and W 2(v) are identically zero], and as long as 

the initial surfaces { u =0} and { v =0} correspond to the true initial wave fronts of the 

colliding waves [i.e., as long as either V 1 (u ):;tO or W 1 (u ):;tO and either V 2(v )::;tO or 

W 2(v ):;CO for all sufficiently small but positive u and v ], both of which conditions we 
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will always assume throughout this paper. 

In Sees. ill A and ill B below, when we discuss the asymptotic structure of the 

colliding plane-wave spacetime described by Eqs. (2.1)-(2.3), we will need the fol

lowing equations that express the Newman-Penrose16 curvature quantities in the null 

tetrad (2.1) and (2.2) in terms of the metric coefficients M, U, V, and W; the deriva-

tion of these equations can be found in Ref. 4: 

'I'o=-2e 2
M {[2V ,u W ,usinhW- V ,u (U ,u -M,u)coshW + V,u 11 COshW] 

-i[W IIU -(U u -M u)W u -V u 2 sinhWcoshW]} , 
' ' ' ' ' 

(2.12a) 

(2.12b) 

+i[W vv -(U v -M v)W v-V /sinhWcoshW] } . . ' ' ' ' 
(2.12c) 

(2.12d) 

B. Field equations in the (a,j3) coordinates 

We now construct a new coordinate system in which the field equations and the 

initial-value problem associated with them take simpler forms . The construction and 

the properties of this new coordinate system are straightforward generalizations of the 

construction and properties of the (a,j3) coordinates discussed in Sec. II B of Ref. 6. 

Consequently, here we will be somewhat concise in our presentation and refer the 

reader to Ref. 6 for details. 
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Consider the interaction region (region I in Fig. 1) where u ::::o and v ::::o. This 

region is the domain of dependence 14 of the characteristic initial surface 

(u=<))u(v=O} , on which the initial-value problem defined by Eqs. (2.4) and 

(2.6)-(2.8) is to be solved. Consider the field equation (2.4c) in the interaction region. 

It follows from this equation that if we define 

a(u,v):= e-U(u,v ), (2.13) 

then, throughout the interaction region, a(u ,v) satisfies 

(2.14) 

the flat-space wave equation in two dimensions. Equation (2.14) suggests that we 

define the complementary variable, P<u ,v ), such that 

P,u =-a,u, P,v =CX.,v · (2.15) 

Clearly, the integrability condition for Eqs. (2.15) is satisfied by virtue of Eq. (2.14). 

The initial-value problem for a(u ,v) is easily solved, and when combined with Eq. 

(2.15), it yields the expressions6 

a(u ,v )=e -Ut(u ) +e -U2(v) -1' (2.16a) 

(2.16b) 

which complete the construction of the new variables (a,p). To see that these vari

ables actually define a new coordinate system, note that by Eqs. (2.16) 

(2.17) 

Therefore, from Eqs. (2.llb), Eq. (2.17), and the inverse function theorem, 17 it 
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follows that the functions (a.,f3,x ,y) constitute a regular coordinate system wherever 

the coordinate system (u ,v ,x ,y) is regular in the interior of the interaction region, 

where u >0, v >0. On the other hand, by Eqs. (2.17) and the initial conditions for Eqs. 

(2.8), the coordinates a.,f3 are singular along the initial null surfaces ( u =0} and 

( v =0} . In other words, the singularities of the coordinate system ( a.,f3,x ,y) consist of 

the singularities of the (u ,v ,x ,y) coordinates (when there are any), and the singularity 

along the initial characteristic surface ( u =0} U ( v =0}. Since the only place in the 

interaction region where the coordinates (u ,v ,x ,y) can develop singularities is the 

"surface" ( a.=O} (see Sec. ill A), it follows that the coordinate system (a.,f3,x ,y) cov-

ers the domain of dependence of the initial surface ( u =0} u ( v =0} regularly except 

for the singularities on ( u =0} and ( v =()} . 

1l1e coordinates ( a.,f3,x ,y) enjoy a number of properties which make them useful 

in studying the field equations for colliding plane waves. We will not list these pro-

perties here as they are discussed in detail in Sec. IT B of Ref. 6; instead, we will 

proceed directly with the analysis of the initial-value problem (2.4) and (2.6)-(2.8) in 

the new coordinate system (a.,f3,.x ,y ). First we note the transformation rules 

(2.18a) 

(2.18b) 

and their inverses 

(2.19a) 

(2.19b) 
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which are derived using Eq. (2.15). [For our notation, see the explanations following 

Eqs. (6.2.31) and (6.2.34) in Ref. 6.] A short computation involving Eqs. (2.18) and 

(2.19) now gives 

(2.20) 

When inserted into Eq. (2.3) and combined with Eq. (2.13), Eq. (2.20) yields the 

expression 

(2.21) 

for the spacetime metric, which is valid throughout the interaction region (region I in 

Fig. 1). Next, another short calculation using Eqs. (2.18) and (2.19) together with Eq. 

(2.14) gives 

(2.22) 

Combining Eq. (2.22) with the field equations (2.4d) and (2.4e) and using Eqs. (2.18) 

and (2.19), we obtain the field equations satisfied by the amplitudes V and W in the 

( c:x.,j3,.x ,y ) coordinate system: 

(2.23a) 

W.aa+ ~ W,a-W.I313=(Y.a2 -V.I32 )sinhWcoshW . (2.23b) 

To obtain the remaining field equations, we proceed as follows: First we note that 
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after defining a new function P by 

(2.24) 

where c is an arbitrary constant having the dimensions of (length)2 [we will fix c later 

with our nonnalization condition Eq. (2.28)], we can rewrite the field equations (2.4a) 

and (2.4b) in the form 

1 2 2 2 2P 11 =3U 11 +--(V u cosh W+Wu ), . . u . . 
,u 

(2.25a) 

1 2 2 2 2P v = 3U v + --(V v cosh W + W v ) . ' ' u ' ' ,v 

(2.25b) 

Combining Eqs. (2.25) with Eqs. (2.18) and using Eq. (2.13) we obtain, after some 

rearrangements, 

(2.26a) 

(2.26b) 

Equations (2.26) suggest that it will be convenient to define the combination 

2 P + 31na. as a new variable, which, together with the variables V and W , would 

uniquely determine the metric in the (a.,~,.x ,y) coordinate system. Thus, after first 

introducing the two "normalization" length scales / 1 and / 2 by the equations 

(2.27a) 

where (u 0,v 0), u0>0, v 0>0 is an arbitrary, fixed point in the i11terior of the interaction 

region, we define a new function Q (a.,~) by the relation 
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(2.27b) 

Using Eqs. (2.27a), we then fix the constant c which occurs in Eq. (2.24): 

(2.28) 

Note that the length scales / 1 and / 2 are detennined by Eqs. (2.27a) in a well-defined 

manner, since by Eqs. (2.13) and (2.16a) 

(2.29) 

so that 

U ( ) 1 U '( ) -U 1(u) 
11 u ,v = 1 u e , 
' a(u ,v) 

Uv(u,v)= 1 U'(v)e-U 2(v); 
· a(u ,v ) 2 

and therefore, by Eqs. (2.11b), U ,u (u ,v )>0, U ,v (u ,v )>0 for any point (u ,v) in the 

interior of the interaction region, where u >0, v >0, and where [as long as (u ,v) is in 

the domain of dependence of the initial surface {u=O}u{v=O}] a(u ,v)>O. It is now 

easy to obtain the remaining field equations, satisfied by the new variable Q (a,~): 

Combining Eq. (2.27b) with Eqs. (2.28) and (2.24), and then using Eqs. (2.26), we 

find 

(2.30a) 

Q ,J3 =- 2 a ( V ,a V ,p cosh2W + W ,a W ,p ) , (2.30b) 

where the integrability condition for Eqs. (2.30) is satisfied by virtue of the field equa-

tions (2.23) for V(a,~) and W(a,~) . 
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We now combine Eq. (2.27b) with the expression (2.21) for the metric in the 

interaction region. This gives us the expression of the interaction region metric in 

terms of the three unknown variables V, W, and Q. Then, by using the initial value of 

Q that follows from om normalization conditions Eqs. (2.27), we construct the unique 

solution Q (o.,(3) of the field equations (2.30) by quadrature. As a result, we obtain the 

following expressions for the metric and the field equations, valid in the interaction 

region of any arbitrarily-polarized colliding plane-wave spacetime: 

+ <X. [ coshW (o.,(3) (e V(a,l3>dx 2 +e -V(a,13>dy 2 )- 2sinhW (o.,(3) dxdy] , (2.31) 

where V, W, and Q satisfy the following field equations: 

1 
V,aa +a V.a- V ,1313= 2 (V ,13W,I3- V,aW,a) tanhW , (2.32a) 

W aa+_!_W a-W AA=(V a2 -V A2 )sinhWcoshW. , a , ,pp , ,..., (2.32b) 

( a.l3) 

Q (o.,(3) = J {-<X. [ (V ,a2 +Vi) cosh2W + W,a2 + w,13
2

] do. 
C:(~.J3o) 

+2M (<XQ,(30 )+ 3ln<XQ. (2.33) 

Here, a.o=o.Cu0 ,v0 ), 13o=l3(u 0,v 0), M (<X.Q,(30)=M (u 0 ,v 0 ), and C is any (differentiable) 
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curve in the (a.,j3) plane that starts at the initial point (<XQ,j30), and ends at the field 

point (a.,j3) at which Q is to be computed. The result of the integral in Eq. (2.33) 

depends only on the end points of the curve C , since the integrability condition for 

Eqs. (2.30) is satisfied by virtue of the field equations (2.32). 

Equations (2.31)-(2.33) summarize the initial-value problem for colliding plane 

waves in a conveniently compact form. The only unknowns that must be found by 

solving partial differential equations (PD E) are the functions V ( a.,j3) and W ( a.,j3) 

which satisfy the nonlinear system of coupled hyperbolic PDE (2.32). Once V ( a.,l3) 

and W(a.,j3) are known, Q is determined by the explicit expression (2.33) up to an 

unknown additive constant, which- by suitably choosing the initial point (u 0 ,v0) [or 

(<Xo,i3o)] - can be made arbitrarily small. The only disadvantage of the formalism 

(2.31)-(2.33) is the coordinate singularity that the (a.,j3) chart develops on the charac

teristic initial smface { u =()} U { v =()} . This coordinate singularity causes, among 

other things, the function Q (a.,j3) to be logarithmically divergent (to -oo) on the sur

faces {u=O} and {v=O} . However, it is still possible to set up a well-defined initial

value problem for the functions V ( a.,j3) and W ( a.,l3 ), using initial data posed on the 

same characteristic surface { u =0} U { v =0} . In addition, since we are primarily 

interested in the behavior of spacetime near the singular "surface" { a.=O} well away 

from the coordinate singularity on the initial null surfaces, the above formalism based 

on (a.,j3) coordinates is well suited to our objectives. 

To understand how to pose initial data for the field equations (2.32), first note 

that [cf. Eqs. (2.16)] in the a.,j3 coordinates the initial null surfaces {u=O} and {v=O} 

are expressed as (Fig. 1) 

{u=O}:::{a.-13=1} , {v=O}::{a.+l3=1} . (2.34) 
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Equations (2.34) suggest introducing "characteristic" coordinates 

r::::a.-13, (2.35) 

so that the initial null surfaces become (see Fig. 1) 

{u=0}={r=1}, {v=O}:={s=1} . (2.36) 

The initial-value problem for the functions V and W consists of the field equations 

(2.32), and the initial data on the characteristic initial surface {r=1 }u{s=1} given by 

the freely specifiable functions V(r,s=1), W(r,s=1) and V(r=1,s), W(r=1,s). More 

precisely, the initial data consist of 

{ V(r,1), W(r,1), V(1,s), W(1,s)}, (2.37) 

where V(r ,1), W(r ,1) and V(1,s), W(1,s) are C 1 (and piecewise C 2
) functions for 

re(-1,1] and se(-1,1], respectively, which are freely specified except for the initial 

conditions V (r=1,1)=W (r=1,1)=V (1,s=1)=W (1,s=1)=0. 

There is a one-to-one correspondence between the initial data of the fonn (2.7), 

and initial data of the form (2.37) for the initial-value problem of colliding plane 

waves. When initial data are given in the form of Eq. (2.7), i.e., when the functions 

V 1(u ), W 1(u) and V 2(v ), W 2(v) are specified, initial data in the form of Eq. (2.37) are 

uniquely determined in the following way: First, Eqs. (2.8) are solved with the given 

obtained as the unique solutions. [Cf. the discussion following Eqs. (2.8)]. Then, 

using the identities [cf. Eqs. (2.16) and Eq. (2.35)] 

(2.38) 
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along the initial null surfaces { u =0} and { v =0}, u (r) and v (s) are defined as the 

unique solutions to the implicit equations 

s = 2e -U2[v(s)] -1 . (2.39) 

Finally, the initial data {V(r ,1), W(r ,1), V(l,s), W(1,s)} in the form (2.37) are deter

mined uniquely from the data {V 1(u), W 1(u), V2(v), W 2(v)} by 

V(r,1)=V 1[u=u(r)], W(r,1)=W 1[u=u(r)]. 

V(1,s)=V2[v=v(s)], W(1,s)=W2[v=v(s)]. (2.40) 

Conversely, when initial data are given in the form of Eq. (2.37), i.e., when the nmc-

tions V (r ,1 ), W (r , 1) and V ( 1 ,s ), W ( 1 ,s) are specified, initial data in the fonn of (2. 7) 

are uniquely determined in the following way: First, the differential equations 

2U 1 LW- u 1 u 
2 

' ' 

(2.41a) 

2U 2,vv - U 2,v 
2 

-2U2 2 - U2 2 2 -U2 
=4e U2.v {[V.s(1,s=2e -1)] cosh W(l,s=2e -1) 

-U2 2 +[W ,s(1,s=2e -1)] } , , (2.4lb) 

for the functions U 1(u) and U 2(v) are solved with the initial conditions 

U 1(u=O)=U2(v=O)=O,U 1,u(u=O)=U 2,v(v=0)=0 [cf. Eqs. (2.8)]. TI1en, using Eqs. 

(2.39), the initial data {V 1(u ), W 1(u), V 2(v ), W 2(v )} in the form (2.7) are determined 
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uniquely from the data ( V (r ,1), W (r ,1), V (1 ,s ), W (1 ,s)} by 

V 1(u)=V(r=2e -U 1(u)_1,1) , 

W 
1
(u )= W(r=2e -Ut(u)_l,1). 

V z(V) = V (1,s=2e -U2(v)_l) , 

W 
2
(v) = W (1,s=2e -U2(v)_l). (2.42) 

This completes the formulation of the initial-value problem for the system of coupled 

nonlinear hyperbolic PDE (2.32). 

ID. ASYMPTOTIC STRUCTURE OF COLLIDING PLANE-WAVE SPACE

TIMES NEAR a=O 

A. Singularities and horizons at a.=O: A generalized inhomogeneous-Kasner 

asymptotic structure 

It is clear from the expression (2.31) of the metric that the "surface" { a.=O} 

represents some kind of singularity [either a spacetime singularity or (at least) a coor

dinate singularity] of the colliding plane-wave spacetime. In this section and the fol

lowing Sec. ill B, we will study the asymptotic behavior of the colliding plane-wave 

metric (2.31 }-(2.33) near this singularity ( a=O} . 

Before proceeding with the analysis of asymptotic structure, recall the conclu

sions of Sec. IT B in Ref. 6, where the field equations for colliding parallel-polarized 

plane waves were studied in (a,~) coordinates. [Compare Eqs. (6.2.43) and (6.2.44) 

with Eqs. (2.31)-(2.33) above.] There the field equations reduced to a single linear 
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hyperbolic PDE for V(a,f3) [Eq. (6.2.44a)], followed by a quadrature for Q(a,f3) [Eq. 

(6.2.44b)] similar to Eq. (2.33) above. [lbe readers can rederive these equations by 

simply putting W::O in Eqs. (2.31)-(2.33).] It is well .known that for linear hyperbolic 

PDE of the kind (6.2.44a) solutions with sufficiently smooth initial data exist globally 

(see, for example, Sees. 5.2 and 5 .3 of Ref. 18 and p. 115 in Sec. 4.2 of Ref. 19). 

Therefore, it was guaranteed by the linearity of Eq. (6.2.44a) in Ref. 6 that the field 

equations for V and Q had unique global solutions defined throughout the domain of 

dependence of the initial surface, i.e., throughout the interaction region { a>O}. In 

fact, a general solution (Riemann function 19) for Eq. (6.2 .44a) could be found in 

closed form [Eq. (6.2.59)], which yielded an explicit representation [Eq. (6.2 .60)] of 

the global solution V(a,f3) (for a>O) in terms of initial data. This assured that the 

singularities [or Killing-Cauchy horizons (coordinate singularities)] created by collid

ing parallel-polarized plane waves always lie at or beyond the surface { a=O}; this sur

face is in fact the boundary of the domain of dependence, and as Eq. (6.2.43) makes 

clear, some kind of singularity is always present there. 

In contrast with the parallel-polarized case, the field equations (2.32) for 

arbitrarily-polarized colliding plane waves are nonlinear. It is a standard result (see 

e.g. Ref. 20 and Sec. VI.6 of Ref. 21) that quasilinear hyperbolic PDE of the form 

(2.32) always have unique, local solutions, defined in a neighborhood of the initial 

surface on which regular initial data are posed. On the other hand, it is also well 

known22
- 32 that in general these local solutions do not exist globally; i.e. , in general 

solutions of nonlinear hyperbolic PDE blow up or otherwise break down in finite time 

within the interior of their domain of dependence. [A particularly lucid example of 

this break-down-in-finite-time phenomenon for solutions of nonlinear hyperbolic PDE 

is discussed by S. K.lainerman, following his Eq. (13) in Ref. 23.] We also note in this 
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connection that thanks to the recent work of Klainerman,23.28•31 Shatah, 25 Sideris, 29 

Klainerman and Ponce, 27 and Christodoulou, 32 it is now known that for initial data 

which are sufficiently "small" in some appropriate sense, solutions of nonlinear hyper

bolic PDE of the kind (2.32) do exist globally, i.e. throughout the domain of depen

dence of the initial surface. (See Appendix A for a somewhat more detailed discussion 

of this point.) In any case, as we have also discussed in the Introduction (Sec. I), if the 

global existence of solutions with arbitrary (not necessarily small) initial data were 

false for the field equations (2.32), then this would have the disturbing consequences 

that (i) colliding nonparallel-polarized plane waves might create singularities in the 

interior of the interaction region where a.>O, and (ii) tl1ese singularities, if present, 

would not be analyzable by studying the asymptotic spacetime structure near a.=O. 

Therefore, before the asymptotic-structure analysis of this section can be relied on to 

fully describe the singularity structure of colliding plane-wave spacetimes, it is neces

sary to have a proof that solutions of Eqs. (2.32) exist globally for all initial data. 

Obviously, one way to prove this global existence result would be to obtain a 

general solution (Riemann function19) for Eqs. (2.32), in the san1e way as the 

Riemann function [Eq. (6.2.59)] of Ref. 6 yielded the explicit expression (6.2.60) of 

the solution V in terms of initial data, and thus provided a constructive proof for the 

global existence of V in the parallel-polarized case. It seems unlikely, however, that 

such a general solution can be found for the nonlinear system (2.32); hence the global 

existence of solutions for (2.32) must be proved using nonconstructive arguments. 

Indeed, such a nonconstructive proof can be provided, as we discuss in detail in 

Appendix A, thanks to some very special properties possessed by the field equations 

[especially the existence of the positive-definite conserved energy form Eq. (Al8)]. 

Thus, our discussions in Appendix A prove that the singularities and Killing-Cauchy 
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horizons (see below) created by colliding plane waves always lie at or beyond l (X;:::Q}; 

no singularities ever occur in the interior of the interaction region where a>O. 

[Incidentally, Appendix A also proves as a special case that the global solution 

(6.2.60) for V (a,l3) coupled with W = 0 is the unique solution of Eqs. (2.32) 

corresponding to initial data (2.37) with W(r,l)=W(l,s)=:O; i.e., colliding plane 

waves which are initially parallel-polarized remain parallel-polarized everywhere 

after they scatter each other.] Furthermore, in Appendix B we use the results of 

Appendix A to prove that the spatial (l3) derivative terms in the field equations (2.32) 

are asymptotically negligible compared to the timelike (a) derivative terms as the 

singularity { (X;:::Q} is approached. As we will heavily rely on these results in the dis-

cussions below, we suggest to those readers who desire greater logical completeness 

that they read Appendices A and B at this point, before proceeding with the rest of 

Sees. ill A and B. 

Since as a~O the 13-derivative terms in Eqs. (2.32) are asymptotically negligible 

compared to the a-derivative terms (Appendix B), the asymptotic behaviors of V and 

W near (X;:::Q are identical with those of the solutions of the ordinary differential equa-

tions 

(3.la) 

(3 .lb) 

obtained from Eqs. (2.32) by ignoring all tenns with 13-derivatives. 

Consider first Eq. (3 .1a) for V . Dividing both sides by V.a. and integrating, we 

obtain 
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In I a.V.al +21n(coshW) =C , (3.2) 

which immediately yields 

(3.3) 

[Here and henceforth C will stand for an arbitrary (indefinite) constant.] Clearly, the 

constant C in Eq. (3.3) will in general depend on~- Thus, we rename the constant C 

of Eq. (3.3) as € 1(~), and then apply a further integration to obtain 

(3.4a) 

where 

lim H 1(a.,~)=0 . 
U--+0 

(3 .4b) 

Equations (3 .4) detennine the asymptotic behavior of V (a.,~) once the asymptotic 

behavior of W is known. 

To find the asymptotic behavior of W(a.,~), consider Eq. (3 .lb) for W and insert 

into it the expression for V,a given by Eq. (3.3); tlus yields 

1 € 2 
-( a.W ) = 

1 
sinhW . 

<X. ,a ,a a.2 cosh:IW 
(3.5) 

Multiplying both sides of Eq. (3.5) by 2a.2 W a and integrating once after collecting all 

tenns on the left-hand side, we obtain 

2 
2 €1 2 

( a.W a ) + 2 = C = €2 ' 
· cosh W 

(3.6) 
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where we have renamed the ~-dependent constant C as £:2(~) . We will always assume, 

without loss of generality, that by convention €2 ~0. Equation (3.6) can then be rewrit-

ten in the form 

± da = dW 
a [El-<c?tcosh2W)]v. 

1 coshW dW = 
€2 [ cosh2W- (€1

2/cl)J v. 
(3 .7) 

The integration of Eq. (3.7) is elementary, and it yields the following two possibilities 

for the asymptotic behavior of W (a,~) near a=O: 

. hi h [ €1(~)] 
2 

all m w c case --A- must equ , 
€2(p) 

(3.8a) 

. . [ €1(~)] 2. b' m which case --A- IS ar 1trary , 
€2(p) 

(3.8b) 

where 

lim H 2(a,~)=0 . 
a~o 

(3.8c) 

Combining Eqs. (3 .8) with Eqs. (3.4), we find that there are three and only three 

distinct possible asymptotic behaviors for V and W near a=O. We can express these 

three possible cases in the following final form: 
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(3.9a) 

(3.9b) 

Case (c). In this case €2(I3)=€1(I3)=0: 

V (a,l3) = 01(13) +H 1(a,13) , 

W(a,I3)=02(13)+H2(a,13) . (3 .9c) 

In all three cases (a)-( c) above the terms H; (a,l3) have the general form (i::1, 2) 

H;(a,l3)= l;c<i)k(l3)ak + I; d<i>k1(13)ak (Ina)' . (3.10) 
k=2 k=2, 1=1 

[Equation (3.10) follows from the expressions (3.3) and (3.6) for V a. and W a.· In fact, . . 
Eqs. (3.3) and (3.6) constrain the form of H;(a,13) even further than Eq. (3.10), and we 

will use these extra constraints below in deriving the asymptotic fonn of Q (a,l3) near 

a=O.] 

The asymptotic behavior of the metric function Q ( a,l3) is obtained by combining 

Eqs . (3.9) and (3.10) with the field equation (2.33). The final result can be described 

as follows: 
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(3.lla) 

Case (b): Q (a,f3) =- El(f3) Ina+ jl(f3)+L (a,f3) , (3.11b) 

(3.11c) 

where 

lim L(a,f3)=0, 
a-tO 

(3.12) 

but L(a,f3) does not necessarily have the general form (3 .10). 

With Eqs. (3.9)-(3.12), we have completed our analysis of the asymptotic forms 

of the metric functions V, W, and Q near a=O; at this point readers might find it use-

ful to compare Eqs. (3.9)-(3.12) with the corresponding Eqs. (6.3.4)-(6.3 .7) of Ref. 6 

for the parallel-polarized case. 

Now we are ready to analyze the asymptotic behavior of the arbitrarily-polarized 

colliding plane-wave metric (2.31) near the singular surface { a=O} . We first note that 

the x-y part of the metric (2.31), when considered as a two-dimensional symmetric 

tensor field on { u = const, v = const} sections, is positive-definite and nondegenerate, 33 

i.e., it is a euclidean metric. (That this must be the case becomes clear when one 

recalls that by the definition of plane-symmetry8•9 the Killing vectors ()f()x and ()f()y 

must span a spacelike two-dimensional plane in each tangent space. Only asymptoti

cally, as a~O. can this 2-plane become null.) Consequently, it is possible to diago

nalize the x -y part of the metric by using two spacelike, orthonormal 1-forms defined 

throughout the interaction region. When this is done, we find that the metric (2.31) can 

be brought into the diagonal fonn 

(3.13a) 
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with the orthogonal spacelike 1-fonns 

(3.13b) 

(3.13c) 

where, 

P = ( sinh V + sinh V cosh W ) Yz , (3.13d) 

V = ln [cosh V coshW + ( cosh2V cosh2W - 1) Yz] . (3.13e) 

A shmt computation using Eqs. (3.13) shows that when considered as functions of the 

variables V and W, the 1-forms o} and ol are discontinuous at W=O; the 1-fonn oo1 

(as well as ol) tends to two different limits as W -tO depending on whether W --t +0 or 

W --t -0. In contrast, the tensor field ro1 ® <0 1+ ol® oo2 depends on V and W smoothly; 

in fact 

as W --t±O. 

Therefore, the discontinuities in the dependence of roi on V and W are unimportant 

when analyzing the asymptotic stmcture of the spacetime geometry (3.13a) near a.=O. 

We now combine Eqs. (3.13) with Eqs. (3.9)-(3.12), and obtain the following 

final results for the asymptotic form of the metric (2.31) as a-tO : 
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(3.14a) 

(3.14b) 

Case (c). In this case Ez(P)=El(P)=O: 

(3.14c) 

In all three cases (3.14a-c), the asymptotic structure of the metric is generalized 

inhomogeneous-Kasner. The following equations are derived from Eqs. (3.14) in 

order to express this inhomogeneous-Kasner structure more precisely [compare also 

Eqs. (6.3 .14)-(6.3.19) of Ref. 6]: 
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Case (a): 

(3 .15a) 

where 

(3.15b) 

and 

E/(13)-1 2[1+El(l3)] 2[1-El(l3)] 
P3(13)= 2 A ' p 1(13)= 2 A ' P2(13)= El2(A)+3 

E1 (1-')+3 E1 (1-')+3 1-' 
(3.15c) 

Case (b): 

(3.16a) 

where 

[El (f3)+3]/4 
t=.a , (3 .16b) 

and 

El(13)-l 2[1+E2(13)] 2[1- E2(13)] 
P3(13)= 2 l3 • P 1(13)= 2 A • P2(13)= 2 A • 

E2 ( )+3 E2 (1-')+3 E2 (1-')+3 
(3.16c) 



X _ ( Ot(J3)12 ± -Ot(J3)!2 ) 
<!3> = e x e y , 

Case (c): 

where 

t = a.3/4' 

and 

2 
p 1(~)= 3' 
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(3.16d) 

(3.17a) 

(3.17b) 

(3.17c) 

(3.17d) 

Equations (3.15)-(3.17) demonstrate that at a fixed value of~ the asymptotic limit of 

the spacetime metric (2.31) has the general form of a vacuum Kasner10 solution: 

(3 .18) 

where a , b are constants having the dimensions of (length)2, c, d are dimensionless 

constants, t, ~ are dimensionless coordinates, and the exponents Pk , k=1,2,3 in all 

cases satisfy the Kasner relations [cf. Eqs. (3.15c), (3.16c), and (3 .17c)] 

(3.19) 
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The coordinates X, Y are asymptotically-constant linear combinations [cf. Eqs. 

(3 .16d) and (3 .17 d)] of the spacelike (Killing) coordinates x and y that detennine the 

asymptotic Kasner axes along which the exponents p 1 and p 2 are defined (the 

exponent p 3 is always associated with the f3 axis). In fact, it becomes clear from Eqs. 

(3.15)-(3 .17) that in general these asymptotic Kasner axes (defined by the coordinates 

X <!3>• Y <!3> ), like the Kasner exponents Pk (f3 ), depend on the spatial coordinate f3 across 

the singularity: hence the rationale for our use of the term "generalized 

inhomogeneous-Kasner" to describe the asymptotic structures (3 .15)-(3.17).6 

If all of the exponents Pk are different from 1 [or equivalently by Eqs. (3.19) all 

are different from 0 ], then the Kasner spacetime (3.18) possesses a curvature singu

larity at t=O. (For a brief description of the geometry of the Kasner solution see Sec. 

III A of Ref. 6.) It follows that when Pk (f3) are similarly all different from 0 in any of 

the three cases (a)-(c) [Eqs. (3.15)-(3.17)], the colliding plane-wave spacetime (2.31) 

possesses a curvature singulru"ity at (a=O,f3). Conversely, when any of the Pk in Eq. 

(3.18) is equal to 1 (in which case both other exponents are zero), the metric (3.18) is 

flat (a degenerate Kasner solution6) and {t=O} is a nonsingu1ar Killing-Cauchy hor

izon8 in the Kasner spacetime. Similarly, we claim that if any of the two exponents 

p 1(f3), p 2(f3) is identically equal to 1 across an interval (f3 1,f32) [the exponent p 3(f3) can 

never equal 1, see Eqs. (3.15c) and (3.16c)], then the surface {a=O, f3 1<f3<f32 } is a 

Killing-Cauchy horizon for the colliding plane-wave spacetime (2.31). More pre

cisely, we claim the following: 

(i) In case (a), the surface ( a=O, f3 1 <f3<f32 ) is a Killing-Cauchy horizon if and 

only if 

(3.20a) 
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In tlus case, the spacelik:e Killing vector that becomes null on the horizon8 is either 

dldx (when £ 1 :::+1) or dldy (when £ 1(13)=-1). 

(ii) In case (b), the surface {a.=O, 131<13<132 } is a Killing-Cauchy horizon if and 

only if 

(3.20b) 

In tllis case, the spacelik:e Killing vector that becomes null on the horizon is 

(3.21) 

In case (c), (a.=O,I3) is always a curvature singularity since the exponents Pk(l3) 

are all different from zero [Eqs. (3.17c)]. 

To prove the above claims (i) and (ii), we proceed exactly as we did in Ref. 6: 

First, we obtain the expressions of the Newman-Penrose curvature quantities (2.12) in 

the (a,l3) coordinates. This can be done in precisely the same way as that explained in 

Sec. ill B of Ref. 6; it gives (note that as in Ref. 6 the quantity a,v in Eqs. (3 .22) 

below is finite and nonvanishing as a~O [cf. Eqs. (2.16a) and (2.1lb)]; consequently 

it can be regarded as a constant when analyzing the asymptotic behaviors of 'I' 2 , 'I' 0 , 

and 'I' 4 near the singularity) 

'I' - 1 
o-- 8/ 2/ 2 

1 2 

+ V.aa+ V,pp-2V,apl 
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+2sinhW (V ~-V r.t) (W ~-W r.t)-i [ _!_(W a- W A)( Q a-Q r.t+ l_) 
'VI.< ,p ,v. ,.., 2 ' ,p ' , ..., a 

1 2 1 3 '¥4=- - a.v {coshW[- (Va+Vr.t)(Qa+Qr.t+-) 2 . 2 . •I-' • •I-' a. 

+ V ,aa + V ,pp + 2V ,ap] 

Next, we replace Q .a and Q ,pin Eqs. (3 .22) with their values in terms of V and W 

given by Eqs. (2.30), and then substitute for V and W their asymptotic limits Eqs. 

(3.9) and (3 .10) where the coefficients c<i )k and d(i )kl are obtained in terms of 

E1o e2 , &1 &2 upon inserting Eqs. (3.9) into the field equations (2.32) [compare Eqs. 

( 6.3 .38) of Ref. 6]. Inspection of the resulting asymptotic expressions for the curvature 

quantities yields the following conclusions [compare Eqs. (6.3.33)-(6.3.35) of Ref. 6] : 

(i) The surface { a.=O, ~1 <~<~2 } is a (connected) Killing-Cauchy horizon if and 

only if one of the two conditions (3.20a) or (3 .20b) is satisfied throughout (~ 1 .~2) . 

When such a Killing-Cauchy horizon S forms, the curvature quantities '¥2 , '¥0 , and 

'¥4 are finite and well-behaved (but in general nonzero) through S as a.~O at any 

~ E (~1 •~2). 

(ii) Suppose the point p ::: (a.=O, ~=~0) does not belong to a Killing-Cauchy hor-

izon, i.e., suppose there is no interval (~1 .~2) containing ~0 throughout which one of 

the conditions (3 .20a) or (3.20b) is satisfied. Then p corresponds to a curvature 
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singularity of the colliding plane-wave spacetime except when one of the following is 

true at p: 

In case (a), £ 1((30)=±1 , E/(f30)=E(((30)=0. 

In case (b), £2((30)= 1, E2'((30)=~"((30)=ot'(f30)=o1"((30)=0. 

Although under any one of the above circumstances p is not a curvature singularity 

('I' 2, 'I' 0, and 'I' 4 are finite as a.~O at (3=(30 ), it still corresponds to a spacetime singu

larity since there is no topological neighborhood around p which is completely free of 

neighboring curvature singularities ( cf. the assumption that p does not belong to a 

Killing-Cauchy horizon). 

It has become clear in this section that the asymptotic behavior of a general col

liding plane-wave spacetime near its singularity is completely characterized by the 

four functions £ 1((3), £2((3), 81((3), and 82((3). In contrast with Ref. 6 where the 

corresponding functions E((3) and o(f3) in the parallel-polarized case could be 

expressed explicitly in terms of initial data [Eqs. (6.3 .13) and (6.3.12b)], here such 

expressions cannot be found in general due to the absence of a Riemann function for 

Eqs. (2.32). Consequently it is not in general possible to relate the asymptotic Kasner 

axes and exponents along the singularity a.=O to the initial data (2.37) posed along the 

wavefronts of the incoming plane waves. In Appendix C, when we discuss some intri

guing aspects of the field equations (2.32) which might some day prove useful in the 

search for a Riemann function, we also indicate an interesting special case in which 

one of the asymptotic structure-functions can be expressed explicitly in terms of the 

initial data posed by the colliding waves [Eq. (C6)]. 
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B. Instability and nongenericity of the Killing-Cauchy horizons that occur at a=O 

Our analysis in the previous section proved that whenever the "surface" { a.=O} is 

free of Killing-Cauchy horizons, it represents a curvature singularity of the colliding 

plane-wave spacetime (2.31). In fact, that this must be true in general in any plane

symmetric spacetime is the content of a singularity theorem due to Tipler.11 (A discus

sion of this theorem emphasizing its relevance to Killing-Cauchy horizons as well as 

to singularities can be found in Sec. ill B of Ref. 12.) More precisely, Tipler's 

theorem proves that any nonftat, plane-symmetric spacetime in which the null conver

gence condition14 holds is either null-geodesically incomplete or possesses a region 

where its strict plane symmetry8
•
12 breaks down; i.e., the spacetime either contains 

singularities (where null geodesics tem1inate) or Killing horizons (where at least one 

of the plane-symmetry-generating spacelik:e Killing vectors becomes null). 

l11e horizons S that occur in colliding plane-wave spacetimes are Killing hor

izons since as discussed in Sec. ill A [Eqs. (3.20) and (3.21)] there exists a spacelik:e, 

constant (hence Killing) linear combination of the Killing vectors ()/()x and ()f()y 

which becomes null on S . As a consequence, on S the Rosen-type coordinates 

(u ,v ,x ,y) [and also the coordinates (a.,l3,.x ,y )] break down, developing coordinate 

singularities similar to those developed by (t ,I3,X ,Y) at the surface {t=O} of the 

degenerate (flat) Kasner solution (3.18). As another consequence of this breakdown of 

strict plane symmetry, the past-directed null generators of S (which are tangent to the 

Killing direction that becomes null on S) fail to intersect the initial characteristic sur

face N:: {u=O}u{v=O}; i.e., Sis outside the domain of dependence14 D\N) of 

N . In fact, it is easy to see that S constitutes precisely the future boundary of D\N); 

more precisely, the Killing horizon Sis at the same time a future Cauchy horizon for 

the initial characteristic surface N . 
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It is well known that spacetime can be smoothly extended across the Killing

Cauchy horizon Sin infinitely many different ways. The geometry of spacetime 

beyond S is not uniquely determinable by the initial data posed on N; global predic

tability breaks down. Since these causal properties of the horizons Sand their impli

cations were discussed extensively in Sec. ill C of Ref. 6 (see also Fig. 2 of Ref. 6), 

we will not repeat those discussions here. We will only note, as a particularly relevant 

implication of the breakdown of predictability, that the occurrence of horizons in the 

collisions of gravitational plane waves might appear to diminish the predictive power 

of Tipler's singularity theorem: If a horizon forms, existence of singularities cannot be 

proved; in fact when horizons are present the existence of singularities is false: there 

are examples34 of exact solutions for nonvacuum colliding plane waves which have 

everywhere-nonsingular extensions beyond their Killing-Cauchy horizons. 

We also recall our discussion in Ref. 6 of the strong cosmic censorship conjec

ture, 35
•
36 and of how, when suitably restricted to plane-symmetric spacetimes, it 

predicts the instability of the Killing-Cauchy horizons S. These instabilities are also 

discussed extensively in the literature: On the one hand, there are examples of exact 

colliding plane-wave solutions whose horizons are destroyed and replaced by singu

larities when matter fields are introduced into the spacetime;37 on the other hand, there 

are general theorems proving the linearized instability of arbitrary Killing-Cauchy 

horizons in plane-symmetric spacetimes, 8 and of compact Killing horizons in a gen

eral spacetime. 38 In fact, for the special case of the Killing-Cauchy horizons which 

occur in collisions of parallel-polarized plane waves , our discussions in Sec. III C of 

Ref. 6 prove that the instabilities render the set of horizon-producing initial data 

"nongeneric" with respect to a very precise notion of nongenericity. More 

specifically, our analysis in Ref. 6 proves that the subset of all initial data which 
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produce at least one connected Killing-Cauchy horizon larger than Planck size is 

nongeneric within the set of all colliding parallel-polarized plane-wave initial data. 

Correspondingly, by making use of the results of Appendices A and B and of Sec. ill 

A, we will prove below the generalization of this result (with the same notion of gen

ericity as in Ref. 6) to the case of colliding arbitrarily-polarized plane waves. In addi

tion, by using a more sophisticated notion of genericity described in detail in Appen

dix D, we will prove that the subset of all horizon-producing initial data (and not just 

the subset of those data which produce horizons larger than Planck size) is nongeneric 

within the set of all initial data for colliding plane waves. We will also discuss why 

we believe that our topological notion of genericity (described in Appendix D) is more 

appropriate in general relativity than other possible "probabilistic" notions based on 

measure theory. Note that these results (i) fully restore the predictive power of 

Tipler 's singularity theorem: generic gravitational plane-wave collisions always pro

duce "pure" spacetime singularities without Killing-Cauchy horizons, and (ii) simi

larly yield a proof of "plane-symmetric" strong cosmic censorship:35•36 generic plane

synunetric gravitational initial data always evolve into inextendible globally

hyperbolic maximal developments. [To be more precise, our analysis proves (ii) only 

within the class of plane-symmetric metrics which can be brought into the fonn (2.3); 

this class includes (but is larger than) all metrics that are flat in some open set some

where in spacetime.4•
8

] 

To prove our results on the nongenericity of plane-symmetric Killing-Cauchy 

horizons, we proceed as follows. We first make the spaceD of all initial data in the 

form (2.37), 

D =(pI p:=[V(r ,l ), W (r,l), V(l ,s ), W(l ,s )]} , (3 .23) 
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a Banach space39 completed under the norm (say) 

[ 1 

'll 

lip II= j, ( IV(r,l)l 2 + IW(r,l)l 2 )dr + j, ( IV(l,s)l 2 + IW(l,s)l 2 )ds 

(the precise choice of the norm is immaterial). Similarly, the space F of all asymptotic 

structure-functions, 

(3 .24) 

can be made a Banach space after completion with respect to the norm 

(again the precise choice of the norm is unimportant). The vector space structures in 

both D and F are defined pointwise; thus, under the above norms both D and F are 

isomorphic to standard L 2 spaces.39 We also construct the space 

A = { q I q = [f, cr(~)] } of all possible asymptotic behaviors. Here f e F, and cr(~) is 

a function with values in the (discrete) flag set (a, +b, -b, c}; the flag cr(~) deter-

mines which of the four possible asymptotic behaviors described by the structure 

functions f and Eqs. (3.9a-c) is actua11y assumed by (V ,W) near a=0 and at~· Obvi-

ously, the function cr(~) is not continuous in general; however it can be assumed to be 

Lebesgue measurable40 on (-1,1). Also, in order to have each point of A correspond 

to a distinct asymptotic behavior, we impose the restrictions that cr(~) = c if and only 

q e A, q = [f, cr(~)]. We make A a complete metric space by introducing the dis-

tance function 
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1 

d ( q , q') = II f - f 'II+ J [ 1 - <>o(J3) o'(j3) J 
-1 

where q = [f, cr(j3)], q' = [f ', cr'(j3)], <>o±b = <>o+b + 80 -b , <>oo' denotes the Kronecker 

delta symbol, and the integral over 13 is the Lebesgue integral with respect to the stan

dard Lebesgue measure on (-1,1).40 This elaborate structure of the distance function d 

is introduced in order to make sure that q approaches q' [d (q, q ') ~ 0] if and only if 

the asymptotic behavior described by q approaches that described by q' [cf. Eqs. 

(3.9)] . 

By the global existence and uniqueness of solutions of the field equations (2.32) 

(Sec. ill A and Appendices A and B), there exists a well-defined map 

E:D~A. (3.25) 

To every peD, the map E assigns the unique qeA that determines the asymptotic 

behavior near a,=() of the global solution which evolves from p. Moreover, it follows 

from the global well-posedness18.19 of the initial-value problem for (V ,W) that Eisa 

continuous map. [By "global well-posedness," we mean the property that solutions of 

the initial-value problem carry the initial data on a hypersurface :E1 onto the data 

induced on a future hypersurface :E2 in a continuous way; i.e. the property that solu-

tions on compact subsets of D+(:E1) depend continuously on their initial values on :E1. 

Once global existence and uniqueness of solutions are proved (Appendix A), global 
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well-posedness follows from standard arguments; see Ref. 18, Ref. 21, and Sec. 4.2 of 

Ref. 19.] We claim that the map Ehas an inverse 

c 1 :A ~D 

which is also continuous. To see this, note that given q eA, q = [f, cr(~)], we can 

determine a unique solution (V ,W) in the following way: Using the structure func

tions £1(~), o1(~), c2(~), o2(~) provided by f, we determine the asymptotic limit (3.9) 

for V and W. [fhe ambiguity as to which Eq. (3.9) to use will be resolved by the flag 

cr(~).] Inserting these expressions (3.9) and (3 .10) of V and W into the field equations 

(2.32), we can compute all the coefficients c(i)k and d(i )kl of Eq. (3 .10) in terms off; 

this yields an asymptotic solution for (V ,W). On a spacelike surface in the vicinity of 

a=O, this asymptotic solution induces well-posed initial data, and by global existence 

and uniqueness (Appendix A) these data can be evolved back onto the initial surface 

where they induce the desired initial data p = c 1(q) ED . Clearly, by this construc

tion E(p )=q and c 1[E(p )]=p , thus, c 1 is a genuine inverse for E. Again by argu

ments based on global well-posedness of the initial-value problem for (V ,W), 

c 1 :A ~ D is a continuous map. Thus, E: D ~A is a homeomorphism. 

In the parallel-polarized (W = 0) case of Ref. 6, the homeomorphism E is known 

in explicit form. There, D is the Banach space of all data of the fonn [V (r ,1),V (1,s )], 

A is the Banach space of all pairs [E(~),o(~)] [which in the general case correspond to 

£1(~) and o1(~)], and E is the linear map D ~A given by the integral equations 

(6.3.13) and (6.3 .12b). (Note that in this case A ::F ; i.e. no flags cr are necessary to 

distinguish between different cases of asymptotic behavior [in other words, in this 

case cr(~)=a and c2(~)=o2(~)=0, cf. Eqs. (6.3.4)-(6.3.7)].) The inverse of E, c 1, is 

defined by solving these integral equations for V(r ,1) and V(l,s ) given q=[E(~),o(~)]. 
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Both E and 1:1 are linear continuous (bounded) maps. Therefore E : D ~A is a 

continuous Banach space isomorphism. Note that the construction of an asymptotic 

solution V from given q is explicitly carried-out in Ref. 6 via Eqs. (6.3.7) and 

(6.3.38). 

Now we return to the general (arbitrarily-polarized) case, and for each 0>0 we 

define a subset H a of A as follows: 

H a= { [f, cr(J3)] e A I there exists a connected subinterval of length ~ o 

in (-1,1) across which c1(J3)=± 1 } 

U { [f, cr(J3)] e A I there exists a connected subinterval of length > o 

in (-1,1) across which c2(J3)= 1 and o1(J3)=const} . (3.26) 

By Eqs. (3 .20), if p eD is such that the evolution of p creates at least one connected 

Killing-Cauchy horizon of J3-length ~ o, then p must belong to f:1(H a) . (See Fig. 2 

of Ref. 6.) Clearly, H a is a nongeneric subset in the sense of Ref. 6: H a is closed and 

its complement is dense in A . Since E is a homeomorphism, this implies that 

f:1(Ha) is nongeneric in D for each 0>0. Taking O=Op :=lpl">/1 112 where lp is the 

Planck length, this proves that the set of all initial data in D which create at least one 

connected Killing-Cauchy horizon of larger than Planck size is a nongeneric subset 

[since it is contained in the nongeneric subset f:1(H ap)]. By the same arguments as 

in Sec. ill C of Ref. 6, this is equivalent to proving the full nonlinear instability of the 

Killing-Cauchy horizons at a=O against generic, plane-symmetric perturbations of the 

initial data. 
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Now, assuming that the reader has read through Appendix D, we consider the 

nongenericity of the set of all horizon-producing initial data. We introduce the subset 

w = c 1
( u H[j)= u c 1 (H[j) 

fJ>O fJ>O 

of D . The set of all horizon-producing initial data, W H c D , is contained in W : 

WH cW [cf. Eqs. (3 .20) and (3.26)]. Since E:D ~A is a homeomorphism, we 

have: (i) each c 1(H fJ) is a closed set with empty interior, (ii) c 1(H E5) => c 1(H E5) 

[since H ~=>H fJ
1 

by Eq. (3 .26)] whenever S2 < 81, and (iii) UE5>0 c 1(H fJ)= W. As the 

Banach spaceD, being a complete metric space, is a Baire space, (i)-(iii) imply that 

the subset W cD is thin in the sense of Appendix D. Therefore, by the definition of 

nongeneric subsets given in Appendix D, the subset W H c W cD of all horizon

producing initial data is nongeneric within the space of all plane-symmetric initial 

dataD. 

Finally, we make a few remarks on the use of the intuitive notion of genericity in 

theoretical physics. When physicists use the adjective "generic" they may be referring 

to any one of two fundamentally different intuitive notions, although the distinction is 

often not stated explicitly. One of these notions has an essentially probabilistic 

nature: Suppose a system (or a person/observer) chooses a set of parameters (initial 

conditions, integration constants, model parameters, ... ) out of a continuum of possibil-

ities, and suppose there is evidence that in general the choice is made at random. 

Then the physicists ' notions of "nongeneric choice" or "nongeneric outcome" would 

nicely correspond to the mathematical notion of "measure zero;40
" i.e., a nongeneric 

choice ( = a choice with zero probability) would be one that belongs to a subset of 

measure zero within the set of all choices. The second notion, on the other hand, has a 

constructive nature: Suppose there is a system or a theoretical model that is to be 
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constructed out of a continuum of possibilities; an initial-value problem is a nice 

example of such a model. Here "genericity" is the issue of whether the model contin

ues to "behave" in the same way when it is perturbed slightly away from its original 

form, i.e., the issue of whether the model is constructible in practice (compare the 

concept of "structural stability" in the theory of dynamical systems41) . Consequently, 

genericity in this case is best formulated mathematically as a topological condition 

since the fundamental notions involved in its intuitive description are notions of 

"neighborhood," e .g. notions like "slightly perturbed," "nearby," and "stable." [In fact, 

the probabilistic and topological concepts of genericity are not compatible with each 

other mathematically; for example, (as has been pointed out to us by R. Geroch42) the 

unit interval admits topological homeomorphisms under which closed nowhere-dense 

subsets with zero Lebesgue-measure are carried onto closed nowhere-dense subsets 

with positive measure!] It is our view that the notion of genericity that is appropriate 

in general relativity, and in any other similar dynamical-evolution context, is the 

second topological notion as opposed to the more conunon probabilistic one. We hope 

that the specific topological concept of genericity discussed in Appendix D will find 

other useful applications in relativity besides the application that we have described in 

this section. 

IV. SINGULARITIES IN THE COLLISIONS OF ALMOST-PLANE GRAVI

TATIONAL WAVES 
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A. A singularity result for colliding almost-plane waves whose initial data are 

exactly plane symmetric across a sufficiently large region of the initial surface 

The content and derivation of the results of this section are so much in parallel 

with those of Sec. IT in Ref. 9 that here we will give only the precise statements of the 

main conclusions, and brief comments about their derivation. To put the material of 

this section in proper context, we recommend that readers consult the detailed discus

sions in Sees. I and II of Ref. 9. 

In this paper, as in Ref. 9, we will define an almost-plane wave as a gravitational 

wave spacetime12 on which there exist (i) a local coordinate system (u ,v ,x ,y ), and (ii) 

a length scale LT that characterizes the variation in the x, y directions of the com

ponents of geometric quantities, such that: (ill) throughout the intersection of a suit

able partial Cauchy surface I: with the wave's central region [which has the form 

C= { I x I < LT, I y I < 4, u , v ) ], the metric components and other quantities are very 

nearly equal to the corresponding quantities for an exact plane-wave spacetime; and 

(iv) the curvature components fall off to zero arbitrarily (but in a manner consistent 

with the constraint equations on I:) as x2+y 2~oo at constant u and v. When we con

sider two almost-plane gravitational waves colliding on an otherwise flat background, 

we will always assume that the central regions of the two waves collide with each 

other. Then [at least in some neighborhood of the characteristic initial surface 

N=N1uN2 formed by the initial wave fronts N 1, N 2 of the colliding waves (Fig. 

1)], it is possible9•12 to set up a local coordinate system in which the conditions (ii)

(iv) above are satisfied for both colliding waves simultaneously; but possibly with dif

ferent transverse length scales (LT )1 and (LT h· In this coordinate system, the initial 

data supplied by the almost-plane wave 1 and posed on the initial null surface N 2 are 

very nearly equal, throughout C 1nN2, to the initial data posed by a corresponding 
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exact plane wave 1; and the initial data supplied by the almost-plane wave 2 and 

posed on the initial null surlace N 1 are very nearly equal, throughout C 2nN1, to the 

initial data supplied by a corresponding exact plane wave 2. The fundamental prob

lem of colliding almost-plane gravitational waves is then to determine whether (or 

under what conditions on the initial data) the evolution of these data produces space

time singularities. 

The following Lemma is proved in exactly the same way as Lemma 1 of Ref. 9; 

its derivation uses only the result (Sees. ill A and B) that the asymptotic limit of a 

generic colliding plane-wave metric is an inhomogeneous-(nondegenerate)-Kasner 

solution. Restricted to the parallel-polarized case, this fact was also the only 

ingredient in the proof of Lemma 1 of Ref. 9. 

Lemma 1: The intersection J-(q )(IN between the initial surface N:: N 1uN2 

(Fig. 1), and the causal past J-(q) of any (generic9) point q in the interaction region 

of a generic, arbitrarily-polarized colliding plane-wave spacetime is a compact set, 

whose transverse (=x ,y) dimensions approach finite limits (i.e., remain bounded from 

above) as the point q approaches the singularity at a=O. 

In fact, when the point q has a p value sufficiently far away from the edge points 

P=+1 and P=-1 (e.g., for -lh<P<lh ) , P remains approximately constant along the 

past-directed null geodesics from q which extend farthest in the x, y directions; 

hence, the asymptotic limit (3 .18) of the metric (with P-dependent coefficients 

a , b , c , and d) remains a good approximation along these geodesics. Furthermore, 

the coordinates x, y are constant linear combinations of X<J3>• Y<J3>• and in general at 

least one of the coefficients in each combination is of order 1 whereas the other may 

be small compared to 1 [cf. Eqs. (3.16d) and (3 .17d)]. Therefore, for such a point q 

approaching a=O at, say, - 1h<P<lh, we can estimate the limits of the maximum 
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transverse (coordinate) dimensions of J - (q )(JN by the quantities [compare Eqs. 

(9.2.4) ofRef. 9] 

(4.1a) 

and 

(4.1b) 

where the constants a (j3), c (j3), d (j3), and the exponents p 1(j3), p 2(j3) are found upon 

comparing Eq. (3 .18) with either Eq. (3.15a), Eq. (3.16a), or Eq. (3.17a), depending 

on whether the asymptotic behavior of the metric is described by Case (a), Case (b), or 

Case (c), respectively. [Compare Eqs. (9.2.5) of Ref. 9.] 

As in Ref. 9, Lemma 1 can be rephrased in the following equivalent form: 

Lemma 1 (second version): In a generic colliding (arbitrarily-polarized) plane

wave spacetime, the singularity {a=()} represents a future c boundary, 14 whose (gen-

eric) "points" [which are "terminal indecomposable past sets" (Sec. 6.8 of Ref. 14)] 

intersect the initial surface N in subsets with compact closure. In other words, unless 

the colliding plane-wave solution possesses Killing-Cauchy horizons at { a.=O} des

troying its global hyperbolicity [which can only occur for "nongeneric" initial data 

(Sec. ill B)], the (generic) points of the singularity { a.=O} (when they are considered 

as points on the future causal boundary of spacetime) can be regarded as part of the 

domain of dependence D+(N) of the initial surface N . 

The following result was discussed and proved in Sec. II of Ref. 9 (see Lemma 2 

and Fig. 4 of Ref. 9). 
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Lemma 2: Let (M,g) be a spacetime and .I: be a partial Cauchy swface in (M,g) 

on which gravitational initial data [whose development gives the metric on D+(l:)] are 

posed. Let S c .I: be a closed subset, and Uc 1: be an open subset containing S (Fig. 4 

of Ref. 9). Suppose that the initial data on 1: are replaced with a new set of initial data 

which coincide with the original data throughout U. Then, unless a spacetime singu

larity fonns and penetrates into D +cs ) from outside D +cs ), the new solution coincides 

with the old solution throughout D+(S ). Here D+(S) denotes the domain of depen-

dence of S with respect to the original metric and coincides with the domain of depen-

dence of S with respect to the new metric. 

Now, introducing the quantity L defined by 

(4.2) 

and combining Lemma 2 with the second version of Lemma 1, it becomes clear that 

we have obtained a proof for the following singularity theorem. 

Theorem 1: Let the initial data for two colliding almost-plane gravitational waves 

be identical to the initial data for two colliding arbitrarily-polarized exact plane waves 

throughout a region C in the initial surface of the form C={ I x I~ Lr, I y I~ Lr} . Let 

the corresponding initial data for this plane-symmetric portion be generic so that the 

max.imal development of the complete plane-symmetric data produces "pure" space-

time singularities at a=O without Killing-Cauchy horizons (Sec. ill B). Let these 

plane-symmetric initial data be represented by the point 

p = [V(r ,l),W(r ,l),V(l,s),W(l,s)] in the space D. Compute the image 

[f, cr(j))] = E(p) e A of p under the map E defined by Eq. (3.25) (see Sec. III B for 

notation). Using [f, cr(j))] , construct the quantities Lx (j)) and Ly (j)) defined by Eqs. 

(4.1), and the quantity L defined by Eq. (4.2). Then, if Lr » L, the evolution of the 
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almost-plane-symmetric data produces spacetime singularities; i.e., the colliding 

almost-plane waves create spacetime singularities. 

Oearly, singularities which are guaranteed to exist by the above theorem will 

have a local structure that is precisely the same as the structure of the plane-symmetric 

singularities; i.e., locally these singularities will be of generalized inhomogeneous

Kasner type. 

Consider now the physically-interesting regime where the colliding almost-plane 

waves both have amplitudes small compared to unity: h 1 << 1, h 2 « 1. (This means 

that both V(r ,1), V(1,s) and W(r ,1), W(1,s) are small compared to 1; more precisely, 

the typical amplitude h for a general plane wave is defined by h 2 = h / + h x 2, where 

h+ and hx are the typical magnitudes of V and W, respectively [cf. Eqs. (2.10)] .) By 

Eqs. (6.3.12) and (6.3.13) of Ref. 6 and by the continuity of the map E [Eq. (3 .25)], 

the quantities f.i (~) and 8; (~) (i = 1, 2) are small compared to 1 in this case. Therefore, 

if we can choose the initial point (u 0 ,v0) [Eqs. (2.27a)] in such a way that the quantity 

J..l(~) is also smaller than or of order unity, then by Eqs. (4.1), (4.2), and (3 .15)-(3.17) 

we could conclude that L -~ 1112. In fact, as demonstrated in the Appendix of Ref. 9, 

such a choice is possible: if we fix u0 and v0 such that 'k.1<<uo<<f 1, and '10_<<vo«f 2 

(where f 1, f 2 are the first focal lengths and 'k.1, ~ are the typical wavelengths of the 

colliding waves), then the point (11 0 ,r 0 ) belongs to a domain in the interaction region 

where (i) gravity is weak (since u o<<f 1 and v0«f 2), so that U and the constant addi

tive terms in Eq. (2.33) are small compared to unity, and (ii) the integration path in 

Eq. (2.33) is sufficiently far away (since u 0»'k.1 and v 0»~) from the coordinate 

singularities on the initial null surfaces { u =0) and { v =0) (Sec. II B), so that the con

tribution to J..l(~) from the integrand in Eq. (2.33) (which diverges towards the coordi

nate singularities on these initial null surfaces) is of order unity [Eqs. (3.11)]. 
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Moreover, with this choice for (u 0,v 0), Eqs. (2.27a) give 

(4.3) 

Since by the above arguments f..L(f3) is of order 1, when combined with Eqs. (4.1), 

(4.2), and (3.15)-(3.17) Eqs. (4.3) finally yield the following order-of-magnitude esti

mate for L, valid for colliding almost-plane waves with small amplitudes: 

(4.4) 

Therefore, by Theorem 1, if the colliding almost-plane waves have small initial 

amplitudes and are exactly plane-symmetric across a region of size Lr »-It J 2 over 

the initial surface, then their collision produces singularities. These singularities have 

the same (inhomogeneous-Kasner) local structure as the singularities produced by the 

exact-plane-wave collision. 

B. Singularities produced by colliding almost-plane waves with arbitrary initial 

data: An existence theorem 

In this section we will prove that the conclusions of Theorem 1 (Sec. IV A) about 

the existence of singularities in almost-plane-wave collisions remain valid when the 

co1liding waves are onJy approximate1y (but not exactly) plane-symmetric throughout 

their central regions. More precisely, we will prove that if p is a choice of gravita

tional initial data on N that satisfies the conditions of Theorem 1 with Lr » L , then 

there exists a neighborhood W of p , open within the space of all gravitational initial 

data on N, such that the Cauchy development of any data in W produces spacetime 

singularities . (For a still more precise statement see below.) Note that a proof of this 

statement would inunediately follow if we could prove that the solutions on D\N) 
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depended uniformly continuously on the initial data on N . In general this is false, 

because general theorems which assert the continuous dependence of solutions on ini

tial data (such as the Cauchy stability theorem, see, e.g., Sec. 7.6 of Ref. 14) are valid 

with respect to the compact-open topology [i.e., the open topology based on conver

gence on compact subsets of D+(N)], and not with respect to the open topology [i.e. , 

the open topology based on (uniform) convergence on D\N)] on the spaces of all ini

tial data on Nand all four-metrics on D\N). [We will denote by 0 and G these 

spaces of all (vacuum) initial data on Nand all Lorentz metrics on D+(N), respec

tively, both topologized with the compact-open topology. The space 0 should not be 

confused with the Banach spaceD of all plane-symmetric vacuum data on N (Sec. ill 

B).] To see more intuitively why uniform-continuous dependence on initial data fails, 

recall (i) that singularities can be thought of as points "at infinity," and (ii) that when 

the initial data p are slightly perturbed their development cannot remain uniformly 

close to the original solution all the way to infinity (i.e. all the way up to the singulari

ties). The main content of the singularity theorem of this section lies in showing how 

to get around this failure of uniform-continuous dependence in the specific case of 

colliding almost-plane gravitational waves. 

We first list three Lenunas whose corollaries will directly lead to the proof of our 

singularity theorem: 

Lemma 3: In a nondegenerate Kasner spacetime [Eq. (3.18)], the future null cone 

j\q) of any point q starts to reconverge near the singularity ( t =()}, i.e., on each 

future-directed null geodesic from q the convergence e (Sec. 4.2 of Ref. 14) of the 

null generators of j+(q) becomes negative near t=O. 

The proof of Lemma 3 is given in Appendix E. 
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Corollary 1 : Let p e 0 denote a choice of vacuum initial data on N that 

describes colliding almost-plane gravitational waves, and let p satisfy the conditions 

of Theorem 1 with Lr » L . Then, for every point q in the Cauchy development of p 

that lies sufficiently close to the singularity whose existence is guaranteed by Theorem 

1, the future null cone j+(q) of q starts to reconverge near { a=O}; i.e., on each future 
.... .+ . 

null geodesic from q the convergence e of null generators of J (q) becomes negative 

near a=O. 

This corollary follows inunediately from Lemma 3, Theorem 1, and the result 

(Sees. lll A and B) that the asymptotic singularity structure of a generic colliding 

plane-wave spacetime is inhomogeneous-nondegenerate-Kasner. 

Lemma 4: Let p e 0 be vacuum initial data which satisfy the conditions of 

Theorem 1 with Lr » L . Then p has an open neighborhood W in 0 such that for 

any de W the maximal Cauchy development of d contains points q whose future 

null cones j+(q) start to reconverge. 

Proof: In the maximal development of p we can find a compact region K con-

taining at least some of the points q whose null cones reconverge according to Corol-

lary 1. Furthennore, for at least one such point q , we can obviously also arrange 

(without destroying the compactness of K) that K contains a spherical section 

"+ ~ through the null cone J (q) of q at which the convergence e of each null generator of 

j\q) is negative. Clearly (since the topology on G is the compact-open topology), 

the maximal development of p has an open neighborhood U in the space of all 

metrics G , such that these properties of the compact region K and the point q e K 

continue to hold under any metric on K that comes from U . The Einstein map, 

which assigns to every initial data in 0 its maximal Cauchy development in G, is 

continuous by the Cauchy stability theorem. 15 Therefore, the inverse image of U 
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under the Einstein map is an open subset W of 0, and it is easy to see that this W 

satisfies the properties required by the Lemma. 

Lemma 5 [Hawking-Penrose (1970) singularity theorem13.14
]: Spacetin1e is 

causal-geodesically incomplete if: 

--+ 
(i) R f.I.V K 1.1. Kv ~ 0 for every non-spacelike vector K . 

(ii) The causal genericity condition (condition 4 .4 .5 of Ref. 14) is satisfied. 

(iii) The chronology condition holds (there are no closed timelike curves). 

(iv) There exists a point q such that on every future directed null geodesic from 

q the convergence e of the generators of j\q) becomes negative. 

Lemma 5 is stated and proved as Theorem 8.2.2 in Ref. 14. 

The following singularity theorem is now obtained as a direct corollary of 

Lemma5: 

Theorem 2: Let p E 0 be vacuum initial data which satisfy the conditions of 

Theorem 1 with Lr >> L . Let W c 0 be that open neighborhood of p in 0 whose 

existence and properties are demonstrated in Lemma 4. Then, for any d E W one of 

the following is true: 

(a) The maximal Cauchy development of d is a maximal (inextendible14
) space-

time. In this case, this unique inextendible spacetime satisfies conditions (i) (since the 

maximal development is vacuum), (ii) [cf. Eqs. (3.22)], (iii) (since the maximal 

development is globally hyperbolic), and (iv) (since Lemma 4 holds for the neighbor

hood W) of Lemma 5, and therefore it is causal-geodesically incomplete (singular). 

(b) The maximal (W4-) Cauchy development 14.43 of d is bounded by shock 

waves through which spacetime is extendible but not in a smooth (W4
) way [here Wk 

denotes the space of metrics which belong to the Sobolev spaces Wk ( V) for all 
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spacetime-regions V c M with smooth boundary and compact closure; for details see 

Sees. 7.4 and 7.6 of Ref. 14]. It is generally believed14•43 (although not yet proved) 

that in this case there will be an extension of the maximal development through the 

shock waves, which is uniquely detennined by the initial data d and for which condi

tions (i) and (iii) of Lerruna 5 are satisfied. If this is the case, then by the Cauchy sta

bility theorem and the choice of W conditions (ii) and (iv) will also hold. Thus, if the 

extension is maximal (i.e. if no Cauchy horizons are encountered), then it will be an 

inextendible causal-geodesially incomplete (singular) spacetime by Lemma 5. 

(c) The maximal (Cauchy) development of d obtained as in (a) [or the maximal 

development-extension obtained by maximally applying (b)] is bounded by Cauchy 

horizons; thereby it is extendible. [Note that these Cauchy horizons (if they occur) 

have nothing to do with the Killing-Cauchy horizons (Sees. ill A and B) which are 

excluded a priori by the asswnption (Theorem 1) that the central plane-symmetric por

tion of the initial data p are generic.] In tlus case, those extensions beyond the Cauchy 

horizon(s) for which conditions (i) and (iii) of Lemma 5 are everywhere satisfied [note 

that conditions (ii) and (iv) are always satisfied for any extension] will give maximal 

spacetimes which are causal-geodesically incomplete (singular) by Lemma 5. For 

those extensions beyond the Cauchy horizon(s) which violate conditions (i) or (ill) of 

Lenuna 5, the incompleteness of the extended (maximal) spacetime cannot be proved. 

On the other hand, if the strong cosnlic censorship hypothesis35•36 holds, then the 

outcome (c) above is "nongeneric;" hence 

Corollary: If the strong cosnlic censorship conjecture35.36 holds (at least in 

vacuum) and W c 0 is chosen as in Theorem 2, then the unique maximal (inextendi

ble) spacetime obtained from the maximal Cauchy development of any "generic" ini

tial data d E W is causal-geodesically incomplete (singular). 
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Combined with Eq. (4.4), Theorem 2 can be rephrased (roughly) as saying that if 

two colliding almost-plane waves with small initial amplitudes are sufficiently close 

to being exactly plane symmetric across a region of size LT » --.Jt rf 2 on the initial 

surface, then their collision produces spacetime singularities. Note that the theorem 

does not give any quantitative information about the "size" of the open neighborhood 

W (cf. Lemma 4); i.e., it does not indicate with what degree of accuracy the initial 

data of the colliding waves must approximate exact plane symmetry in order to pro-

duce singularities. Likewise, although the theorem proves the existence of the singu-

larities rigorously, it does not give any information about either their global structure 

(e.g., whether they are hidden behind an event horizon9) or their local asymptotic 

behavior (e.g., whether they are of Belinsky-Khalatnikov-Lifshitz10 generic

mixmaster type). 
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APPENDIX A: PROOF OF GLOBAL EXISTENCE AND UNIQUENESS FOR 

SOLUTIONS OF THE FIELD EQUATIONS FOR COLLIDING PLANE 

WAVES 

In this appendix we will study the field equations 

(2.32a) 

W ,aa+ ~ W ,a- W.I313=(V,a2
- v,13

2 )sinhWcoshW (2.32b) 
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for colliding arbitrarily-polarized plane waves. We will prove that for any smooth ini

tial data 

{ V(r,1), W(r,1), V(1,s), W(1,s)}, (2.37) 

the solution (V ,W) of the initial-value problem (2.32) and (2.37) exists globally and is 

unique throughout the domain of dependence 

D +( N) = {a -13 ~ 1, a+ 13 ~ 1 } n {a > 0} of the characteristic initial surface 

N: {r =1,-1 <s ~ 1} u {s =1,-1 <r ~ 1}, r ::a-13, s =a+l3 (Al) 

on which the smooth initial data (2.37) are posed. Notice that here we regard the 

problem (2.32) and (2.37) as a hyperbolic initial-value problem defined on an ordinary 

Euclidean space R 2, rather than as a problem defined on the interaction region of a 

four -dimensional Lorentzian colliding plane-wave spacetime (2.31). In this formula

tion, the Euclidean R 2 on which (2.32) and (2.37) are to be solved is determined sim

ply by the Euclidean coordinates (a,l3) [or (r ,s) ] ; the geometry of this Euclidean 

space and of the characteristic initial-value problem (2.32), (2.37), and (Al) are 

described in Fig. 2 (cf. also Fig. 1). 

Before we actually prove the global existence and w1iqueness of solutions for the 

initial-value problem (2.32), (2.37), and (Al), we will first describe how tllis problem 

can be transformed into an equivalent problem in ordinary four-dimensional Min

kowski spacetime. It will turn out that the results of this appendix and also of Appen

dix B below are much easier to obtain for this Mi.nkowski-space problem than the ori

ginal initial-value problem described above. To explain how this equivalent problem 

arises, we first introduce a "fiducial" four-dimensional spacetime with the metric 

(A2) 
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and we consider the invariant wave equations 

defined on this fiducial background (A2). When written explicitly in tenns of the 

(a.~.S.ll) coordinates, Eqs. (A3) take the form 

1 1 1 
- V ,aa- --;: V ,a+ V ,pp + 2 V .1;1; + V ,'fl'fl = - 2 ( V ,p W ,p + 2 V .1; W .1; 

~ a a 

+V,'flW,'fl-V,aW,a)tanhW, (A4a) 

1 1 2 1 2 
- W ,aa- --;: W ,a+ W ,pp + 2 W .1;1; + W ,'flll = ( V ,p + 2 V ,1; 

"" a a 

+ V ,'fl2 - V,a2
) sinhW coshW, (A4b) 

and when compared with Eqs. (2.32) they immediately show that the solutions 

V (a,~). W (a.~) of the field equations (2.32) correspond precisely to the 

(S.ll)-independent solutions (V ,W) of the invariant wave equations (A3). The advan-

tage of introducing the fiducial spacetime (A2) now becomes clear after one realizes 

that the metric (A2) is in fact fiat : By introducing the new coordinates 

T =- a cosh/; , X =-a sinh/; , Y = 11 , Z = ~ (A5) 

in terms of which 

(A6) 
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we find that 

(A7) 

In fact, a short computation using Eqs. (A5) and (A6) gives 

() () 
- =-
()~ az ' 

() () 
-=-dr) ()y . 

(A8) 

Therefore, the spacetime (A2) is precisely the wedge { IT I> IX I, T < 0} in Min

kowski space, and (a.,~.S.ll) are the usual wedge coordinates, tuned to the plane-

symmetric structure on the wedge that arises due to the presence of the Killing vectors 

CJICJY=CJ!dr) (which generates translations) and XCJICJT+TCJICJX =dldS [which gen-

erates (spacelike) Lorentz boosts] (see Sec. I of Ref. 8 for a more detailed discussion 

of the geometry of this wedge region). The invariant wave equations (A3) can now be 

rewritten in the form 

0 V = - 2 VV · VW tanhW , (A9a) 

OW= (VV)2 sinhW coshW, (A9b) 

where (VV)2 ::VV ·VV, and "0" and" ·" denote the usual wave operator and the usual 

Lorentzian inner product on Minkowski spacetime, respectively. The tenn "invariant 

wave equations" for Eqs. (A9) or (A3) expresses the fact that if (V ,W) is any solution 

to Eqs. (A9) then (V o <1> , W o <1>) is also a solution, where <1> is any isometry (i.e., any 

Poincare transformation) on the (flat) spacetime (A7); that is, isometries of the space

time leave the solutions invariant. This in particular implies that solutions of Eqs. (A9) 
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are mapped onto solutions under translations along ~ and 11 [ = boosts along X and 

translations along Y; see Eqs. (A8)]. 

Notice that we have now obtained a complete reformulation of the initial-value 

problem Eqs. (2.32), (2.37), and (Al): (i) Instead of the solutions V(a.,j3), W(a.,j3) of 

Eqs. (2.32), we deal with the plane-symmetric [ = (~,11}-independent] solutions of the 

invariant wave equations (A9) on the Minkowski wedge { I T I > I X I , T < 0). We 

write these nonlinear wave equations (A9) in the form 

v ,kk- v.rr = -2( v ,k w,k- v.T w.T )tanhW , (AlOa) 

W kk- WIT= ( V k V k- V TV T) sinhW coshW , 
• ' t ' ' ' 

(AlOb) 

where x k = x 1, x 2, x 3 =X , Y, Z , and we adopt the summation convention that repeated 

spaceli.k:e orthonormal indices k, I, m , ... are summed over regardless of whether they 

are contracted or not. (ii) Instead of posing the initial data for (V ,W) in the form 

(2.37) and (Al), we pose plane-symmetric [= (~,11}-independent] initial data for Eqs. 

(A9) [or equivalently for Eqs. (AlO)] on the characteristic initial surface 

(All) 

The surface C is a null hypersurface in the fiducial Mink ow ski spacetime (A 7); in fact 

C is generated by null geodesics that are orthogonal to the spacelik:e two-surface 

Z = {a.= (T2
- X 2) \1

2 = 1, l3 = Z = 0) inside the Minkowski wedge, i.e., by those null 

generators of j\Z) that have their past endpoints on Z . [The readers can see without 

much difficulty that in the three-dimensional Minkowski space where theY dimension 

is absent, C (where it is a two-dimensional hypersurface = <3> C) would be made up of 
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two symmetrically-configured half-null-cones intersecting each other at Z; the apex 

of each half-null-cone would lie on the crease {X = T = 0} of the horizon 

{ IT I = I X I , T :::: 0} . The surface C in the four-dimensional case (a three-dimensional 

null hypersurface) is obtained by just sweeping this two-dimensional <3> C through 

spacetime parallel to theY direction.] The two-dimensional (with Z and Y directions 

suppressed) geometry of this initial-value problem is depicted in Fig. 3. From the 

invariant character of the nonlinear wave equations (A9), it inunediately follows that 

once we prove the global existence and uniqueness of solutions for Eqs. (A9) with 

arbitrary initial data posed on an arbitrary initial surface in Mink:owski spacetime, this 

would automatically prove the global existence and uniqueness of solutions for the 

initial-value problem (2.32), (2.37), and (Al). In particular, when plane-symmetric [= 

(S,ll)-independent] initial data for (V ,W) are posed on C, the unique global solution 

(V ,W) of the above initial-value problem (A9)-(All) would be everywhere indepen

dent of (S.ll) (i.e., it would be everywhere plane-symmetric); these functions V (cx.,p) 

and W ( cx.,p) would therefore constitute the unique global solution of Eqs. (2.32) 

corresponding to initial data (2.37) that have the same functional fonn as the data 

posed on C [expressed in (cx.,p) or (r ,s) coordinates]. 

The introduction of the fiducial four-dimensional Mink:owski space (A 7) has 

transformed the problem (2.32), (2.37), and (AI) into a problem in ordinary flat space

time. [Note that this fiducial flat space (A 7) is entirely "fictitious," i.e. , there is no 

geometric relationship between the spacetime (A 7) and the colliding plane-wave 

spacetime (2.31).] More specifically, by embedding the two-dimensional hyperbolic 

initial-value problem (2.32), (2.37), and (AI) in a higher-dimensional flat space (from 

where it is recovered under the restriction of plane symmetry), we have eliminated the 

singular terms involving 1/cx. from Eqs. (2.32) [compare Eqs. (2.32) with Eqs. (A9)]. 
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The focusing effect described by these singular terms of Eqs. (2.32) has been 

transformed, in the new formulation (A9)-(All), into the geometric effect of the 

exact plane symmetry imposed on the initial data. More precisely, the domain of 

dependence of the new initial surface C [Eq. (All)] is (cf. Fig. 3) 

(Al2) 

In particular, the horizon ( I T I = I X I , T ~ 0} = ( a= 0} of the Minkowski wedge is 

the future Cauchy horizon H+( C) of C [more precisely, 

H\C)= {IT I= IX I, T ~O}nJ\C)]; in fact the region J-(q)(IC becomes 

w1boundedly large in the s direction as any arbitrary point q of the wedge approaches 

the horizon (Fig. 3). As a result, when the initial data posed on C have a plane

symmetric [(s;rl)-independent] structure, the data "seen" by any field point q become 

infinitely extended in the s direction as q approaches the horizon ( a=O}. This effect 

in the formalism (A9)-(All) is the geometric counterpart of the focusing effect 

caused by the singular 1/a terms in Eqs. (2.32). In particular, it now becomes very 

clear why the solutions (V ,W) of Eqs. (2.32) in general develop singularities at a=O 

(Sec. ill A): The global existence of solutions for the initial-value problem 

(A9)-(All) (which we will prove below) guarantees that (V ,W) are smooth 

throughout the domain of dependence D \C) of the initial surface C, but not neces

sarily on C 's Cauchy horizon { IT I = IX I, T ~ 0} = {a= 0} where the field points 

are influenced by an infinitely large sector of the initial data (Fig. 3). 

In the remaining paragraphs of this appendix we will explain how the global 

existence and uniqueness of solutions for the system (A9)-(All) are proved. We 

remark that the above-discussed specific technique of "resolving" the singularities 

(i.e., the 1/a tenns) of the system (2.32), (2.37), and (Al) by embedding it into a 
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higher dimensional problem [Eqs. (A9)-(All)] might prove useful more generally, 

i.e., in studying other PDE with sinillar singular coefficients. (Note also that this tech

nique is quite similar to the well-known method of "resolution of singularities" fre

quently used in the qualitative theory of ordinary differential equations; see, for exam-

ple, Refs. 41 and 44.) 

We now tum to the proof of global existence for Eqs. (A9). The proof of local 

existence and uniqueness for any nonlinear hyperbolic system of the kind Eqs. (A9) is 

standard and can be found, among other places, in Sec. VI.6 of Ref. 21, and in Refs. 

20, 22, 23, and 26. This local result can be stated as follows: 

LE: Let I: be any regular partial Cauchy surface (or a characteristic initial surface 

consisting of two intersecting null surfaces) in Minkowski space, and let 
0 0 

{V0 , V 0 , W 0, W0 } ({V0 , W 0 }) be regular initial data for Eqs. (A9) on L. Then, there 

exist a neighborhood U of I:, and unique functions (V ,W) defined on U which satisfy 

Eqs. (A9) on U and which induce the given initial data on I:. H the data and I: are Coo, 

then (V ,W) are coo on U . 

In general, global existence for a nonlinear system of hyperbolic PDE of the kind 

Eqs. (A9) is false; see Refs. 22-32 and Sees. I and ill A of this paper. Global 

existence means, in more precise terms, the following: 

GE: Let I: be any regular partial Cauchy surface in Minkowski space, and let 
0 0 

{ V 0 , V 0 , W 0 , W 0 } be regular initial data for Eqs. (A9) on I:. Then, there exist unique 

functions (V ,W) defined throughout the domain of dependence D\I:) of I:, which 

satisfy Eqs . (A9) on D+(I:) and which induce the given initial data on I:. H the data 

and I: are C oo, then (V ,W) are Coo on D+(I:). 

From the recent work of Klainennan 23•28•31 Shatah 25 Sideris 29 Klainerman , ' , 

and Ponce, 27 and Christodoulou, 32 we know that nonlinear wave equations of the type 
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Eqs. (A9) have global solutions for small initial data. More precisely: 

GE for small initial data: Let L be any regular partial Cauchy surface and d be 

regular initial data for Eqs. (A9) on :E. If d is small, ie., if the Sobolev norm II d II of 

( V 0 , V 0 , W 0, W 0 } in some suitable Sobolev space21•39 Wk ·2(L) is sufficiently small, 

then the conclusions of GE above are true for Land d . 

Now, in order to prove GE for Eqs. (A9) for arbitrary Land arbitrary initial data, 

it is sufficient to prove the following reduced global existence result: 

RGE: Let arbitrary regular initial data d for Eqs. (A9) be posed on L = ( T = 0}, 

and let d be compact supported in an open ball S 0 c L in :E. [More precisely, 

S 0 = ((X; , 0) I (X; - Y; ) (X; - Y; ) < R 2 }, for some fixed (Y; , 0) in :I:= ( T = 0}, and 

R >0.] Then, solutions (V ,W) exist which are defined and satisfy Eqs. (A9) 

tluoughout the interior D+(s 0) of the null cone H+(s 0), and which coincide with the 

data d on :I:. These functions (V ,W) are unique, and they are coo in D+(S 0) if the ini

tial data d are C oo. 

For Eqs. (A9), ROE implies the more general GE because the characteristics are 

independent of the specific solution (V, W ): the characteristics of Eqs. (A9) are always 

fixed to be the null hypersurfaces of Minkowski spacetime. Thus, given an arbitrary 

partial Cauchy surface :I: and arbitrary data d on it, for any point qeD +(:I:) we can 

apply the construction described in Fig. 4(a), and introduce a (T =0} surface [with 

some suitable Lorentz coordinates (T, X , Y, Z )] in the vicinity of the compact region 

J - (q )(11:. This reduces the global existence problem for L to the problem of RGE, 

provided the data on :I: can be transferred onto ( T = 0} by means of LE. If this fails , 

then we iteratively apply the construction described in Fig. 4(a) to the points of 

( T = 0} [Fig. 4(b)], and we continue this iteration until the new smaller ( T = 0} sur

faces fall into that small neighborhood of :I: on which local existence is guaranteed by 
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LE. Tracing our steps backwards by means of ROE after this last step is achieved, we 

see that the data on !: can indeed be transferred to the first ( T = 0} surface depicted in 

Fig. 4(a). 

Remark 1: Once ROE and hence GE are proved as we will do below, then it fol-

lows that GE also holds when !: is a characteristic initial surface consisting of two 

intersecting null hypersurfaces. This is because for a characteristic !: and d we can 

apply the construction described in Fig. 5, and transfer the data d on !: onto a space-

like hypersurface !:' which lies in that neighborhood of !: where local existence is 

guaranteed by LE. Since global existence and uniqueness hold for !:' and d ', they 

consequently hold for!: and d (see Fig. 5). 

Remark 2: Here we will prove only the existence part of ROE; once existence is 

proved, global uniqueness follows from standard arguments as in Refs. 22 and 26. 

Proof of RGE for Eqs. ( A9 ): This proof uses three fundamental ingredients: 

(i) Conserved positive-definite energy form for Eqs. (A9) : One of the most intri

guing and special properties of Eqs. (A9) is that they can be derived from a simple 

Lagrangian: Introducing the Lagrange density 

1 2 1 L = -- cosh W ( V ,Jl V ) - - W .~L W , 
2 ,Jl 2 ,Jl 

(A13) 

where x~L::x0,x 1,x 2,x 3 ::T,X , Y,Z and Greek indices f.L,V,p, ... take the values 

0, 1, 2, 3, it is easily seen that the Euler-Lagrange equations 

(Al4) 

when applied to L of Eq. (Al3), yield precisely the nonlinear invariant wave equa

tions (A9a) and (A9b). Consequently, we can define a conserved stress-energy tensor 
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()L ()L 
T =n L---V ---W 

J.l.V- 'IJ.l.V ()V •J.l. ,V dW'J.l. ,V 
(Al5) 

which satisfies 

T~-tv -o ,v = . (Al6) 

When combined with Eq. (Al3), Eq. (Al5) gives 

T 1-lY = cosh2W V .1-l V ,v + W ,J.l. W ,v 

(A17) 

Therefore, the positive-definite energy form 

1 2 2 2 
TIT = - [cosh W ( V k V k + V T ) + W k W k + W T ] 2 t ' ' ' ' ' 

(Al8) 

has the conservation property: 

TrrT-TTkk=O . 
' ' 

(Al9) 

Consequently, when compact-supported initial data for (V ,W) are posed on the initial 

surface { T = const = 't} , the positive-definite conserved energy form Eq. (A18) satisfies 

(A20) 

for all 't > T . 
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(ii) Energy inequality for Eqs. (A9): If the initial-value problem for Eqs. (A9) is 

posed as in the satetement of ROE (see above), then, combined with the positive-

definiteness ofT IT , Eq. (A20) yields (consult Fig. 6 for a description of the relevant 

geometry) 

f ~ [ cosh2W (V,r 2 + V,k V ,k )+ W,r2 + W ,k W .k] d 3 X 
Sr 

~ f ~ [cosh2
W (V ,r 2 +V,k V,k )+W.r 2 +W,k W,k ]d3

X , 
So 

for all T > 0. [HereS 't denotes the compact set {T ='t}(ID\S 0) (Fig. 6).] 

(A21) 

(iii) Independence of the characteristics of Eqs. ( A9) from the solutions: As we 

have noted before, for any solution (V ,W) the characteristic surfaces of Eqs. (A9) are 

fixed to be the null hypersurfaces of Minkowsk.i spacetime; i .e., they are independent 

of the solution. 

Now, the proof of ROE follows from the following arguments: 

The conservation property Eq. (A20) of the energy form Eq. (Al8) implies that 

the W 1•2 Sobolev-norm of the initial data is conserved; hence the solution does not 

deteriorate in the L 2-sense. However, this fact by itself is not sufficient to prove 

ROE: the estimates for the "life-span" of solutions of nonlinear hyperbolic PDE in 

general depend on the norm of the data d in higher-order Sobolev spaces than W 1•
2

; 

e .g., they depend on the norm II d II in W k ·2(S 0) where k ::: 5 . [See Refs. 22, 23, 26, and 

27.] Nevertheless, the (standard) argument outlined in the following paragraph [which 

uses all three ingredients (i)-(iii) above] suffices to prove ROE: 

When the initial data posed on S 0 are analytic, it follows from the Cauchy

Kovalewski theorem18 that there exists a local analytic solution, determined by an 
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explicit, convergent power series. As is shown in Ref. 20, the fact (ill) above and the 

energy inequality (A21) imply that in fact this unique analytic solution exists globally 

throughout D +(S 0). Now, for smooth but nonanalytic initial data d, one approximates 

d by a series of analytic data dn; dn ~ d as n ~ oo. When combined with (ill), the 

energy inequality (A21) then shows that the corresponding global analytic solutions 

(Vn , Wn) in D\S 0) converge (in W1•2) to a smooth global solution (V ,W); these lim

its of Vn and Wn throughout D \S 0) constitute the unique global solution of Eqs. (A9) 

with initial data d. The most crucial step of this proof lies in showing the convergence 

of the series of analytic solutions (V n , W n ) throughout D \S 0); the energy inequality 

(A21) is essential for doing so. For the details, consult Ref. 20, Ref. 30, and Sec. VI.5 

of Ref. 21 . 

APPENDIX B: PROOF THAT THE SPATIAL-DERIVATIVE TERMS IN THE 

FIELD EQUATIONS FOR COLLIDING PLANE WAVES ARE ASYMPTOTI

CALLY NEGLIGIBLE NEAR a= 0 

In this appendix, we will prove that the (global) solutions V(a,~), W(a,~) of the 

field equations (2.32) have the same asymptotic behaviors near a= 0 as the solutions 

of the ordinary differential equations 

1 
V aa+ -V a+2V ~W ~ tanhW = 0, 

' (X. ' '"""' •""' 
(3.la) 

W aa+ _!_W a-V a2 sinhW coshW = 0 
, (X, , ' 

(3 .1b) 

which are obtained from Eqs. (2.32) by ignoring all tenns with ~-derivatives. As in 

Appendix A, we will find that working exclusively with the standard problem (2.32), 

(2.37), and (AI) is not terribly useful, and we will work instead with the equivalent 
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plane-synunetric [ = (S.Tl}-independent] Mink:owski-space initial-value problem given 

by Eqs. (A9}-(All). 

We begin by introducing the following differential operators Aa(i)[V ,W] and 

Ap(i)[V ,W] (i = 1,2), which are well-behaved throughout the Minkowski spacetime 

M ofEq. (A7) and which act on smooth functions (V ,W) defined on M: 

+ 2 [(Tdr +Xdx) V (Tdr +Xdx) W 

-(Xdr+Tdx)V (Xdr+Tdx)W]tanhW, (Bla) 

A13°>[v ,W] =- [V,yy + V .zz + 2 (V,y W ,y + V .z W .z) tanhW], (Blb) 

where dx'" denotes the differential operator i)fi)xf.l. Comparing Eqs. (Bl) and (B2) with 

Eqs. (A4) and using Eqs. (A8), it is easy to see that throughout the open wedge region 

A= ( IT I > I X I , T < 0) in Minkowski ~pace (where a.> 0), the differential operators 

Aa<i>[v ,W] and A 13U>[V ,W] satisfy 
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A13<
2)[V ,W] =- [W,I3I3+ W,1111 - (Vi+ V,11 

2) sinhW coshW] . (B3) 

It therefore becomes clear from Eqs. (A4) and (B3) that throughout the wedge A the 

invariant wave equations (A9) for V and W can be written in the form 

~ Aa(i)[V ,W] + A13(i)[V ,W] = 0 . 
a 

On the other hand, if we introduce the differential operators 

L (l) - 1 a [V ,W] = V aa +-V a+ 2 V a W a tanh W , . a . . . 

L (1) 
l3 [V , W] = - 2 V .l3 W .l3 tanh W - V .1313 , 

L (2) - 1 2 . a [V ,W] = W aa+ -W a- V a sinhW coshW, . a . . 

(B4) 

(B5a) 

(B5b) 

(B6a) 

(B6b) 

which are well-behaved throughout the open wedge A but which are singular (in fact 

undefined) outside it, then we can rewrite the field equations (2.32) in the form 

(B7) 

with the additional restriction that the solutions V and W must be plane symmetric, 

i .e. independent of (S.Tl). 

Now consider given plane-symmetric initial data {V0(oo)' W0(oo)} posed on the 

initial surface C of Eq. (All) (see also Fig. 3). (The rationale for our notation will 

become clear in a moment.) For any L > 0, we construct a new set of initial data on 

C by the relations 
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(B8a) 

where t<L> (u) is a family of smooth functions in Coo (R) satisfying (for each L > 0) 

for u > 4L 2 
- ' 

__!!__ f(L) (u) < 0 V u e R . 
du -

(B8b) 

In other words, the initial data { V 0 <L >, W 0 <L >) are obtained by smoothly cutting off the 

plane-symmetric initial data {V0(oo)' W0(oo)) at a distance 2L in the~ and 11 directions. 

[The existence of smooth functions f with the properties (B8b) is a well-known result 

in elementary analysis; see, e.g., Lemma 1.10 of Ref. 17.] By Appendix A, for each 

L > 0 there exists a global solution (v<L>, w<L)) of Eqs. (A9) [or equivalently of Eqs. 

(B4)] which is defined throughout the wedge A and which evolves from the initial 

data (B8) on C . We claim that for any finite L > 0, these solutions (v<L>, w<L>) are in 

fact smooth and well-behaved on and across the Cauchy horizon 

H+( C)= { IT I = IX I, T :s 0) = {a= 0} of C . To see this, consider the construction 

depicted in Fig. 7: This figure describes how we build a new initial surface II by (i) 

choosing an R > 0 with R > 2L, (ii) adjoining a smooth spacelike hypersurface L to 

the initial surface Cat the cylindrical cross-section C(l{~2 +112=R 2 ) through C, 

and finally (iii) discarding the portion of C that remains in the past of L (Fig. 7). 

[Note that the geometry described in Fig. 7 is fully symmetric in the ~ and 11 direc

tions; consequently, the three-dimensional picture of II with the ~ ( = Z) direction 

suppressed can be obtained by rotating Fig. 7 around the T axis.] On the new initial 

surface II, we pose new initial data d for (V ,W) by leaving the data as they are on C 

[i.e. (d on C)= {V0(L ), W 0<L>J ] and by putting d ::0 on L. Inspection of Fig. 7 

makes it clear that throughout the subset of the wedge A that corresponds to the dotted 
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region in Fig. 7, the global solution of the initial-value problem (ll, d) for Eqs. (A9) 

[or for Eqs. (B4)] is precisely equal to the solution (V(L>, w<L>). Moreover, it is also 

obvious from Fig. 7 that the domain of dependence of ll includes the horizon H+( C) 

as well as the region that lies beyond the horizon. Therefore, since by Appendix A the 

solution of the initial-value problem (ll,d) exists smoothly throughout D+(ll), we 

conclude that the solution (v<L>, w<L>) of the problem ( C, d<L>) is also smooth at and 

across the horizon H\ C). 

The following identities are now easily derived from Eqs. (B3), (B5), (B6), and 

(B8): 

lim v<L) = V(oo) 
' L-too 

lim W(L) = W(oo) . 
L-too 

L (i)[V(oo) w<oo)] = lim - 1- A (i)[v<L> w<L >] 
a ' 2a ' ' L-too (X. 

L f3(i)[V(oo) 'w<oo)] = lim AJ3(i)[v<L) 'w<L>]. 
L-too 

(B9) 

(BlOa) 

(BlOb) 

By Eq. (B4), the nonlinear wave equations (A9) satisfied by v<L> and w<L> can be 

written in the fonn 

(Bll) 

Since A13<i>[V ,W] are smooth differential operators well-behaved throughout Min

kowski spacetime, and since by the above paragraph v<L) and w<L ) are also well

behaved on and across the horizon H\ C)= {a.= 0}, Eq. (B 11) proves that 

asymptotically as a. ~ 0 . (B12) 

Moreover, it is clear from Eqs. (Bla), (B2a), and (B3) that the operators Aa(i)[V ,W] 
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are not multiples of a 2, i.e., they cannot be written in the form a 2 p(i>[v ,W] where 

p<i>[v ,W] are smooth operators throughout the Minkowski spacetime M. Therefore, 

it follows from Eqs. (Bll) and (Bl2) that the asymptotic behaviors of the solutions 

(vtL > wtL >) as a -7 0 are the same as those of the solutions (V tL > W (L >) of ' as ' as 

A (i)[V (L) W (L)] = 0 
a as ' as - · (Bl3) 

On the other hand, in the wedge region A where a> 0, we can rewrite Eq. (Bl3) 

(trivially) as 

_1_ A (i)[V (L) w (L)] = 0 
2 a as ' as - · a 

(B14) 

Taking the limit of Eq. (B14) as L -7 oo and using Eqs. (B9) and (B10), we obtain 

0 = lim - 1- A (i)[V (L} W (L)] = L (i}[V (oo) W (oo)] = 0 
- 2 ~"a as ' as a as ' as - · L-+oo a 

(B15) 

When compared with Eqs. (B5a) and (B6a), Eq. (B 15) proves our claim that the solu

tions (V(oo), w<oo>) of the field equations (2.32) have the same asymptotic behaviors 

near a= 0 as the solutions of the ordinary differential equations (3.1). 

APPENDIX C: SOME REMARKS ON THE FIELD EQUATIONS FOR COL

LIDING NONPARALLEL-POLARIZED PLANE WAVES 

In this appendix, we will describe some interesting equivalent formulations of 

the field equations (2.32) for arbitrarily-polarized colliding plane waves; we hope that 

some of these alternative forms might eventually prove useful in the search for a gen-

eral solution of Eqs. (2.32). 
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For the first reformulation, we introduce a 1-form eca,l3) by the relation 

(C1) 

Denoting the a, l3 components of e by ea and e 13, respectively (that is, putting 

e = ea d a+ el3 d 13 ), we can then express the field equations (2.32) purely in terms of 

e and the function W(a,l3): 

1 - c a e ) - ell 1\ = o , 
a a ,a '"'''"' 

(C2a) 

1 2 2 sinhW w + -w - w llll = ce -ell ) · 
,aa a ,a ''"''"' a '"' cosh3W , 

(C2b) 

where Eqs. (C2a) and (C2b) are to be solved subject to the auxilliary condition 

de= 2tanhW dW 1\ e . (C2c) 

Now consider the special case determined by the ansatz 

de::o, (C3) 

which is equivalent to dW 1\ dV = 0, and which is in turn equivalent to the existence of 

a functional relationship between V and W. The class of solutions that obey the condi

tion (CJ) includes all parallel-polarized (W :::0) solutions, as well as solutions (V ,W) 

that one obtains from parallel-polarized metrics (2.31) by effecting a constant linear 

transformation on the coordinates x and y , thereby introducing an artificial cross-

polarization component W. However, the special class (C3) is clearly larger than the 

class of these essentially parallel-polarized solutions. In any case, if by utilizing the 

condition (C3) we introduce a new function V (a,l3) that satisfies 
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(C4) 

then the field equations (C2) can be rewritten in terms of the two functions V and W 

in the form 

- 1 - -V aa +-V a- V RR = 0 , ' (l ' ,,..,...., 
(C5a) 

1 - 2 - 2 sinhW 
W aa + - W a- W 13(} = (V a - V (} ) ' 

' a ' ' · ' cosh3W 
(C5b) 

where Eqs. (C5a) and (C5b) must be solved subject to the auxilliary condition 

dV 1\dW::::O. (C5c) 

The solution of the linear equation (C5a) can be found explicitly in terms of initial 

data; see Sec. IT B of Ref. 6, especially Eqs. (6.2 .44a) and (6.2.60). In fact, it becomes 

clear from Eq. (C5a) that in this special case [Eq. (C3)] we can express the asymptotic 

structure-function E1(13) (Sec. IDA) explicitly in terms of the initial data for V (a.,l3): 

Combining Eqs. (3.3) and (3.4a) with Eq. (C4), and comparing Eq. (C5a) with Eqs. 

(6.2.44a), (6.3.7), and (6.3.13) of Ref. 6, we obtain 

1 [ l y, 1 1 1 - s+1 
E1(13) =-~ J[(1 +sf2 v (1,s)] s --A ds 

7t 1+1313 . s-.., 

1 [ l y2 

1 1 . y2 - r+l + - ...j J [ ( 1 + r) V (r ,1) ],. --A dr . 
7t 1-13 - 13 . r+.., 

(C6) 

Returning now to the general case (C2), we note that the field equation (C2a) for 

E> can be rewritten as 
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Equation (C7) implies that there exists a functionS (a.,J3) that satisfies 

and in tum, Eqs. (C8) can be expressed in the equivalent form 

1 
8::: -*dS, 

(X. 

(C7) 

(C8) 

(C9) 

where the Hodge-star17 operator"*" is defined with respect to the two-dimensional flat 

metric (- d a.2 + d J32 
). In tenns of the two functions S ( a.,J3) and W ( a.,J3), the field 

equations (2.32) [or equivalently Eqs. (C2)] can now be rewritten in the alternative 

fonn 

d ( _!_ *dS ) = 2 tanh W dW 1\ *dS , 
(X. (X. 

d (a. *dW) =- sinhW dS 1\ *dS , 
a.cosh3W 

with no auxilliary conditions. 

(ClOa) 

(ClOb) 

APPENDIX D: A MORE SOPIITSTICATED FORMULATION OF THE 

NOTION OF NONGENERICITY IN AN ARBITRARY BAIRE SPACE 

Recall the simple definition that we introduced in Sec. ill C of Ref. 6 to describe 

the nongenericity of a subset in an arbitrary Banach space. According to this 

definition, a subset is nongeneric if it is closed and has a dense complement, i.e., if it 

is a closed subset with empty interior. Although this notion of genericity is both intui

tively plausible and broad enough to describe the nongenericity of larger-than-
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Planck-size Killing-Cauchy horizons in colliding plane-wave spacetimes (Sec. ill B), 

it is too naive even to identify the set Q of rational numbers as a nongeneric subset 

within the real line R . Similarly, it fails to describe the nongenericity of the subset 

Uo>OH 0 of all horizon-producing initial data within the Banach space of all initial 

data for colliding plane waves (Sec. ill B). Clearly, a more sophisticated generaliza

tion of the above notion of nongenericity is needed to avoid these drawbacks; in this 

appendix we will describe such a generalization. Just as the above notion of generi-

city applies not only to a Banach space but more generally to arbitrary topological 

spaces, so also here we will formulate our generalization for a broad class of topologi

cal spaces called Baire spaces (see the definitions below). Any complete metric space 

(hence in particular any Banach space) is a Baire space; thus our notions would be 

applicable to most function spaces that arise naturally in mathematical physics. In the 

following, we will omit the full proofs of many of the standard results that we use; 

more detailed discussions on these results can be found in any textbook on general 

topology, e.g., in Ref. 45. 

We first review some of the basic definitions: A topological space X is called "of 

the first category" if X is the union of countably many closed subsets with empty inte-

riors; otherwise, X is called of the second category. These definitions apply to a subset 

SeX by regarding S as a topological space under the topology induced from X. [ 

Thus: Q eR is of the first category; { irrational numbers } eR is of the second 

category.] The space X is said to be a Baire space45 if every nonempty open subset of 

X is of the second category. It is not very difficult to prove45 that X is a Baire space if 

and only if for every countable collection of nonempty closed subsets {An eX} with 

empty interiors, U An eX is a subset with empty interior. (Thus: Q is not a Baire 
n=l 

space; R is a Baire space.) A fundamental result45 is that every complete metric space 
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is a Baire space. 

Our definition of "thin" subsets: Let B be a Baire space (or more specifically a 

complete metric space). A subsetS cB is called thin if and only if there exists a fam

ily of subsets (H ~ cB } with the following properties (here o > 0 ranges over all posi-

tive real numbers): 

(i) For each o > 0, H ~is a closed subset with empty interior in B. 

In particular, if S cB is a closed subset with empty interior then it is thin: just 

take H ~=S for all o > 0. Hence the notion of "thin" subsets generalizes the naive 

notion of nongenericity that we introduced in Ref. 6. In fact, this is an intuitively piau-

sible generalization: It follows from the properties (i)-(iii) that the thin subset S is 

essentially the "limit" as 0 -t 0 of the "nongeneric" subsets H ~; therefore, intuitively a 

thin subset is just the "limit" of a continuous family of subsets which are all nongen-

eric in the sense of Ref. 6. Some of the other properties that thin subsets have accord

ing to the above definition are described in the following paragraph. 

The first important property is the following alternative characterization: A sub

set S cB in a Baire space is thin if and only if there exists a countable family 

00 

(A, cB} of closed subsets of B, each with empty interior, such that S = u A, . [To 
rr=l 

prove the if part, given the countable family (A, } of closed subsets with empty interi-

oo [11~] 

ors satisfying u A, =S, put H ~= u A, , where [1/0] denotes the smallest integer 
rr=l n=l 

=:: 110. The family (H ~} satisfies property (i) since B is a Baire space; the other pro

perties (ii) and (iii) are satisfied by construction. To prove the only if part, given the 
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family {H 0 } satisfying properties (i)-(ili), put An =.H lin .] As a consequence, the 

subset Q of rationals is thin in R , whereas the subset of irrational numbers is not thin. 

Also, if S cB is thin and P cS is closed inS, then P is a thin subset in B. Notice 

that our notion of a thin subset is essentially different from the notion of a subset of 

the first category: A thin subset is not necessarily of the first category (any closed sub

set with empty interior in a complete metric space is thin but not of the first category), 

and conversely a subset of the first category is not necessarily thin (the subsetS cR 2 

given by 

S = { (x ,y) e R 2 I 0 < x < 1 , x is irrational , 0 ~ y ~ 1 , y is rational } 

is of the first category but not thin in R 2 ). Nevertheless, it follows from the above 

alternative characterization of thin subsets that just as the subsets of the first category 

of a Baire space have empty interiors, so also its thin subsets have empty interiors; in 

other words the complement of any thin subset is dense in B . 

Although it presents a more general alternative to our older, more naive concept 

of a nongeneric subset, the notion of a thin subset is nevertheless inappropriate as a 

concept of nongenericity. The reason is that subsets of a thin set are not necessarily 

thin unless they are closed (see above), whereas intuitively one expects that any subset 

of a nongeneric set should itself be nongeneric. To satisfy this requirement and at the 

same time to preserve the remaining plausible characteristics of "thinness," we there

fore adopt the following most straightforward derivative of the notion of a thin subset 

as our generalized concept of nongenericity: 

Our notion of nongeneric subsets: A subset P cB of a Baire space B is called 

non generic if and only if P is contained in a thin subset of B . 
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It becomes obvious that any subset of a nongeneric subset is itself nongeneric. It 

also follows that although a nongeneric subset is not necessarily of the first category, 

any subset of the first category in a Baire space is nongeneric. 

APPENDIX E: PROOF OF THE LEMMA THAT FUTURE NULL CONES IN 

A NONDEGENERATE KASNER SPACETIME START TO RECONVERGE 

In this appendix we will prove the following result which is used in the proof of 

Theorem 2 in Sec. IV B: 

Lemma 3: In a nondegenerate Kasner spacetime [Eq. (3 .18)], the future null cone 

i\q) of any point q starts to reconverge near the singularity {t=O), i.e., on each 

future-directed null geodesic from q the convergence e (Sec. 4.2 of Ref. 14) of the 

null generators of i\q) becomes negative near t=O. 

Consider a general nondegenerate Kasner spacetime with the metric (3.18): 

(E1) 

where a , b are positive constants having the dimensions of (length)2
, c , d are dimen

sionless positive constants, t, ~ are dimensionless coordinates, and the exponents 

Pk, k=1,2,3 satisfy the Kasner relations 

2 2 2 
P1+P2+p3=P1 +p2 +p 3 =1 . (E2) 

It follows from Eqs. (E2) that if the metric (El) is nondegenerate [i.e., if all exponents 

Pk are different from 0 (or equivalently if all exponents are different from 1)], then 

precisely two exponents are strictly positive and precisely one is strictly negative. 

Thus we will assume, without loss of generality, that 
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1 > P 1 ~ P2 > 0' (E3) 

[In fact Eqs. (E2) imply that p 3 >- (--/5 -1)/2 in this case, but we will not use this 

sharper inequality below.] Consider now an arbitrary point q in the Kasner spacetime 

(E 1) with coordinates t 0, x 0 , y 0, 130 , t 0 > 0. We will explore the behavior of the future 

null cone j\q) of this point q; in particular, we are interested in evaluating the 

asymptotic behavior (as t ~0) of the convergence e for the null geodesics which gen

erate j+(q ). Let the integrals of motion g (y. ,dldx ), g (y. ,dldy ), and g (y. ,dldj3) 

(associated with the Killing vector fields ()f()x, ()f()y, and CJ/CJI3) along a future-directed 

null geodesic y from q be denoted by 

g(y. ,dldx)=Cx , g(y. ,dldy)=Cy , g(y. ,CJ/CJj3) :: C 13 • (E4) 

Then, a short computation shows that as functions of the time coordinate t, t ~ t 0 , (i) 

the coordinates x (t ), y (t ), and j3(t) of any point q (t) along the null geodesic y are 

given by 

to 

J 
Cx 

x(t)=xo+ 
2 c s PI 

t 

to 

13(t) = 13o + J C 13 
b 2p3 

t s 

..rc; d 

[ 

c2 c2 c2 ] vz s' p X y 
---'2-+ 2 + 2 
b s P3 c s PI d s P 2 

(E5a) 

..rc; d 

[ 

c 2 c2 c2 ] v, s, p X y 
---'2- + 2 + 2 
b s Pl c s pI d s Pl 

(E5b) 

(E5c) 
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and (ii) the tangent vector Y• (t) to the null geodesic y is given by 

[Note that dldt is a past-directed timelike vector.] 

In the following, we will assume for simplicity that p 1 > p 2 [cf. Eqs. (E3)]. Mter 

trivial modifications, all argwnents below are also valid for the case p 1 =p 2 . 

Consider a null geodesic generator of j\q) along which ex :;t: 0 . It follows from 

Eq. (E6) that asymptotically as t ~o 

(E7) 

along such a generator. Now recall that given any null hypersurface Slike j\q ), the 

tangent vectors Y• (t) of the null geodesic generators of S define a null, geodesic vee-

--+ 
tor field on S. If this vector field on Sis extended to any vector field V which is null 

(but not necessarily geodesic outside S) on a neighborhood of S, then the divergence 

--+ --+ " 
of V restricted to S, (V V) I s , is equal to the convergence 9 of S 's null generators; 

--+ --+ " 
i.e., the quantity (V·V) Is is independent of the null extension V and equals 9. [For a 

proof of this well-known fact see Sec. 4.2 of Ref. 14.] Thus, consider the null, geo

desic vector field Y• on j+(q ) defined by those generators of j+(q) which lie in the 

vicinity of our generator with ex :;t: 0; all these neighboring generators similarly have 

ex :;t: 0. Applying the general fonnula (valid in a coordinate basis) 

--+ 1 _,-
v . v = -- (-v- g y~t) _,- .~ 

"V-g 
(E8) 
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---+ 
to any null extension V of this field 'Y• , we find that Eq. (E7) implies, asymptotically 

as t~O 

(E9) 

along our generator, provided ex .x is finite as t ~0. On the other hand, it is obvious 
---+ 

that in the vicinity of any generator with ex :t 0 we can find a null extension V of 'Y• 

which satisfies ex ,x = 0. [To see this, observe that the vector field d/()x intersects 

j\q) transversally in the vicinity of such a generator. Also, although one might worry 

about the terms of the form ey ,y I t
2
P

2 and e ~.~I t 2
P

3 in V'· V(t) which are not included 

in Eq. (E9), it similarly follows that whenever e Y :t 0 and e 13 :t 0 one can find an 

extension with ey ,y = e 13,13 = 0 and thus make these terms identically zero. On the 

other hand, a straightforward application of the arguments we present below shows 

that along the generators on which ey = 0 or e ~ = 0 the quantities e y ,y (t) and e ~ .~(t) 

remain finite as t ~0.] l11erefore, it follows from Eq. (E9) that: 

Along any generator of j+(q) with ex :t 0 the convergence e diverges to - oo as 

t~O. 

Now consider a generator of j\q) along which ex =0 but Cy :tO. It is easy to 

see that on such a generator we have, instead of Eq. (E9), 

(ElO) 

Now, by using Eq. (E5a), we can actually compute the asymptotic behavior of the 

quantity eX ,x (t) along this generator on which ex = 0 and e y :t 0. Differentiating both 

sides of Eq. (E5a) with respect to x and putting ex = 0, we obtain 
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(Ell) 

The asymptotic (t ~0) limit of Eq. (Ell) is easily computed; it gives 

(El2) 

After evaluating the integral in Eq. (El2) and combining the result with Eq. (ElO), we 

reach the following final conclusions: (i) When p 2 - 2p 1 + 1 < 0, 

1 (El3a) 

and 

(E13b) 

(ii) Whenp 2 -2p 1 + 1 > 0, 

1 (E14a) 

and 

(El4b) 

(iii) Whenp 2 -2p 1 + 1 =0, 
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1 (E15a) 
ln (toft) 

and 

e<t) - _I e_y_l [ 1 - _< 1_-_P_2_) l 
...f;;j t2plln(toft) t2Pl 

(El5b) 

Consequently, our overall conclusion is: 

Along any generator of j\q) with eX = 0 and ey '# 0 the convergence e diverges 

to -oo as t~O. 

For a generator of j+(q) along which ex= ey = 0 but ell'# 0, we have 

(E16) 

The quantities ex .x and ey ,y of Eq. (El6) can be computed along this generator in 

exactly the same way as before, i.e., by differentiating Eqs. (E5a) and (E5b) with 

respect to x andy, respectively, and then putting ex =ey =0. Evaluating the asymp-

totic fonns of the resulting integrals and proceeding in precisely the same manner as 

we did in Eqs. (E11)-(E15), we obtain the conclusion that: 

"+ " Along any generator of J (q) with ex = e Y = 0 and ell'# 0 the convergence e 

diverges to- oo as t ~0. 

Combined with the two previous conclusions, this last result completes the proof 

of Lemma 3. 
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FIGURE CAPTIONS FOR CHAPTER 7 

FIG. 1. The two-dimensional geometry of the characteristic initial-value problem for 

colliding plane waves. The null surfaces { u =0} and { v =0} are the past wave fronts of 

the incoming plane waves 1 and 2. Initial data corresponding to waves 1 and 2 are 

posed, respectively, on the upper portions of the surfaces { v =0} and { u =0} that are 

adjacent to the interaction region I. The geometry in region IV is flat, and the 

geometry in regions II and ill is given by the metric describing the incoming waves 1 

and 2, respectively. The geometry of the interaction region I is uniquely detennined 

by the solution of the above initial-value problem. The directions in which the various 

lines of constant coordinates u , v , a., J3, r , and s run are also indicated, along with 

the descriptions of the initial null surfaces in these different coordinate systems. 

FIG. 2. The geometry of the initial-value problem described by Eqs. (2.32), (2.37), 

and (A1). The problem is posed in the ordinary Euclidean space R 2 determined by the 

coordinates (a.,J3). The characteristic initial surface N is given by 

N:: {r=1,-1<s ~1}u{s=1 , -1<r ~1}, where r::a.-J3 and s::a.+f3. The 

domain of dependence D+(N) is given by D+(N) = {a.- J3 ~ 1, a.+ J3 ~ 1} (l {a.> 0}. 

FIG. 3. The two-dimensional geometry of the Minkowski-space initial-value problem 

(A9)-(All) with the Z andY directions suppressed. The characteristic initial surface 

C consists of the two null hypersurfaces 

{ (T2 -X2)y, -Z=1,T < 0, 0 < (T2-X2) ~ 1} and 

{ (T2 - X 2)y, + Z = 1, T < 0, 0 < (T2 - X 2) ~ 1 } which intersect at the spacelike two

surface Z ; in fact C is generated by null geodesics that are orthogonal to this space

like two-surface Z:: {a.= (T2 -X2)y, = 1, f3=Z =0} inside the Minkowski wedge, i.e. , 
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by those null generators of j\Z) that have their past endpoints on Z. The domain of 

dependence of the initial surface C is D \C) = { I T I > I X I , T < 0 } n 1\ C), and 

the horizon { IT I = I X I , T ~ 0) = {a= 0} of the Mink:owski wedge is the future Cau

chy horizon H+( C) of C . The region 1-(q )(I C becomes unboundedly large in the s 
direction as any arbitrary point q of the wedge approaches the horizon. As a result, 

when the initial data posed on C have a plane-symmetric [(S.T\)-independent] struc

ture, the data "seen" by any field point q become infinitely extended in the s direction 

as q approaches the horizon { a=O} . This effect in the fonnalism (A9)-(All) is the 

geometric counterpart of the focusing effect caused by the singular 1/a. tenns in Eqs. 

(2.32). 

FIG. 4. (a): If reduced global existence (RGE) holds for Eqs. (A9), then this suffices 

to prove general global existence (GE) (see the precise formulations given in the text): 

Given an arbitrary partial Cauchy surface I: and arbitrary data d on it, for any point 

q e D +(I:) we can introduce a { T = 0} surface [with some suitable Lorentz coordinates 

(T, X, Y, Z )] in the vicinity of the compact region 1-(q )(JI:. This reduces the global 

existence problem for I: to the problem of RGE, provided the data on I: can be 

transferred onto {T =0} by means of local existence (LE). (b): If this fails, then we 

iteratively apply the construction described in (a) to the points of { T = 0}, and we con

tinue this iteration until the new smaller { T = 0) surfaces fall into that small neighbor

hood of I: on which local existence is guaranteed by LE. Tracing our steps backwards 

by means of RGE after tlus last step is achieved, we see that the data on I: can indeed 

be transferred to the first { T = 0} surface depicted in (a). 
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FIG. 5. If global existence for Eqs. (A9) is proved for spacelike initial surfaces, then 

it also holds when I: is a characteristic initial surface consisting of two null hypersur

faces that intersect transversally: Given a characteristic surface I: and data d posed on 

it, there is a neighborhood (dotted region) of I: where local existence is guaranteed (by 

LE; see text). We can find a spacelike initial surface I:' that lies entirely in this neigh

borhood, and thereby transfer the data d posed on I: onto new data d' posed on I:'. If 

global existence and uniqueness hold for I:' and d ', then they also hold for I: and d . 

FIG. 6. The geometry of the energy inequality (A21). Initial data d are posed on 

{ T=O) and are compact supported in the open ball S 0. The domain of dependence 

D \S 0) of S 0 is the interior of the null cone H+(S 0), and S 't denotes the compact set 

{T ='t)(ID\S0). 

FIG. 7 . Geometry of the initial-value problem for Eqs . (A9) where the initial data 

given by Eqs. (B8) are posed on the characteristic surface C (see Fig. 3). The initial 

data {V0<L>, W0(L)) [Eqs. (B8)] are obtained by smoothly cutting off the plane

symmetric initial data {V0<"">, W 0("") ) at a distance 2L in the sand 11 directions. To 

prove that the solution (V(L ), w <L>) that evolves from these data is smooth across the 

horizon H\ C), a new initial surface II is constructed by (i) choosing an R > 0 with 

R > 2 L, (ii) adjoining a smooth spacelike hypersurface I: to the initial surface C at 

the cylindrical cross-section Cn{s2 +112 =R 2
) through C, and finally (iii) discard

ing the portion of C that remains in the past of I:. On the new initial surface II, new 

initial data d for (V ,W) are posed by leaving the data as they are on C [i.e. 

{ d on C) = { V 0 <L >, W 0 <L >) ] and by putting d = 0 on I:. Throughout the subset of the 

Minkowski wedge that corresponds to the dotted region, the global solution of the 
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initial-value problem (II, d) for Eqs. (A9) [or for Eqs. (B4)] is precisely equal to the 

solution cv<L>, w<L>). Moreover, the domain of dependence of II includes the horizon 

H\ C). Since by Appendix A the solution of the initial-value problem (II, d) exists 

smoothly throughout D +(II), we conclude that the solution (V(L), w<L )) of the prob

lem ( C , d<L >) is also smooth at and across the horizon H+( C). 
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