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Abstract

We report measurements of the proton form factors, G%, and G%,, extracted
from elastic electron scattering in the range 1 < Q% < 3 (GeV/c)? with uncertainties
of <15% in G% and <3% in G%;. The results for G¥% are somewhat larger than
indicated by most theoretical parameterizations. The ratio of Pauli and Dirac form
factors, Q*(F¥/FF), is lower in value and demonstrates less Q% dependence than
these parameterizations have indicated. Comparisons are made to theoretical models,
including those based on perturbative QCD, vector-meson dominance, QCD sum
rules, and diquark constituents to the proton. A global extraction of the form factors,

including previous elastic scattering measurements, is also presented.
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Chapter 1
Introduction

One of the fundamental problems addressed by nuclear and particle physics over
the past 30 years is the underlying structure of the proton. It has been studied
using both lepton and hadron probes of increasingly higher energy, leading to the
quark/parton picture in force today. Elastic electron-proton scattering probes these
constituents in a process which leaves them bound after the collision. The cross
section for this process is described in terms of two functions, called the electric and
magnetic form factors, G% and G%,. At low momentum transfers, G%, is related to the
Fourier transform of the proton charge distribution, while G, contains information
about its magnetic moment distribution. At large momentum transfers, the form
factors give important information about the quark structure within nucleons, and
therefore about the nature of the strong force at moderate inter-quark separation. It

is this quality of the strong force which will be studied here.

1.1 Overview of Elastic Scattering

The Feynman diagram for elastic electromagnetic scattering of an electron from
a spin—% particle (proton) is shown to lowest order in cem in Figure 1.1. The electron
and proton, with initial four-momenta p and P, respectively, exchange a single photon
of momentum q. The final state consists of the electron and proton with momenta

p' and P’, respectively. The requirements of momentum conservation at each vertex
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and initial and final states that are on mass-shell for both the electron and proton

give the constraints:

Qu = Pu — P, P =P, 40 (1.1)
PuP* =p,p* =m

PyPf = PP = M2 (1.3)

Figure 1.1 — Feynman diagram of elastic scattering of an electron
from a proton in the single photon exchange approximation.

In the laboratory frame the electron has initial energy Fy, final energy E’, and

scattering angle @; and the proton is initially at rest. If the mass of the electron is



g

ignored (Ey > me, E'sin @ > m,), the four momenta can be written:

Ey E’
{0 r_ 0
Pu=1 o Pu=1 E'sing
E, E'cosd
M, My + v
0
Pu=1 o Po=| _pumo (14)
0 Ey — E'cos@

where v = Ey — E' and the initial electron direction has been chosen along the z-axis
with the final electron momentum in the y-z plane. The four momentum transfer

squared, defined by Q? = —q? = q.q, is:

Q? = 4EyE' sin(0/2) (1.5)

and is completely determined by the electron kinematics. The constraint that the
final hadronic state contains only a single proton, W? = P PF = Mg , leads to the
equation:

Q* _
. Mo =1 (1.6)

il

This equation is again only a function of the electron kinematics and provides a
relationship between the initial and final electron energy and scattering angle that is
necessary in order to guarantee that a single proton, and nothing else, exists in the

final hadronic state.
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1.2 Derivation of Elastic Cross Section

The electron current is given by [1,2] :
7 = —ed(p" )79 (p) (1.7)

where ¥(p) is the wave function of an electron with four momentum p. The proton

current can be written as:

J* = —eU(P") [FP(QY)" + o FE(@)io"a | ¥(P) (1.8)
where the proton anomalous magnetic moment is kp = pp — 1 = 1.79. Terms in
the proton current that contain 4° are ruled out due to parity conservation, and a
linear term in ¢* is ruled out by current conservation. The only invariant involved in
the problem is Q2, so Flp and F} have been introduced as arbitrary functions of Q?
only. These are called the Pauli and Dirac form factors, respectively, and they contain
the information about the internal structure of the proton. The helicity-conserving
scattering amplitude is described by F7, while F} describes the helicity-flip amplitude.

They have been normalized at Q% = 0 to:

FP(0) = FE(0) =1 (1.9)

The differential cross section can be written [2] as:

1
do = |M|?

1 (2r)*é*(p, + P'* —p—P)
4((p-P)2 - m2M3)

d3pr d3Pl
27 )32E! (27)32( M, + v)

(1.10)

T
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where the scattering amplitude M is related to the electron and proton currents [2]

by:

Ty; = —z'/j,, (—qiz)ﬂd‘*z

= —i(2n)*6*(p' + P —p—-P)M (1.11)

The differential cross section can be written in terms of the form factors, after inte-

grating out the é-functions that impose momentum conservation, as:

il o E' (2, &9 0\
dQdE' ~4E? sin4(9/2)E—g[(F Yy g 2) cos"(9/2)
Q? g , Q2
+ 0T (F1+ ko) sin?(8/2)]6(Eo — E' — Q_Mp) (1.12)

where the cross section has been averaged over initial spins and summed over final
spins; i.e. an unpolarized beam and target have been assumed. (Note: the terms F}
and F?, etc., will be used interchangeably in order to avoid cumbersome notation,
such as FT?). The §-function imposes the constraint that z = 1. Thus at fixed Eq

and @ the elastic cross section is a §-function in £’ and occurs at a value E' = E!, =
l

Ey — Q2/2Mp.

The Sach’s form factors, Gf, and G%,, are defined in terms of F} and F} by:

G%(Q%) = FR(Q?) — mpr FE(Q?) (1.13)

G5(Q) = FP(Q?) + rpFE(QY) (1.14)
_ @

by (1.15)

Note the normalizations of G, (0)=p, and G%(0)=1. These are referred to as the

electric and magnetic form factors, respectively, because in the non-relativistic limit
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they can be related 2] to the Fourier transforms of the charge and magnetic moment
distribution of the proton. If equation 1.12 is integrated over E’, the elastic cross

section is:

gar (b E' (Gp+1GY g i
d B (-a’ﬁ)mott-E_g( 147 L 2“-G'IW tan (9/2)) (1.16)
do E' 1 5 . T
- (dQ mottfgl-f—‘r(GE-'-EGM) (117)
(ﬁ) = 2o (0R) 1.18
A0/ mott — 4E}sin*(8/2) (1.18)

1
where & = (1+2(1+7) tan?(8/2)) is the longitudinal polarization of the virtual photon

1.3 Experimental Goals

There are two properties about the previous equation that should be noted. The
first is the existence of the kinematic variable r that multiplies G?M relative to GzE.
When 7 <« 1 (small Q?), the cross section is dominated by G%, but for 7 > 1,
G’]’k{ dominates. This Q? dependence is related to the fact that the magnetic force
(~ 1/r%) dominates at short distances relative to the electric force (~ 1/r2). Since
it is the large Q? regime that is of interest here, G% is relatively more difficult to

extract from the cross sections than G’ﬁ{.

The second thing of interest is the existence of the tan?(#/2) term that multiplies
wa but does not multiply G2E. If several measurements of the elastic cross section
are performed at fixed @2 but different 6, it is possible to extract both G%(Q?) and

GL(QZ); this is called a Rosenbluth separation.

Since G% is only a small contribution to the cross section at large Q?, uncertain-
ties in the measured cross sections are magnified into larger fractional uncertainties
in G%. In order to limit the uncertainties in G?., the following goals are the most

important to achieve:
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¢ Maximizing the range in 8 of the cross section measurements at each value of

fixed Q2.
e Limiting the statistical uncertainties in do/dQ.
e Limiting random systematic fluctuations in deo/df2.

e Limiting the systematic uncertainties correlated with # at fixed Q2. This means
limiting any systematic uncertainties correlated with Fy, E’, 8, beam current, cross
section magnitudes, time, etc., since all of these quantities change when 8 is changed

at a fixed value of Q2.

It was this last point that was the most important in this experiment. Previous
measurements [3,4] of Gi—; in this Q2 regime were frequently dominated by systematic
uncertainties. These were usually due to uncertainties in normalization between data
taken at different laboratories, or normalizations between different small and large
angle spectrometers. Improvements made to the Stanford Linear Accelator Center
(SLAC) beamline and detectors in End Station A, in order to perform a Rosenbluth
separation of deep inelastic scattering cross sections [5-7], made it possible to
substantially reduce the systematic uncertainties in the elastic cross sections mea-
surements. These improvements included precise measurements of the incident beam
energy and angle and an understanding of the spectrometer acceptance over a wide
range of E’'. A single spectrometer was rotated around the target pivot to measure
cross sections at a wide variety of angles, including intermediate angles as a check on
systematic effects. The deep inelastic scattering experiment [5] which was scheduled
to be performed in End Station A required that elastic scattering data be taken to
calibrate the incident beam energy (Eg = E' + Q%/2Mp at the elastic peak) as an
additional technique to reduce systematic uncertainties. This is the data presented

here. With a relatively small investment of time (the data presented here represents



e
~ 5 days of beam time), substantial improvements over previous elastic scattering
measurements were possible, along with precise calibrations of the experimental ap-

paratus.



Chapter 2
Experimental Apparatus and Data Acquisition

2.1 Upstream Beam System

Electron pulses from both the Main Injector and the Nuclear Physics Injector
(NPI) at SLAC [8] were used in this experiment. The Main Injector is located at the
beginning of the beamline approximately 2 miles from the experimental hall, utilizing
all 30 “sectors” of the linac to deliver the maximum electron energy. Energies of
between 1-21 GeV can be achieved with peak currents < 40 mA. At the lower energies
(< 6 GeV), the peak current is reduced due to the effects of beam breakup along the
accelerator line. The NPI [9] was installed to provide high current beams at these
lower energies and is located 6 sectors from the linac exit. It can provide beams of
~ 40 mA peak current with energies between 0.65 and 4.5 GeV, and was therefore
used at beam energies < 4.25 GeV. The Main Injector was used at the higher energies.
Beam pulses were typically 1.6 us in width and were operated at between 60-90 pulses

per second (PPS).

The beam was directed into the “A-line” (Figure 2.1) for delivery to the experi-
mental hall, End Station A (ESA), by the beam operators at SLAC’s Main Control
Center (MCC). The energy of the beam was defined in the “A-bend”; a set of eight
identical dipole magnets that bent the beam in a horizontal plane (B10-B17). A set
of slits (SL10 & SL11) then allowed only those electrons within the proper energy
range to pass. By changing the width between the slits, the energy spread of the

beam, which ranged from 0.1%-0.3% full width in this experiment, could be altered.



~10-
An additional identical dipole magnet, in series with the others, was maintained at
MCC separate from the beamline. A rotating flip-coil was located at the nominal
beam position inside this magnet and continuously monitored the field strength. The
beam energy at the center of the A-bend slits was calculated and checked every few
seconds, and its value was recorded on magnetic tape every few minutes. Additional
quadrupole magnets were located in the A-bend and were used to minimize the beam

spot size and divergence at the target position in ESA.

A-Bend pox

A
[
5

3

c1 Q2 B14 - B17 I I,,
- Q10 B10 - B13 1) L Ao A2
S sees PP 3 [ c12 12" Cavity
- PPN
CO PMI - PMS ds° ar 10 SL11
Q14
C  Collimator SL Sk [
PM Pulsed magnet A Steering magnet 0 25 50 Meters
Q Quadrupole RS Roler screen
B  Bending magnet

Figure 2.1 — Diagram of the A-line system used to transport the
beam to ESA. The scale on the right is only approximate.

It was the responsibility of the experimenters to perform the final steering of
the beam to the target. This was accomplished by sending the beam through two

sets of vertical and horizontal bending dipole steering magnets (A10-A13) after it left
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the A-bend. The first set of magnets was located ~ 99 m upstream of the target;
the second set was located =~ 53.5 m upstream. A set of two resonant microwave
cavities were located immediately following the second set of magnets to measure
the horizontal and vertical beam position. Two secondary emission wire arrays were
located in the beam path ~ 1 m upstream of the target. One wire array had its
wires oriented in the vertical direction, the other in the horizontal. The wires were
made of pure aluminum 0.13 mm in diameter and were spaced 0.4 mm apart. ‘An LSI
minicomputer continuously monitored the beam position at the cavity monitors and
wire arrays throughout the experiment. This computer also controlled the current to a
set of smaller auxillary coils (trim coils) around the steering magnets and maintained
the beam along the nominal beam axis continuously throughout the data taking. The
beam steering system was calibrated after every energy change so the computer could
properly adjust the current in the trim coils. Two zinc-sulfide (ZnS) roller screens,
separated by ~ 10 m, were located upstream of the target in ESA and could be rotated
into the beamline at low beam pulse rates between data runs. The beam position
could be observed on these roller screens by the experimenters through remote TV
cameras. A ZnS target could also be inserted at the target position to allow the
beam position to be observed. Thus the experimenters could confirm that the beam

transport system was operating properly.

The total amount of incident charge in the beam was measured with a set of two
identical ferromagnetic toroidal charge monitors placed around the beamline ~ 10
m upstream of the target. When a pulse of electrons passed through the toroids, a
time varying magnetic field was produced inside the ferromagnetic core. A wire was
wrapped several times around the core and connected to an RC-circuit. A current
was induced in this wire by the magnetic flux in the toroid and a damped resonant

signal was created in this effective RLC-circuit with an amplitude proportional to the
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total charge in the beam pulse. The RLC time constant was large compared to the
width of a beam pulse. The output of the RC circuit was connected to a preamp
located in a shielded box along the beamline ~ 0.5 m from the toroid to minimize

noise in the system.

The output signal from the preamp was carried from ESA to Counting House A
(CHA) where the electronics, experimenters, and computers for this experiment were
located. There the signal passed through another set of amplifiers and the amplitude
was measured by two different electronic circuits (see Figure 2.2). To allow for the
wide range of beam currents measured, the gain of the amplifiers was altered over a
range from 1-100. The first and original circuit measured the value of the signal after
a time delay from the start of the beam pulse. This time delay was chosen to minimize
sensitivity to the width of the beam pulse. The second and more recently installed
circuit integrated the signal over the second half period. Before the experiment began,
the starting and stopping times of this integration were set to minimize the sensitivity

to the width of the beam pulse and drifts in the timing circuit.

The toroids were calibrated by sending a pulse of charge through a wire that
passed through the toroids (Figure 2.2). A capacitor, whose capacitance was measured
before the experiment to an accuracy of 0.1%, was charged to a nominal voltage with
a digital-to-analog converter (DAC) and was then discharged through the wire. An
additional attenuator circuit was located near the toroids and could be remotely set
to values of +1,+10, or <100, to allow for either large or small beam currents to
be simulated. The resulting signal of the toroids was measured and the relationship
between the incident charge and signal pulse height could be determined. A separate
calibration system was used for each toroid, but occasionally the calibrators were

temporarily switched so a cross calibration of the toroids could be performed. This
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Beam pulse
A
] {1 N
J ki
a G_T_ .| bac Calibrator Lsi
— P2l
Attenuator
Programmable
gain
ADC
Start Camac
sr_o{g I
Programmable
1 delay and width Interface
~
( —
gate
Pre-amp
Toroid
Strobe
% :;P}l\:].d ADC Accumulator
VAX
End Station A Counting House A

Figure 2.2 — The toroid circuit used to measure the incident
charge. Both calibration and readout circuits are shown. Two
independent, identical such systems were used in this experi-
ment.

system was used to monitor any changes in the toroid system caused by temperature
fluctuations, drifts in the amplifier gains, and shifts in the timing. Calibrations were
done between data runs, which was typically every few hours. The calibrations were
performed at gain and attenuator settings that roughly corresponded to the beam
currents being used at that time of the experiment. Additional calibration runs were
taken periodically at a variety of gains, DAC voltages, attenuator values, and output
gain amplifier settings. These measured the linearity of the output circuit and checked

for any changes in the calibration capacitors, DACs, or attenuators.

Beam quality was monitored with two plastic scintillators mounted with photo-

tubes in ESA. One scintillator was mounted along the beam pipe upstream from the
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target and was used to measure the “bad spill” caused by the beam halo. The second
scintillator was placed ~ 10 m from the target at a scattering angle of ~ 70° and
measured the time structure of the beam (“good spill”). An oscilloscope displayed
the anode signals which were monitored by MCC as diagnostic tools in tuning the
beam. Analog-to-Digial Converters were also used to measure the spill monitors and
were recorded on magnetic tape. Ideally the “bad spill” was kept near zero while
the “good spill” had a square wave structure 1.6 gs in width to minimize dead-time

effects and energy fluctuations.

2.2 Targets

A cylindrical liquid hydrogen target (LH2) 20 cm in length [10] and 5.08 cm
in diameter (Figure 2.3) with side walls, entrance, and exit windows made of 0.076
mm aluminum was used to scatter electrons for this experiment. An identical, empty
dummy cell (DUM) with an additional 1.16 mm of aluminum radiator added to
both the entrance and exit windows was used to measure endcap contributions to
the scattering. Additional aluminum was added to make the radiation length of the
empty cell roughly equal to that of the hydrogen cell, and to increase the scattering
rate from the empty cell. A detailed list of the target materials and dimensions is

presented in Appendix A.

Liquid hydrogen at 21°K and a pressure of 2 atm continuously flowed through
the LH2 target. Heat deposited by the beam was removed by circulating the hydrogen
through a heat exchanger with a liquid hydrogen bath. Contamination levels within
the hydrogen were measured by mass spectroscopy to be =~ 0.16% deuterium, < 0.37%
H20, and < 0.1% other contaminants (per molecule). A liquid nitrogen cold trap
filtered out any water from the gaseous hydrogen before it was liquefied and circulated

into the target circulation system. A 4 cm diameter aluminum tube 0.025 mm thick
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Figure 2.3 — The liquid hydrogen and dummy targets. Note the
flow of the liquid hydrogen. Additional radiators were placed
over the entrance and exit endcaps of the dummy cell.

was contained within the cell and was used as a flow guide. The hydrogen flowed
into the target inside this flow guide and exited between the flow guide and the outer
target wall. Circulation of the hydrogen was maintained by fan-like pumps at a flow
rate 2 1 m/s. During part of the experiment the flow direction of hydrogen through

the cell was accidentally reversed. The effects of this reversed flow are discussed in

detail in Appendix C.

Vapor pressure bulbs and platinum resistors were located at the entrance and
exit of the flow guides to measure the hydrogen temperature and pressure. The in-
going and outgoing hydrogen density was calculated from these measurements, and

was monitored every 10 sec.
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These targets, along with other deuterium and solid targets [11], were mounted
on a remotely controlled carousel that could be moved vertically and rotated in a
horizontal plane to place any desired target into the beam line. This assembly was
contained under vacuum within a scattering chamber that was an aluminum cylinder
with 2.54 cm thick walls, with entrance and exit windows as described below. An
additional stack of lead shielding ~ 20 cm thick surrounded the chamber in most

places to minimize the amount of radiation escaping the target area into the ESA.

The beam entered the scattering chamber through a 5-in circular aperture made
of 0.025 mm aluminum that isolated the chamber vacuum from the beamline vacuum.
An extended snout attached to the scattering chamber allowed for electrons scattering
at angles < 50° to exit the chamber through a thin 0.31 mm exit window. It also
allowed the beam to exit the scattering chamber far enough downstream so that no
electrons could scatter from the exit window into the spectrometer acceptance. The
entire scattering chamber was mounted on a ~ 8 ft diameter pivot area in ESA around
which the spectrometer rotated. The targets were located directly above the center

of the pivot along the beam line.

2.3 Spectrometer

After the electrons scattered from the target, they were detected in the 8 GeV
spectrometer [12,13] in the ESA (Figure 2.4). Electrons were focused and momentum
selected by a series of three quadrupole and two vertical-bend dipole magnets. Imme-
diately after the last quadrupole magnet was a lead-shielded hut in which the particle
detectors were located. The spectrometer could be rotated around the target pivot
on a circular track to allow only those electrons which had scattered at the desired

angle to reach the detectors.
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Figure 2.4 — The 8-GeV spectrometer.

The magnets of the spectrometer were tuned to focus particles with momentum
E' and final angle 8 to vertical and horizontal positions, respectively, in the detector
hut (Figure 2.5). Measurements of the position of the particle track at the two focal
planes, one plane for E’ (also referred to as P for momentum) and one for 6, could
be transformed, to first order, to a measurement of F’ and #. The slope of the track
through these focal planes also yielded a measurement of the out-of-plane angle, ¢,
and the horizontal position along the spectrometer entrance window, Xgpg, of the
particle trajectory at the target. The spectrometer had an acceptance of roughly
+4% in AP/Py, £8 mr in A8, +30 mr in A¢, and +12 cm in Xgpg. Central values

of 1 < E' <8 GeV and 11.5° < § < 48° were used in this experiment.
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Figure 2.5 — The (a) E’ and (b) @ focal properties of the 8-GeV
spectrometer. )

Optical properties of the spectrometer were previously measured [14,15] in 1967
using a dark current electron beam from the accelerator with the spectrometer set at
an angle of 0° with respect to the beam axis. Any changes in the optical properties
of the spectrometer over the range of momenta used needed to be well understood
to eliminate systematic errors correlated with E’. Wire orbit measurements [16,17]
were done from 0.5 < E' < 9 GeV to calibrate the central ray of the spectrometer
and to check for an E’-dependence to the transport coefficients. Results of the wire

orbit study are presented in the Appendix B (E' calibration) and in the section on

Acceptance in Chapter 3 (transport studies).
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2.4 Detectors

The detector package was designed to detect electrons with > 99% efficiency and
reject pions to one part in 10°. It was also required to measure both the position and
angle of the particle tracks to £2 mm and £1 mr, respectively, at the E' and 4 focal
planes. These constraints were achieved with three essential elements: a hydrogen-
filled threshold Cerenkov counter, a set of ten multiwire proportional chambers, and
a Pb-glass total absorption array (Figure 2.6). Three sets of plastic scintillators were
also included to add to the spatial segmentation of the detectors, to be used as fast

trigger elements, and to assist in pion identification and rejection.

L = Scintillators

—

Cerenkov Wire Chambaers Total Absorption Countar

Figure 2.6 — The particle detector elements located in the 8-GeV
spectrometer.
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2.4.1 Cerenkov Counter

The Cerenkov counter entrance window was located at the end of the last
quadrupole magnet of the spectrometer and was made as thin as possible to min-
imize the probability of pions causing “knock-on’s” — electrons above the Cerenkov
energy threshold that pions elastically scatter out of the aluminum window. The
entrance and exit windows were made from aluminum and were 0.41 mm thick. The
counter was 3.30 m long and was filled with hydrogen at atmospheric pressure with
an index of refraction of 1.000140 [18]. Threshold energies for electrons and pions
were 0.031 GeV and 8.4 GeV, respectively. Hydrogen gas was chosen to minimize
the probability of pions producing knock-on’s within the gas itself or creating scin-
tillation light that could mimic an electron Cerenkov signal. It also contributed very
little to the multiple scattering of the electrons and thus improved the resolution of

the momentum and angle measurements, especially at low E’.

Some of the Cerenkov radiation emitted by electrons appeared in the ultraviolet
spectrum. Emphasis was therefore placed on eliminating oxygen in the counter since
oxygen absorbs ultraviolet light. The Cerenkov counter was purged weekly by evac-
uating to < 5 mm Hg pressure, filling with nitrogen, evacuating again, and refilling
with hydrogen. Leaking of oxygen through the edges of the phototube face and the
rubber O-ring against which it rested was limited by over-pressurizing the Cerenkov

hood to 1.5 atm with nitrogen.

A curved mirror 53 by 90 cm in area was located 315 cm from the entrance
window and was used to focus the Cerenkov radiation onto the face of a RCA 8854
phototube located at the top of the counter. The mirror was aluminum with a 0.64
cm backing of lucite and was resurfaced with a layer of MgF2 to eliminate oxidation

on the surface. It was aligned within the counter with a laser to insure that the
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Cerenkov light was properly focused onto the phototube face. A wavelength shifter
was applied to the face of the phototube to increase its sensitivity to the ultraviolet.
The output pulse of the phototube was shortened to 20 ns by placing a 5 ns delay

clip line on the anode output that was terminated by a 6 db attenuator.

2.4.2 Wire Chambers

Following the Cerenkov counter were ten planes of multiwire proportional cham-
bers [19](Figure 2.7). The wires were made of 20 um gold-plated tungsten and were
spaced at 2 mm intervals. A “magic-gas” mixture of 65.75% argon, 30.00% isobutane
((CH3)2CHCH3), 4.00% dimethyl acetal formaldehyde (CH2(0CHj3)3), and 0.25% bro-
motrifluoromethane (CBrF3) continuously flowed through the chambers. The gas was
contained within the chambers by windows made of 0.0762 mm of mylar coated with
0.0762 mm of aluminum. The typical operating voltage of the two cathode planes
was 3.6 kV, with gaps between the anode wires and the planes of 4 mm in both
directions. The catode planes were made of 0.051 mm of mylar coated with 0.0075
mm of aluminum. The chambers had an active region 35 cm in height and 93 cm in

width, and spanned 1.81 m in the direction of the particle trajectory.

Chambers were numbered from one to ten sequentially along the direction of the
scattered electrons. Even numbered chambers had wires oriented along the horizontal
direction to measure the vertical track position. These were called “P-chambers” since
they were used to measure the particle momenta. There were a total of 176 wires in
each of these chambers. A vertical teflon support wire near the center of the chambers
suspended the wires to keep them from sagging. This wire caused a ~ 2 cm wide dead
region near the center of each P-chamber. Staggering of the support wires guaranteed
that no particle track could cross more than two of these dead areas. Chambers 1,

5 and 9 had the wires oriented at —30° from the vertical; chambers 3 and 7 were
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oriented at +30° (viewed along the particle trajectory). These chambers measured
the horizontal track position in addition to including redundancy, so that multiple
tracks could be identified and separated, and were called “T-chambers” (for theta).
They contained 480 wires with 2 mm spacing; however, the wires were electrically
tied together in pairs so effectively 240 wires with a 4 mm spacing were used. The
spectrometer E’ and 8 focal planes were contained within the chamber area, as shown

previously in Figure 2.6.

y

%),

RN

Figure 2.7 — The orientation of the wires in the wire chambers.
The support wires in the P-chambers are shown.
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2.4.3 Total Absorption Shower Counter

The Pb-glass total absorption counter is shown in Figure 2.8. It was segmented
both in the horizontal direction and along the particle trajectory. Electrons incident
on the Pb-glass have a high probability of emitting bremsstrahlung photons which
then convert into ete™ pairs. These pairs will create more hard photons that create
more pairs, resulting in an electromagnetic shower. Electrons and positrons will also
create Cerenkov radiation which is detected by the phototubes mounted on the Pb-
glass. Pions that enter the Pb-glass do not have a high probability of creating an
electromagnetic shower because of their high mass. Instead, the hadronic showers
they create will deposit only a portion of the pion’s energy in the counter, and it
will be deposited further towards the back of the counter, allowing for discrimination

between pions and electrons.

The first row of six F2-type Pb-glass blocks [20] were made of 45% SiO2, 45%
PbO, 6% K20, and 3% Naz0, and were used as a pre-radiator (PR) to start the
electromagnetic shower before the electrons entered the rest of the counter. These
blocks had a radiation length of 3.22 cm, a refractive index of 1.62, and were 32 cm
tall, 15.8 cm wide and 10.4 cm thick (=3.2 r.l.). Aluminum blocks supported them
4 cm off the mounting table so they were vertically centered with the other taller
Pb-glass blocks used in the other rows. The maximum particle trajectory angle in
the spectrometer was +2.5° from the central axis, so the PR row was rotated by 5°
around the vertical to eliminate the possibility of particles passing through the cracks
between the blocks. XP 2041 phototubes were placed at the top of the blocks to

detect Cerenkov radiation from the electromagnetic showers.

The next 4 rows of SF5-type Pb-glass [21] were 40 cm high, 14.6 cm wide, and
14.6 cm thick (=6.8 r.l.). The first three rows had 7 blocks, the last row had 6.
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Figure 2.8 — The Pb-glass total absorption counter. Two of the
rows of scintillators are also shown.

Each row was staggered relative to the next so that the cracks between the blocks
did not overlap. Phototubes were placed on the top of each block. Since the shower
maximum occurred near the first row of blocks, an additional phototube was placed
on the bottom of each of these blocks to maximize the shower detection efficiency
and resolution. The rows were labeled TA, TB, TC and TD, from front to back; the
top and bottom phototubes in the first row were called TAU and TAD, respectively.
Individual phototubes were numbecred 1-7 (or 1-6) from left to right when viewed
along the particle trajectory. Clip lines were also placed on these phototubes to limit
the signal pulses to 20 ns. The total thickness of the shower counter was 30.4 r.l. The
FWHM resolution of the Pb-glass array was found to be 18%/VE'.
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2.4.4 Plastic Scintillators

Plastic scintillators were used to detect all minimum ionizing particles. One
row of 6 vertical scintillators were located between wire chambers 7 and 8. Three
horizontal scintillators were located between the shower rows PR and TA. These
provided additional vertical segmentation to the detectors. A particle that created
a shower in the PR would also give a larger pulse height in these scintillators than
a single minimum ionizing particle would. This increased the detector’s electron
efficiency and pion rejection. A final set of three horizontal scintillators were located
behind TD. These scintillators would detect those pions or muons that transversed
the entire shower counter, while electrons would be totally absorbed in the counter.

The three sets of scintillators were labeled SF, SM and SR, respectively.

2.5 Electronics

2.5.1 Fast Electronics

Raw detector signals from the phototubes on the detectors were carried to the
electronics in the CHA ~ 100 m away by fast heliax cables (for trigger components)
or regular coaxial cables (for other components). Pulses from each of the wires in the
wire chambers were amplified, discriminated, and fed into a dual 450 ns delay flip-
flop circuit. This delayed signal could be latched into a bit register by a coincident
“fast-latch” signal ~ 75 ns from the event trigger to record the pattern of “hits” in
the wire chambers. Commercially available CAMAC and NIM modules were used
for the electronics in CHA. Attenuators were used to reduce by 50% the signals from
the shower counter rows PR, TAU, TAD and TB at E' > 4 GeV to keep the signals
from saturating the electronics at large momenta but still have reasonable resolution

at small momenta.
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A simplified schematic of the electronics is shown in Figure 2.9. The electronic
signals were divided using linear fan-out components. One output of the fan-outs
went to a set of Analog-to-Digital Converters (ADC'’s) to record pulse height infor-
mation. The other output was fed through discriminators to the trigger logic and
other electronic elements; the discriminator threshold settings are given in Table 2.1.
The outputs of the discriminators were 0.7 V pulses with widths of 20 ns. These
pulses were sent to scalers, fast latches, and as stop gates to Time-to-Digital Con-
verters (TDC’s). In addition, the raw signals of individual components in each “row”
of counters (SF1-6, PR1-6, TAD1-7, etc.) were linearly added together to form single
pulses for each row (SF, PR, TAD, etc.). These pulses went to ADC’s and discrim-
inators; then to scalers, latches, and TDC’s. The trigger components (C, SF, SM,

PR, TAD) were also sent to a fast trigger circuit to generate a trigger pulse.

{6
L

Figure 2.9 — A simplified diagram of the electronics used.
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Component Discriminator (mV)

C 40
SF 40
PR 60
SM 40
TAU 60
TAD 60
TB 30
TC 40
TD 40
SR 40

Table 2.1 — The discriminator threshold settings for the various
detector components.

2.5.2 Trigger

The trigger was designed to fulfill several different purposes. It was necessary
that it be more than 99.9% efficient for electrons over the entire range of momenta
measured, 1 < E' < 8 GeV. Deep inelastic data [11] that was taken in parallel with
this experiment was run with 7 /e backgrounds of up to 100:1; thus the trigger needed
to have a pion rejection of > 99% to keep the trigger rate from being dominated by
background pion events. Pion backgrounds were not significant for the elastic data
presented here, however. It was also of interest to have a limited measurement of the

detector response to pions so the detector performance could be better understood.

There were three basic components to the trigger. Electron High (EL-H) was
composed of a 3-out-of-4 (3/4) coincidence between C, PR, SM, and TAD. Each of
these components had a high efficiency for electrons at high momenta. Since none of

the components was absolutely required, this combination had a very high efficiency



_98—
for electrons. C, PR and TAD also had good rejection of pions, so pion backgrounds
did not significantly effect the trigger rate. However, at low momenta the electron
shower in the shower counter was sometimes contained within the PR row of lead
glass, and the EL-H trigger was effectively reduced to a 3/3 coincidence of C, PR
and SM, with a corresponding reduction in efficiency. Electron Low (EL-L), which
consisted of 2/3 of PR, SF and SM in coincidence with C, was instituted to give
increased efficiency at low momenta. The inclusion of SF instead of TAD increased
the electron efficiency to acceptable levels, and the absolute requirement of C made
the trigger insensitive to pions. A logical OR of these two triggers (EL-H and EL-L)

was formed to create the electron trigger (EL-20).

During the time of the trigger pulse (20 ns), the electronics were not able to
accept additional events. In order to measure the effect of this dead-time on the
trigger rate, additional pulses (EL-40, EL-60, and EL-80) were formed that were
identical to EL-20 except for a longer pulse width (40, 60, and 80 ns, respectively).
The ideal trigger rate for a pulse width of 0 ns could be deduced from an extrapolation
of the scaler rates of these pulses. A backup measurement of the electronics dead-

time was included by creating signals that were a 3/3 coincidence of PR, TAD, and

C (PTC-20, PTC-40, PTC-60, PTC-80).

Another component of the trigger was added to systematically measure the pion
background without a significant increase in the dead-time. A coincidence of SF and
SM was formed, referred to as PION, that was efficient for any minimum ionizing
particle passing through the detector package. This signal was then pre-scaled by a
factor of 28 (PION-PRE) and included in the trigger. Pre-scaling kept this component
from contributing significantly to the dead-time. These events were only used for

studying the detector response to pions.
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A random pulse generator signal (RANDOM) fired approximately every 10 sec

and was also included to monitor the pedestals of the electronics components. The
coincidence of any of the three trigger components (EL-20, PION-PRE, RANDOM)
with a beam gate generated a pre-trigger (PRE-TRIG). Limitations in the speed at
which the computer could log data on magnetic tapes made it necessary to limit the
trigger rate to once per beam pulse. PRE-TRIG therefore went through a circuit
which would allow the trigger (TRIG) to fire only once per beam pulse. The trigger
provided the gates for the ADC’s, generated start pulses for the TDC’s, reset the
latches, and interrupted the VAX computer to perform the event data logging. It

also generated a gate signal for reading out the wire chambers.

2.5.3 Data Acquisition System

The main computer for the data acquisition system was a VAX 11-780 computer.
This computer accumulated all the necessary hardware data and stored it on magnetic
tape. Information that needed to be monitored on a periodic basis, such as the
spectrometer magnets, high voltage power supplies, accumulated scaler and toroid
values, and the target positions were controlled through CAMAC interfaces. The
VAX could also correct any drifts in the spectrometer magnets or high voltage power
supplies. However, because of the high pulse rate (< 180 pps), other dedicated

computers were necessary for accumulating pulse-by-pulse information.

Information from the beam steering system and the new toroid accumulators
were read by an LSI-11 minicomputer. In addition, it corrected the beam steering,
cleared the toroid electronics, and controlled the toroid calibration system. The VAX
11-780 computer would periodically (~ 5-10 min) receive the accumulated information

from the LSI-11 and record it on magnetic tape.
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Whenever the electronics was triggered, a computer interrupt to a PDP-11 was
generated. This PDP-11 would read out all the ADC, TDC and latch information
from the electronics along with the wire chambers hits and record it in a buffer. The
PDP-11 was able to handle this information at a rate of 180 Hz, and the buffer was
large enough to store many event blocks at the same time. The VAX 11-780 could

then read out the information from this event buffer and store it on magnetic tape.

2.6 Run Plan

Extraction of the elastic form factors from the measured elastic cross sections
required that data be taken at different scattering angles with Q2 held fixed. Physical
blocking of the spectrometer by the downstream beam pipe limited the minimum
spectrometer angle to > 11.5°. Scattering angles > 48° were ruled out because the
spectrometer acceptance for events scattered from the ends of the target was reduced,
resulting in unacceptably large systematic corrections. In addition, the exit snout
attached to the scattering chamber only extended to =~ 50°. Final electron energies
were limited by the spectrometer magnets to be 1 < E' < 8 GeV/c. Changes in
the incident beam energy Ey would typically take 4-12 hours, while changes in the
spectrometer momentum and angle could typically occur in 5-20 minutes. It was
therefore desirable to minimize the number of changes in Ey. The incident and final

energy and scattering angle were constrained by the kinematics of elastic scattering

to have z = Q?/2Mpv = 1.

From these constraints, a run plan was developed (Table 2.2). The small values of
the cross sections for Q% > 3 (GeV/c)? made it impossible to gather enough statistics
without expending what was considered to be an unacceptably large amount of beam
time. A data point at Q% = 1 (GeV/c)? was included to provide a calibration point

with previous experiments and as a check of the systematic uncertainties. Additional
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elastic data with reduced statistics was taken at each incident energy used for the

inelastic data as a calibration of the incident energy. This data was taken at Q2 of 1,

2, 2.5, or 3 (GeV/c)? whenever possible and was included in this analysis.

-

Q* Ey E' 0 Peak I e  /pls Time
(GeV/c)? GeV GeV Deg mA hrs

1.000 1.600 1.067 45.000 4.35 0.10 0.62
1.000 2.400 1.867 27.326 1.30 0.10 0.62
1.000 3.250 2717 19.374 0.58 0.10 0.62
2.000 2.400 1.334 46.557 40.00 0.07 0.86
2.000 2.800 1.734 37.437 31.88 0.10 0.62
2.000 3.250 2.184 30.783 19.36 0.10 0.62
2.000 4.000 2.934 23.824 10.23 0.10 0.62
2.000 5.500 4.434 16.465 4.21 0.10 0.62
2.000 6.250 5.184 14.272 3.02 0.10 0.62
2.000 7.000 5.934 12.598 2.26 0.10 0.62
2.000 7.500 6.434 11.685 1.91 0.10 0.62
2.500 2.800 1.467 45.912 40.00 0.03 2.06
2.500 3.250 1.917 36.927 40.00 0.05 1.16
2.500 3.750 2.417 30.446 40.00 0.09 0.70
2.500 4.250 2.917 25.949 25.00 0.08 0.75
2.500 7.000 5.667 14.421 7.26 0.10 0.62
2.500 8.250 6.917 12.014 4.75 0.10 0.62
3.000 3.250 1.651 43.910 40.00 0.02 3.99
3.000 4.000 2.401 32.456 33.75 0.03 2.11
3.000 6.250 4.651 18.487 23.75 0.09 0.72
3.000 7.000 5.401 16.194 19.97 0.10 0.62
3.000 8.250 6.651 13.428 12.77 0.10 0.62

Table 2.2 — Elastic data run plan.

2.7 On-Line Data Taking Procedure

The beam current was adjusted during each run to limit the number of triggers
per pulse to be no more than 0.1, limiting dead-time corrections to < 10%. Fre-

quently the rate was much less than this due to limitations in the maximum peak
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current available. Gain amplifiers on the charge monitors were then set so the moni-
tors were operating in the linear region and toroid calibration data would be taken.
The spectrometer was rotated in a clockwise direction to the desired angle and the
momentum was set so that the center of the spectrometer corresponded to z = 1.
Hysteresis effects were avoided by always setting the spectrometer magnets from lower
to higher momenta, and degaussing whenever it was necessary to go back down to
a lower momentum. The beam was observed on the roller screens to confirm that
it was steered properly onto the LH2 target, which was then inserted into the beam
line, and data taking began. Typically 20,000 electron counts were logged at each of
the main kinematic points; 2000-10,000 electrons were recorded during the additional
energy calibration runs. An additional 200-500 counts were measured with the 20 cm

DUM target in the beam to measure the background from scattering off the endcaps.
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Chapter 3
Data Analysis-I

Transformation of the online data recorded on the magnetic tapes into the elastic
form factors follows a series of distinct tasks. The first task was to make an event-by-
event analysis to determine if the trigger was caused by a scattered electron passing
through the detector. This was determined principally from the Cerenkov and shower
counter information. Scattering kinematics (AP/Py, A8, A¢d) of the event were
extracted from the wire chambers. This event data was then combined with other
non-event information, such as the target density, integrated beam charge,rdetector
efficiency, and dead-time, in order to determine the cross sections. Finally, the elastic
form factors were extracted from the measured cross sections. Details of the event
and non-event analysis are presented in this chapter. The cross section measurement

and form factor extraction are presented in the following chapter.

3.1 Event Analysis

3.1.1 Tracking
Track Fitting

The pattern of wire hits in the wire chambers were recorded as a pattern of 1’s
and 0’s, a 1 indicating a hit, a 0 indicating none. This data was then analyzed to
determine the possible electron tracks that passed through the wire chambers. Due to
the large number of wires and the three different orientations of the chambers, finding

all possible tracks in the chambers was difficult. The task was simplified, however,
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due to the low multiplicity of events in the chambers (~ 1), and the low probability

of finding spurious tracks.

First, all possible tracks between hit wires in different pairs of P-chambers were
calculated. Tracks that were clearly spurious, i.e. those that were far outside of the
spectrometer acceptance, were ignored. The other P-chambers were checked for any
wire hits within £4 wires of each of the tracks. This yielded the vertical coordinates
of all possible tracks. Using this information, a similar process was followed with
the T-chambers to find all possible tracks in the horizontal direction. In an initial
pass of the data, searches were made for only those tracks that had associated hits
in at least 7 of the 10 chambers, including 3 P-chambers and 3 T-chambers. This
constraint limited the number of spurious tracks that could be found. If no tracks
were found in this pass, a second search was made for tracks that had associated hits
in at least 6 chambers, including 2 P-chambers and 2 T-chambers. This second search
was included to reduce the inefficiency caused by the P-chamber support wires and
was rarely needed. However, it was a much more CPU intensive search because of
the greater number of spurious tracks that were found. If after these searches only
one track was found, it was recorded as the particle track. Special cases of zero or

multiple tracks are discussed below.
0-track events

Occasionally a clear electron trigger had occurred, i.e. a large pulse height
existed in both the shower counter and the Cerenkov, but no track was found in
the wire chambers. A measurement of the individual efficiencies of each chamber,
including the effects of the support wires in the P-chambers, indicated that < 0.1%
of electrons that pass through the chambers should fail to leave a clean track. Yet 1-

2% of all clean electron triggers yielded no tracks. A detailed, event-by-event, analysis
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of a few hundred of these events was done by hand, and the results indicated that the
wires near the top of the P-chambers were fired in a large percentage of these events.
Since the active area of the wire chambers (35 cm x 93 cm) was smaller than the
active trigger area (53 cm x 90 cm for the Cerenkov, 40 cm x 102 cm for the TA),
it was concluded that these events were caused by electrons that were in the active
trigger area but scraped the top of the wire chambers and were outside the fiducial
region (see below). Thus they were not “good” events to be included in the analysis.
Monte-Carlo calculations of the spectrometer acceptance indicated that events such
as these were expected to occur. These events were excluded from the analysis, and

no efficiency correction was included for them.
Multi-track events

In the case that multiple tracks were found in the wire chambers, it was desir-
able to purge any tracks that were spurious or caused by pions and to try to find
the “real” electron track associated with the trigger. Multiple tracks were found in
approximately 10% of all events. Purging was done by forcing the multiple tracks to
pass through a series of cuts until the “best” track was determined. Once the proce-
dure had eliminated all but one track, the purging was stopped. If it was not possible
to eliminate all but one track, one of the remaining tracks was chosen at random. In
the case when two (or more) electrons did actually pass through the detectors within
the same 20 ns period, it was also desirable to include only one of the tracks in the
analysis since the correction for multiple events is already included in the correction
for the electronics dead-time (see dead-time section). The hierarchy of multiple track

purging was:

o Tracks whose value of | Xgpg| was greater than =~ 50 cm were eliminated since

they did not point back to the spectrometer entrance.
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e Tracks that did not intersect an area of the shower counter with a large shower

pulse were presumed to be spurious or pions.

e Tracks whose values of AP/Fy, Af, or A¢ were outside the spectrometer

acceptance were purged.

e Tracks that did not intersect a PR block with a large pulse height or an SF
scintillator with a pulse corresponding to a minimum ionizing particle were presumed

to be spurious or pions.

e Pairs of tracks that had horizontal and vertical positions within 6 mm and 16
mm, respectively, of each other were assumed to be caused by the same particle. The
track with the greatest number of hit chambers, or the best x? for the track fitting
if the number of hit chambers was the same, was kept; the other track was purged.
Only 1% of real double track events, which were themselves only a small percentage

of the total number of events, were expected to be purged from this cut.

The number of events with multiple tracks after purging was usually < 0.1%.

Track Reconstruction

Coordinates in the spectrometer hut were defined by: z-along the nominal parti-
cle trajectory, y-the direction of the vertical bend of the magnet, and z-perpendicular
to the y-z plane in a right-handed coordinate system (Note: the target quantities
Xigt, Yigt, and Zigy were defined in a left-handed coordinate system). The particle
track was parameterized in terms of its horizontal and vertical position along a plane
z = constant (z and y) located between wire chambers 5 and 6, and its projected
slope in the z-z and y-z planes (dz and dy). These parameters were then transformed
into the particle characteristics at the target, which were the track location at the

spectrometer entrance (Xspg and Ysps, defined in a left-handed system like the target
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coordinates), the track angles (A8 and A¢), and the particle’s fractional momentum
(AP/Pg). Only four quantities were measured by the wire chambers, so it was nec-
essary to eliminate one of the target quantities from the analysis in order to get a
one-to-one mapping between the spectrometer and target coordinates. It was there-
fore assumed that the particle track originated along the beam axis in the vertical
direction (Yspg=0). The beam spot size was < 3 mm in the vertical direction, so this
was a good assumption. The target quantities reconstructed were thus AP/ Py, A#,

A¢, and Xgps. To first order, the quantities are related by:

AP/Py x y Af x z

A¢ x dy Xspg x ¢ — dz (3.1)

The units of the positions and angles are cm and mr, respectively; the units of AP/ Py
are in %. The full set of second order reverse transport coefficients, including modifi-
cations after a more careful analysis [22] of the 1967 dark current optics data [14,15]

was performed, are given in Table 3.1.

3.1.2 Shower Counter

Electron events could be discriminated from pion events based on the amount of
energy that was deposited in the shower counter. Raw signals from each phototube
that were recorded by the ADC’s were converted into a measurement of the shower
energy of each event. The wire chamber information was used for each event to
determine the path the particle followed through the shower array. The ADC pulse
height signals from each phototube were proportional to the total energy deposited
in each block; however, the proportionality constants were different because of the
different gains of each phototube. It was necessary to determine these constants so

the signal heights for each block along the particle’s path could be linearly summed
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AP/ P, AD Ao -

z -0.00205 | 0.19387 | -0.03694 | 4.55362
dzr 0.00245 | 0.02408 | 0.03954 | -4.29185

y -0.34275 | 0.00050 | -0.02689 | -0.06007
dy 0.00074 | -0.00419 | -0.92820 | -0.00142
z-z -0.00013 | 0.00051 | 0.01063 | 0.01756
z-dz 0.00012 | -0.00103 | -0.01993 | -0.03237
Ty 0.00059 | 0.01485 | 0.00034 | -0.00492
z-dy 0.00005 | -0.00098 | 0.00056 | 0.00133
dz-dz | 0.00000 | 0.00051 0.00930 | 0.01543
dz -y -0.00059 | -0.01421 | -0.00037 | 0.00850
dz-dy | -0.00003 | 0.00082 | -0.00052 | -0.00106
Y-y 0.00020 | -0.00012 | -0.00525 | -0.00411
y - dy 0.00136 | 0.00003 | -0.00083 | -0.00019
dy-dy | 0.00004 | 0.00001 | -0.00009 | -0.00005
1 0.00044 | 0.00169 | 0.00171 | 0.16211

Table 3.1 — Second order reverse transport coefficients for the 8-
GeV spectrometer which give the target coordinates of an event
in terms of the particle’s track coordinates in the wire chambers.
Units are in %, mr, or cm, where appropriate.

as a measurement of the total energy deposited. Corrections were also made for the

effects of light attenuation within the blocks.

The ADC pulse height signals from each phototube along the particle’s path,
plus the phototubes from the nearest adjacent blocks, were included in the sum to
determine the energy deposited by each event. Adjacent blocks were included in or-
der to capture any leakage due to the transverse spread of the shower in the Pb-glass
ar. .y. Enough rows of blocks were included to contain at least 98% of the longitudi-
nal penetration of the shower in the lead glass [20]. The calibration coefficients for

each phototube were determined using an iterative method of minimizing the shower



-39-

500 T T T T " e T ] T T 150 1 L) T T T T T T T Ll T
B J | ° T | a | | ]
- 1 126 |- =
400 |— - s .
i ] 100 [ =
300 [— - B ]
0 i ] [ ]
z i ] E 76 [— -
Q o = =
(5] - - (& L .
200 — . i G
: : 50 — -
100 — i ]
L - 25 — -
o 1 i ]
o i i L I ] o 1 I 1 1 I 1 1 X 1 l L J"LI i
0 1.5 0 0.5 1 1.5

SHTRK
(v)

Figure 3.1 — (a) A high pion background (inelastic data) spec-
trum in the shower counter requiring a Cerenkov pulse above
an ADC channel of 50. (b) The same spectrum requiring a
Cerenkov pulse below an ADC channel of 50.

spectrum width while requiring that the spectrum peak be located at a value of 1.0
(when normalized by E'). Corrections were made for the effects of light attenuation
in the vertical direction within the lead glass blocks. The attenuation was assumed
to be linear in the distance between the track and the face of the phototube. The
attenuation coefficients were determined by measuring the shift in each of the ADC
spectrum peaks as a function of the distance of the tracks from each phototube and
determining a first-order linear correction. The ADC pulse heights were scaled by the
particle’s momentum E’ so the location of the shower spectrum peak was independ-

ent of E', in addition to the correction for the 50% attenuators that were inserted
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in the signal cables for data taken at values of E' > 4 GeV. The normalized energy

(SHTRK) was thus:

Nrow jglkil ADC
SHTRK = Y Y Cyjll — aij(yi™ — ylrbe)] x —5 = (3.2)
=1 j=5,

where N,y is the number of rows of shower counter phototubes included, jz,k is the
block in each row the track intersects (with the + or — of + chosen depending on

which adjacent block is closest to the particle track), Cj; is the phototube calibration

trk

constant, a;; is the light attenuation coefficient, y;"" is the y position of the track in

tube

row ¢, y;¥°¢ is the vertical position of each phototube, and ADC;; are the measured

ADC values of each block. Ny, was 4 (PR, TAD, TAU, and TB) for E' < 5 GeV,
and was 5 (PR, TAD, TAU, TB and TC) for higher momenta.

A SHTRK spectrum, taken with deep inelastic data at E' = 1.08 GeV and a
background rate of /e & 30, is shown in Figure 3.1(a). This spectrum only includes
those events that fired the Cerenkov counter. The large electron peak at SHTRK= 1
is clearly seen, with the low energy pion tail. Figure 3.1(b) is the same spectrum, but
only includes those events that did not fire the Cerenkov. This shows the response
of the shower counter to pion events. Figure 3.2 shows a typical spectrum cut on
the Cerenkov under elastic running conditions (E' = 1.734 GeV) where the pion
backgrounds are small. The line is a gaussian fit to the electron spectrum. The
resolution of the shower counter was found to be ~ 18%/v/E'. This E' dependence
is expected from the statistics of the electromagnetic shower (# of photo-electrons o

# of particles in shower o E').
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Figure 3.2 — An elastic data spectrum in the shower counter, cut
on a large Cerenkov pulse height. The solid line is a gaussian
fit.

3.1.3 Cerenkov

In Figure 3.3 a typical Cerenkov spectrum under the elastic scattering conditions
is shown, The curve is a Poisson fit to the electron peak and indicates that 7.724+0.12
photoelectrons were typically produced in the phototube. This was consistent with
the estimate of 7-9, which was predicted from the number of photons emitted by
an electron [18] passing through 3.30 m of hydrogen gas (~ 46) and assuming a

photo-conversion efficiency of 15-20%.
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Figure 3.3 — The Cerenkov pulse height spectrum for an elas-
tic data sample. The curve is a Poisson fit to the spectrum
indicating ~ 8 photoelectrons.

3.1.4 Electron Identification and Event Histogramming

The definition of an electron event incorporated all of the above components and

is stated here for completeness:

e Electron Trigger. Only events that fired the EL-20 component of the trigger
were included.

e One-Track. It was required that one particle track be found in the wire cham-
bers.

e Good Fiducial. A fiducial region was defined within the detector area and only

those particles that passed through this region were included in the analysis. This
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cut was included in the definition of the acceptance function; it was therefore not
necessary to include it in the efficiency correction. The fiducial region was defined by
an area on the face of the PR from -43.67 to 43.7 cm in z and -11.07 to 13.07 cm in
y, relative to the nominal axis in the hut. This corresponded to a 3.5 cm inset from

the edges of the shower array.

e High Cerenkov. The Cerenkov pulse height was required to register above an

ADC channel of 50.

e High Shower Energy. The energy deposited in the shower counter was required

to have SHTRK> 0.70.

Electron events were then accumulated in a 3-dimensional histogram with co-
ordinates (AP/Py,A0,A¢). The AP/ Py dimension had 40 bins, ranging from —4%
to 4%, with bin widths of 0.25%. The A@ dimension had 24 bins, ranging from —8
mr to 8 mr. The central 8 bins were 1 mr in width; the edge bins were 0.5 mr in
width. The A¢ dimension consisted of 14 bins, ranging from —40 mr to 40 mr. The
central 4 bins were 10 mr in width; the edge bins were 4 mr in width. Edge bins
were made smaller than the central bins to reduce errors caused by the acceptance

function correction, which changed rapidly at the edges.

3.2 Non-event Analysis
3.2.1 Acceptance

Physical apertures within the spectrometer blocked the passage of electrons that
were not within the spectrometer acceptance. In a simple model, electrons that are
emitted at a specific value of (AP/ Py, A8, Ap, Xigt, Yigi) will have either a 100%

probability of reaching the detector hut or a 100% probability of being blocked by the
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spectrometer apertures and magnets. In this case the acceptance function is a five-
dimensional function that takes on a value of 1 in the area with perfect acceptance,
and 0 in the area of perfect rejection. In practice, however, multiple scattering, the
finite resolution of the wire chambers, and the assumption that Y;g;=0 smears out
the edges of the acceptance function. In order to include a large amount of statistics
in the data analysis it was necessary to correct the edges of the acceptance for the
efficiency of electrons within these regions to reach the detector area. It was also
necessary to correct the absolute value of the acceptance for any dependence on E’,
6, or the target length (i.e. Zigi).

Determination of Acceptance Function

Corrections for the spectrometer acceptance were made with a histogram binned
in AP/Py, A8, and Ag, just as the event kinematics were stored. Each bin in the
acceptance function, ACC3(AP/Fy,A8,Ad), contained the efficiency for detecting

electrons with measured target characteristics AP/ Py, A8, and A¢.

The acceptance function was generated from the deep inelastic data that was
taken in parallel with this experiment and analyzed by S. Dasu [11]. Data from an Fe
target (effectively a zero length target) at a variety of kinematics were measured and
binned in histograms of AP/Py, Af@, and A¢. A model of the distribution of events
across the acceptance was generated for each run from the kinematic dependence
of the cross section based on a modified fit to deep inelastic deuterium data [23],
and included corrections for the Fermi motion of the nucleons, the non-zero value
of R = or/or [6] the EMC effect 7] radiative corrections [11], and charge symmet-
ric backgrounds [24]. A histogram of the “expected” number of counts in each bin
(HIST3.zp) was generated from this model and was normalized to the measured his-

togram (HIST3,neqs) in the central region of the acceptance where the efficiency was
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expected to be effectively equal to 1. Both of these histograms were then summed
over all runs. Runs in which the cross section had a strong kinematic dependence
across the acceptance or large background contributions were excluded. A total of
~ 10 deep inelastic scattering events were measured and included in this analysis.
By comparing the two summed histograms, HIST3.;p and HIST 344, the efficiency

of each bin could be determined. The acceptance function was thus defined as:

_ HIST3umeas(AP/ Py, A8,A)

= HIST3esp(AP/ Py, A0,A) =)

ACC3(AP/Py,A0,A)

The value of the acceptance function versus AP/ Py, Af, »nd A¢ (summed over the

other two variables in each case) is shown in Figure 3.4.
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Figure 3.4 — The acceptance function measured with deep inelas-
tic data vs. AP/P,, A8, and A¢. Each histogram is summed
over the entire range of the other two variables.
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From the acceptance function it was determined what region of the acceptance
would be included in the analysis. Events from the far edges of the acceptance were
excluded because of the large efficiency corrections that were necessary. Data was
included only from the region —3 <AP/Py< 3%, —6 <A< 5 mr, and —24 <A¢< 24
mr. The one-dimensional projection of the acceptance function versus each of these
three variables, with these cuts applied, is shown in Figure 3.5. It should be noted
that most of the elastic scattering events occur at the elastic peak (AP/Pya 0), with

the elastic tail extending below (AP/Py< 0).
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Figure 3.5 — The acceptance function with the cuts used in this
analysis: —3 <AP/Py< 3%, —6 <A8< 5 mr, —24 <A¢< 24 mr.
The dashed lines show the values of the cuts used for each of
the variables.
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The acceptance function extracted from the deep inelastic data included data
taken from a range of spectrometer momentum (1 < E' < 8 GeV/c) and scatter-
ing angles (11.5° < 6 < 48°). It was also taken exclusively from a near 0-length
target. Systematic effects caused by the extended LH2 target or the changes in the
spectrometer momentum and angle settings must also be included.

Corrections to Solid Angle

A Monte-Carlo simulation program of the 8-GeV spectrometer transport prop-
erties was written by D. H. Potterveld [25] and was modified for this analysis. In this
simulation a uniform distribution of events in AP/P, A8, and A¢ was produced at
the target pivot position. Events were generated over a large enough area to com-
pletely cover the spectrometer acceptance. They were also generated uniformly along
the target length, and were assumed to be distributed in a two-dimensional gaussian
in the lateral beam direction, with 0, = 0y =1 mm. These events were then trans-
ported through the spectrometer using forward transport coefficients generated with
the SLAC program TRANSPORT [26]. The forward transport coefficients [9] from
the target to the spectrometer hut are given in Table 3.2. Each event was checked
to see if it collided with any of the apertures within the spectrometer. If it did in-
tersect one of the apertures, it was presumed to be lost. If the event reached the
spectrometer hut, it was linearly transported through the detectors, including multi-
ple scattering effects of the Cerenkov detector (windows, gas and mirror). The track
trajectory within the wire chambers was then recorded. A random number generator
was used to simulate the expected wire chamber resolution (based on the wire spac-
ing) of o, = 2.3 mm, oy = 1 mm, 04, = 2.8 mr, and o4y = 1.25 mr. The measured
trajectory characteristics were then transformed to the target characteristics using

the reverse transport coefficients that were used in the event analysis. These events
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were recorded in a three-dimensional histogram in AP/ Py, A8, and A¢. This his-
togram was normalized to the total number of events initially generated at the target

in each bin.

2 dz Y dy
AP/ Py 0.000 0.000 -2.907 0.203
Al 4.575 4.893 0.000 0.000
A¢ 0.000 0.000 -0.014 -1.090
Xsps 0.028 -0.189 0.000 0.000
Ysps 0.000 0.000 -0.928 0.000

Table 3.2 — Forward transport coefficients generated with the
program TRANSPORT. These coefficients transform the target
quantities to the position and angle of the track at the focal
planes (to first order).

An acceptance function for a zero-length target at £’ = 3 GeV was generated
with the Monte-Carlo. These conditions roughly corresponded to the conditions un-
der which the acceptance function was extracted from the data. This served as the
normalization function for measuring systematic effects. All of the following accep-
tance functions are shown relative to this normalization function with the acceptance

cuts, as discussed previously, applied.

Surveys of the 8-GeV spectrometer indicated that the magnets and spectrometer
did not move or rotate significantly when the spectrometer was rotated in #, so no
# dependence of the acceptance was anticipated for a zero-length target. However,
such an effect might occur for an extended target. The Monte-Carlo simulation was

used to generate the acceptance function for a 20 cm target with the spectrometer set
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Figure 3.6 — The Monte-Carlo acceptance function for a 20 ¢m
target with a spectrometer angle of 45° relative to the nominal
acceptance shown versus AP/P; and AS8.

at 45°. Events that are initiated from the target ends have a reduced efficiency for
reaching the target hut. This effect can be seen in Figure 3.6 versus AP/ P, and A4.
A slight reduction in efficiency was measured, but was independent of AP/P; and
Af within the acceptance cuts used. Deviations at the extreme values of Af can be
seen, however. At this setting of the spectrometer angle the reduction in the overall

acceptance was 0.32%.

A similar analysis was done with other settings of the spectrometer angle. The
reduction due to the effective target length (measured along Xigt, as seen from the
spectrometer) was largest at the largest scattering angle. This is shown for different

values of the spectrometer angle in Figure 3.7. A linear fit of this data was made
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Figure 3.7 — The reduction of the spectrometer acceptance due
to target length effects, as determined from the Monte-Carlo,
shown versus the 8 dependent variable [Lsin(8)]?, with L =
19.972 cm. The solid line is the linear fit described in the text,
with a value of z = 1.7 x 10~°% cm™3.

using the functional form Accec (1 — z[Lsin(6)]?), where L = 19.972 cm and z was
a free parameter. Other functional forms for the § dependence were tried, but this
form yielded the best description of the data, and was the most reasonable form. The
fit yielded a value of z = (1.7 £ 0.2) x 10™° cm~2, with x?/dof= 0.3. An analysis of
deep inelastic data taken in parallel with this experiment with a 20 cm deuterium cell
(nearly identical to the LH2 target) measured [27] a value of z = (3.4 £ 7.5) x 107°

cm~?2, which is consistent with the Monte-Carlo value.

Although the target length effect was found to be nearly independent of the

AP/ Py and Af cuts applied, it had a strong dependence on the A¢ cut. This is shown
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Figure 3.8 — The acceptance parameter z (defined in the text)
as a function of the A¢.u, measured by the Monte-Carlo.

in Figure 3.8 where the parameter z, as defined above, is plotted versus the absolute
value of the A¢ cut applied (—Adcut CAP<A¢cut). A sharp decrease between 24 mr

and 36 mr can be seen. This was a motivating factor in the determination of the A¢

cuts of +£24 mr.

The acceptance could depend on the value of E' through two different effects.
Multiple scattering at low E’ could have potentially altered the acceptance function.
The Monte-Carlo was used to simulate the acceptance function at E' = 1 GeV/c and
E' =8 GeV/c, and no significant changes were discovered. The transport coefficients
could also have changed with E' as the field strengths in the spectrometer magnets

changed, causing saturation or changes in the fringe fields. This was measured with
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Figure 3.9 — The solid angle, d?, vs. E’ from the wire order data
relative to the value assumed in the event-by-event analysis.

the wire orbit technique [16,17]. The value of the solid angle df), defined as pro-
portional to the product of the transport coefficients (Afsgt | Twe){Adyge | dyuwe), is
shown in Figure 3.9 as a function of E' relative to the value of the transport coeffi-
cients used in the event analysis. It was found that the absolute normalization of the

solid angle changed by ~ 0.7%, and varied with E' by ~ 0.5%.

3.2.2 Efficiency and Dead-Time

The efficiency for detecting electrons in each of the detector elements must be
measured. Corrections were also necessary for the time the electronics and computer
were “dead” and not capable of recording electron events. These corrections are

discussed here.
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Efficiency

A Poisson fit to the Cerenkov spectrum of electrons (see Cerenkov section) indi-
cated the number of photoelectrons was ~ 8 with a peak position at ADC channel 160.
Below the ADC cut of channel 50, the area of the Poisson curve was 0.25%, indicating
an efficiency of 99.75%. The Cerenkov efficiency was monitored on a run-by-run basis
by analyzing events that deposited a large amount of energy in the shower counter
and did not require the Cerenkov to fire the trigger. These runs indicated an effi-
ciency of &~ 99.7%. An analysis of pion events (low SHTRK) in a deep inelastic run

indicated the pion rejéction for this cut was ~ 10% : 1.

The wire chamber efficiency was determined by measuring the efficiency of each
individual chamber and then computing a total efficiency factor. Individual chamber
efficiencies were calculated versus p,; to include the localized effects of the P-chamber
support wires. On an event-by-event basis, it was determined if a given chamber was
necessary for finding the track. If the chamber hit was necessary, the event was
not included in the efficiency calculation. For those events that did not require that
chamber, the percentage of events that had an associated chamber hit (+4 wires from
the track intersection) was calculated. These efficiencies were stored in a histogram
binned in z34¢ with a bin width of 1 cm. Individual efficiencies for a P-chamber and
T-chamber are shown in Figure 3.10. The average efficiency of each chamber was
~ 90-95%. The total wire chamber efficiency computed was 99.9% (Figure 3.10(c)),

including the effect of the P-chamber support wires of ~ 0.06%.

The efficiency of the wire chambers was also measured on a run-by-run basis for
electrons that pass near the center of the detectors (i.e. those events that had large
pulse heights in the Cerenkov and the middle counters of SF, SM, PR, and TA). This

eliminated events near the edges of the detectors. The ratio of 0-track/1-track events
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Figure 3.10 — The measured efficiencies of (a) a P-chamber, (b)
a T-chamber, and (c) the entire wire chamber tracking system,
shown vs. Tpu.

under these conditions was a measure of the wire chamber efficiency and indicated

an efficiency of 99.9%, in agreement with the previous analysis.

The SHTRK spectrum, shown in the event section, was cut at a normalized value
of 0.7 with the electron peak at a value of 1.0. Assuming a gaussian distribution
of events with a FWHM resolution of 18%/+vE' (as measured), the efficiency was
> 99.94% for E' > 1 GeV. A run-by-run estimate of the SHTRK efficiency was also
performed by cutting events on 1-track, Cerenkov, and a requirement that the track
be in the center of the detector area (|JAP/Py|< 3.5%, |Af| < 6 mr, and |[A¢|< 28

mr). It was assumed that all of the counts with 0.5 < SHTRK < 0.7 were electrons



-55-
that failed the SHTRK cut. This gave a lower bound on the efficiency of 99.8%, in

agreement with the gaussian analysis.

The trigger efficiency was calculated from the efficiencies of each of the individual
components, and was ~ 99.9988%. Thus any inefficiency due to the trigger was

negligible.

Dead-Time

Dead-time due to the electronics was determined by comparing the scaler rates
of a coincidence of PR, TAD, and C (PTC) with 20, 40, 60 and 80 ns gate widths.
Scalers EL-20, 40, 60 and 80 were not used due to problems in the electronics that
caused EL-20 and EL-40 to double pulse. A linear extrapolation of these scaler rates
to 0 ns yielded the ideal scaler rate with no dead-time, as shown in Figure 3.11. The
electronics dead-time ranged from between 0.00 to 0.75%, and was consistent with

expectations based on the measured electron rate and a 20 ns pulse width.

The fact that the computer was limited to recording only one event per pulse
also created a dead-time effect. After each computer trigger occurred, a veto pulse
was created which lasted for the rest of the beam pulse. The rates of PTC-20 and
PTC-40 were counted along with the rates of PTC-20 and PTC-40 in coincidence with
no veto pulse (PTC-20V and PTC-40V). The ratio of the rates PTC-20/PTC-20V
and PTC-40/PTC-40V measured the computer dead-time. These two measurements
always agreed to 0.2% and were consistent with the measured electron rate per beam

pulse. They were averaged to compute the total computer dead-time.
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Figure 3.11 — A typical plot of PTC with 20, 40, 60 and 80 ns
dead-times shown vs. the dead-time.

3.2.3 Target Density

As the beam passed through the hydrogen in the LH2 target it deposited energy,
resulting in heating that reduced the target density. The average density was deter-
mined by measuring the temperature and pressure of the circulating hydrogen as it
entered and exited the target. This measurement is shown without any beam heating
effects (measured while the dummy target was in the beamline) in Figure 3.12(a).
At one point during the experiment, the pressure of the recirculating hydrogen was
increased, which increased the density by 1.2%. The average density measured while

the LH2 target was in the beam is shown in Figure 3.12(b). The shift of the density
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Figure 3.12 — The average hydrogen density. The hydrogen
flow pressure was altered during the experiment, shifting the
average density from the lower peak to the higher peak. (a)
The measured hydrogen density when data was taken with the
dummy target. (b) The measure hydrogen density when the
LH2 target was in the beamline.

to lower values is shown, although the average density was never altered by more than

0.7%.

The beam could also cause local density fluctuations by depositing enough energy
along the beam axis to cause the liquid hydrogen to boil, creating small bubbles. As
these bubbles expand during the 1.6 us pulse, the hydrogen density for electrons that
arrive later in the beam pulse is lowered. Such local effects were not well measured by
the average hydrogen density. Comparisons of the measured hydrogen cross sections
at different beam currents and repetition rates, however, were sensitive to these effects.

There was only one kinematic setting at which cross sections were measured with
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significantly different (and large) beam currents. This data sample was limited due
to the difficulty encountered in achieving high beam currents during most of the
experiment. No significant limit on local beam heating effects could be determined

from this data.

A much better, and more realistic, limit could be determined by including the
entire hydrogen elastic data set in the analysis of beam heating effects. Due to the
low beam currents that were used during most of the experimental run, the average
peak current, (I), and € were not well correlated. Local beam heating effects could
be determined by dividing the measured cross sections by a model of the kinematic
dependence and performing a linear fit to the peak current of the form a — b(J),
where a was a normalization parameter and b indicated any beam heating effects.
By using a variety of models the sensitivity of the beam heating parameter b to the
choice of the elastic form factors used could be determined. Conversely, this method
also demonstrated the sensitivity of the extracted form factors to local beam heating

effects.

Three different models for the form factors were used in this method. The first
used the values of the form factors extracted from this experiment, assuming no beam
heating effects, which indicated that G%/Gp > 1. Values of a = 1.000 + 0.003 and
b= (0.7+2.2) x 10~* (mA)~! were extracted, with x?/dof=0.9. By fixinga =1 a
value of b = (0.54+1.4) x 10™* (mA)~! was extracted with x?/dof=0.9. Models using
the fit to the form factors of Hohler [28] (G%/Gp < 1) and the dipole approximation
(G%/Gp = 1) were also used (see Theory section). With these fits the value of the
normalization parameter a differed from 1 by up to a few percent, as expected. But
the measured values of the boiling parameter were b = (0.6 & 2.2) x 10~* (mA)~!

(for Héhler) and b = (0.7 +2.2) x 10~* (mA)~! (for the dipole); the x%/dof were 1.3
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and 1.1, respectively. The small value of b and the increased value of x?/dof for the
different fits indicated that (I) and £ were not well correlated. and the limits on the
boiling effect were not sensitive to the values of the form factors used in this method.
The maximum boiling effect was limited to 0.7% at 37 mA, with a maximum effect
of 0.3% at a normal operating current of 15 mA. Similar results were obtained for an
analysis of the beam heating effects correlated with the average current rather than

the peak current.

3.2.4 Incident Charge

The total charge incident on the target during each run was measured using
the two independent toroidal charge monitors. Six different readouts of the toroids
(three for each monitor) were accumulated on a pulse-by-pulse basis and periodically
stored on magnetic tape. This gave a rough measurement of the total number of peta-
electrons (PE= 10'® ¢~) that were incident on the target. Corrections for drifts in
the gains and the calibrators were necessary to achieve a more accurate measurement.

Analysis of the toroid calibration runs was necessary to determine these corrections.

Data from the toroid calibration runs were periodically accumulated. These runs
measured time-dependent drifts in the gain of the toroids, as well as the gain relative
to a nominal setting (= 1). They also measured the non-linearity of the toroid
readout circuit with respect to the pulse charge passing through the toroids, and
provided redundancy for self-calibration of the calibrator elements themselves (the
DAC and attenuator). Cross calibrations were periodically performed by switching

the calibrators between their two respective toroids.

A systematic study of the calibrations was performed in the offline analysis.
Errors in the software for the two newer readout systems made this data unreliable;

it was therefore decided to only use the older readouts in the data analysis. These
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readouts have a long history of reliability. The analysis indicated that the toroic :in
amplifiers were generally stable over time at the 1% level. However, a few occasional,
sudden shifts in the gains of the toroids did occur. The largest such shift, ~ 15%,
occurred near the middle of the experiment when the beam was momentarily badly
mis-steered. It was discovered that an electronic chip in both readout systems had
burned out. This chip allowed for the polarity of the signal pulse to be switched and
was redundant with other elements of the system. It was decided to simply replace
this chip with a set of copper wires, causing an increase in the gain of the toroids.
Intensive calibration data were taken at this period of time, and the shift in the gain

was well measured.
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Figure 3.13 — Comparison of the two independent toroid read-
outs (TOR2 and TOR1). The average of the two readouts was
used in the analysis. The readouts agreed to —0.08 £+ 0.21% on
average.
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Corrections for time dependent drifts were made by linearly interpolating the
calibration corrections taken immediately before and after each run. The time be-
tween these calibration runs was ~ 8 hours, and the gains were typically stable over
such time periods to ~ 0.2%. Non-linearities in the gain amplifiers were determined
by periodically measuring the gains with many different calibration charges, and then
interpolating for the average beam pulse charge used during the run. This correction
was ~ 0.1%. The calibration attenuators were measured to deviate from their nom-
inal values by ~ 0.1% and were linear (< 0.1% level). The DAC’s were calibrated
before and after the experiment with a DVM and were shown to be highly linear. The
average of the corrected values of the two independent toroids was used as the meas-
ure of the total incident charge, and the readouts agreed to typically —0.08 + 0.21%

(see Figure 3.13).
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Chapter 4
Data Analysis-1I

In this section the process of converting the event information into the the cross
sections will be described. Corrections were made for the acceptance, target density,
detector efficiencies, and dead-time effects. Contributions to the scattering from the
aluminum within the target were subtracted. Effects of higher order (in ., ) radiative
processes were also included. The form factors were then extracted from the cross
sections using a Rosenbluth separation technique. Systematic uncertainties will be

discussed at the end of the chapter.

4.1 Histogram Analysis
4.1.1 A¢d Sum

The histogram generated by the Pass-1 analysis was binned in AP/P,, A4,
and A¢. Due to the slight kinematic dependence of the cross section on A¢, this
was the first variable that was integrated out. The histogram was summed over
A¢ for Ady, SAPSAdpi, with Adp; = —A¢, = 24 mr. The (AP/Py,A,A¢) event
histogram was thus converted into a (A P/ Pp,Af) histogram. The acceptance function

was similarly converted from 3-dimensions into 2-dimensions.

The physical scattering angle, #,c4¢¢, Wwas a combination of the in-plane angle,

0o+A0, and the out-of-plane, angle A¢. They were related by:

cos(0scatt) = cos(8g + Af) cos(Ag) (4.1)
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To lowest order @,.,; depends only on A¢®. Thus for A¢ < 1 knowledge of the
average value of A¢? is sufficient to correct for this dependence. An array in Af of
the average value of A¢? was stored so this correction could be performed later in
the analysis. This histogram was defined as:

5., HIST3(AP/Poi,00,A6,) A3

PHI2(Af) = > ; HIST3(AP/Py;,A0,A4;)

(4.2)

The typical value of PHI2 was ~ (14 mr)?, which was in agreement with a Monte-
Carlo simulation of the spectrometer acceptance. The correction to the cross section
due to PHI2 was usually small (~ 0.5%), and was performed in this manner because
it was desirable to place the acceptance cuts along constant values of A8 and A¢g,

rather than along lines of constant Oycqtt.

4.1.2 AP/P; Integral

The (AP/Py,Af) histogram was summed over AP/ Py to obtain the elastic cross
section as a function of Af. It was necessary to integrate over the elastic tail caused
by higher order radiative effects. There were, however, background processes at low
values of AP/Py which must be excluded. It was also desirable to limit the AP/ Py
integration to the region where the acceptance corrections were small, and eliminate
those regions where events were contributed only from scattering from the aluminum

endcaps.

The lower bound of the integration, pj,, was set to a minimum AP/ Py value of
—3% to avoid the low efficiency acceptance edges. The threshold for m-production
occurred at a value of missing mass squared W2 = (M, + My)? = 1.152 (GeV/c)?2.
Thus p;, was also limited to be above a value which corresponded to W? = 1.12
(GeV/c)?. This allowed for a clear separation of the elastic scattering events from

inelastic events, including resolution effects. The high AP/Py cut, pp;, was chosen to
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correspond to a constant W? far enough above the elastic peak, W? = M3 ~ 0.88
(GeV/c)?, to include the entire elastic peak width caused by resolution effects. The
values of p;, and pp; were always placed at the edges of the histogram bins to avoid
making approximations that are necessary when placing cuts within bins, and they
were calculated for each value of Af. Corrections were then made for the acceptance
efficiency of each bin. The number of events, and the associated uncertainty, used for

calculating the elastic cross section for each Af bin was defined by:

P"f") HIST2(A P/ Py;,Af)

Ne(A0) = ACC2(A P/ Py;,A0)

AP/ Pyi=p1,(A0)

Phi(A6) HIST2(AP/ Py;,A0)

[AN(A0)] = [ACC2(AP/Poi, A0)?

(4.3)
AP/ Pyi=pi,(A0)

4.1.3 A8 Average

Corrections were made to the elastic scattering cross section in each Af bin for
the kinematic dependence of the cross section relative to the center of the acceptance
(A0=0). This made the expectation value of the cross section independent of A4,
so the values could then be averaged across the acceptance based on their statistical
weight resulting in the cross section value at A@=0. The raw cross section (including

an overall constant, CRg, that includes dead-time, target thickness, etc.) was:

do

Ao — RO

E 1
2507

(4.4)

i}

where:
_ 1 Nei(A8;) o124 (6o)
T (Ady — Ady,) 86 omedel(;)

1 ANi(A8;) a71°%! (6o)
(Adni — Adyo)  88;  omodel(g;)

8; = cos—![cos(f + A8;) cos(\/PHIQ(AH,-))] (4.5)

o

Ao; =
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where a;’;"dd is the e-p elastic scattering cross section using a dipole approximation
for the form factors including the effect of the p;, cut of the radiative tail, and 66; is
the width of the A# bin in mr. Corrections for the value of (¢?) were included in the
definition of #;. In order to make the analysis of the dummy target runs consistent
with the way the Al endcap contributions were handled in the LH2 target runs, the
dummy runs were averaged using the same model cross section as the LH2 runs, and

the statistical weighting factor, AN, was estimated using the dipole cross section

for hydrogen and the acceptance function evaluated at z = 1.

4.2 Calculation of Raw Cross Sections

The target thickness, incident charge, dead-time corrections, and efficiencies,

were contained within the constant CRg in the previous section, defined by:

1 DT
"~ 0.60225 (Beam - Eff - tpga - Acceor)

CRo (4.6)
where DT is the electronics and computer dead-time, Beam is the total incident
charge (in units of PE= 10'° electrons), Ef f is the efficiency of the electron cuts and
trigger, ¢tz g2 is the thickness of the hydrogen in the LH2 target (g/cm?), and Acceor
includes the corrections for the reduction of the acceptance at large spectrometer
angles due to the target length and the momentum dependence of the spectrometer
optics described in previous sections. The constant in the denominator was calculated
from Avogadro’s number and the relevent units such that the final cross sections were
measured in nb/sr. In order to treat the measurement of the dummy target runs
consistent with the treatment of the aluminum endcap backgrounds of the hydrogen

runs, t1 g was set equal to 19.972 cm x0.0.0707 g/cm?® for the dummy target runs.
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4.3 Subtraction of Aluminum Background

After the computation of the elastic cross section for each run, the contribution
to the scattering rate from the Al endcaps and flow guides was subtracted. It was
necessary to normalize the subtraction to the scattering rate above the elastic peak
region of the LH2 runs in order to determine the amount of material the deformed
flow guides contributed to the target thickness. After the determination of this nor-
malization, the measured contribution of the aluminum scattering from the dummy
target in the elastic region was subtracted from the elastic cross section of the LH2
target. The effect of this material was also included in the calculation of the radiative
corrections to an accuracy of ~ 0.2%. Typical corrections to the cross sections for
the aluminum background (under the conditions of the reversed hydrogen flow) was
3.0 = 0.3%; the typical effect of the deformed flow guides on the radiative corrections
was 2.0 = 0.2%, and was negatively correlated with the background subtraction, re-
sulting in a smaller combined uncertainty in the total correction for the aluminum

background. Details of this subtraction are presented in Appendix C.

4.4 Radiative Corrections

Corrections for higher order processes in a,m,, which affect the scattering am-
plitude beyond the single photon exchange that was assumed in the introduction,
were also included. Bremsstrahlung, vacuum polarization, vertex, ionization, and
two photon exchange effects were included as corrections to the principle scattering
vertex itself, as were radiative processes within the rest of the target material. The
procedure for calculating the radiative corrections is outlined in Appendix A. A single
number, RCOR, related the ideal one-photon exchange cross section to the higher

order cross section that was measured:

do i do

do 1 do 4.7
40~ RCOR * dQraw K51
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This correction depended on the scattering kinematics, target geometry, and the
AP/ Py-cut applied to the elastic tail. The kinematics corresponded to the values
(Ey,00) at the center of the spectrometer acceptance. A list of the radiative correc-

tions is shown in Appendix D.

4.5 Combining Runs of Similar Kinematics

In order to extract the form factors from the cross section measurements using the
Rosenbluth separation technique, it was necessary to have cross section measurements
at the same value of Q2 but different values of . Actual data, however, is frequently
taken at similar, but slightly different, values of Q? or & due to slight inaccuracies in
the setting of the beam energy or spectrometer angle during the data taking. The
distribution of the Q2 and & values is shown in Figure 4.1, represented by the crosses.
Small corrections were applied to each cross section to account for the difference
between the actual kinematics, (Q?,¢), and the “average” kinematics (Q3,e0) of
each of the kinematic data subsets, represented by the circles in the preceding figure.
These corrections were made using a model cross section assuming a dipole form of

the form factors:

o.dipole(Qg’ 60)
gdipole (Q?’ 5.’.)

2 (QFew) = 52 (QFe) x (48)

The size of these corrections was usually < 1%.

Different runs at each (Q3%,&0) were then averaged together, weighted by their
statistical uncertainty, to arrive at a single measured cross section at each kinematic
point. The average x2?/dof of these averages was 1.03. Values of the cross sections at

each kinematic setting are given in Appendix D.
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Figure 4.1 — The values of Q? and ¢ for each of the data runs are
represented by the crosses. The circles represent the nominal
values that were used in the form factor extraction.

4.6 Dependence of Cross Sections on Kinematic Cuts

If all the corrections have been properly applied, the measured cross sections
should be independent of the AP/ Py, A8 and A¢ cuts used in defining the acceptance
region. Any dependence of the cross sections on the kinematic cuts is therefore a good
indicator of any errors in the accepta