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## Abstract

The two most important digital-system design goals today are to reduce power consumption and to increase reliability. Reductions in power consumption improve battery life in the mobile space and reductions in energy lower operating costs in the datacenter. Increased robustness and reliability shorten down time, improve yield, and are invaluable in the context of safety-critical systems. While optimizing towards these two goals is important at all design levels, optimizations at the circuit level have the furthest reaching effects; they apply to all digital systems. This dissertation presents a study of robust minimum-energy digital circuit design and analysis. It introduces new device models, metrics, and methods of calculation-all necessary first steps towards building better systems-and demonstrates how to apply these techniques. It analyzes a fabricated chip (a full-custom QDI microcontroller designed at Caltech and taped-out in 40-nm silicon) by calculating the minimum energy operating point and quantifying the chip's robustness in the face of both timing and functional failures.
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## Chapter 1

## Introduction

### 1.1 Challenges

Energy efficiency is one of the most important design concerns for modern digital CMOS integrated circuits and systems [4, 21]. Reducing energy consumption results in longer battery life for mobile devices, and energy savings in data centers translates directly to reduced operating costs. Energy can be reduced via system optimization at every level (e.g., software, firmware, architecture, circuits). Among these different design levels, circuit optimizations have the furthest reaching effects; i.e., circuit optimizations are applicable to all digital systems. To the first order, the energy consumed by a digital circuit is quadratic in the supply voltage ( $V_{D D}$ ), so reducing $V_{D D}$ plays a critical role in reducing energy. Nevertheless, due to second-order effects (e.g., leakage currents) as $V_{D D}$ is reduced, a minimum-energy (per-cycle) operating point is reached at a non-zero supply voltage.

In order to build minimal-energy systems, the minimum-energy supply voltage must first be determined. The technology employed, the structure and size of the system, and external factors (e.g., temperature) have a significant impact on the minimum-energy operating point; however, the operating point is typically near the device threshold voltage $\left(V_{t}\right)[22,34,42,52]$. For this reason, there is considerable interest in the analysis of near-threshold circuit operation. This in turn necessitates accurate (and usable) near-threshold device models; however, current models are either inaccurate, discontinuous around $V_{t}$, or too cumbersome to use.

Problematically, lowering the supply voltage to near-threshold exponentially reduces system reliability (compared to reliability at the process nominal $V_{D D}$ ); this reliability reduction is largely attributable to parameter variation. Modern MOS manufacture is certainly among the most sophisticated industrial processes ever developed and successfully employed, but the process is imperfect, and devices are so small and numerous that atomistic effects are unavoidable. These process imperfections and atomistic effects yield devices with physical parameters that vary stochastically (i.e., parameter variation). A design optimized for the typical case may fail because one or more devices are significantly skewed from their nominal value. Parameter variation-induced failures can be classified as either timing failures or functional failures. An assumption about a path delay (timing assumption) that is nominally valid may not hold true in actual silicon because of
parameter variation (a timing failure). A gate may simply fail to switch, or a memory may fail to hold state (a functional failure). The classic engineering approach to this problem, using worst-case design margins, is no longer practical or efficient [18].

The design of near-threshold circuits that function reliably despite parameter variation requires new models and techniques for analysis. Near-threshold statistical delay models must be developed and verified so that timing assumptions can be verified and their probability of failure estimated. Furthermore, no universal means of calculating statistical circuit robustness currently exists. To build reliable near-threshold circuits, the corresponding robustness must be quantified; a new metric and method of calculation is needed. Finally, QDI (quasi-delay insensitive) asynchronous circuits are widely considered to be the most robust family of digital circuits [58]. To that end, they offer an inherently practical solution to the problems of parameter variation and near-threshold circuit operation.

QDI circuits form an elegant class of clockless circuits that rely on a single critical design assumption called the isochronic fork assumption, a necessary [60] constraint on the relative path delays through branches of some forks. In order to calculate the probability of a timing failure in a QDI system, the exact timing constraint imposed by the isochronic fork assumption needs to be determined. With an accurate near-threshold device model, the minimum energy operating point for a QDI circuit can be determined. With a statistical delay model, the probability of timing failures in a QDI circuit can be computed, and with a robustness metric, the probability of functional failures can be calculated. Accurate interconnect models and manufacturing defect models already exist, and so the robustness and yield of a QDI design operating near-threshold can be specified.

### 1.2 Contributions

This dissertation sets out to address the hurdles detailed in Section 1.1. Chapter 2 presents and verifies the near-threshold model, a physically derived transregional MOS model. This new model is then used to generate a near-threshold statistical delay model. Chapter 3 introduces a new metric for statistical circuit robustness and an efficient means of calculation. Chapter 4 analyzes the isochronic fork assumption in detail, and presents and formally proves the necessary and sufficient timing assumption for QDI circuits. Finally, in Chapter 5 these methods are used to analyze a modern (40-nm) QDI microcontroller designed at Caltech; the minimum energy operating point is determined and the probability of failure due to both timing failures and functional failures is estimated.

### 1.3 Collaboration

The work presented in this dissertation is mine, but as with most research it stems from a number of different collaborations. The work presented in this Chapter 2 comes from a rich collaboration with Prof. David

Money Harris of Harvey Mudd College. Prof. Harris proposed a new empirical model (in [42]), which was the impetus for the near-threshold model. A version of this chapter has been submitted for publication. The work presented in Chapter 3 stems from collaboration with Siddharth S. Bhargav and Chris Moore. Some of this work was presented at the 2nd European Workshop on CMOS Variability [52]. A journal version of this chapter is in preparation for submission to the IEEE Transactions on VLSI. Finally, Chapter 4 stems from a fruitful collaboration with Dr. Michael Katelman during his doctoral work under Prof. José Meseguer at the University of Illinois at Urbana-Champaign. A version of this work was presented at the 15th IEEE Symposium on Asynchronous Circuits and Systems.[51]. Dr. Katelman later extended and formally verified much of this work [49, 50].

### 1.4 Thesis Statement

The minimum-energy operating point of modern nanoscale digital CMOS systems can be accurately modeled and occurs near the device threshold voltage. Parameter variation decreases the robustness of circuits operating near-threshold, but a metric to quantify statistical robustness can be developed along with an efficient method of calculation. Lastly, robust quasi-insensitive (QDI) systems can be designed to operate near-threshold, and the probability of timing and functional failures can be calculated.

## Chapter 2

## A Compact Transregional Model for Digital CMOS Circuits Operating Near-Threshold

### 2.1 Introduction

Power and energy dissipation are critical design constraints in modern digital systems. Minimizing power and energy consumption in CMOS-the dominant digital circuit technology-requires supply voltage scaling below the process nominal supply voltage $\left(V_{D D}\right)$. The minimum energy operating point can occur below the device threshold voltage $\left(V_{t}\right)$ or above it and is a function of process parameters and environmental factors (such as activity factor) [21, 57, 96, 97]. Even with additional constraints (e.g., performance, reliability, yield), the energy optimal operating point typically occurs near the threshold voltage [22, 34, 42, 52]. For these reasons, there is considerable interest in the analysis of circuits operating near-threshold.

Modeling and analysis in this region of interest, around the threshold voltage, is complicated by the fact that even a rather narrow range of a few hundred millivolts around $V_{t}$ spans three distinct MOSFET operating regimes: weak inversion, moderate inversion, and strong inversion. Conventional compact digital MOSFET models-the linear/quadratic strong inversion model [85], the alpha-power law model [17, 77], and the exponential weak inversion model [85]-are discontinuous and inaccurate around $V_{t}$. Accurate continuous models exist [91], and some have been applied to digital circuit analysis. Nevertheless, it is apparent from [57] that even the simplest of continuous models are difficult to work with and yield complicated expressions for digital circuits (e.g., delay and energy) that somewhat obscure the relationship to supply voltage. ${ }^{1}$ This relational complexity speaks to a clear need for MOS models that are simple enough to work with and reason about, while being sufficiently accurate to yield usable results. One of the goals of this chapter is to address this problem; that is, to clarify the energy and delay relationship to the supply voltage (near-threshold) by deriving a new simplified drain-current model.

[^0]Compact MOS models are usually developed to be used in conjunction with numerical solvers and circuit simulators, as opposed to being designed for hand calculations. The most accurate of these models tend to have the greatest computational complexity and are the most difficult to work with by hand, while the simplest have reduced computational complexity at the expense of accuracy. Circuit simulation, along with the associated models, certainly plays an important role in digital system design; however, simple models and hand analysis can give the designer deeper insight into key trade-offs, potential circuit problems, and optimizations than can be achieved by simulation alone. This chapter presents a MOS device model designed specifically for hand calculations involving digital circuits.

Toward the goal of reducing model complexity, a number of simplifications are made throughout this chapter. One such simplification reduces the drain-current ( $I_{d s}$ ) model to a digital current model. In digital circuit design, first-order approximations for important characteristics (e.g., energy and delay) of large gate networks require only two MOSFET models: (1) the drain current of a logically "on" transistor ( $I_{\text {on }}$ ) as a function of $V_{D D}$, and (2) the drain current of a logically "off" transistor ( $I_{\text {off }}$ ). Simple but accurate models for $I_{\text {off }}$ exist, and those that include short channel effects are adequate. On the other hand, there is a need for new $I_{\text {on }}$ models that are accurate across all operating regimes. Of course, using $I_{\text {on }}$ and $I_{\text {off }}$ in lieu of a general $I_{d s}$ model eliminates a number of variables and reduces model complexity but is only appropriate for digital applications.

This chapter presents a simple, physically derived, inverted-charge MOS device model for $I_{\text {on }}$ (Equation 2.41) that is accurate for supply voltages ranging from a few times the thermal voltage to approximately twice the threshold voltage in modern technologies; i.e., it is transregional. Since this model is approximately centered at $V_{t}$, it is referred to throughout as the near-threshold model. The model is continuous and continuous in the first derivative; it makes use of three process-independent fitting parameters, and these parameters are stable. That is, these fitting parameters remain constant and the model remains accurate across different process technologies. Moreover, the model is shown to be accurate across four different commercial technologies from two different foundries ranging from 40 nm to 90 nm . The organization of the remainder of this chapter is as follows. Section 2.2 gives the derivation of the near-threshold model. Section 2.3 applies the model derived in Section 2.2 to several problems. Section 2.4 discusses related work, and Section 2.5 concludes the chapter.

### 2.2 A Compact Near-Threshold $I_{\text {on }}$ Model

It is tempting to avoid the considerable trouble of developing a physical model, and rather to use an empirical curve-fit as the foundation for a simplified transregional model. The problem with a purely empirical approach—even if the model is only intended for digital circuit analysis-is twofold. First, it is difficult to stabilize the model with respect to physical parameters that vary, such as the threshold voltage. Second, it is difficult to trust such a model; it is not clear how the fitting constants might change in new or differ-
ent technologies. Fortunately, there are a number of established physical MOS models and approaches to compact modeling. One such approach, inversion-charge modeling, is used in this chapter to generate the near-threshold model.

Inversion-charge models differ from the classic surface-potential-based models in that they make explicit the relation between MOS terminal voltages and the inversion-charge density (e.g., the charge due to electrons below the gate of an NFET). A continuous expression for drain current as a function of terminal voltages follows directly from this explicit relation when applied to the Pao-Sah [72] model. The inversion-charge density to terminal voltage relation is difficult to compactly model, and the choice of simplifying approximations is a key differentiating factor between inversion-charge models.

The goal of this section is to derive a new analytical expression for NFET drain current of an "on" transistor, $I_{\text {on }}$, where $I_{\text {on }}$ is defined as the drain current when $V_{g b}=V_{d b}=V_{D D}$ and $V_{s b}=0 V$. This expression for $I_{\mathrm{on}}$ and the derivation are also applicable to a PFET; however, the corresponding derivation is not presented. The derivation begins with the quasi-static long-channel model for an NFET in terms of gate, source, and drain voltages, all relative to the bulk along the lines of the EKV model derivation presented in [37]; as such, some of the content presented in Section 2.2.1 and 2.2.2 is a review. It is a long/wide channel inversion-charge model that makes use of the linearization of inversion-charge to surface potential. The derivation starts with a well-accepted expression for drain current in terms of a diffusion component and a drift component, which is reduced to an expression where the drain current is proportional to a one-dimensional integral from the source potential to the drain potential of the mobile inversion-charge (i.e., electrons) in the channel. A number of normalizations are applied to simplify the expression, and the integral is broken into an equivalent difference expression. Next, an expression is given for the mobile inversion-charge in terms of the normalized gate, source, drain, and threshold voltages. This expression is directly solved for mobile inversion-charge without approximation, a task that previous works were unable to accomplish. Additionally, several approximations are explained, and a new approximation that yields the near-threshold model is presented. These approximations for mobile inversion-charge can be directly applied to the integral expression for drain current to give drain current in terms of the terminal voltages. Finally, this drain-current expression is further simplified to give $I_{\text {on }}$ as a function of $V_{D D}$.

### 2.2.1 Drain-Current Model

Consider an NFET labeled as in Figure 2.1. The standard long/wide-channel expression for drain current is given by Equation 2.1. See [40, 91] for a full derivation and a discussion of the physical assumptions required for validity.

$$
\begin{equation*}
I_{d s}(x)=\mu W\left(-Q_{i}^{\prime} \frac{d \psi_{s}}{d x}+\phi_{t} \frac{d Q_{i}^{\prime}}{d x}\right) \tag{2.1}
\end{equation*}
$$



Figure 2.1: NFET physical view.
where $\mu$ is the effective electron mobility, $W$ is the channel width, $Q_{i}^{\prime}(x)$ is the mobile inversion-charge per unit area as a function of position along the channel, $\phi_{t}$ is the thermal voltage ${ }^{2}$, and $\psi_{s}(x)$ is surface potential (the potential drop from the semiconductor surface to deep into the body). The first term, $-Q_{i}^{\prime} \frac{d \psi_{s}}{d x}$, models $d r i f t$ and the second term, $\phi_{t} \frac{d Q_{i}^{\prime}}{d x}$, models diffusion.

Assuming a constant channel width, a constant electron mobility, the charge sheet approximation (the entire mobile inversion-charge is at the surface potential), and the gradual channel approximation (the electric field along the z-axis is much larger than the field along the x -axis), Equation 2.1 reduces to Equation 2.2; see [37, 40] for a full discussion.

$$
\begin{equation*}
I_{d s}=\mu C_{o x}^{\prime} \frac{W}{L} \int_{V_{s}}^{V_{d}} \frac{-Q_{i}^{\prime}}{C_{o x}^{\prime}} d V_{c} \tag{2.2}
\end{equation*}
$$

where $C_{o x}^{\prime}$ is the oxide capacitance per unit area, $L$ is the channel length, and $V_{c}(x)$, the channel potential, represents the quasi-Fermi potential of electrons in the channel as a function of position; to the first order, it varies monotonically from the source to the drain, i.e., from $V_{s}$ to $V_{d}{ }^{3}$

For a fixed $V_{g}$ and $V_{s}$, as $V_{d}$, increases the device eventually enters the saturation region. This is due to the drain-end of the channel pinching-off as the drain-end enters weak-inversion and the mobile inversioncharge becomes negligible. Intuitively, this happens anywhere along the channel where the channel voltage is sufficiently large. In general, this property can be stated as the assumption that

$$
\begin{equation*}
\lim _{V_{c} \rightarrow \infty} Q_{i}^{\prime}=0 \tag{2.3}
\end{equation*}
$$

As such, Equation 2.2 can be broken into two pieces: a forward current, $I_{f}$, which is independent of $V_{d}$, and

[^1]a reverse current, $I_{r}$, which is independent of $V_{s}$. That is,
\[

$$
\begin{equation*}
I_{d s}=\underbrace{\mu C_{o x}^{\prime} \frac{W}{L} \int_{V_{s}}^{\infty} \frac{-Q_{i}^{\prime}}{C_{o x}^{\prime}} d V_{c}}_{I_{f}}-\underbrace{\mu C_{o x}^{\prime} \frac{W}{L} \int_{V_{d}}^{\infty} \frac{-Q_{i}^{\prime}}{C_{o x}^{\prime}} d V_{c}}_{I_{r}} . \tag{2.4}
\end{equation*}
$$

\]

In order to solve this integral, the relationship between the channel potential and the mobile inversioncharge needs to be established; however, the precise relation is quite complicated. One simplifying approach is to assume a linear relationship between the mobile inversion-charge and the surface potential. This greatly simplifies the problem and yields a constant of proportionality, $n$, the slope factor. From [36],

$$
\begin{equation*}
n=\frac{Q_{i}^{\prime}}{C_{o x}^{\prime}\left(\psi_{s}-\psi_{p}\right)}, \tag{2.5}
\end{equation*}
$$

where $\psi_{p}$ is the pinch-off surface potential, the surface potential at which the inversion charge becomes zero.
Before solving Equation 2.4, it is convenient to normalize the terms to unit-less quantities using

$$
\begin{array}{rlrl}
q_{i} & =\frac{-Q_{i}^{\prime}}{2 n \phi_{t} C_{o x}^{\prime}}, & I_{0} & =2 n \mu C_{o x}^{\prime} \frac{W}{L} \phi_{t}^{2}, \\
v_{c} & =\frac{V_{c}}{\phi_{t}}, & i & =\frac{I}{I_{0}}, \\
\frac{V_{s}}{v_{s}} & =\frac{V_{d}}{v_{d}}=\frac{V_{g}}{v_{g}}=\phi_{t}, & \text { and } \frac{I_{d s}}{i_{d s}}=\frac{I_{f}}{i_{f}}=\frac{I_{r}}{i_{r}}=I_{0} . \tag{2.6}
\end{array}
$$

Equation 2.2 now simplifies to

$$
\begin{equation*}
i_{d s}=\int_{v_{s}}^{v_{d}} q_{i} d v_{c} \tag{2.7}
\end{equation*}
$$

and Equation 2.4 becomes

$$
\begin{equation*}
i_{d s}=\underbrace{\int_{v_{s}}^{\infty} q_{i} d v_{c}}_{i_{f}}-\underbrace{\int_{v_{d}}^{\infty} q_{i} d v_{c}}_{i_{r}} \tag{2.8}
\end{equation*}
$$

Since the model is symmetric with respect to the source and drain, the forward and reverse component are of the same form; it is convenient to use a combined notation so as to work with both expressions ( $i_{f}$ and $i_{r}$ ) simultaneously. That is,

$$
\begin{equation*}
i_{f, r}=\int_{v_{s, d}}^{\infty} q_{i} d v_{c} . \tag{2.9}
\end{equation*}
$$

Finally, all that is needed to solve Equation 2.9 is an expression for $q_{i}$, thus yielding an expression for drain current in terms of the three transistor terminal voltages - a goal of this section.

In normalized terms, the relation between mobile inversion-charge density and channel potential can be expressed as (see [37] for details)

$$
\begin{equation*}
2 q_{i}+\ln q_{i}=v_{p}-v_{c}, \tag{2.10}
\end{equation*}
$$

where $v_{p}=\frac{V_{p}}{\phi_{t}}$ is the pinch-off voltage, defined in $[79,78]$ as

$$
\begin{equation*}
v_{p}=\psi_{p}-\psi_{0} \tag{2.11}
\end{equation*}
$$

where $\psi_{0}$ is a process-dependent term with various approximations used in the literature. Conveniently, $v_{p}$ can be approximated with common terms as

$$
\begin{equation*}
v_{p} \approx \frac{V_{g}-V_{t}}{n \phi_{t}} \tag{2.12}
\end{equation*}
$$

where $V_{t}$ is the threshold voltage $[36,79]$.
Equations 2.10 and 2.12 give the relation between the gate and channel potential and the mobile inversioncharge with the process dependent component compacted into the definition of $v_{p}$. Different [40] and more accurate [78] relations exist, but Equation 2.10 is simple, practical, and differentiable:

$$
\begin{equation*}
d v_{c}=-d q_{i}\left(2+\frac{1}{q_{i}}\right) \tag{2.13}
\end{equation*}
$$

Substituting this expression for $d v_{c}$ into Equation 2.9 and integrating results in

$$
\begin{equation*}
i_{f, r}=q_{s, d}^{2}+q_{s, d}, \tag{2.14}
\end{equation*}
$$

where $q_{s}$ is the normalized mobile inversion-charge at the source-end of the channel, and similarly for $q_{d}$ at the drain end. Applying Equation 2.10 to the source and drain ends of channel yields

$$
\begin{equation*}
v_{p}-v_{s, d}=2 q_{s, d}+\ln q_{s, d} \tag{2.15}
\end{equation*}
$$

Prior work (e.g., [37, 78]) assumed that Equation 2.15 (and Equation 2.10) is not invertible, but it actually can be inverted by using the principal branch of the Lambert W function. The Lambert W function is defined as the root of

$$
\begin{equation*}
\mathrm{W}(z) e^{\mathrm{W}(z)}=z \tag{2.16}
\end{equation*}
$$

for any complex number $z$, (see [29] for details). The function dates back to the days of Euler and has been recently used in several related works (see Section 2.4).

After exponentiation, Equation 2.15 can be rearranged as

$$
\begin{equation*}
2 q_{s, d} e^{2 q_{s, d}}=2 e^{v_{p}-v_{s, d}} \tag{2.17}
\end{equation*}
$$

Table 2.1: Operating regime bounds for $I_{\text {on }}$

| Operating Regime | Current Bounds | Potential Bounds |
| :--- | ---: | ---: |
| Weak Inversion | $i_{f}<-1.4$ | $v_{p}-v_{s}<0.20$ |
| Moderate Inversion | $-1.4 \leq i_{f}<3.6$ | $0.20 \leq v_{p}-v_{s}<4.0$ |
| Strong Inversion | $3.6 \leq i_{f}$ | $4.0 \leq v_{p}-v_{s}$ |

Applying the Lambert W function ${ }^{4}$ to Equation 2.17 gives the closed-form expression

$$
\begin{equation*}
q_{s, d}=\frac{\mathbf{W}_{0}\left(2 e^{v_{p}-v_{s, d}}\right)}{2} \tag{2.18}
\end{equation*}
$$

Analogously, applying the Lambert W function to Equation 2.10 gives the closed-form expression

$$
\begin{equation*}
q_{i}=\frac{\mathrm{W}_{0}\left(2 e^{v_{p}-v_{c}}\right)}{2} \tag{2.19}
\end{equation*}
$$

(depicted in Figure 2.2(a)). This expression for $q_{i}$ proves useful for making approximations in Section 2.2.3.
Finally, Equation 2.18 can be directly applied to Equation 2.14, giving a new closed-form expression for normalized drain current

$$
\begin{equation*}
i_{f, r}=\left(\frac{\mathrm{W}_{0}\left(2 e^{v_{p}-v_{s, d}}\right)}{2}\right)^{2}+\frac{\mathrm{W}_{0}\left(2 e^{v_{p}-v_{s, d}}\right)}{2} \tag{2.20}
\end{equation*}
$$

This expression for $i_{f, r}$ is exact, while the EKV approximation [37], discussed in Section 2.2.2 and given by Equation 2.28, has a maximum absolute error of $21 \%$. Using a more accurate approximation for inversion charge, e.g., [78], and then using the Lambert W function to give an exact expression for inversion charge may further improve total model accuracy; however, this analysis falls outside of the scope of this dissertation and is left as future work.

Figure 2.3(a) depicts Equation 2.20, and it makes clear the nonlinear nature of drain current as a function of the terminal voltages. It also helps relate $i_{f, r}$ to the standard operating regimes: weak, moderate, and strong inversion. The model presented in this chapter is symmetric with respect to the source and drain; however, the ultimate goal of this derivation is to generate a model for $I_{\text {on }}$ wherein the drain-end of the channel is tied to $V_{D D}$ and the source-end to the body. From this and Equation 2.15, it follows that $q_{s}>q_{d}{ }^{5}$ i.e., the inversion charge density at the source-end of the channel always exceeds that of the drain-end. From Equation 2.14 it follows that $i_{f}>i_{r}$, and so the operating regime is determined exclusively by $i_{f}$ and correspondingly $v_{p}-v_{s}$. The drain-end of the channel, and the drain-dependent current $i_{r}$, are pinned in the weak-inversion regime. The boundaries between operating regimes are approximated in Table 2.1. ${ }^{6}$ It should be noted that in the general case, the operating regime can be determined by the larger of $i_{f}$ or $i_{r}$.

[^2]
### 2.2.2 Existing Drain-Current Approximations

There are three well accepted approximations for $i_{f, r}$, a simple weak-inversion approximation, a simple strong-inversion approximation, and a continuous approximation which is valid in all operating regions. The weak- and strong-inversion approximation, along with the new near-threshold model, are generated by modeling the mobile inversion-charge as a function of the terminal voltages; Figure 2.2 and Figure 2.3 graphically depict these charge and current approximations respectively.


Figure 2.2: (a) Equation 2.19 (b) Equation 2.35 (Near-Threshold Model) (c) Equation 2.26 (Strong Inversion Approximation) (d) Equation 2.22 (Weak Inversion Approximation).

In weak-inversion, $v_{p}-v_{c} \ll 0$, and from Equation 2.10 it follows that $2 q_{i}+\ln q_{i} \ll 0$. The logarithmic term dominates, so

$$
\begin{equation*}
v_{p}-v_{c} \approx \ln q_{i}, \text { and } \tag{2.21}
\end{equation*}
$$



Figure 2.3: (a) Equation $2.20(b)$ Equation 2.36 (Near-Threshold Approximation) (c) Equation 2.27 (Strong Inversion Approximation) (d) Equation 2.23 (Weak Inversion Approximation) (e) Equation 2.28 (EKV Continuous Approximation).

$$
\begin{equation*}
q_{i} \approx e^{v_{p}-v_{c}} \tag{2.22}
\end{equation*}
$$

(see Figure 2.2(d)). Integrating Equation 2.9 with this approximation gives

$$
\begin{equation*}
i_{f, r} \approx e^{v_{p}-v_{s, d}} \tag{2.23}
\end{equation*}
$$

depicted in Figure 2.3(d). Removing the normalization, letting the approximation become an equality, and combining the forward and reverse components yields a well-known equation for sub-threshold drain current

$$
\begin{equation*}
I_{d s}=I_{0} e^{\frac{V_{g}-V_{t}}{n \phi_{t}}}\left(e^{\frac{-V_{s}}{\phi_{t}}}-e^{\frac{-V_{d}}{\phi_{t}}}\right) . \tag{2.24}
\end{equation*}
$$

In strong-inversion, $v_{p}-v_{c} \gg 0$, so the logarithmic term in Equation 2.10 is negligible. That is

$$
\begin{gather*}
v_{p}-v_{c} \approx 2 q_{i}, \text { and }  \tag{2.25}\\
q_{i} \approx \frac{v_{p}-v_{c}}{2} \tag{2.26}
\end{gather*}
$$

(see Figure 2.2(c)). With Equation 2.9,

$$
\begin{equation*}
i_{f, r} \approx\left(\frac{v_{p}-v_{s, d}}{2}\right)^{2} \tag{2.27}
\end{equation*}
$$

depicted in Figure 2.3(c).
Finally, the continuous EKV approximation [37] given by

$$
\begin{equation*}
i_{f, r} \approx \ln ^{2}\left[1+e^{\frac{v_{p}-v_{s, d}}{2}}\right] \tag{2.28}
\end{equation*}
$$

as depicted in Figure 2.3(e), is accurate over all operating regimes (at the expense of increased complexity).

### 2.2.3 Transregional Near-Threshold Drain-Current Approximation

This subsection presents a new inversion-charge approximation and corresponding drain current approximation for digital circuits. The model is simpler than the EKV model and continuously models digital devices operating across weak, moderate, and strong inversion. Consider Equation 2.10; in weak-inversion the logarithmic terms dominates and in strong-inversion the linear term dominates. In moderate inversion neither term dominates, so a simple approximation is not possible. Fortunately, the exact expression for charge, Equation 2.19, can be simplified for a narrow range of $v_{p}-v_{c}$.

First, assuming that $q_{i}>0$, taking the logarithm of both sides of Equation 2.19 gives

$$
\begin{equation*}
\ln q_{i}=\ln \mathrm{W}_{0}\left(2 e^{v_{p}-v_{c}}\right)-\ln 2 \tag{2.29}
\end{equation*}
$$

Next, from [94], for $x>0$ and $\mathrm{W}_{0}(x)>0$

$$
\begin{equation*}
\ln \mathrm{W}_{0}(x)=\ln x-\mathrm{W}_{0}(x) \tag{2.30}
\end{equation*}
$$

As such, Equation 2.29 can be expressed as

$$
\begin{equation*}
\ln q_{i}=v_{p}-v_{c}-\mathrm{W}_{0}\left(2 e^{v_{p}-v_{c}}\right) \tag{2.31}
\end{equation*}
$$

Next, [29] shows that $\mathrm{W}\left(e^{x}\right)$ can be approximated by a Taylor series expansion. As such, Equation 2.31 can be written as

$$
\begin{equation*}
\ln q_{i} \approx v_{p}-v_{c}-P\left(v_{p}-v_{c}\right) \tag{2.32}
\end{equation*}
$$

for some polynomial $P$, wherein the coefficients and validity range are a function of $v_{p}-v_{c}$. The optimal polynomial approximation for a particular range of interest can be calculated to a high degree, but this does not aid in the simplification of the problem at hand. The approach taken in this chapter is to use a degree-two polynomial and to curve fit the entire expression. That is,

$$
\begin{equation*}
\ln q_{i} \approx k_{a}+k_{b}\left(v_{p}-v_{c}\right)+k_{c}\left(v_{p}-v_{c}\right)^{2} \tag{2.33}
\end{equation*}
$$

where $k_{a}, k_{b}$, and $k_{c}$ are fitting constants.
Finally, letting $k_{f}=e^{k_{a}}, v_{\omega}=v_{p}-v_{c}$, and exponentiating both sides of Equation 2.33 gives

$$
\begin{equation*}
q_{i} \approx k_{f} e^{k_{b} v_{\omega}+k_{c} v_{\omega}^{2}} \tag{2.34}
\end{equation*}
$$

In order to calculate $i_{f, r}$, integration is necessary, so it is helpful to approximate Equation 2.34 as

$$
\begin{equation*}
q_{i} \approx k_{0}\left(k_{1}+2 k_{2} v_{\omega}\right) e^{k_{1} v_{\omega}+k_{2} v_{\omega}^{2}} \tag{2.35}
\end{equation*}
$$

where $k_{0}, k_{1}$, and $k_{2}$ are new fitting constants. ${ }^{7}$ (See Figure 2.2(b) for a graphical depiction.)
After substituting Equation 2.35 into Equation 2.9 and integrating, the resulting expression for normalized drain current can be expressed as

$$
\begin{equation*}
\mathbf{i}_{\mathbf{f}, \mathbf{r}} \approx \mathbf{k}_{0} \mathbf{e}^{\mathbf{k}_{1} \mathbf{v}_{\varpi}+\mathbf{k}_{2} \mathbf{v}_{\varpi}^{2}} \tag{2.36}
\end{equation*}
$$

where $v_{\varpi}=v_{p}-v_{s, d}$. Fitting this expression in the near-threshold region, $-8<v_{p}-v_{s, d}<10$, (see Section 2.2.4 for boundary definition) gives the fitting constants given in Table 2.2 (used throughout this chapter). (See Figure $2.3(b)$ for a graphical depiction.) Note that due to the definition of the pinch-off voltage and the use of normalized variables, the fitting constants ( $k_{0}, k_{1}, k_{2}$ ) are process independent.

[^3]Table 2.2: Near-threshold model fitting constants - error reported for $i_{f, r}$ (Equation 2.36 compared to Equation 2.20)

|  | Value |
| :--- | :---: |
| $k_{0}$ | $5.4 \mathrm{e}-1$ |
| $k_{1}$ | $6.9 \mathrm{e}-1$ |
| $k_{2}$ | $-3.3 \mathrm{e}-2$ |
| Maximum Absolute Error | $8.1 \%$ |
| Mean Absolute Error | $21 \%$ |

Finally, combining this expression for $i_{f, r}$ (Equation 2.36) with Equation 2.8 gives

$$
\begin{equation*}
i_{d s}=k_{0} e^{k_{1}\left(v_{p}-v_{s}\right)+k_{2}\left(v_{p}-v_{s}\right)^{2}}-k_{0} e^{k_{1}\left(v_{p}-v_{d}\right)+k_{2}\left(v_{p}-v_{d}\right)^{2}} . \tag{2.37}
\end{equation*}
$$

Removing the normalization, and using Equation 2.12 to approximate $v_{p}$ yields

$$
\begin{equation*}
I_{d s}=I_{0} k_{0} e^{k_{1}\left(\frac{V_{g}-V_{t}}{n \phi_{t}}-\frac{V_{s}}{\phi_{t}}\right)+k_{2}\left(\frac{V_{g}-V_{t}}{n \phi_{t}}-\frac{V_{s}}{\phi_{t}}\right)^{2}}-I_{0} k_{0} e^{k_{1}\left(\frac{V_{g}-V_{t}}{n \phi_{t}}-\frac{V_{d}}{\phi_{t}}\right)+k_{2}\left(\frac{V_{g}-V_{t}}{n \phi_{t}}-\frac{V_{d}}{\phi_{t}}\right)^{2}} . \tag{2.38}
\end{equation*}
$$

Now, referencing all voltages to the source instead of the body and assuming that $V_{s b}=0 V$, gives,

$$
\begin{equation*}
I_{d s}=I_{0} k_{0} e^{k_{1} \frac{V_{g s}-V_{t}}{n \phi_{t}}+k_{2}\left(\frac{V_{g s}-V_{t}}{n \phi_{t}}\right)^{2}}\left(1-e^{k_{1} \frac{-V_{d s}}{\phi_{t}}+k_{2} \frac{n^{2} V_{d s}^{2}-2 n V_{d s} V_{g s}+2 n V_{d s} V_{t}}{n^{2} \phi_{t}^{2}}}\right) \tag{2.39}
\end{equation*}
$$

For $I_{\mathrm{on}}, V_{D D}=V_{g s}=V_{d s}$, so

$$
\begin{equation*}
I_{\mathrm{on}}=I_{0} k_{0} e^{k_{1} \frac{V_{D D}-V_{t}}{n \phi_{t}}+k_{2}\left(\frac{V_{D D}-V_{t}}{n \phi_{t}}\right)^{2}}\left(1-e^{k_{1} \frac{-V_{D D}}{\phi_{t}}+k_{2} \frac{n^{2} V_{D D}^{2}-2 n V_{D D}^{2}+2 n V_{D D} V_{t}}{n^{2} \phi_{t}^{2}}}\right) . \tag{2.40}
\end{equation*}
$$

Assuming that $V_{D D}$ is both a few times larger than $\phi_{t}$ and less than twice the threshold voltage, allows the terms within parentheses to be approximated as unity, and letting $V_{D T}=V_{D D}-V_{t}$,

$$
\begin{equation*}
\mathbf{I}_{\mathrm{on}}=\mathbf{I}_{\mathbf{0}} \mathbf{k}_{\mathbf{0}} \mathbf{e}^{\mathbf{k}_{1} \frac{\mathrm{~V}_{\mathrm{DT}}}{\mathrm{n} \phi_{\mathbf{t}}}+\mathbf{k}_{\mathbf{2}}\left(\frac{\mathrm{v}_{\mathrm{DT}}}{\mathrm{n} \phi_{\mathbf{t}}}\right)^{2}} \tag{2.41}
\end{equation*}
$$

Equation 2.41 gives the drain current of a logically "on" transistor as a function of the supply voltage, the goal of this section and one of the main goals of this chapter. Within this expression, the constants $k_{0}, k_{1}$, and $k_{2}$ are process independent, and the process dependent terms are contained in the definitions of $I_{0}, n$, and $V_{t}$. The definition of $I_{0}$ (Equation 2.6) also contains the sizing ratio $\frac{W}{L}$. This ratio is intentionally kept within the definition of $I_{0}$ throughout, because in short/narrow-channel devices, modifying gate dimensions can affect some or all of the process dependent terms. As with most compact models, short/narrow-channel effects can

Table 2.3: Model validity regions (bounded by a maximum absolute error of $21 \%$ )

| Approximation | $\min \left(v_{p}-v_{s, d}\right)$ | $\max \left(v_{p}-v_{s, d}\right)$ | $\min \left(i_{f}\right)$ | $\max \left(i_{f}\right)$ | Mean Absolute Error |
| :--- | ---: | ---: | ---: | ---: | ---: |
| EKV Continuous | $<-40$ | $>40$ | $<4.2 e-18$ | $>3.6 e 2$ | $6.9 \%$ |
| Weak Inversion | $<-40$ | -1.4 | $<4.2 e-18$ | 0.20 | $0.59 \%$ |
| Strong Inversion | 3.6 | $>40$ | 4.0 | $>3.6 e 2$ | $11 \%$ |
| Near-Threshold | -8.0 | 10 | $3.4 e-4$ | 23 | $8.1 \%$ |

be included in the near-threshold model as needed. ${ }^{8}$ Additionally, regions of validity for both W and L can be established before using the near-threshold model (or any compact model) to calculate drain current as a function of either term.

### 2.2.4 Near-Threshold Model Validation

Figure 2.3 depicts the different approximations for normalized drain current as a function of the transistor terminal voltages; it is clear that each approximation has a particular region of validity. The region boundaries are difficult to determine analytically but can be readily defined in terms of a maximum error. The original EKV approximation, Equation 2.28 , has a maximum absolute error of $21 \%$ compared to the analytical draincurrent expression given by Equation 2.20. The EKV approximation is a useful and well accepted model, so the corresponding maximum absolute error of $21 \%$ against Equation 2.20 can also be used as a validity bound for the other drain-current approximations. Table 2.3 provides the region boundaries in terms of both normalized voltages and currents, along with the mean absolute error.

The near-threshold model is further validated by application to four commercial bulk CMOS processes from two different foundries. Nominal devices, high-threshold transistors (HVT), and low-threshold transistors (LVT) are modeled in a 40-nm low-power (LP) technology, a $65-\mathrm{nm}$ low-power technology, a $65-\mathrm{nm}$ general-purpose (GP) technology, and a $90-\mathrm{nm}$ general-purpose technology ${ }^{9}$. The foundry-provided BSIM4 models for each technology node are used as the basis for comparison and for parameter extraction. Parameter extraction is performed by way of a least-squares fit. This method of parameter extraction is common and convenient, but it has shortcomings. In simplified models, such as those presented in this chapter, the extracted parameters may not correspond to the physical parameters that they are intended to represent. This is especially true of parameters that are greatly impacted by short-channel effects, e.g., $V_{t}$ which is affected by drain-induced barrier lowering (DIBL) [90].

Figures 2.4 and 2.5 each overlay the near-threshold model on top of the corresponding BSIM4 simulation of the $40-\mathrm{nm}$ LP and $65-\mathrm{nm}$ GP technologies, respectively. In these figures, the near-threshold model is plotted for the entire $V_{D D}$ range to make clear how the model deviates outside of its range of applicability. Table 2.4 gives the lower and upper bounds on model applicability along with error rates (relative to BSIM4

[^4]Table 2.4: Near-Threshold model compared to SPICE simulation of BSIM4 model for commercial technologies (at $70^{\circ} \mathrm{C}$ ) - the circuit parameters $V_{t}, I_{0}$, and $n$ are extracted from a least-squares fit against the corresponding BSIM4 simulation

| Technology | Device | $V_{t}(\mathrm{mV})$ | $L(n m)$ | $W(n m)$ | $I_{0}(A)$ | $n$ | Maximum <br> Absolute <br> Error | Mean <br> Absolute <br> Error | Lower <br> Bound <br> $(\mathrm{mV})$ | Upper <br> Bound <br> $(\mathrm{mV})$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 40-nm Low Power | NFET | 485 | 36 | 108 | $2.30 e-6$ | 1.48 | $15 \%$ | $8.5 \%$ | 60 | 900 |
| 40-nm Low Power | PFET | 458 | 36 | 108 | $1.10 e-6$ | 1.24 | $13 \%$ | $7.4 \%$ | 60 | 900 |
| 40-nm Low Power | HVT NFET | 586 | 36 | 108 | $2.30 e-6$ | 1.58 | $20 \%$ | $12 \%$ | 60 | 1100 |
| 40-nm Low Power | HVT PFET | 572 | 36 | 108 | $1.23 e-6$ | 1.56 | $21 \%$ | $13 \%$ | 60 | 1100 |
| 40-nm Low Power | LVT NFET | 415 | 36 | 108 | $1.34 e-6$ | 1.49 | $17 \%$ | $8.3 \%$ | 60 | 900 |
| 40-nm Low Power | LVT PFET | 425 | 36 | 108 | $2.67 e-6$ | 1.45 | $16 \%$ | $8.4 \%$ | 60 | 900 |
| 65-nm General Purpose | NFET | 310 | 50 | 100 | $1.74 e-6$ | 1.32 | $9.8 \%$ | $4.9 \%$ | 60 | 700 |
| 65-nm General Purpose | PFET | 392 | 50 | 100 | $8.99 e-7$ | 1.34 | $12 \%$ | $7.6 \%$ | 60 | 700 |
| 65-nm General Purpose | HVT NFET | 371 | 50 | 100 | $1.83 e-6$ | 1.34 | $12 \%$ | $7.7 \%$ | 60 | 700 |
| 65-nm General Purpose | HVT PFET | 475 | 50 | 100 | $1.11 e-6$ | 1.50 | $11 \%$ | $5.0 \%$ | 60 | 700 |
| 65-nm General Purpose | LVT NFET | 273 | 50 | 100 | $2.22 e-6$ | 1.33 | $13 \%$ | $6.4 \%$ | 60 | 700 |
| 65-nm General Purpose | LVT PFET | 348 | 50 | 100 | $8.76 e-7$ | 1.32 | $9.3 \%$ | $5.2 \%$ | 60 | 700 |
| 65-nm Low Power | NFET | 504 | 60 | 120 | $1.86 e-6$ | 1.46 | $19 \%$ | $11 \%$ | 60 | 900 |
| 65-nm Low Power | PFET | 504 | 60 | 120 | $1.12 e-6$ | 1.50 | $16 \%$ | $9.1 \%$ | 60 | 900 |
| 65-nm Low Power | HVT NFET | 610 | 60 | 120 | $1.86 e-6$ | 1.50 | $22 \%$ | $13 \%$ | 60 | 900 |
| 65-nm Low Power | HVT PFET | 602 | 60 | 120 | $1.25 e-6$ | 1.59 | $21 \%$ | $13 \%$ | 60 | 900 |
| 65-nm Low Power | LVT NFET | 373 | 60 | 120 | $1.44 e-6$ | 1.25 | $12 \%$ | $6.3 \%$ | 60 | 750 |
| 65-nm Low Power | LVT PFET | 460 | 60 | 120 | $1.28 e-6$ | 1.52 | $11 \%$ | $5.0 \%$ | 60 | 750 |
| 90-nm General Purpose | NFET | 304 | 80 | 120 | $1.52 e-6$ | 1.25 | $14 \%$ | $7.0 \%$ | 60 | 600 |
| 90-nm General Purpose | PFET | 395 | 80 | 120 | $1.24 e-6$ | 1.30 | $15 \%$ | $9.3 \%$ | 60 | 600 |
| 90-nm General Purpose | LVT NFET | 218 | 80 | 120 | $1.24 e-6$ | 1.18 | $21 \%$ | $6.0 \%$ | 60 | 600 |
| 90-nm General Purpose | LVT PFET | 271 | 80 | 120 | $3.62 e-7$ | 1.20 | $6.2 \%$ | $3.3 \%$ | 60 | 600 |

simulation) and extracted parameter values. Table 2.4 also specifies the device dimensions and provides the data for LVT and HVT devices (where applicable). Note that the error associated with HVT devices tends to be greater than that of the corresponding regular devices. This can be attributed to modeling error at the low end of the $V_{D D}$ range; that is, with HVT devices, the quantity $v_{p}-v_{s, d}$ can be less than the near-threshold model lower bound given in Table 2.3.

### 2.3 Near-Threshold Model Applications

The goal of this section is to demonstrate the applicability of the near-threshold model to digital circuit analysis in a modern technology. The model is first used to generate a closed-form analytical expression for delay, which is then used to give a closed-form equation for energy, and this is used to determine the minimum-energy operating point as a function of activity factor and frequency. Finally, parameter variation is incorporated into the model, and closed-form expressions for the stochastic path-delay are derived. All of these analyses, which yield closed-form expressions, leverage the simplicity of a digital $I_{\text {on }}$ model designed for hand calculations.

Model validity is determined by comparing the analytical expressions against corresponding BSIM4 SPICE simulations, and the errors are reported. For simplicity, chains of minimum-size inverters are used as a basis throughout; minimum-size devices are typical of circuits designed to minimize energy in the near-


Figure 2.4: Equation 2.36 (Near-Threshold Model) plotted for entire $V_{D D}$ range against SPICE simulation of BSIM4 model of a 40-nm low-power process with minimum-size devices.


Figure 2.5: Equation 2.36 (Near-Threshold Model) plotted for entire $V_{D D}$ range against SPICE simulation of BSIM4 model of a $65-\mathrm{nm}$ general-purpose process with minimum-size devices.
threshold region. Chains of other gates can be normalized to this basis; the delays of more complex digital circuits, e.g., a ripple-carry adder, track that of the inverter over a wide supply voltage range [42]. Similar analyses also make use of inverters as a canonical basis for analytical evaluation, e.g., [21, 98]. Furthermore, Table 2.5 (in Section 2.3.1) reports the error (as compared to SPICE) when the closed-form delay model is applied to combinational gates other than minimum-size inverters.

### 2.3.1 Delay Model

Numerous delay models of varying accuracy and complexity have been used to model the switching delay of gates operating super-threshold, e.g., [67, 75, 96]. For circuits operating sub-threshold and near-threshold, [21, 57, 42, 97] use and validate a simple linear RC-delay model. That is, the delay of a gate can be approximated as

$$
\begin{equation*}
t_{p d}=k_{f} C_{\mathrm{load}} \frac{V_{D D}}{I_{\mathrm{on}}} \tag{2.42}
\end{equation*}
$$

where $C_{\text {load }}$ is the load capacitance, and $k_{f}$ is a small fitting constant. This fitting constant serves to normalize the RC time constant and is necessary because propagation delay more closely tracks the drain current of devices that are only partially 'on' [67].

Using the near-threshold model for $I_{\mathrm{on}}$ (Equation 2.41), $t_{p d}$ from Equation 2.42 can be expressed as

$$
\begin{equation*}
t_{p d}=\frac{k_{f} C_{\mathrm{load}}}{k_{0} I_{0}} V_{D D} e^{-k_{1} \frac{V_{D T}}{n \phi_{t}}-k_{2}\left(\frac{V_{D T}}{n \phi_{t}}\right)^{2}} \tag{2.43}
\end{equation*}
$$

Since $I_{0}$ is typically treated as a fitting constant, Equation 2.43 can be simplified by combining the constants $k_{f}, k_{0}$, and $I_{0}$ into a single term $I_{F}$. This gives

$$
\begin{equation*}
t_{p d}=\frac{C_{\mathrm{load}}}{I_{F}} V_{D D} e^{-k_{1} \frac{V_{D T}}{n \phi_{t}}-k_{2}\left(\frac{V_{D T}}{n \phi_{t}}\right)^{2}} . \tag{2.44}
\end{equation*}
$$

In order to apply Equation 2.44 to an inverter, separate delays for the PFET and NFET can be calculated. A simpler approach used in this chapter is to calculate an average propagation delay, which simultaneously models the delay of both types of devices, but this requires refitting $I_{0}$ and $V_{D T}$. Figure 2.6 plots the FO4 delay of a minimum-size inverter in the $65-\mathrm{nm}$ GP process. The Near-Threshold model is plotted against the BSIM4 model with the Near-Threshold model fit from 135 mV to 700 mV (the inverters do not function below 135 mV ). The mean absolute error is $8.0 \%$, and the maximum absolute error is $13 \%$ with $V_{t}=386 \mathrm{mV}$, $n=1.43$, and $\frac{C_{\text {load }}}{I_{F}}=1.42 \frac{n s}{V}$.

Equation 2.44 can be applied to a variety of gates by fitting $\frac{C_{\text {load }}}{I_{F}}$; Table 2.5 gives the corresponding error (as compared to the BSIM4 model) for the FO4 delay of several combinational gates: a minimum-size inverter, a four-times minimum-width inverter, an eight-times minimum-width inverter, a NAND2 gate, a NOR2 gate, and an AOI21 gate.


Figure 2.6: Inverter FO4 delay, Equation 2.44, plotted for entire $V_{D D}$ range against a BSIM4 SPICE simulation of $65-\mathrm{nm}$ general-purpose process at $70^{\circ} \mathrm{C}$ for minimum-size inverter driving an FO4 load. Fit from 135 mV to 700 mV yielding, $V_{t}=386 \mathrm{mV}, n=1.43$, and $\frac{C_{\text {load }}}{I_{F}}=1.42 \frac{n s}{V}$.

Table 2.5: FO4 delay of combinational gates determined using Equation 2.44 and compared to BSIM4 SPICE simulation of $65-\mathrm{nm}$ general-purpose process at $70^{\circ} \mathrm{C}$. Fit from 170 mV to 750 mV with $V_{t}=386 \mathrm{mV}$ and $n=1.43$

| Gate | $t_{p d}(n s)$ <br> at <br> $V_{D D}=V_{t}$ | $\frac{C_{\text {load }}\left(\frac{n s}{V}\right)}{I_{F}}\left(\begin{array}{r}\text { Maximum } \\ \text { Absolute } \\ \text { Error }\end{array}\right.$ | Mean <br> Absolute <br> Error |  |
| :--- | :---: | ---: | ---: | ---: |
| INV_1X | 0.57 | 1.42 | $13 \%$ | $8.3 \%$ |
| INV_4X | 0.49 | 1.29 | $11 \%$ | $5.7 \%$ |
| INV_8X | 0.48 | 1.28 | $10 \%$ | $5.6 \%$ |
| NAND2 | 1.2 | 3.03 | $19 \%$ | $11 \%$ |
| NOR2 | 1.2 | 3.02 | $14 \%$ | $7.8 \%$ |
| AOI21 | 2.4 | 5.42 | $29 \%$ | $15 \%$ |

### 2.3.2 Energy Model

The total energy dissipated by a CMOS circuit, $E_{\text {tot }}$, can be expressed as the summation of a dynamic component, $E_{\mathrm{dyn}}$, corresponding to the charging and discharging of capacitance and a leakage component, $E_{\text {leak }}$, attributed to parasitic leakage current. Assuming periodic operation, e.g., clocking, the total energy can be defined in terms of energy-per-cycle. That is,

$$
\begin{equation*}
E_{\mathrm{tot}}=\alpha E_{\mathrm{dyn}}+E_{\text {leak }}, \tag{2.45}
\end{equation*}
$$

where $\alpha$ is the switching activity factor; it models the common case in which only a fraction (alpha) of the logic-gates in the circuit switch. There are numerous physical mechanisms behind leakage currents in modern MOSFETs [76], but in current technology nodes operating in the near-threshold region, sub-threshold drain-to-source current dominates [48]. The leakage energy is thus defined as

$$
\begin{equation*}
E_{\text {leak }}=N_{l} I_{\text {off }} V_{D D} T_{c}, \tag{2.46}
\end{equation*}
$$

where $T_{c}$ is the cycle time (typically the critical path delay), and $N_{l}$ is the number of representative gates that are leaking in a cycle. The dynamic energy of the circuit, $E_{\mathrm{dyn}}$, is defined as

$$
\begin{equation*}
E_{\mathrm{dyn}}=C_{\mathrm{dyn}} V_{D D}^{2} \tag{2.47}
\end{equation*}
$$

where $C_{\mathrm{dyn}}$ represents the entire switching capacitance, i.e., it includes glitching and crowbar current. The cycle time can be defined in terms of a sequence of representative gates and corresponding delays as

$$
\begin{align*}
T_{c} & =t_{d}, \text { and } \\
t_{d} & =t_{p d} L_{d p} \tag{2.48}
\end{align*}
$$

where $t_{d}$ is the path delay, and $L_{d p}$ is the number of gates on the path each with a delay of $t_{p d}$.
The off-current, $I_{\text {off }}$, for a single gate can be defined in terms of the sub-threshold drain current from Equation 2.24; letting $V_{g}=V_{s}=0$ and $V_{d}=V_{D D}$ gives

$$
\begin{equation*}
I_{\mathrm{off}}=I_{0} e^{\frac{-V_{t}}{n \phi_{t}}}\left(1-e^{\frac{-V_{D D}}{\phi_{t}}}\right) \tag{2.49}
\end{equation*}
$$

Assuming $V_{D D}$ is a few times larger than the thermal voltage allows the terms in parentheses to be approximated as unity; that is,

$$
\begin{equation*}
I_{\mathrm{off}}=I_{0} e^{\frac{-V_{t}}{n \phi_{t}}} \tag{2.50}
\end{equation*}
$$

In modern technologies, the inclusion of short-channel effects in the off-current model can significantly improve model accuracy. For example, ignoring the effects of DIBL can result in an order of magnitude of error [42]. The effects of DIBL can be included by explicitly making $V_{t}$ a function of $V_{d s}$ [91]. That is, the effective threshold voltage becomes $V_{t}-\eta V_{D D}$, where $\eta$ is the DIBL factor. Substituting this value into Equation 2.50 (in place of $V_{t}$ ) gives

$$
\begin{equation*}
I_{\mathrm{off}}=I_{0} e^{\frac{\eta V_{D D}-V_{t}}{n \phi_{t}}} \tag{2.51}
\end{equation*}
$$

Figure 2.7 shows the application of the off-current equation to an NFET and PFET in the $65-\mathrm{nm}$ GP process. The values of fitting bounds, $n$, and $V_{t}$ are taken from the $t_{p d}$ model detailed in Figure 2.6. The least-squares fit value for $\eta$ is 0.134 , NFET $I_{0}=6.34 \mu A$, and PFET $I_{0}=0.564 \mu A$. For the NFET there is a mean
absolute error is $3.4 \%$ and a maximum absolute error of $10 \%$; for the PFET there is a mean absolute error is $3.7 \%$ and a maximum absolute error of $15 \%$.


Figure 2.7: Off-current, Equation 2.51, plotted for entire $V_{D D}$ range against a BSIM4 SPICE simulation of $65-\mathrm{nm}$ general-purpose process at $70^{\circ} \mathrm{C}$ for minimum-size devices with $V_{t}=386 \mathrm{mV}, n=1.43$. Fit from 135 mV to 700 mV , resulting in $\eta=0.134$, NFET $I_{0}=6.34 \mu \mathrm{~A}$, and PFET $I_{0}=0.564 \mu \mathrm{~A}$.

The off-current equation (Equation 2.51), can be substituted into the expression for leakage energy (Equation 2.46). That is,

$$
\begin{equation*}
E_{\text {leak }}=I_{0} V_{D D} N_{l} T_{c} e^{\frac{\eta V_{D D}-V_{t}}{n \phi_{t}}} \tag{2.52}
\end{equation*}
$$

Combining this with the dynamic-energy equation (Equation 2.47) by way of Equation 2.45 yields in an expanded expression for energy;

$$
\begin{equation*}
E_{\mathrm{tot}}=\alpha C_{\mathrm{dyn}} V_{D D}^{2}+I_{0} V_{D D} N_{l} T_{c} e^{\frac{\eta V_{D D}-V_{t}}{n \phi_{t}}} \tag{2.53}
\end{equation*}
$$

Finally, expanding the term $T_{c}$ with Equations 2.48 and 2.44 results in the full expression for energy-per-cycle

$$
\begin{equation*}
E_{\mathrm{tot}}=\alpha C_{\mathrm{dyn}} V_{D D}^{2}+N_{l} L_{d p} \frac{I_{0}}{I_{F}} V_{D D}^{2} C_{\mathrm{load}} e^{-k_{1} \frac{V_{D T}}{n \phi_{t}}-k_{2}\left(\frac{V_{D T}}{n \phi_{t}}\right)^{2}+\frac{\eta V_{D D}-V_{t}}{n \phi_{t}}} \tag{2.54}
\end{equation*}
$$

Equation 2.54 is continuously differentiable, and can be used to solve traditional and sensitivity-based optimization problems. For example, in the $65-\mathrm{nm}$ GP process, for a chain of FO4 inverters, $C_{\mathrm{dyn}} \approx 1.8 f F * L_{d p}$. Using this value for $C_{\mathrm{dyn}}$, with $L_{d p}=N_{l}=20$, and the parameters from Figures 2.6 and 2.7, Figure 2.8 gives the minimum-energy operating voltage as a function of activity factor for the $65-\mathrm{nm}$ GP process using Equation 2.54. Figure 2.8 also shows the minimum-energy operating voltage when the weak-inversion approximation (Equation 2.23) and the strong-inversion approximation (Equation 2.27) are used as models for

Table 2.6: Minimum-energy operating voltage error relative to SPICE simulation of BSIM4 model - the corresponding plots are depicted in Figure 2.8

| Model | Maximum <br> Absolute <br> Error | Mean <br> Absolute <br> Error |
| :--- | ---: | ---: |
| Near-Threshold | $5.1 \%$ | $2.6 \%$ |
| Weak Inversion | $34 \%$ | $11 \%$ |
| Strong Inversion | $84 \%$ | $15 \%$ |

$I_{\text {on }}$. The errors for these approximations relative to SPICE simulation of the BSIM4 model are listed in Table 2.6. The strong-inversion approximation is a poor model for high activity factors and the weak-inversion approximation is a poor model for low activity factors. The near-threshold model proves to be accurate for a wide range of activity factors.


Figure 2.8: Minimum-energy operating voltage vs. activity factor $(\alpha)$. The circuit consists of a linear chain of 20 minimum-size inverters with FO 4 loads in a $65-\mathrm{nm}$ general-purpose process at $70^{\circ} \mathrm{C}$.

### 2.3.3 Statistical Delay Model

Timing and delay play a critical role in digital circuit optimization, and in modern technologies the effects of parameter variation on path-delay cannot be ignored. In order to account for parameter variation, static timing analysis (STA)—the most prominent method of delay analysis in digital circuit design—must incorporate statistical methods (e.g., by way statistical static timing analysis (SSTA)) [1, 2, 31]. Parameter variation can be modeled in a number of different ways, and a global corner model with local random variation is accurate, but slightly pessimistic [7]. In this model, global variation affects all devices in the same way (e.g., the TT,

FS, SF, SS corners), and local variation is truly random: i.e., neighboring identically-drawn devices may behave differently. With local variation, the physical effects that dominate parameter variation depend on the operating region. In the sub-threshold and near-threshold regions, parameter variation is dominated by random uncorrelated normally distributed $V_{t}$ variation [33]. That is, when modeling the delay of circuits operating sub-threshold or near-threshold, for any particular global corner, the effects of parameter variation can be modeled by considering the $V_{t}$ of each device as an independent normal random variable (RV). The goal of this section is to generate a closed-form stochastic delay model by way of the near-threshold delay model (Equation 2.44) with the new assumption that $V_{t}$ is an RV.

If $X$ is a normally distributed RV with mean denoted as $\mu_{X}$, and variance denoted as $\sigma_{X}^{2}$, then the corresponding probability density function (PDF), $f(X)$, is given by

$$
\begin{equation*}
f(X)=\frac{1}{\sigma_{X} \sqrt{2 \pi}} e^{-\frac{\left(X-\mu_{X}\right)^{2}}{2 \sigma_{X}^{2}}} \tag{2.55}
\end{equation*}
$$

For $g(X)$ a function of $X$, The expected value, $E$, can be calculated as

$$
\begin{equation*}
E[g(X)]=\int_{-\infty}^{\infty} g(X) f(X) d x \tag{2.56}
\end{equation*}
$$

and the variance, Var, as

$$
\begin{equation*}
\operatorname{Var}[g(X)]=E\left[\left(g(X)^{2}\right]-(E[g(X)])^{2}\right. \tag{2.57}
\end{equation*}
$$

Treating $V_{t}$ as a normally distributed RV with mean $\mu_{V_{t}}$ and standard deviation $\sigma_{V_{t}}$, the expected value of $t_{p d}$ can be calculated by applying $t_{p d}$ from Equation 2.44 to Equation 2.56. That is,

$$
\begin{equation*}
E\left[t_{p d}\left(V_{t}\right)\right]=\int_{-\infty}^{\infty} \frac{C_{\mathrm{load}}}{I_{F}} \frac{V_{D D}}{\sigma_{V_{t}} \sqrt{2 \pi}} e^{-k_{1} \frac{V_{D D}-V_{t}}{n \phi_{t}}-k_{2}\left(\frac{V_{D D}-V_{t}}{n \phi_{t}}\right)^{2}-\frac{\left(V_{t}-\mu_{V_{t}}\right)^{2}}{2 \sigma_{V_{t}}^{2}}} d V_{t} \tag{2.58}
\end{equation*}
$$

Similarly, applying $t_{p d}$ from Equation 2.44 to Equation 2.57 gives the variance as

$$
\begin{equation*}
\operatorname{Var}\left[t_{p d}\left(V_{t}\right)\right]=\int_{-\infty}^{\infty} \frac{C_{\text {load }}^{2}}{I_{F}^{2}} \frac{V_{D D}^{2}}{\sigma_{V_{t}} \sqrt{2 \pi}} e^{-2 k_{1} \frac{V_{D D}-V_{t}}{n \phi_{t}}-2 k_{2}\left(\frac{V_{D D}-V_{t}}{n \phi_{t}}\right)^{2}-\frac{\left(V_{t}-\mu_{V_{t}}\right)^{2}}{2 \sigma_{V_{t}}^{2}}} d V_{t}-\left(E\left[t_{p d}\left(V_{t}\right)\right]\right)^{2} \tag{2.59}
\end{equation*}
$$

Due to the form of Equation 2.44, $\log \left(t_{p d}\left(V_{t}\right)\right)$ is an RV with a non-central $\chi^{2}$ distribution, and $t_{p d}\left(V_{t}\right)$ can be approximated as log-normal with expected value and variance given by Equations 2.58 and 2.59, respectively. ${ }^{10}$ The sum of log-normal RVs can be approximated as log-normal [9, 10], giving closed-form

[^5]Table 2.7: Near-Threshold statistical delay model (Equations 2.60 and 2.61) compared to Monte Carlo SPICE simulations of BSIM4 statistical model for $65-\mathrm{nm}$ GP CMOS from 300 mV to 700 mV at 100 mV intervals (at TT-corner, $70^{\circ} \mathrm{C}$, and with 10 K MC trials per $V_{D D}$ accounting for local parameter variation) - path delays corresponding to chains of 2,10 , and 20 inverters (with F04 loads at each inverter) are considered

| Measurement | Path <br> Length <br> (gates) | Maximum <br> Absolute <br> Error | Mean <br> Absolute <br> Error |
| :--- | ---: | ---: | ---: |
| $E\left[t_{d}\right]$ | 2 | $13 \%$ | $7.8 \%$ |
| $\operatorname{Var}\left[t_{d}\right]$ | 2 | $32 \%$ | $18 \%$ |
| $E\left[t_{d}\right]$ | 10 | $13 \%$ | $8.9 \%$ |
| $\operatorname{Var}\left[t_{d}\right]$ | 10 | $16 \%$ | $12 \%$ |
| $E\left[t_{d}\right]$ | 20 | $20 \%$ | $12 \%$ |
| $\operatorname{Var}\left[t_{d}\right]$ | 20 | $17 \%$ | $16 \%$ |

equations for the path delay, $t_{d}$, of a sequence of gates with $L_{d p}$ gates on the path (from Equation 2.48).

$$
\begin{equation*}
E\left[t_{d}\left(V_{t} ; L_{d p}\right)\right]=\sum_{i \in\left\{1,2, \ldots, L_{d p}\right\}} E\left[t_{p d}^{i}\left(V_{t}\right)\right] \tag{2.60}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left[t_{d}\left(V_{t} ; L_{d p}\right)\right]=\sum_{i \in\left\{1,2, \ldots, L_{d p}\right\}} \operatorname{Var}\left[t_{p d}^{i}\left(V_{t}\right)\right] \tag{2.61}
\end{equation*}
$$

where $t_{p d}^{i}$ is the delay of the $i$-th gate in the path.


Figure 2.9: Log-normal distribution for path-delay, using an expected value and variance calculated with the near-threshold statistical delay model (Equations 2.60 and 2.61), compared to Monte Carlo SPICE simulations of BSIM4 statistical model for a chain of 20 minimum-size inverters (with FO4 loads at the output of each inverter) in $65-\mathrm{nm}$ GP CMOS with $V_{D D}=300 \mathrm{mV}$ (at TT-corner, $70^{\circ} \mathrm{C}$, and with 10 K MC trials accounting for local parameter variation).

With these statistical delay models, short-channel effects cannot be completely ignored. As with the $I_{\text {off }}$ model (Equation 2.51), DIBL can be easily incorporated by using an effective threshold voltage of $V_{t}-\eta V_{D D}$ in lieu of $V_{t}$. In the $65-\mathrm{nm}$ GP process, incorporating the effects of DIBL into Equation 2.44 yields new parameters: $\eta=0.134, n=1.61, \frac{C_{\text {load }}}{I_{F}}=1.23 \frac{n s}{V}$. $V_{t}$ is normally distributed with mean $\mu_{V_{t}}=449 \mathrm{mV}$ and standard deviation, $\sigma_{V_{t}}=56.9 \mathrm{mV}$ (computed at the TT-corner from statistical BSIM4 models using the methods from [33]). In order to measure model accuracy, Equations 2.60 and 2.61 are compared to Monte Carlo (MC) simulations using SPICE and foundry provided statistical BSIM4 models. Path lengths of 2, 10, and 20 inverters are considered from 300 mV to 700 mV (at 100 mV intervals) with 10 K MC trials at each $V_{D D}$. The error in both the expected value and the standard deviation are reported in Table 2.7. Figures 2.9 and 2.10 depict the histograms generated from 10 K MC trials at 300 mV and 700 mV respectively with a path length of 20 inverters; the corresponding log-normal distributions with expected value and variance calculated from Equations 2.60 and 2.61, respectively, overlay each histogram.


Figure 2.10: Log-normal distribution for path-delay, using an expected value and variance calculated with the near-threshold statistical delay model (Equations 2.60 and 2.61) compared to Monte Carlo SPICE simulations of BSIM4 statistical model for a chain of 20 minimum-size inverters (with FO4 loads at the output of each inverter) in $65-\mathrm{nm}$ GP CMOS with $V_{D D}=700 \mathrm{mV}$ (at TT-corner, $70^{\circ} \mathrm{C}$, and with 10 K MC trials accounting for local parameter variation).

Approximately 1.3 core-hours of computation time is needed to perform each set of 10 K Monte Carlo BSIM4 transient simulations on modern hardware with modern commercial SPICE software. In practice, fewer trials per set may be necessary; however, the computation cost of a broad analysis (e.g., of a large gate set over a wide range of supply voltages at multiple temperatures and multiple global process corners) is significant. The computation cost associated with solving Equations 2.60 and 2.61 is comparatively negligible; the only significant computation expense is incurred when calculating the fitting constants in Equation 2.44: $1.1 e-2$ core-hours when $V_{D D}$ is swept from 60 mV to $1 V$ with a 10 mV step size.

### 2.4 Related Work

MOS modeling dates back many decades, so the set of works that present and discuss various approaches to it are numerous (see [8] or [28] for a historical discussion). The models used in this chapter are based on existing inversion-charge models. The EKV [35, 36, 37] model and the ACM [40] model are examples of accurate and mature continuous compact inversion-charge models. The forthcoming BSIM6 [23] model is a new and purportedly extremely accurate inversion-charge model that is still under development. The work in this chapter differs in that the models are reduced and simplified to the point of limiting applicability to that of digital circuit modeling.

The Lambert W function is currently supported in numerous mathematical computation frameworks, e.g., Maple, Matlab, Mathematica, SciPy. Calhoun used it to define a closed form approximation for the minimum energy operating point of CMOS circuits in [21], and Ortiz-Conde used it to model diode current [71] and surface potential in an undoped-body MOSFET [70].

One of the primary goals of this chapter is to give a simple, continuous digital MOSFET model that can be used for hand-calculations of circuits operating near-threshold. A number of works, e.g., [21] and [97], perform digital circuit analysis in this region ([99] includes variability and derives a sophisticated sub-threshold statistical delay model), but these works rely on the weak-inversion approximation. The weak-inversion model is inaccurate at and above the device threshold voltage, which makes it difficult to perform analysis or establish trends for circuits operating near-threshold. The authors of [38] and [57] address this shortcoming by using the EKV approximation, but this makes hand analysis nearly impossible. Simple, continuous, but piecewise empirical models such as [68] exist but have inaccuracies around the threshold voltage. The initial work for this chapter, presented in [42], is the first publication to present a simplified continuous transregional model which is accurate near-threshold; however, the model presented in [42] is purely empirical, so it lacks the rigor and fitting constant stability associated with the analytical model presented in this chapter.

### 2.5 Conclusion

This chapter presents the near-threshold model (Equation 2.41), a simplified transregional MOS drain-current model designed specifically for digital circuit analysis of near-threshold circuits. The near-threshold model is continuous and continuous in the first derivative, and it accurately models $I_{\text {on }}$ over a wide supply voltage range. The model derivation follows that of previous inversion-charge based models with the addition of a new exact expression for inversion charge (Equation 2.19) and a new simplified inversion-charge approximation (Equations 2.34, 2.35, 2.36). The exact expression for inversion charge may improve the accuracy of certain analyses, e.g., small-signal; verifying this is left as future work. The near-threshold model is validated in four modern CMOS technologies against BSIM4 SPICE simulations, and it is used to solve a circuit analysis problem: finding the minimum-energy operating point of a digital circuit.

As with all models, the near-threshold model has limitations. In a technology with extremely high or low nominal threshold voltages, the model accuracy may degrade. In the technologies examined in this chapter, the HVT devices tended to have higher error rates than the regular devices (see Table 2.4). Explicitly including short-channel effects within the model may somewhat mitigate this problem; however, this is left as future work. Similarly, model accuracy may degrade when modeling $I_{\text {on }}$ as a function of transistor length or width unless short-channel effects are explicitly included (as discussed in Section 2.2.3). This problem is apparent in most compact models, but examining it in the context of the near-threshold model is left as future work.

## Chapter 3

## Quantifying Near-Threshold CMOS Circuit Robustness

### 3.1 Introduction

It is difficult to design efficient and robust modern digital systems; the sheer complexity of utilizing upwards of a billion devices [16] necessitates the use of numerous levels of logical abstraction throughout the design flow. Errors introduced at different levels of abstraction can result in circuits that fail to function as expected for a number of reasons (e.g., timing, design, and functional failures) [96]. Understanding and quantifying these different modes of failure is important, but failures in the base digital assumption supersede all other failures. If a gate cannot switch between logic values, then it cannot perform computation, and assuring correctness with respect to e.g., timing, is moot. Functional failures of this sort can be further divided into many classes [44]; the focus of this chapter is on active device parametric failures [65], i.e., failures caused by one of the most significant hurdles for the future of CMOS scaling [48]: parameter variation.

Parameter variation is caused by stochastic process variation and intrinsic parameter fluctuations (IPF); it is the primary reason why modern digital circuits that function at the process nominal supply voltage ( $V_{D D}$ ) eventually fail as the supply is lowered [4]. More importantly, parameter variation makes functional digital circuits less robust and hence less reliable [ $3,4,15,21,24,25,41,54,95]$. This reduction in robustness may be of little consequence at the process nominal $V_{D D}$, but, as $V_{D D}$ is lowered, it becomes a critical design concern. Problematically, in order to minimize the power consumption and energy demands of modern digital CMOS circuits, the supply voltage must be scaled sub-threshold or near-threshold [21, 22, 34, 42, 52, 57, 96, 97]. As such, in order to build reliable low-power digital systems, it is essential to quantify circuit robustness as a function of parameter variation, which is the primary goal of this chapter.

The prevailing trend is to perform a simple statistical analysis of worst-case gates and to choose a minimum $V_{D D}$ above which most (or many) gates are likely to function despite parameter variation [4]. The problem with this type of analysis is that it may not be sufficient in real circuits due to the presence of electrical noise. Noise can be mitigated but is fundamentally unavoidable and has proven to be a limiting effect
in engineering digital systems for decades [83]. This chapter proposes a metric and method with which to quantify circuit robustness in terms of parameter variation with respect to noise. Moreover, the method presented is efficient and scalable. The computationally expensive component is limited to a small set of cells that make up modern standard cell libraries and memories, and the calculation of robustness cost is linear in the number of instances of these cells (typically in the range of millions to billions).

The remainder of this chapter is organized as follows. Section 3.2 reviews background material on parameter variation and circuit noise analysis. Section 3.3 introduces the notion of circuit robustness and static noise margins. Section 3.4 details the method for calculating robustness for inverters, and Section 3.5 extends the method to a larger set of CMOS gates. Section 3.6 discusses related works, and finally, Section 3.7 concludes the chapter and discusses potential future research.

### 3.2 Background

### 3.2.1 Parameter Variation

In modern CMOS technologies, device parameters such as channel length, oxide thickness, dopant concentration, etc. can have significant deviations from their nominal values due to process-induced and intrinsic parameter fluctuations [12]. Process variability can be considered a global, predictable, and gradual skew in device characteristics introduced by the complexity of manufacturing chips [7] (e.g., from thermal gradients during fabrication [69]). Intrinsic parameter fluctuations are truly statistical in nature and cause significant deviations from device to device within a chip. Intrinsic variations can be attributed to atomistic effects (e.g., random dopant fluctuation (RDF)) and device structure variations (e.g., line edge roughness (LER)) $[7,12,26]$. There are a number of different ways to characterize and partition these effects, and the approach used in this chapter is to consider a global component wherein all devices on a chip are affected in the same way, and a local component wherein each device on a chip has a number of statistical parameters drawn from distributions with mean values set by the global skew. This style of partitioning variation is not as accurate as a full combined statistical model, but it is a good, albeit slightly pessimistic approximation [7].

Considering variation in terms of a global and a local component simplifies statistical analysis and still permits the circuit designer to choose, for example, a worst-case $3 \sigma$ global corner wherein the die that fall outside of this range are assumed not to yield and should not be optimized for. For circuits operating subthreshold, the local component of variation is dominated by RDF and is accurately modeled by normally distributed uncorrelated device threshold $\left(V_{t}\right)$ variation [33]. Near-threshold, local variation does exhibit some degree of spatial correlation, and at the process-nominal $V_{D D}$ spatial correlation is significant and cannot be ignored. This increase in the spatial correlation of local variation as a function of $V_{D D}$ can be attributed to the fact that channel-length variation has little effect on devices operating sub-threshold but becomes the dominant effect at approximately twice the threshold voltage [33]. Channel length variation is spatially cor-
related between devices within some radius, and is straightforward to model [7, 33, 39]. Given that the focus of this chapter is to quantify the robustness of low-power sub-threshold and near-threshold circuits, local parameter variation is treated as random and uncorrelated; however, the effects of spatial correlation can be included. Furthermore, SPICE simulations, along with foundry-provided statistically-extracted BSIM4 models, are used throughout this chapter as a basis for correctness; these models are considered accurate over the entire device operating range [6].

### 3.2.2 Circuit Noise

Circuit noise can be partitioned into a physical component (e.g., thermal noise) and a man-made digital switching component [83]. The dominant sources of physical noise in modern CMOS (which have significant impact on RF CMOS circuits) are $1 / f$ noise and thermal noise [80]. Switching noise is caused by the rapid full-rail voltage swings typical in digital systems, and includes cross-talk (due to capacitive and inductive coupling), charge sharing, supply-rail and ground noise, and substrate noise. These switching-noise sources dominate physical noise by several orders of magnitude in digital circuits, and they must be accounted for in the design margins in order to build robust digital systems (even in the absence of appreciable parameter variation) [84]. Accurate modeling of each switching-noise source is possible, but highly impractical for the simulation and analysis of large circuits (millions or billions of devices). It is, however, possible to lump all switching-noise sources together into equivalent series voltage sources between gates [84]. These noise voltage sources are most accurately modeled as time-varying (i.e., AC) sources [32], but using a static DC voltage is an acceptable approximation [83].

### 3.2.3 Static DC Analysis

Logic gates in modern technologies exhibit a number of frequency-dependent effects, and incorporating these effects greatly increases the complexity of analysis. Fortunately, static DC analysis has proven to be an excellent basis for a wide range of digital circuit characterizations. The first works to discuss the requirements for functional digital circuits $[46,47,55]$ exclusively perform DC analysis. Numerous modern works, e.g., [ $3,20,63$ ], also rely on the DC analysis of digital circuits, because in the context of determining functionality, noise resilience, and reliability, it is representative. Moreover, as discussed in Section 3.1, timing failures (which cannot be quantified with DC analysis alone) fall outside of the scope of this work. In this chapter static DC conditions are assumed throughout, and the corresponding canonical method of analysis, voltage transfer characteristics (VTCs)—the static output voltage of a gate as a function of input voltage-are used extensively.

### 3.3 Defining Circuit Robustness

Parameter variation and noise have a significant impact on circuit robustness, and the primary goal of this chapter is to quantify this impact. To that end, it is necessary to define the notion of robustness with the intuition that increasing parameter variation tends to reduce robustness to noise. Consider two circuits, $C_{1}$ and $C_{2}$, operating at the same supply voltage; $C_{1}$ is more robust than $C_{2}$ if and only if $C_{1}$ can tolerate more noise than $C_{2}$. That is, as the circuit noise increases, $C_{2}$ fails to function before $C_{1}$. With statistical parameter variation, the notion of failure naturally becomes a probability. Robustness can be defined such that $C_{1}$ is more robust than $C_{2}$ if and only if for the same quantity of noise in both circuits the probability that $C_{1}$ fails is less than the probability that $C_{2}$ fails.

As discussed in Section 3.1, the failures of interest are active device parametric failures, wherein a gate or memory erroneously changes state (between binary digital values) because of parameter variation. Circuit noise acts to make these failures more likely, and robust circuits need to function correctly despite parameter variation and switching noise. In order to quantify functional failures due to variation and noise it is necessary to define what it means for a gate or memory to change state. Toward this, consider the base digital assumption: the abstraction of networks of transistors as logic gates, and logic gates as Boolean functions over Boolean logic values. This abstraction relies on the definition of a mapping between logic-values and a physical quantity: the electrical potential of charge stored on capacitive gate nodes. In the simplest mapping, nodes near the supply rail potential, $V_{D D}$, represent a logic-1, and nodes near $G N D$ represent a logic-0; however, it is surprisingly difficult to define near. That is, it is difficult to give an exact (necessary and sufficient) mapping between node voltages and logic values for an arbitrary network of logic-gates, because each logic-gate interprets input voltages differently.

In a real CMOS circuit, no two gates are identical. They differ in function, topology, and sizing; and distinct instances of the same gate differ because of parameter variation. Consider an inverter; if a 0 is applied to its input, then a 1 is produced on its output. Similarly, a 1 at the input results in a 0 at the output. The problem is that it is possible-by way of intentional construction or parameter variation-to have two distinct inverters, $I N V_{1}$ and $I N V_{2}$, that behave differently. Suppose that for input voltages near $V_{D D}$ or $G N D, I N V_{1}$ and $I N V_{2}$ behave logically identically and correctly (i.e., they invert), but for some input voltage, $V_{X}$, between $V_{D D}$ and $G N D, I N V_{1}$ produces a 0 on its output and $I N V_{2}$ produces a 1. In this situation, $I N V_{1}$ and $I N V_{2}$ interpret $V_{X}$ differently. The situation is further complicated when the notion of the output voltage level is considered. That is, the output of $I N V_{1}$ is really only a 0 when a subsequent gate interprets it as such, and so on down a chain of gates.

Since different gates have different interpretations of input voltages, the exact mapping between voltage levels and logic values needs to be defined in terms of this interpretation (as opposed to using a global bound). That is, suppose that worst-case boundaries on voltages are defined by $V_{H}$ and $V_{L}$, where it is known that all gates in a circuit interpret voltages above $V_{H}$ as a 1 and all voltages below $V_{L}$ as 0 ; then the mapping
of $V(G)>V_{H} \leftrightarrow 1$ and $V(G)<V_{L} \leftrightarrow 0$ is sufficient for some notion of correct operation, but it is not necessary. This distinction is important, because this sort of worst-case definition is simple but not practical for the analysis of modern low-voltage circuits.

Consider an example that demonstrates the trouble with using the worst-case definitions for $V_{H}$ and $V_{L}$ in low-voltage applications. Figure 3.1 depicts the VTCs for 100 instances of a minimum-size inverter in a modern 40-nm low-power bulk CMOS process with $V_{D D}=200 \mathrm{mV}$; the curves vary significantly due to random parameter variation. These VTCs have remarkably similar shapes and are nearly identical modulo horizontal translation. As such, it is reasonable to consider defining $V_{H}=180 \mathrm{mV}$ and $V_{L}=20 \mathrm{mV}$ as worst-case output high and low voltages, respectively (these boundaries are also depicted by blue and red lines respectively in Figure 3.1). The problem with this worst-case output mapping is that the corresponding input voltages that yield a logical-1 on the output then range from 25 mV to 150 mV ; similarly, the input voltages that yield a logical- 0 on the output range from 65 mV to 195 mV . These ranges overlap, so a worstcase mapping of input voltages to logic values cannot be defined (the nonsensical worst-case mapping would be $V(G)>65 \mathrm{mV} \leftrightarrow 1$ and $V(G)<150 \mathrm{mV} \leftrightarrow 0$ ).


Figure 3.1: Voltage transfer characteristics for 100 Monte Carlo trials of a minimum-size inverter in a commercial 40-nm low-power CMOS process utilizing foundry provided statistical models for local random parameter variation at the TT global corner ( $V_{D D}=200 \mathrm{mV}$ at $25^{\circ} \mathrm{C}$ TT-Corner).

### 3.3.1 Static Noise Margin

A better approach to defining a local notion of interpretation stems from static noise margin (SNM) analysis. The static noise margin of cross-coupled inverters was first presented in [46, 47] and later clarified in [43] and [56]. Consider Figure 3.2; the SNM of this cross-coupled pair represents the largest DC noise voltage, $V_{\text {noise }}$, that can be applied between the bistable pair before the inverters switch state (between logic-0 and logic-1). If the SNM of a cross-coupled pair is less than or equal to zero (e.g., due to parametric variation), then the


Figure 3.2: Cross-coupled inverter pair and DC noise voltage sources.
pair is not bistable; i.e., it is unable to hold two distinct logic states (a functional failure). If the SNM of the pair is infinitesimally greater than zero, then the cell can hold two distinct logic states, but a diminutive noise can act to switch these states, so the cell is not robust. Given that noise is always present, all cross-coupled pairs of inverters in a digital system must have static noise margins in excess of the system noise in order to maintain state. ${ }^{1}$


Figure 3.3: Voltage transfer characteristic for a minimum-size inverter in a commercial 40-nm low-power CMOS process $\left(V_{D D}=1.1 \mathrm{~V}\right.$ at $\left.25^{\circ} \mathrm{C}\right)$. The unity gain points are used to define the VTC parameters: $V_{O H}, V_{O L}, V_{I H}, V_{I L}$.

There are several mathematically equivalent methods used to measure static noise margins [56]. One such method involves analyzing the unity gain points $\left(\left|\frac{d V_{o u t}}{d V_{i n}}\right|=1\right)$ of the voltage transfer characteristic. Consider $I N V_{a}\left(I N V_{b}\right)$ from Figure 3.2: a static CMOS inverter consisting of a single NFET and PFET, with the VTC depicted in Figure 3.3. Both the functionality of the inverter and the definition of SNM rely on two properties of the VTC holding: (1) two unity gain points exist and (2) the slope between the unity gain

[^6]points exceeds unity in absolute value [63]. From these unity gain points, four properties of an inverter VTC can be defined: $V_{O H}, V_{O L}, V_{I H}, V_{I L}$, as in Figure 3.3 (see [43] for details). (These four points are referred to as VTC parameters throughout.) The VTC parameters serve to demark definable boundaries between the voltages that are interpreted as a logic-1 or logic-0, and the undefined region of high-gain in between. That is, $V_{I H}$ can be considered the lowest voltage that the inverter correctly interprets as a 1 , and $V_{I L}$ as the highest voltage that it correctly interprets as a 0 . Similarly, $V_{O H}$ can be considered the lowest voltage that the inverter will output as a 1 and $V_{O L}$ the highest voltage that the inverter will output as a 0 .

In general, when one gate drives another gate, a static noise margin can be defined. This static noise margin can be broken into two components: a noise margin high ( $N M_{H}$ ) and a noise margin low ( $N M_{L}$ ) (one for each logic value). Consider a pair of inverters, with $I N V_{x}$ driving $I N V_{y}$. The two components of the corresponding noise margin are defined as

$$
\begin{equation*}
N M_{H}\left(I N V_{x}, I N V_{y}\right)=V_{O H}\left(I N V_{x}\right)-V_{I H}\left(I N V_{y}\right) \tag{3.1}
\end{equation*}
$$

and,

$$
\begin{equation*}
N M_{L}\left(I N V_{x}, I N V_{y}\right)=V_{I L}\left(I N V_{y}\right)-V_{O L}\left(I N V_{x}\right) \tag{3.2}
\end{equation*}
$$

The static noise margin is defined as the smaller of $N M_{H}$ or $N M_{L}$.

$$
\begin{align*}
& S N M\left(I N V_{x}, I N V_{y}\right)= \\
& \min \left(N M_{L}\left(I N V_{x}, I N V_{y}\right), N M_{H}\left(I N V_{x}, I N V_{y}\right)\right) . \tag{3.3}
\end{align*}
$$

These relations are implicit functions of $V_{D D} .{ }^{2}$
For cross-coupled inverters, as in Figure 3.2, $I N V_{a}$ drives $I N V_{b}$, and $I N V_{b}$ drives $I N V_{a}$, so two different static noise margins can be defined, $S N M\left(I N V_{a}, I N V_{b}\right)$ and $S N M\left(I N V_{b}, I N V_{a}\right)$. With a few assumption about the VTCs, ${ }^{3}$ the condition that $S N M\left(I N V_{a}, I N V_{b}\right)>V_{\text {noise }} \cap S N M\left(I N V_{b}, I N V_{a}\right)>V_{\text {noise }}$ is a necessary and sufficient condition for differentiation of binary logic-values by way of the electrical potential stored on the output of each inverter [46, 47, 56]. The static noise margin of cross-coupled inverters plays an important role in quantifying circuit robustness, but the notion must be extended to incorporate parametric variability and generalized in order to apply it to arbitrary networks of gates.

### 3.3.2 Statistical Robustness

This section defines a robustness metric for cross-coupled inverters that includes parameter variation and noise by way of a statistical noise margin constraint. When considering two different circuits, $C_{1}$ and $C_{2}$, operating with the same supply voltage, $C_{1}$ is more robust than $C_{2}$ if and only if for the same quantity of

[^7]noise in both circuits the probability that $C_{1}$ fails is less than the probability that $C_{2}$ fails. That is, for two different circuits $C_{1}$ and $C_{2}$,
\[

$$
\begin{equation*}
R O B\left(C_{1}\right)>R O B\left(C_{2}\right) \leftrightarrow P\left(F A I L\left(C_{1}\right)\right)<P\left(F A I L\left(C_{2}\right)\right) \tag{3.4}
\end{equation*}
$$

\]

where $R O B$ corresponds to circuit robustness and $F A I L$ to circuit failure.
Switching noise in digital circuits can be estimated with known-methods [83, 84], and, as with other common metrics, e.g., power and cycle time, it can be reduced and optimized for (typically at some cost; e.g., spreading wires reduces coupling noise at the expense of area). As such, the circuit designer can choose a noise margin target, $N M_{T}$ : a minimum noise margin constraint for all gates. ${ }^{4}$ If any gate has a noise margin less than or equal to the $N M_{T}$, then the gate is said to fail, as is the entire circuit containing the failing gate. Consider a cross-coupled inverter-pair, $I N V_{a}$ and $I N V_{b}$, (as in Figure 3.2 with $V_{\text {noise }}=0 V$ ) operating at a particular $V_{D D}$. The probability of failure for a pair can then be defined such that

$$
\begin{align*}
& P\left(F A I L\left(I N V_{a}, N M_{T}\right) \cup F A I L\left(I N V_{b}, N M_{T}\right)\right) \\
&= P\left(S N M\left(I N V_{a}, I N V_{b}\right) \leq N M_{T} \cup\right. \\
&\left.S N M\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}\right) . \tag{3.5}
\end{align*}
$$

For a circuit, $C_{a}$, consisting of $n$ cross-coupled inverter-pairs, i.e., $C_{a}=\left(I N V_{a}^{i}, I N V_{b}^{i}\right)$ for $i \in\{1,2, \ldots, n\}$,

$$
\begin{align*}
& P\left(F A I L\left(C_{a}, N M_{T}\right)\right)= \\
& P\left(\bigcup_{i \in\{1,2, \ldots, n\}} F A I L\left(I N V_{a}^{i}, N M_{T}\right) \cup F A I L\left(I N V_{b}^{i}, N M_{T}\right)\right) \tag{3.6}
\end{align*}
$$

These two relations treat both the probability of failure and SNM as random variables (RVs). In order to compute these quantities, the corresponding distributions and the effects of correlation are considered in Section 3.4. These two relations are generalized for application to arbitrary networks of gates in Section 3.5.

### 3.4 Calculating Robustness

One of the goals of this chapter is to define a method for calculating robustness in such a way that it can be feasibly computed for large circuits (billions of gates), and which also fits in with the most prevalent method of system design, i.e., standard-cell hierarchical digital circuit design. This necessitates the construction of a new compact model for statistical robustness with parameters that can be stored alongside timing and energy data in standard cell libraries. Moreover, the model must be defined such that the compact data

[^8]is composable; i.e., the robustness of an arbitrary network of standard cells must be computable by the composition of robustness data from member cells. In this way, the robustness of a large circuit (built out of standard cells) can be readily calculated.

### 3.4.1 Statistical VTC Parameters

Device parameter variation results in variation in the static noise margins of gates; the precise relationship depends on the type of parameter variation and the device operating regime (sub-threshold see [3, 20], and above threshold see $[13,81])$. The variation in $S N M$ can be analyzed in terms of $N M_{H}$ and $N M_{L}$ variation (see Equation 3.3). Similarly, $N M_{H}$ and $N M_{L}$ can be considered in terms of the corresponding constituent VTC parameters, $V_{O H}, V_{I H}$, and $V_{O L}, V_{I L}$, respectively (see Equations 3.1 and 3.2). In modern bulk CMOS technologies, the output VTC parameters of a gate, $V_{O H}$ and $V_{O L}$, can be considered regular (not random) variables. ${ }^{5}$ The input VTC parameters, $V_{I H}$ and $V_{I L}$, are normal random variables [20]. Consider Figure 3.1 (in Section 3.3): for a particular gate (an inverter) operating at a particular supply voltage ( 200 mV ) the output VTC parameters, $V_{O H}$ and $V_{O L}$, are nearly constant and close to $V_{D D}$ and $G N D$, respectively (consider the blue and red lines). The horizontal translation between this family of VTC curves-due to random parameter variation-corresponds to shifts in the input VTC parameters, $V_{I H}$ and $V_{I L}$.


Figure 3.4: $V_{I H}$ and $V_{I L}$ distributions for a minimum-size inverter in a commercial 40-nm low-power CMOS process at the TT-Corner $\left(V_{D D}=200 \mathrm{mV}\right.$ at $\left.25^{\circ} \mathrm{C}\right)$.

The input VTC parameter are normally distributed with mean and standard deviation determined by the supply voltage, gate topology, temperature, and global corner. This is confirmed by the analysis of two standard cell libraries in different technologies and from different foundries (a $40-\mathrm{nm}$ low-power process and

[^9]

Figure 3.5: $V_{I H}$ and $V_{I L}$ distributions for a minimum-size inverter in a commercial 40-nm low-power CMOS process at the TT-Corner $\left(V_{D D}=600 \mathrm{mV}\right.$ at $\left.25^{\circ} \mathrm{C}\right)$.


Figure 3.6: $V_{I H}$ and $V_{I L}$ distributions for a minimum-size inverter in a commercial 40-nm low-power CMOS process at the TT-Corner $\left(V_{D D}=1.1 \mathrm{~V}\right.$ at $\left.25^{\circ} \mathrm{C}\right)$.


Figure 3.7: $V_{I H}$ distributions for a minimum-size inverter in a commercial 40-nm low-power CMOS process $\left(V_{D D}=300 \mathrm{mV}\right.$ at $\left.25^{\circ} C\right)$. Global variation shifts the mean value for both $V_{I H}$ and $V_{I L}$.


Figure 3.8: Ratio of input VTC parameter variance to output VTC parameter variance in a commercial 40nm low-power CMOS process $\left(25^{\circ} \mathrm{C}\right.$, TT-Corner). The large ratio across the entire operating range makes it possible to approximate the output VTC parameters as regular variables, whereas the input VTC parameters are considered random variables.
a $65-\mathrm{nm}$ low-power process). Both cell libraries contain hundreds of cells, and Anderson-Darling normality testing shows that neither $V_{I H}$ nor $V_{I L}$ have any significant departure from normality over the entire operating range. ${ }^{6}$ Figures $3.4,3.5$, and 3.6 depict $V_{I H}$ and $V_{I L}$ histograms along with corresponding normal probability density functions (PDFs) for a minimum-size inverter operating sub-threshold, near-threshold, and at process nominal $V_{D D}$, respectively. Global variation simply skews the mean value, as depicted in Figure 3.7. Finally, Figure 3.8 further justifies the treatment of the output VTC parameters as regular variables: the spread of each input VTC parameter is several orders of magnitude greater than the corresponding output VTC parameter spread.

### 3.4.2 Statistical Noise Margins

At any particular global corner, local parameter variation is uncorrelated (see Section 3.2.1), so the VTC parameters for distinct gates are independent. Consider two distinct inverters, $I N V_{x}$ driving $I N V_{y} ; I N V_{x}$ and $I N V_{y}$ have independent normally distributed input VTC parameters. From Equations 3.1 and 3.2 and the assumption that the corresponding output VTC parameters are regular variables, it follows that the corresponding $N M_{H}$ and $N M_{L}$ are also normally distributed RVs with mean and standard deviation given by

$$
\begin{align*}
& \mu\left(N M_{H}\left(I N V_{x}, I N V_{y}\right)\right)=V_{O H}\left(I N V_{x}\right)-\mu\left(V_{I H}\left(I N V_{y}\right)\right), \\
& \sigma\left(N M_{H}\left(I N V_{x}, I N V_{y}\right)\right)=\sigma\left(V_{I H}\left(I N V_{y}\right)\right), \tag{3.7}
\end{align*}
$$

and

$$
\begin{align*}
& \mu\left(N M_{L}\left(I N V_{x}, I N V_{y}\right)\right)=\mu\left(V_{I L}\left(I N V_{y}\right)\right)-V_{O L}\left(I N V_{x}\right) \\
& \sigma\left(N M_{L}\left(I N V_{x}, I N V_{y}\right)\right)=\sigma\left(V_{I L}\left(I N V_{y}\right)\right) \tag{3.8}
\end{align*}
$$

where for any $\mathrm{RV} Z, \mu(Z)$ and $\sigma(Z)$ denote the mean value and the standard deviation, respectively. Inconveniently, the statistical SNM does not follow directly from Equation 3.3 (due to the min function). If $N M_{H}\left(I N V_{x}, I N V_{y}\right)$ and $N M_{L}\left(I N V_{x}, I N V_{y}\right)$ are independent, order statistics can be used to directly calculate $S N M\left(I N V_{x}, I N V_{y}\right)$ [20]; however, they are not independent. From Figure 3.9, it is clear that the input VTC parameters are highly positively correlated, and it follows from this and Equations 3.7 and 3.8 that $N M_{H}$ and $N M_{L}$ are highly negatively correlated, which makes the direct calculation of $S N M$ difficult. The approach taken in this dissertation is to use $N M_{H}$ and $N M_{L}$ directly to calculate the probability that a circuit fails, thus avoiding the need to compute $S N M$. In this way, the effects of correlation can be accounted for, and a general method for failure analysis is made possible.

[^10]

Figure 3.9: Correlation between $V_{I H}$ and $V_{I L}$ in a commercial 40-nm low-power CMOS process $\left(25^{\circ} \mathrm{C}\right.$, TT-Corner). These input VTC parameters are highly positively correlated across $V_{D D}$ for a wide variety of gates.

### 3.4.3 Cross-coupled Inverter: Failure Probability

With a notion of statistical robustness (Section 3.3.2) and statistical noise margins (Section 3.4.2) defined, it is possible to calculate the probability of cross-coupled inverter failure, and hence its robustness. Again, consider a cross-coupled inverter-pair, $I N V_{a}$ and $I N V_{b}$, (as in Figure 3.2 with $V_{\text {noise }}=0 V$ ) operating at a particular $V_{D D}$ and with a noise margin target of $N M_{T}$. Calculating the probability of failure (from Equation 3.5) necessitates the evaluation of $P\left(S N M\left(I N V_{a}, I N V_{b}\right) \leq N M_{T} \cup S N M\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}\right)$. Assuming statistical independence, the disjunction can be treated as an addition, and Equation 3.5 reduces to

$$
\begin{align*}
& P\left(F A I L\left(I N V_{a}, N M_{T}\right) \cup F A I L\left(I N V_{b}, N M_{T}\right)\right) \\
= & P\left(S N M\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}\right)+ \\
& P\left(S N M\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}\right) . \tag{3.9}
\end{align*}
$$

To calculate this quantity in closed-form, it is necessary to re-term this relation using $N M_{H}$ and $N M_{L}$ in lieu of $S N M$ (as discussed in Section 3.4.2). In order to do this, upper and lower bounds on failure are determined, and then an approximation is given.

### 3.4.3.1 Upper Bound

If $S N M\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}$, then $N M_{H}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}$ and/or $N M_{L}\left(I N V_{a}, I N V_{b}\right)$
$\leq N M_{T}$ (this follows directly from Equation 3.3). This can be stated in terms of probabilities as

$$
\begin{align*}
P\left(S N M\left(I N V_{a}, I N V_{b}\right)\right. & \left.\leq N M_{T}\right) \\
\leq P\left(N M_{H}\left(I N V_{a}, I N V_{b}\right)\right. & \leq N M_{T} \cup \\
N M_{L}\left(I N V_{a}, I N V_{b}\right) & \left.\leq N M_{T}\right) \tag{3.10}
\end{align*}
$$

Due to the high degree of anti-correlation between $N M_{H}$ and $N M_{L}$ (see Section 3.4.2), the disjunction can be approximated as an addition and

$$
\begin{align*}
P\left(S N M\left(I N V_{a}, I N V_{b}\right)\right. & \left.\leq N M_{T}\right) \\
\leq P\left(N M_{H}\left(I N V_{a}, I N V_{b}\right)\right. & \left.\leq N M_{T}\right)+ \\
P\left(N M_{L}\left(I N V_{a}, I N V_{b}\right)\right. & \left.\leq N M_{T}\right) \tag{3.11}
\end{align*}
$$

Due to symmetry, a similar argument holds for $S N M\left(I N V_{b}, I N V_{a}\right)$, so combining Equation 3.9 and 3.11 yields an upper bound on the probability of failure for cross-coupled inverters. That is,

$$
\begin{align*}
& P\left(F A I L\left(I N V_{a}, N M_{T}\right) \cup F A I L\left(I N V_{b}, N M_{T}\right)\right) \\
& \leq P\left(N M_{H}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}\right)+ \\
& P\left(N M_{L}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}\right)+ \\
& P\left(N M_{H}\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}\right)+ \\
& P\left(N M_{L}\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}\right) \tag{3.12}
\end{align*}
$$

### 3.4.3.2 Lower Bound

If $N M_{H}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}$ and $N M_{L}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}$, then $S N M\left(I N V_{a}, I N V_{b}\right) \leq$ $N M_{T}$ (this follows directly from Equation 3.3). This can be stated in terms of probabilities as

$$
\begin{align*}
P\left(S N M\left(I N V_{a}, I N V_{b}\right)\right. & \left.\leq N M_{T}\right) \\
>P\left(N M_{H}\left(I N V_{a}, I N V_{b}\right)\right. & \leq N M_{T} \cap \\
N M_{L}\left(I N V_{a}, I N V_{b}\right) & \left.\leq N M_{T}\right) . \tag{3.13}
\end{align*}
$$

Due to the high degree of anti-correlation between $N M_{H}$ and $N M_{L}$ (see Section 3.4.2), the conditional probability of each event $\left(N M_{H}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}\right.$, and $\left.N M_{L}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}\right)$ is less than
the unconditional probability, so

$$
\begin{gather*}
P\left(S N M\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}\right) \\
>P\left(N M_{H}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}\right) * \\
P\left(N M_{L}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}\right) . \tag{3.14}
\end{gather*}
$$

Due to symmetry, a similar argument holds for $S N M\left(I N V_{b}, I N V_{a}\right)$, so combining Equation 3.9 and 3.14 yields a lower bound on the probability of failure for cross-coupled inverters. That is,

$$
\begin{align*}
& P\left(F A I L\left(I N V_{a}, N M_{T}\right) \cup F A I L\left(I N V_{b}, N M_{T}\right)\right) \\
> & P\left(N M_{H}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}\right) * \\
& P\left(N M_{L}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}\right)+ \\
& P\left(N M_{H}\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}\right) * \\
& P\left(N M_{L}\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}\right) \tag{3.15}
\end{align*}
$$

### 3.4.3.3 Heuristic Approximation

One way to approximate the probability of failure comes from the consideration of the cross-coupled pair as a whole. If $I N V_{A}$ is skewed such that it can barely interpret a logical-0 and $I N V_{B}$ is skewed such that is can barely interpret a logical-1 (or vice versa), then a failure is likely. That is, if $N M_{H}\left(I N V_{a}, I N V_{b}\right) \leq$ $N M_{T}$ and $N M_{L}\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}$, or if $N M_{H}\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}$ and $N M_{L}\left(I N V_{a}, I N V_{b}\right) \leq$ $N M_{T}$, then it is likely that $S N M\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}$ or $S N M\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}$. Empirically, with a small shift, $\delta$, the lower bound approximation (given by Equation 3.15) leads to an accurate heuristic over a wide range of $N M_{T}$ and $V_{D D}$. That is,

$$
\begin{align*}
& P\left(F A I L\left(I N V_{a}, N M_{T}\right) \cup F A I L\left(I N V_{b}, N M_{T}\right)\right) \\
\approx & P\left(N M_{H}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}+\delta\right) * \\
& P\left(N M_{L}\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}+\delta\right)+ \\
& P\left(N M_{H}\left(I N V_{b}, I N V_{a}\right) \leq N M_{T}+\delta\right) * \\
& P\left(N M_{L}\left(I N V_{a}, I N V_{b}\right) \leq N M_{T}+\delta\right) \tag{3.16}
\end{align*}
$$

### 3.4.4 Probability Computation

Finally, the Gauss error function, erf, and the cumulative distribution function (CDF) of the normal distribution can be used to compute the probability of failure. If $Z$ is a normal random variable with mean $\mu$ and
standard deviation $\sigma$, and $c$ a constant, then

$$
\begin{equation*}
P(Z \leq c)=\frac{1}{2}\left(1+\operatorname{erf}\left(\frac{c-\mu}{\sigma \sqrt{2}}\right)\right) \tag{3.17}
\end{equation*}
$$

Consider an inverter $I N V_{x}$ driving another inverter $I N V_{y}$, combining Equations 3.7, 3.8, and 3.17 yields

$$
\begin{align*}
& P\left(N M_{H}\left(I N V_{x}, I N V_{y}\right) \leq N M_{T}\right)= \\
& \frac{1}{2}\left[1+\operatorname{erf}\left(\frac{N M_{T}-\left(V_{O H}\left(I N V_{x}\right)-\mu\left(V_{I H}\left(I N V_{y}\right)\right)\right)}{\sigma\left(V_{I H}\left(I N V_{y}\right)\right) \sqrt{2}}\right)\right] \\
& \text { and }  \tag{3.18}\\
& P\left(N M_{L}\left(I N V_{x}, I N V_{y}\right) \leq N M_{T}\right)= \\
& \frac{1}{2}\left[1+\operatorname{erf}\left(\frac{N M_{T}-\left(\mu\left(V_{I L}\left(I N V_{y}\right)\right)-V_{O L}\left(I N V_{x}\right)\right)}{\sigma\left(V_{I L}\left(I N V_{y}\right)\right) \sqrt{2}}\right)\right] .
\end{align*}
$$



Figure 3.10: Probability of minimum-size cross-coupled inverter-pair failure for $N M_{T}=0 \mathrm{mV}$ in a commercial 40-nm low-power CMOS process ( $25^{\circ} \mathrm{C}$, TT-Corner). For the heuristic approximation, the mean absolute error is $13 \%$, and the maximum absolute error is $20 \%$ with $\delta=4.2 \% V_{D D}$.

Equation 3.18 can be applied directly to Equations 3.12, 3.15, and 3.16, thus yielding close-form equations for the probability of cross-coupled inverter failure. Note that the these expressions for failure likelihood rely on an extremely compact set of real numbers:

- $V_{O H}\left(I N V_{x, y}\right)$
- $V_{O L}\left(I N V_{x, y}\right)$
- $\mu\left(V_{I H}\left(I N V_{x, y}\right)\right)$
- $\mu\left(V_{I L}\left(I N V_{x, y}\right)\right)$


Figure 3.11: Probability of minimum-size cross-coupled inverter-pair failure for $N M_{T}=10 \% V_{D D}$ in a commercial 40-nm low-power CMOS process ( $25^{\circ} \mathrm{C}$, TT-Corner). For the heuristic approximation, the mean absolute error is $12 \%$, and the maximum absolute error is $20 \%$ with $\delta=3.2 \% V_{D D}$.


Figure 3.12: Probability of minimum-size cross-coupled inverter-pair failure for $N M_{T}=20 \% V_{D D}$ in a commercial 40-nm low-power CMOS process ( $25^{\circ} \mathrm{C}$, TT-Corner). For the heuristic approximation, the mean absolute error is $5.2 \%$, and the maximum absolute error is $17 \%$ with $\delta=2.2 \% V_{D D}$.


Figure 3.13: Probability of minimum-size cross-coupled inverter-pair failure for $V_{D D}=150 \mathrm{mV}$ in a commercial 40-nm low-power CMOS process $\left(25^{\circ} C\right.$, TT-Corner). For the heuristic approximation, the mean absolute error is $2.5 \%$, and the maximum absolute error is $5.5 \%$ with $\delta=4.3 \% V_{D D}$.

- $\sigma\left(V_{I H}\left(I N V_{x, y}\right)\right)$
- $\sigma\left(V_{I L}\left(I N V_{x, y}\right)\right)$,
which is one of the goals of this section. That is, these are the only parameters needed in order to calculate the probability of failure, and hence robustness of a circuit. Figures 3.10, 3.11, and 3.12, plots the probability of failure for a crossed-coupled inverter pair against $V_{D D}$. Figure 3.13 plot the probability of cross-coupled inverter failure versus $N M_{T}$ for a fixed supply voltage of 150 mV . Digital noise tends to be proportional to $V_{D D}$ [45], so the $N M_{T}$ is reported as a percentage of $V_{D D}$. Each of these figures depicts the upper bound, lower bound, and approximation for cross-coupled inverter failure probability, in addition to the actual (empirical) failure rate. Actual failures are calculated via Monte Carlo SPICE simulations with foundry provided statistical BSIM4 models.

Figures $3.10,3.11,3.12$, and 3.13 also serve to exemplify why an accurate and simple closed-form approximation for the probability of failure is so important. In each of these plots, as $V_{D D}$ increases linearly, the probability of failure decreases exponentially, and the size of the Monte Carlo simulations required to generate accurate failure rates increases exponentially. With a noise margin target of $10 \% V_{D D}$ at 300 mV the probability of failure is already less than $10^{-5}$, so millions of Monte Carlo trials are necessary. A million such trials on modern computers with modern tools requires several core-hours of compute time. Furthermore, it is not uncommon for a modern microprocessor design to contain millions of cross-coupled inverters, so higher supply voltages with lower failure rates on the order of $10^{-9}$ or lower need to be considered. This corresponds to at least a four order of magnitude increase in compute time for a single temperature and $V_{D D}$ of interest. To ensure reliability, multiple supply voltages and temperatures need to be considered, increasing
the computation requirement by yet another order of magnitude. Optimization of transistor sizing can easily increase the computation requirement by another order of magnitude, resulting in a compute requirement in the realm of millions of core-hours. Finally, one of the goals of this chapter is to extend this type of analysis to arbitrary gates (typical standard cell libraries contain hundreds of cells). This easily pushes the compute requirement to billions of core-hours. A closed-form approximation is more practical.

Finally, the probability of failure of a circuit $C_{a}$ consisting of $n$ cross-coupled inverter pairs $\left(C_{a}=\right.$ $\left(I N V_{a}^{i}, I N V_{b}^{i}\right)$ for $\left.i \in\{1,2, \ldots, n\}\right)$ can easily be computed. Equation 3.6 can be re-written in terms of a global conjunction instead of disjunction as

$$
\begin{align*}
& P\left(F A I L\left(C_{a}, N M_{T}\right)\right)= \\
& 1-P\left(\bigcap_{i \in\{1,2, \ldots, n\}} \neg\left(F A I L\left(I N V_{a}^{i}, N M_{T}\right) \cup F A I L\left(I N V_{b}^{i}, N M_{T}\right)\right)\right) . \tag{3.19}
\end{align*}
$$

Given the assumption of VTC parameter independence between gate pairs (see Section 3.4.2), the global conjunction can be treated as a product, giving a readily computable compact expression for the probability of failure and hence robustness of a circuit, one of the goals of this section. That is,

$$
\begin{align*}
& P\left(F A I L\left(C_{a}, N M_{T}\right)\right)= \\
& 1-P\left(\prod_{i \in\{1,2, \ldots, n\}} \neg\left(F A I L\left(I N V_{a}^{i}, N M_{T}\right) \cup F A I L\left(I N V_{b}^{i}, N M_{T}\right)\right)\right) . \tag{3.20}
\end{align*}
$$



Figure 3.14: Probability of failure for 2 e 28 minimum-size cross-coupled inverter-pairs with $N M_{T}=$ $20 \% V_{D D}$ in a commercial 40-nm low-power CMOS process ( $25^{\circ} \mathrm{C}$, TT-Corner, and $\delta=2.2 \% V_{D D}$ ).

With Equation 3.20, it is possible to quantify the probability of failure for an entire memory. Figure 3.14 gives the probability of failure for 2 e 28 independent cross-coupled inverter pairs (i.e., a 32 MB mem-
ory). Simulation with statistical SPICE is completely infeasible, so $\delta$ is taken from the considerably smaller experiments depicted in Figure 3.12.

### 3.4.5 Chains of Inverters: Failure Probability

The goal of this section is to extend the notions of noise margins and circuit robustness to arbitrary networks of inverters. This is necessary because the probability of failure of a linear chain of $n$ inverters differs significantly from that of $n$ cross-coupled inverters. At first glance, this seems counter-intuitive; several works (e.g., [56]) have demonstrated that a cross-coupled pair of identical inverters can be modeled as—and is mathematically equivalent to-an infinite chain of identical inverters. Moreover, alternating worst-case (demonic) noise sources between a cross-coupled pair can be modeled as demonic alternating noise in an infinite chain, as depicted in Figure 3.15. The main idea behind this equivalence is that an infinite chain can be viewed as the unrolling of the loop that is a cross-coupled pair. When a bistable cross-coupled pair in steady state is perturbed by some voltage $\delta V$, the bistable pair either changes digital state, or the inverters act as a restorative filter, successively removing the $\delta V$ disturbance one iteration at a time in the same exact way that a chain of inverters filters a $\delta V$ disturbance. When the inverters are not identical, the two circuits no longer behave in the same way, and equivalence is lost. The intuition behind why they differ comes from further analysis of the heuristic approximation presented in Section 3.4.3.


Figure 3.15: Infinite chain construct: equivalent to the cross-coupled pair depicted in Figure 3.2.

Consider a cross-coupled inverter pair $\left(I N V_{a}, I N V_{b}\right)$, where $I N V_{a}$ and $I N V_{b}$ behave differently due to parameter variation. With the infinite chain construct, this pair can be modeled as a never-ending alternating linear chain of $I N V_{a}$ driving $I N V_{b}$ driving $I N V_{a}$ driving $I N V_{b}$, etc. (see Figure 3.15). Suppose that this inverter pair is not robust, i.e., the static noise margin is just slightly larger than 0 mV due to $I N V_{a}$ being skewed such that it can barely interpret a logical-0 and $I N V_{b}$ being skewed such that it can barely interpret a logical-1. Consider the state where the input of $I N V_{a}$ is a logical-0 and its output (the input of $I N V_{b}$ ) is a logical-1. A small DC noise can raise the input voltage, thus causing $I N V_{a}$ to no longer interpret its input as a logical-0, thus resulting in a lowering of its output node voltage. This, in turn, can result in $I N V_{b}$ no longer interpreting its input as a logical-1, thus resulting in $I N V_{b}$ raising it's output node voltage. This, in turn, pushes $I N V_{a}$ even further away from interpreting its input as a logical-0, and so on down the infinite chain until the bistable pair 'flips' digital state.

On the other hand, consider an actual linear chain of inverters, as in Figure 3.16. Due to parameter variation, each inverter in the chain behaves differently. Suppose that the chain begins with the identical sequence of skewed $I N V_{a}$ driving a skewed $I N V_{b}$, but $I N V_{b}$ now drives a different inverter $I N V_{c}$. Again,


Figure 3.16: Chain of inverters.
consider the same state and event where the input of $I N V_{a}$ is a logical-0 and its output (the input of $I N V_{b}$ ) is a logical-1, and a small DC noise raises the input voltage, thus causing $I N V_{a}$ to no longer interpret its input as a logical-0, resulting in a lowering of its output node voltage. This, in turn, results in $I N V_{b}$ no longer interpreting its input as a logical-1, resulting in $I N V_{b}$ raising it's output node voltage. Suppose, however, that $I N V_{c}$ is a robust inverter and completely restores the rather poor logical-0 generated by $I N V_{B}$ to approximately 0 mV . That is, the condition that causes $I N V_{a}$ and $I N V_{b}$ to flip state if configured as a cross-coupled pair may not cause a failure with $I N V_{a}$ and $I N V_{b}$ in a linear chain.

In order to calculate the probability of failure for a chain of inverters, the notion of what it means for a chain to fail must be defined. Not unexpectedly, this definition quickly becomes a problem of logic level interpretation, and a clear definition for what it actually means for a chain to fail does not immediately follow, but it is possible to sidestep the problem. That is, cross-coupled inverter static noise margin analysis avoids the definition of failure of an individual inverter by considering a bistable loop. Analogously, consider a chain of an even number, $n>2$, of inverters. If the output of the last inverter in the chain is connected to the input of the first inverter, then the chain becomes a state-holding ring (loop). The definition of failure naturally follows as a failure of the ring to maintain state. Informally, the requirement of an even number of stages does not result in a loss of generality, as it is always possible to calculate a tight upper and lower bound on failure rate by considering a chain with one extra and one fewer inverters respectively. ${ }^{7}$

As with the cross coupled inverter analysis, the $N M_{H}$ and $N M_{L}$ can be used to generate an upper bound, a lower bound, and an approximation for the probability of failure for chains of inverters. For a chain of inverters, the worst-case, demonic, DC noise consists of alternating positive and negative voltage sources acting contrary to the desired state of each inverter input. That is, if the desired input to a gate is logical-1, i.e., $V_{D D}$, then a voltage source that acts to lower this electrical potential is said to act contrary to the desired state. In steady-state, a linear chain of $n$ functional inverters consists of alternating sequences of 0 and 1 at the input of each inverter. As such, there are two possible digital states for such a chain: the sequence either begins with a 1 or it begins with a 0 . Correspondingly, there are two states for alternating demonic noise sources; the first DC noise source is either positive or it is negative.

Consider a linear chain, $C H_{a}$, of $n$ inverters with demonic noise sources, as in Figure 3.16 (with the constraint that $n$ is an even integer greater than 2). The chain is said to fail if the corresponding ring, created by connecting the output of the last inverter to the input of the first inverter, fails to maintain state when all inverter inputs are properly initialized with alternating values of 0 and 1 . The chain and ring fail with

[^11]respect to a noise margin target, $N M_{T}$, when the ring fails to maintain state with demonic noise sources with $V_{\text {noise }}=N M_{T}$ or $V_{\text {noise }}=-N M_{T}$. Given the assumption of statistical independence between the noise margins of different gates pairs (as discussed in Section 3.4.2), the probability of chain failure can be analyzed and computed in terms of the $N M_{H}$ and $N M_{L}$ of pairs of gates.

### 3.4.5.1 Heuristic Upper Bound

Consider a labeling of inverters in the chain $C H_{a}$ such that the first inverter is labeled as $I N V_{1}$, the second inverter as $I N V_{2}$, and so on with the last inverter being $I N V_{n}$. If the chain fails, then it follows that there exists some inverter pair in the chain, $I N V_{i}$ driving $I N V_{i+1}$, with $N M_{H}\left(I N V_{i}, I N V_{i+1}\right) \leq N M_{T}$ and/or $N M_{L}\left(I N V_{i}, I N V_{i+1}\right) \leq N M_{T}$, which leads to the same probabilistic upper bound for cross-coupled pairs which was discussed in Section 3.4.3.1. For chains, however, this is not a tight upper bound. Empirically, the cross-coupled pair heuristic approximation (see Section 3.4.3.3) leads to a tighter upper bound for chains of gates. Consider two connected pairs of inverters, the set ( $I N V_{i}, I N V_{i+1}, I N V_{i+2}$ ); if the chain fails, then it is likely that either (1) $\left.N M_{L}\left(I N V_{i}, I N V_{i+1}\right) \leq N M_{T}\right)$ and $\left.N M_{H}\left(I N V_{i+1}, I N V_{i+2}\right) \leq N M_{T}\right)$, and/or (2) $\left.N M_{H}\left(I N V_{i}, I N V_{i+1}\right) \leq N M_{T}\right)$ and $\left.N M_{L}\left(I N V_{i+1}, I N V_{i+2}\right) \leq N M_{T}\right)$. With the assumption of statistical independence, the upper bound on the probability of failure for the chain can be approximated as,

$$
\begin{align*}
& \quad P\left(F A I L\left(C H_{a}, N M_{T}\right)\right. \\
& \lesssim P\left(\bigcup_{i \in\{1,2, \ldots, n-2\}}\right. \\
& \quad\left(\left(N M_{H}\left(I N V_{i}, I N V_{i+1}\right) \leq N M_{T}+\delta u \cap\right.\right. \\
& \left.\quad N M_{L}\left(I N V_{i+1}, I N V_{i+2}\right) \leq N M_{T}+\delta u\right) \\
& \cup\left(N M_{L}\left(I N V_{i}, I N V_{i+1}\right) \leq N M_{T}+\delta u \cap\right. \\
& \left.\left.\left.\quad N M_{H}\left(I N V_{i+1}, I N V_{i+2}\right) \leq N M_{T}+\delta u\right)\right)\right) \tag{3.21}
\end{align*}
$$

where $\delta u$ is a small constant used to maintain the boundary over a wide range of $N M_{T}$ and $V_{D D}$. The directly computable form of this follows directly from Section 3.4.1.

### 3.4.5.2 Lower Bound

A heuristic for the lower bound has the same form, but a small constant $\delta l$ must be subtracted from the $N M_{T}$.

$$
\begin{gather*}
P\left(F A I L\left(C H_{a}, N M_{T}\right)\right. \\
\gtrsim P\left(\bigcup_{i \in\{1,2, \ldots, n-2\}}\right. \\
\left(\left(N M_{H}\left(I N V_{i}, I N V_{i+1}\right) \leq N M_{T}-\delta l \cap\right.\right. \\
\left.N M_{L}\left(I N V_{i+1}, I N V_{i+2}\right) \leq N M_{T}-\delta l\right) \\
\cup\left(N M_{L}\left(I N V_{i}, I N V_{i+1}\right) \leq N M_{T}-\delta l \cap\right. \\
\left.\left.\left.N M_{H}\left(I N V_{i+1}, I N V_{i+2}\right) \leq N M_{T}-\delta l\right)\right)\right) \tag{3.22}
\end{gather*}
$$

### 3.4.5.3 Approximation

As expected, the heuristic approximation follows from the upper and lower bound heuristics.

$$
\begin{gather*}
P\left(F A I L\left(C H_{a}, N M_{T}\right)\right. \\
\approx P\left(\bigcup_{i \in\{1,2, \ldots, n-2\}}\right. \\
\left(\left(N M_{H}\left(I N V_{i}, I N V_{i+1}\right) \leq N M_{T}+\delta \cap\right.\right. \\
\left.N M_{L}\left(I N V_{i+1}, I N V_{i+2}\right) \leq N M_{T}+\delta\right) \\
\cup\left(N M_{L}\left(I N V_{i}, I N V_{i+1}\right) \leq N M_{T}+\delta \cap\right. \\
\left.\left.\left.N M_{H}\left(I N V_{i+1}, I N V_{i+2}\right) \leq N M_{T}+\delta\right)\right)\right) \tag{3.23}
\end{gather*}
$$

Empirically, $\delta u$ and $\delta l$ can be defined in terms of $\delta$. For the devices considered in this chapter: INV, NAND2, NOR3, NAND3, NOR3, AOI21, and for noise margin targets between $0 \% V_{D D}$ and $20 \% V_{D D}$, a relative offset of $3 \% V_{D D}$ is sufficient. That is, $\delta u=\delta l=\delta+3 \% V_{D D}$. Figures 3.17, 3.18, and 3.19 depict the upper bound, lower bound, and approximations for a chain of 20 inverters.

Finally, a circuit, $C_{a}$, composed of $n$ chains of inverters, is said to fail if any chain fails. That is, with chain labeled as $\mathrm{CH}_{1}, \mathrm{CH}_{2}, \ldots, \mathrm{CH}_{n}$,

$$
\begin{align*}
& P\left(F A I L\left(C_{a}, N M_{T}\right)=\right. \\
& P\left(\bigcup_{i \in\{1,2, \ldots, n\}} F A I L\left(C H_{i}, N M_{T}\right)\right) . \tag{3.24}
\end{align*}
$$

As with the cross-coupled inverter analysis in Section 3.4.4, Equation 3.24 can be re-written in terms of a


Figure 3.17: Probability of chain of 20 inverters failing with $N M_{T}=0 \% V_{D D}$ in a commercial 40-nm lowpower CMOS process $\left(25^{\circ} \mathrm{C}\right.$, TT-Corner). For the heuristic approximation, the mean absolute error is $17 \%$, and the maximum absolute error is $43 \%$ with $\delta=-3.2 \% V_{D D}$.


Figure 3.18: Probability of chain of 20 inverters failing with $N M_{T}=10 \% V_{D D}$ in a commercial 40-nm low-power CMOS process $\left(25^{\circ} \mathrm{C}\right.$, TT-Corner). For the heuristic approximation, the mean absolute error is $13 \%$, and the maximum absolute error is $38 \%$ with $\delta=-2.3 \% V_{D D}$.


Figure 3.19: Probability of chain of 20 inverters failing with $N M_{T}=20 \% V_{D D}$ in a commercial 40-nm low-power CMOS process $\left(25^{\circ} \mathrm{C}\right.$, TT-Corner). For the heuristic approximation, the mean absolute error is $6.8 \%$, and the maximum absolute error is $24 \%$ with $\delta=-1.8 \% V_{D D}$.
global conjunction instead of disjunction as

$$
\begin{align*}
& P\left(F A I L\left(C_{a}, N M_{T}\right)\right)= \\
& 1-P\left(\bigcap_{i \in\{1,2, \ldots, n\}} \neg F A I L\left(C H_{i}, N M_{T}\right)\right) . \tag{3.25}
\end{align*}
$$

Given the assumption of VTC parameter independence between gate pairs, and hence chains (see Section 3.4.2), the global conjunction can be treated as a product, giving a readily computable compact expression for the probability of failure and hence robustness of a circuit consisting of chains of inverters, one of the goals of this section. That is,

$$
\begin{align*}
& P\left(F A I L\left(C_{a}, N M_{T}\right)\right)= \\
& 1-P\left(\prod_{i \in\{1,2, \ldots, n\}} \neg F A I L\left(C H_{i}, N M_{T}\right)\right) . \tag{3.26}
\end{align*}
$$

Using Equation 3.26, Figure 3.20 gives the probability of failure for $2 * 2 \mathrm{e} 28$ independent inverters in the form of chains. As with the cross-coupled pairs, simulation with statistical SPICE is infeasible, so $\delta$ is taken from the considerably smaller experiments depicted in Figure 3.19. The probability of failure of chains of inverters is considerably lower than that of cross-coupled pairs (with the same number of devices, noisemargin target, and $V_{D D}$ ), as depicted in Figure 3.21. The failure probabilities are similar for cross-coupled pairs of inverters operating $50-100 \mathrm{mV}$ above the inverter chain supply voltage. This is the first work to


Figure 3.20: Probability of failure for $2 * 2 \mathrm{e} 28$ minimum-size inverters in chains with $N M_{T}=20 \% V_{D D}$ in a commercial 40-nm low-power CMOS process ( $25^{\circ} \mathrm{C}$, TT-Corner, and $\delta=-1.8 \% V_{D D}$ ).


Figure 3.21: Probability of failure for $2 * 2 \mathrm{e} 28$ minimum-size inverters in chains compared to that of 2 e 28 minimum size cross-coupled pairs with $N M_{T}=20 \% V_{D D}$ in a commercial 40-nm low-power CMOS process ( $25^{\circ} \mathrm{C}$, TT-Corner).
quantify and compare these two very different devices' configurations and corresponding probabilities of failure.

### 3.5 Generalized Circuit Robustness

The goal of this section is to extend the notions of static noise margins to a larger gate set than that of inverters alone. As with the analysis in Section 3.4, the main goal is to generate a composable robustness metric, so that the robustness of an arbitrary network of standard cells can be easily computed.

### 3.5.1 VTC Parameters of Combinational Gates



Figure 3.22: NAND2.


Figure 3.23: Voltage transfer characteristic for the minimum-size NAND2 (depicted in Figure 3.22) in a commercial 40-nm low-power CMOS process ( $V_{D D}=1.1 \mathrm{~V}, 25^{\circ} \mathrm{C}$, TT-Corner)


Figure 3.24: Voltage transfer characteristic for the minimum-size NAND2 (depicted in Figure 3.22) in a commercial 40-nm low-power CMOS process ( $V_{D D}=1.1 \mathrm{~V}, 25^{\circ} \mathrm{C}$, TT-Corner).

Consider a combinational CMOS 2-input NAND gate, NAND2, with nodes labeled as in Figure 3.22. If the input nodes, $i n 1$ and $i n 2$, are treated independently, then the VTC describes $V_{\text {out }}$ as a function of both $V_{i n 1}$ and $V_{i n 2}$, as depicted in Figures 3.23 and 3.24. Figure 3.23 provides a three dimensional view, and Figure 3.24 plots the VTC in the $V_{i n 1} \times V_{i n 2}$ plane with $V_{o u t}$ encoded by color. The partial derivatives $\frac{\partial V_{\text {out }}}{\partial V_{\text {in } 1}}$ and $\frac{\partial V_{\text {out }}}{\partial V_{\text {in } 2}}$ describe two continuums of unity gain points depicted by purple triangles and red squares, respectively, in Figure 3.24. The gradient is given by

$$
\begin{equation*}
\nabla V_{\text {out }}=\frac{\partial V_{\text {out }}}{\partial V_{\text {in } 1}} \mathbf{i}+\frac{\partial V_{\text {out }}}{\partial V_{\text {in } 2}} \mathbf{j} \tag{3.27}
\end{equation*}
$$

where $\mathbf{i}$ and $\mathbf{j}$ are the unit vectors in the $V_{i n 1} \times V_{i n 2}$ plane. The two continuums of unity gain points defined by $\left|\nabla V_{\text {out }}\right|=1$ (depicted by a black line in Figure 3.24) are analogous to an inverter's two unity gain points given by $\left|\frac{d V_{\text {out }}}{d V_{\text {in }}}\right|=1$ in Section 3.3.1. In fact, for an inverter the two measures are identical, i.e., $\left|\nabla V_{\text {out }}\right| \equiv\left|\frac{d V_{\text {out }} \mid}{d V_{\text {in }}}\right|$. Moreover, the magnitude of $\nabla V_{\text {out }}$ is the most general measure for determining unity gain points, as it is applicable to any gate regardless of the number of inputs.

For noise margin analysis, choosing individual unity gain points as representative approximations is an important simplification, and individual points can be chosen by considering slices of the VTC (planes orthogonal to $V_{i n 1} \times V_{i n 2}$ ). Three slices of the NAND2 VTC are depicted by dashed lines in Figure 3.24. These three slices are of particular interest for two reasons. First, they give the upper and lower unity-gain bounds in terms of $V_{i n 1}$ and $V_{i n 2}$. Second, they correspond to a logical reduction of the NAND2 to that of an inverter. That is, if either input is tied to logical-1 or if both inputs are tied together, then the NAND2 is functionally equivalent to an inverter. In Figure 3.24 the three possible inverter-equivalent slices are depicted
by: (1) an orange dashed-line corresponding to tying $i n 1$ to $V_{D D}$ and sweeping $i n 2$ from $G N D$ to $V_{D D}$, (2) a light-blue dashed-line corresponding to tying $i n 2$ to $V_{D D}$ and sweeping $i n 1$ from $G N D$ to $V_{D D}$, and (3) a red dashed-line generated by tying $i n 1$ to $i n 2$ and sweeping them together.


Figure 3.25: NAND2 inverter equivalence.

The idea of inverter-equivalence is general and can be used to generate the boundary unity-gain points for arbitrary gates. Consider an inverting binary CMOS gate, $G$, with $n$ inputs and a single output. Gate $G$ can be made to act logically as a single input/output inverter for some assignment of inputs where inputs can be tied together, tied to 1 , or tied to 0 . Since $G$ is an inverting CMOS gate, one or more inverter-equivalent input assignments exist, and the assignments depend on the topology of $G$. The three inverter-equivalent slices from Figure 3.24 are depicted at the gate level in Figure 3.25.

A general notion of an inverter equivalent assignment is helpful. Let $G$ be an inverting binary CMOS gate with $k$ inputs labeled as $i n 1, i n 2, \ldots, i n k$, a single output, out, and with functionality defined by $V_{o u t}=$ $G\left(V_{i n 1}, V_{i n 2}, \ldots, V_{i n k}\right)$. The set of inverter equivalent input assignments to $G$, denoted $I E(G)$, is a set of $k$ tuples, $\left(i e_{1}, i e_{2}, \ldots, i e_{k}\right)$, where $i e_{i} \in(1,0$, in $)$, and $\left(i e_{1}, i e_{2}, \ldots, i e_{k}\right) \in I E(G)$ if and only if $G\left(i e_{1}, i e_{2}, \ldots, i e_{k}\right)$ is functionally equivalent to an inverter with input in, and output out. For the NAND2, the three inverter equivalent input assignments are (1) (1, in), (2) (in, 1), and (3) (in, in). In order to work with inverter equivalent input assignments, it is convenient to define $F$, a simple mapping function between real voltages and elements of $(1,0, \mathrm{in})$. That is,

$$
F\left(V_{i}\right)= \begin{cases}0 & \text { if } V_{i}=G N D  \tag{3.28}\\ 1 & \text { if } V_{i}=V_{D D} \\ \text { in } & \text { otherwise }\end{cases}
$$

With a notion of inverter equivalence, it is possible to define a representative set of unity gain points for a gate. Let $G$ be an inverting binary CMOS gate with $k$ inputs labeled as $i n 1, i n 2, \ldots, i n k$, and a single output, out. The gradient of $V_{\text {out }}$ is defined as

$$
\begin{equation*}
\nabla V_{\text {out }}=\frac{\partial V_{\text {out }}}{\partial V_{\text {in } 1}} \mathbf{i}_{1}+\frac{\partial V_{\text {out }}}{\partial V_{\text {in } 2}} \mathbf{i}_{2}+\ldots+\frac{\partial V_{\text {out }}}{\partial V_{\text {ink }}} \mathbf{i}_{k} \tag{3.29}
\end{equation*}
$$

where $\mathbf{i}_{1}, \mathbf{i}_{2}, \ldots, \mathbf{i}_{k}$ are the corresponding unit vectors. The representative set of unity gain points for $G$,
$R S(G)$, is defined such that

$$
\begin{align*}
& \left(V_{i n 1}, V_{i n 2}, \ldots, V_{i n k}, V_{o u t}\right) \in R S(G) \text { if and only if } \\
& \left|\nabla V_{\text {out }}\left(V_{i n 1}, V_{i n 2}, \ldots, V_{i n k}\right)\right|=1, \text { and } \\
& \left(F\left(V_{i n 1}\right), F\left(V_{i n 2}\right), \ldots, F\left(V_{i n k}\right)\right) \in I E(G) \text {, and } \\
& \text { for all } x, y \in(1,2, \ldots, k)  \tag{3.30}\\
& \text { if } F\left(V_{i n x}\right)=\text { in and } F\left(V_{i n y}\right)=\text { in then } V_{i n x}=V_{i n y} \tag{3.31}
\end{align*}
$$

For the NAND2, the representative set of unity gain points are depicted in Figure 3.24 as light-blue, orange, and red circles with annotated values. The values for each slice $\left(V_{\text {in } 1}, V_{\text {in2 } 2}, V_{o u t}\right)$ are (1): $(1100,470,1066)$, $(1100,626,42)(2):(445,1100,1063),(630,1100,40),(3):(540,540,1062),(674,674,51)$. These representative points can be mapped back to simple pairs of the form $\left(V_{i n}, V_{o u t}\right)$ by using the inverter equivalent input assignment to remove the references to $V_{D D}, G N D$, and shared inputs. For the NAND2 this reduced representative set of unity gain points is $(1):(470,1066),(626,42)(2):(445,1063),(630,40),(3):(540,1062)$, (674,51).

Finally, the VTC parameters can be defined using the reduced set of unity gain points. The usual mapping of unity gain points to VTC parameters can be employed, so for the NAND2, (1): $V_{I L}=470, V_{O H}=1066$, $V_{I H}=626, V_{O L}=42,(2): V_{I L}=445, V_{O H}=1063, V_{I H}=630, V_{O L}=40$, and (3): $V_{I L}=540, V_{O H}=$ $1062, V_{I H}=674, V_{O L}=51$. Statistical analysis is greatly simplified when a single set of representative VTC parameters is chosen, but the parameters-as measured with (1), (2), and (3)—differ. It is clear that $V_{O H}$ and $V_{O L}$ are nearly constant; this is expected (see Section 3.4.1). The two inverter equivalent input assignments where a single input is tied to $V_{D D}$ ((1) and (2)) are highly symmetric and have only slightly different values for $V_{I H}$ and $V_{I L}$, respectively. The input assignment wherein both inputs are tied together, (3), does differ significantly in terms of $V_{I H}$ and $V_{I L}$ from (1) and (2).

Consider the measurement of $V_{I L}$ performed by sweeping the input(s) from $G N D$ to $V_{D D}$ using (1) as compared to (3). The value of $V_{I L}$ corresponds to the greatest input voltage that still results in the output being pulled-up to a logical-1. The NAND2 contains 2 parallel PFETs with gates connected to $i n 1$ and $i n 2$, respectively. With input assignment (1), in 1 is tied to $V_{D D}$, causing the corresponding PFET to effectively turn off, i.e., it contributes only sub-threshold leakage current to the pull-up network as $i n 2$ is swept from $G N D$ to $V_{D D}$. As $V_{i n 2}$ is increased, the corresponding PFET begins to turn off and the NFETs begin to turn on, thus transitioning the output towards a logic-0; $V_{I L}$ is the input voltage at which this transition occurs. With (3), both inputs are tied together, and the parallel PFETs actively pull up the output node together as the input is swept. The parallel PFETs in (3) continue to actively pull up the output node as the input voltage is increased beyond the $V_{I L}$ from (1). As such, $V_{I L}$ as measured with (3) is greater than $V_{I L}$ as measured with (1). An analogous, but reciprocal explanation can be given for $V_{I H}$. That is, $V_{I H}$ as measured with (1) is greater than $V_{I H}$ as measured with (3).

In order to provide an upper bound on the robustness, the representative set of VTC parameters should be chosen so as to overestimate the probability of failure of a gate. This corresponds to underestimating both $N M_{H}$ and $N M_{L}$; this, in turn, necessitates underestimating $V_{I H}$ and overestimating $V_{I L} .{ }^{8}$ Since $V_{O H}$ and $V_{O L}$ are approximately constant across inverter equivalent input assignment slices, the smallest $V_{I H}$ and the largest $V_{I L}$ should be chosen from the reduced representative set of unity gain points. For the NAND2 this corresponds to selecting the VTC parameters from different slices: $V_{I H}$ from (1) and $V_{I L}$ from (3). ${ }^{9}$ This somewhat complicates the task of gate characterization, so in this chapter the VTC parameters from (1) are chosen as the representative set, despite the fact that this simplifying choice slightly underestimates $V_{I L}$. In terms of calculating the probability of failure, this simplification has little impact.

Finally, the VTC parameters for an arbitrary gate can be defined. Let $G$ be an inverting binary CMOS gate with $m$ inputs and a single output, out, and let $R S(G)$ be the reduced representative set of unity gain points for $G$. Assume that $R S(G)$ has cardinality $n$, and elements labeled as $\left(V_{\text {in }_{i}}, V_{\text {out }_{i}}\right)$ for $i \in\{1,2, \ldots, n\}$. The VTC parameters for $G$ are defined as

$$
\left.\begin{array}{rl}
V_{I H}(G) & =\min \left(V_{\text {in }_{i}}\right) \\
V_{I L}(G) & =\max \left(V_{\text {in }_{j}}\right) \\
V_{O H}(G) & =\min \left(V_{\text {out }_{k}}\right) \\
V_{O L}(G) & =\max \left(V_{\text {out }}^{l}\right.
\end{array}\right), ~ \$
$$

for $i, j, k, l \in\{1,2, \ldots, n\}$.

### 3.5.2 Statistical Noise Margins of Combinational Gates

In order to give general definitions for $N M_{H}$ and $N M_{L}$, it is necessary to consider the input VTC parameter correlation between multiple inputs of the same gate. As shown in Figure 3.26, the input VTC parameters are highly uncorrelated over a wide range of $V_{D D}$. Given this and the treatment of output VTC parameters as regular variables, arbitrary networks of combinational gates with fan-in and fan-out greater than unity can be broken apart into equivalent gate-pairs, and ultimately, into inverter-equivalent pairs for statistical analysis; i.e., for the purpose of computing the probability of circuit failure.

Consider a circuit, $C_{a}$, composed of a network of $n$ combinational gates in an array of simple linear chains; $C_{a}$ is said to fail if any chain of gates within the circuit fails (see Equation 3.24). In general, digital circuits consist of networks of combinational gates organized as interconnecting chains, wherein some gates drive multiple gates, some gates are driven by multiple gates, or both. Consider a circuit, $C_{b}$, composed of a network of $n$ combinational gates with interconnecting chains, i.e., some gates within $C_{b}$ drive multiple gates

[^12]

Figure 3.26: NAND2 input Correlation in a commercial 40-nm low-power CMOS process $\left(V_{D D}=1.1 V\right.$, $25^{\circ} \mathrm{C}$, TT-Corner).


Figure 3.27: Equivalent gate-pairs formed from multiple fan-in and fan-out gate networks. $G P_{1}$ and $G P_{2}$ are formed for each input of the NAND gate, and $G P_{3}$ and $G P_{4}$ are due to the inverter fan-out.
and some gates have multiple inputs. Consider a gate, $G_{x} \in C_{b}$ that drives $k$ gates in $C_{b}$, labeled as $G_{1}, G_{2}$, $\ldots, G_{k}$. Since the output VTC parameters of $G_{x}$ are not stochastic in nature, these gates can be treated as $k$ equivalent gate-pairs $\left(G_{x}, G_{i}\right)$ for $i \in\{1,2, \ldots, k\}$. As an example, consider $G P_{3}$ and $G P_{3}$ in Figure 3.27. Similarly, consider $k$ gates in $C_{b}$, labeled as $G_{3}, G_{4}, \ldots, G_{k}$ that drive (fan-in) to a multi-input gate, $G_{x} \in C_{b}$. Given that the input VTC parameters of $G_{x}$ are independent, each pair, $\left(G_{i}, G_{x}\right)$ for $i \in\{1,2, \ldots, k\}$, can be considered as components of independent equivalent gate-pairs, as illustrated in 3.27 by $G P_{1}$ and $G P_{2}$. Finally, as discussed in Section 3.5.1, every equivalent gate-pair can be analyzed as an inverter equivalent pair, and the robustness of a circuit consisting of arbitrary connections of combinational gates can be computed by way of the methods detailed in Section 3.4.5. Figure 3.28 plots the failure probabilities for a linear chain of 20 gates: alternating NAND2 and NOR2 with $N M_{T}=10 \% V_{D D}$. Similarly, Figure 3.29 shows the failure probabilities for a chain consisting of alternating NAND3 and NOR3 gates with $N M_{T}=20 \% V_{D D}$.


Figure 3.28: Probability of chain of 20 combinational gates failing (the chain consists of alternating NAND2, NOR2 gates) with $N M_{T}=10 \% V_{D D}$ in a commercial 40-nm low-power CMOS process ( $25^{\circ} \mathrm{C}$, TT-Corner). For the heuristic approximation, the mean absolute error is $16 \%$, and the maximum absolute error is $36 \%$ with $\delta=-1.2 \% V_{D D}$.

### 3.5.3 Applications

The methods presented in this chapter give a circuit designer the ability to calculate the robustness of a digital circuit composed out of gates. That is, for some circuit, $C_{a}$, and a target noise margin, $N M_{T}$, Equation 3.26 gives the probability that some gate chain in $C_{a}$ has a noise margin less than the target, i.e., a probability of failure $P(F A I L)$. This quantity can, of course, instead be considered as a passing probability $P(P A S S)$ by subtracting it from unity, and this passing probability can be thought of as a parametric yield. That is, if $P(P A S S)=95 \%$, then in $95 \%$ of instances of $C_{a}$, all gates will exceed the noise margin target constraint


Figure 3.29: Probability of chain of 20 combinational gates failing (the chain consists of alternating NAND3, NOR3 gates) with $N M_{T}=20 \% V_{D D}$ in a commercial 40-nm low-power CMOS process ( $25^{\circ} \mathrm{C}$, TT-Corner). For the heuristic approximation, the mean absolute error is $16 \%$, and the maximum absolute error is $67 \%$ with $\delta=-1.3 \% V_{D D}$.
(this is definitionally a parametric yield). If the circuit under consideration, $C_{a}$, is an entire microprocessor, then this parametric yield can be included as a part of the die yield calculation.

In Equation 3.26, the circuit under consideration, $C_{a}$, is an independent variable, and $P(F A I L)$ is a dependent variable. It is straightforward to instead treat $C_{a}$ as dependent on $P(F A I L)$. In this way, a designer can choose a $N M_{T}$ and a yield, and then calculate the maximum number of gates that satisfy this constraint (i.e., how large of a circuit can be built). Figure 3.30 plots the maximum number of equivalent gate-pairs that satisfy a $N M_{T}$ and yield constraint vs. $V_{D D}$. It is clear from this figure that the gate choice has only a small impact on how large of circuit can be constructed, and the most important constraint is supply voltage; i.e., the maximum circuit size is exponential in $V_{D D}$. Figure 3.31 plots the maximum $N M_{T}$ that can be guaranteed (for 1M equivalent gate-pairs in chains and a yield of $95 \%$ ) versus $V_{D D}$.

### 3.6 Related Work

The earliest works to consider digital circuit robustness with respect to noise and a definition of a static noise margin come independently from Lo and Hill, respectively [46, 47, 55]. More recently, Shepard proposed a systematic approach to incorporating noise margins into the design process of large circuits via Harmony (an EDA tool) [84]. The primary problem with Harmony is that it does not account for parameter variation, so it is not sufficient for modern low-voltage circuit analysis. It may be possible to apply the robustness metrics and computation techniques detailed in this chapter to a tool like Harmony, but this is left as future work.

Noise margin based analysis of memory cells [81] is common, and a number of works consider the


Figure 3.30: Maximum number of equivalent gate-pairs vs. $V_{D D}$ with $N M_{T}=20 \% V_{D D}$ and yield $=95 \%$ in a commercial 40-nm low-power CMOS process $\left(25^{\circ} \mathrm{C}\right.$, TT-Corner). Chains consist of alternating gates, and all combinations from the set $(I N V, N A N D 2, N O R 2, A O I 21, N A N D 3, N O R 3)$ are considered.


Figure 3.31: Maximum $N M_{T}$ vs. $V_{D D}$ for $1 M$ equivalent gate-pairs and yield $=95 \%$ in a commercial 40nm low-power CMOS process ( $25^{\circ} \mathrm{C}$, TT-Corner). Chains consist of alternating gates, and all combinations from the set $(I N V, N A N D 2, N O R 2, A O I 21, N A N D 3, N O R 3)$ are considered.
effects of parameter variation in SRAM based analysis, e.g., [13, 19, 20, 41, 65, 82, 95]. These works perform statistical analysis using the SNM expression (Equation 3.3) and are thus limited by the min function. Calhoun works around this somewhat in [20] by using order statistics on the tail of the SNM distribution. A few works (e.g., $[14,15,53,54]$ ) analyze combinational gate failures due to parameter variation when operating at low voltages, but these works only consider the single case where all inputs of each gate are tied together. Moreover, these works only consider a simple binary failure model (i.e., $S N M>0$ or $S N M<0$ ), as opposed to the generalized noise margin target based analysis presented in this chapter.

Several works specifically consider and model some of the effects of parameter variation on circuits operating sub-threshold. Chen considers the limitations in terms of large fan-ins and fan-outs in [24], and Pu [74] uses affine arithmetic to model the effects of parameter variation on $V_{O H}$ and $V_{O L}$. Alioto derives an accurate closed-form sub-threshold SNM model in [3] and considers the effects of variation on sub-threshold circuits by way of analyzing the imbalance factor (IF) between the PFET and NFET networks that make up a gate. Some of the work discussed in this chapter was initially presented in [52].

### 3.7 Conclusion

This chapter presents a metric for digital circuit robustness with respect to parameter variation and noise. The robustness metric is general, and while only applied to CMOS circuits in this chapter, can be extended to other technologies (possible future work). Additionally, a compact method for calculating the robustness of CMOS circuits operating sub-threshold or near-threshold is detailed and validated. The method of calculation relies on a new compact representation of parameter variation at the cell level; as such, the robustness of an extremely large circuit can be quickly, efficiently, and accurately computed. The statistical details of the model are flushed out and validated against SPICE simulations of foundry provided statistical BSIM simulations in a modern (40-nm) technology. This work relies extensively on the notion of a static noise margin (see Section 3.3.1). This notion, previously defined exclusively for cross-coupled gate-pairs, is extended in three important ways:

- it is turned into a statistical quantity in Section 3.4.2,
- it is extended to cover chains of gates in Section 3.4.5, and
- it is generalized for use with any inverting single-output CMOS gate in Section 3.5.1.

As with all metrics, there are limitations to the applicability of the work presented in this chapter. Many of the calculations rely on the assumption of statistical independence of parameter variation between different gates. This assumption is discussed in detail and justified in Section 3.4.2. If this assumption does not hold, the effects of correlation can be accounted for by way of adding a correlation coefficient to Equations 3.16, 3.20 , and 3.26. These effects are likely well modeled as spatial correlation [89], so accurate correlation models may require knowledge of circuit layout. Quantifying these effects, which are currently only significant
at high supply voltages, is left as future work. Finally, choosing different noise margin targets for different gates is left as future work (circuit noise can vary from gate to gate).

## Chapter 4

## A Necessary and Sufficient Timing Assumption for Speed-Independent Circuits

### 4.1 Introduction

Asynchronous logic can be effectively engineered within a variety of different frameworks, e.g., via quasidelay insensitive (QDI) [58, 59, 62] or speed-independent (SI) circuits [64, 66]. Across the various frameworks there are clearly many important differences, but these frameworks also share certain issues that seem to be inherent to asynchronous circuit design; in particular, the notion of forks. For example, the class of SI circuits is characterized as the set of circuits that are functionally correct regardless of gate and wire delays, except at forks; similarly, forks play a crucial role in the context of QDI circuits. In fact, if no delay assumptions are made about forks, then the resulting delay-insensitive (DI) circuits are extremely limited in functionality [60]. Moreover, for many asynchronous logic frameworks, the relative delays through fork branches form the basis of all timing assumptions and the corresponding timing closure. This suggests that in order to gain insight into the exact similarities and differences between these frameworks, it may be fruitful to compare their timing assumptions.

Making such comparisons can be difficult because different frameworks use different terms and mathematical constructions; a mathematical setting in which common terms are used to describe all of the timing assumptions is required. Therefore, towards clarifying the nature of forks across multiple asynchronous circuit frameworks, this chapter first formally defines a notion of asynchronous computation and then upon that defines a set of well-known fork-related timing assumptions. Using this foundation, the chapter then proves that one such assumption, the adversary path timing assumption [62], is necessary and sufficient for proper SI circuit operation.

The foundation starts with the structure given by production rule sets (PRS). This is not crucial: any number of systems can be used instead. However, PRS are structured in a way that clearly exposes how forks
and hazards [5, 64] interact. Moreover, PRS can be used to model arbitrary switching networks, and therefore can be used to examine important properties of circuits generated within a wide range of asynchronous design methodologies. In addition, the proof is just one example of how the formalization can be used. It can also serve as a foundation for other proofs or definitions, and it can even be used as a basis for computerized proofs.

Each of the following technical sections contains both an informal overview of main concepts, with examples derived from the circuit depicted in Figure 4.1 (a closed variant of a circuit used in [60]), as well as thoroughly developed mathematical details. The details add rigor and some subtle insights, but the main ideas and notation are presented at a higher level. The organization of the chapter is as follows. Section 4.2 reviews production rule sets and defines a set of structural constraints that are assumed throughout. Section 4.3 formally defines a notion of computation with respect to PRS. Then, upon this notion of computation, Section 4.4 defines the relevant timing assumptions for DI, QDI, and SI circuits. The proof and a discussion of its implications are given in Section 4.5. Section 4.6 reviews related work, and Section 4.7 concludes with a summary and a discussion of several assumptions and limitations of this work.


Figure 4.1: Closed simple buffer.

### 4.2 PRS Structural Constraints

Section 4.2.1 begins by reviewing the traditional definition of PRS [59]. Section 4.2.2 adds a set of structural constraints that facilitate the definition of a formal notion of computation and timing assumptions in Sections 4.3 and 4.4, respectively. These structural constraints ultimately result in a set of "legal" production rule sets, which are called proper.

### 4.2.1 PRS

This section reviews a few of the basic terms from [59]. The mapping from PRS to CMOS transistor networks, used in a number of figures throughout this chapter, also comes from [59]. Additionally, in order to simplify the exposition, this chapter assumes a fixed set $V$ of variables from which the PRS draw node names; $T_{\mathbb{B}}(V)$ denotes the set of Boolean expressions over variables $V$.

Definition 4.2.1. A production rule is any triple

$$
(g, x, d) \in T_{\mathbb{B}}(V) \times V \times\{\uparrow, \downarrow\}
$$

and is typically denoted $g \mapsto x d$.

Definition 4.2.2. A production rule set (PRS) is any finite set of production rules.
The basic intuition for a production rule $g \mapsto x \uparrow$ is that $g$ is a sufficient condition to enable the pull-up network in the gate associated with $x$. This means that the entire condition for the pull-up network can be spread out across multiple production rules $g_{i} \mapsto x \uparrow$. For example, one of the structural constraints that this chapter enforces, without loss of generality, is that each variable $x$ is defined by exactly two production rules, $g^{+} \mapsto x \uparrow$ and $g^{-} \mapsto x \downarrow$.

### 4.2.2 "Proper" PRS

The definitions in this section serve to impose extra structure on PRS. This added structure facilitates a straightforward definition of computation in Section 4.3 and the mapping of computation to physical circuits; furthermore these constraints simplify the definition of timing assumptions in Section 4.4 and the proof in Section 4.5.

Definition 4.2.3. Let $\mathcal{P}$ be a PRS and $x \in V$, the $x$ operator on $\mathcal{P}$, denoted $\mathcal{O}_{x}$, is defined such that for all $g \mapsto x^{\prime} d \in \mathcal{P}$

$$
g \mapsto x^{\prime} d \in \mathcal{O}_{x} \Leftrightarrow x^{\prime}=x
$$

Definition 4.2.4. Let $\mathcal{P}$ be a PRS. $\mathcal{P}$ has simple operators if and only if all $\mathcal{O}_{x}$ are such that

$$
\mathcal{O}_{x}=\left\{g^{+} \mapsto x \uparrow, g^{-} \mapsto x \downarrow\right\},
$$

and $g^{+}$and $g^{-}$are in disjunctive normal form.
Definition 4.2.5. Let $\mathcal{P}$ be a PRS with simple operators. $\mathcal{O}_{y}$ is called a wire if and only if

$$
\mathcal{O}_{y}=\{x \mapsto y \uparrow, \neg x \mapsto y \downarrow\}
$$

for some $y \in V$. An operator $\mathcal{O}_{x}$ is called a gate if it is not a wire.

The majority of structural constraints for a proper PRS simply enforce a regular forking structure. These requirements essentially guarantee a one-to-one correspondence between the branches of a fork and wire operators. In order to define and force these and other structural requirements, it is necessary to have a clean way of expressing variable sharing within and between the operators, as such sharing can imply forking. This
is formalized beginning with the function $\pi$, which counts the number of occurrences of a specified variable in the guard of a production rule.

Definition 4.2.6. $\pi: V \times T_{\mathbb{B}}(V) \longrightarrow \mathbb{N}$ :

$$
\begin{aligned}
\pi(x, x) & =1 \\
\pi\left(x, x^{\prime}\right) & =0 \quad \text { if } x^{\prime} \neq x \\
\pi\left(x, g_{1} \wedge g_{2}\right) & =\pi\left(x, g_{1}\right)+\pi\left(x, g_{2}\right) \\
\pi\left(x, g_{1} \vee g_{2}\right) & =\pi\left(x, g_{1}\right)+\pi\left(x, g_{2}\right) \\
\pi\left(x, \neg g_{1}\right) & =\pi\left(x, g_{1}\right) .
\end{aligned}
$$

Using Definition 4.2.6, PRS variables are related to each other by constructing a directed multi-graph with a node for every variable and a directed weighted-edge between pairs of variables.

Definition 4.2.7. Let $\mathcal{P}$ be a PRS. Associate to $\mathcal{P}$ a directed multi-graph $(V, E: V \times V \longrightarrow \mathbb{N})$ where

$$
E\left(x, x^{\prime}\right)=\sum_{g \mapsto x^{\prime} d \in \mathcal{O}_{x^{\prime}}} \pi(x, g)
$$

The most important information encoded by this graph is a matching of input variables to the output variable of each gate. This is expressed via the following $\longrightarrow$ relation.

Definition 4.2.8. Let $\mathcal{P}$ be a PRS. With respect to $\mathcal{P}, \longrightarrow \subseteq V \times V$ is a binary relation defined such that for all $x, x^{\prime}$

$$
x \longrightarrow x^{\prime} \Leftrightarrow E\left(x, x^{\prime}\right)>0
$$

Figure 4.2 expands the NAND gate from Figure 4.1 and adds two wires, $\mathcal{O}_{a^{\prime}}$ and $\mathcal{O}_{a^{\prime \prime}}$. This expansion illustrates several definitions, e.g., $E\left(a^{\prime \prime}, x\right)=E(a, x)=1, E(b, x)=2, a \longrightarrow a^{\prime}$, and $a^{\prime} \longrightarrow a^{\prime \prime}$. The $\longrightarrow$ relation is employed extensively, and in many cases the following notational conventions are used: $\longrightarrow x^{\prime}$, which means the set $\left\{x \mid x \longrightarrow x^{\prime}\right\}$, and $x^{\prime} \longrightarrow \cdot$, which means the set $\left\{x \mid x^{\prime} \longrightarrow x\right\}$. With respect to Figure $4.2, \cdots x=\left\{a, a^{\prime \prime}, b\right\}$, and $b \longrightarrow \cdot=\{x\}$. This notion usefully extends to multiple arrows and multiple dots; e.g., $x \longrightarrow \cdot \longrightarrow x^{\prime}$ or $\cdot \longrightarrow \cdot \equiv \longrightarrow$.

The existence of composed wires is equivalent to the statement that there exist wires $\mathcal{O}_{y}$ and $\mathcal{O}_{y^{\prime}}, y \neq y^{\prime}$, such that $y \longrightarrow y^{\prime}$,e.g., in Figure 4.2, $a^{\prime} \longrightarrow a^{\prime \prime}$. This sort of composition is not allowed in a proper PRS, and, similarly, gate-to-gate connections are also disallowed, e.g., in Figure 4.1, the variable $a$ acts as both the output of the inverter and an input of the NAND gate. Therefore, between gates, a signal must go through exactly one wire.

Definition 4.2.9. Let $\mathcal{P}$ be a PRS. $\mathcal{P}$ has no wire-to-wire connections if and only if for all pairs of wires $\mathcal{O}_{y}, \mathcal{O}_{y^{\prime}},\left(y, y^{\prime}\right) \notin \longrightarrow$.


Figure 4.2: CMOS NAND gate and wires.

Definition 4.2.10. Let $\mathcal{P}$ be a PRS. $\mathcal{P}$ has no gate-to-gate connections if and only if for all pairs of gates $\mathcal{O}_{x}, \mathcal{O}_{x^{\prime}},\left(x, x^{\prime}\right) \notin \longrightarrow$.

This leaves the possibility of implicit forking through sharing of wire variables across different gates, which can be removed by enforcing that $\mathcal{P}$ has explicit inter-operator forks.

Definition 4.2.11. Let $\mathcal{P}$ be a PRS satisfying the conditions of Definitions 4.2.9-4.2.10. $\mathcal{P}$ has explicit inter-operator forks if and only if for all wires $\mathcal{O}_{y},|y \longrightarrow \cdot|=1$.


Figure 4.3: Explicit inter-operator fork.

Figure 4.3 transforms an implicit inter-operator fork from Figure 4.1 into an explicit inter-operator fork by connecting inverter $\mathcal{O}_{a}$ to two new wires $\mathcal{O}_{a_{1}}$ and $\mathcal{O}_{a_{2}}$. Nevertheless, variable sharing can occur within a gate, e.g., this happens in Figure 4.2, where $E(b, x)=2$. This leads to the final structural constraint on forks.

Definition 4.2.12. Let $\mathcal{P}$ be a PRS satisfying the conditions of Definitions 4.2.9-4.2.10. $\mathcal{P}$ has explicit intra-operator forks if and only if for all wires $\mathcal{O}_{y}$, if $y \longrightarrow x$ then $E(y, x)=1$.

Figure 4.4 further expands Figure 4.3 by making explicit the NAND gate intra-operator forks. This necessitates the addition of another new wire, $\mathcal{O}_{a_{3}}$, to inverter $\mathcal{O}_{a}$ and two new wires $\mathcal{O}_{b_{1}}$ and $\mathcal{O}_{b_{2}}$ to C element $\mathcal{O}_{b}$. Definitions 4.2.9-4.2.12 ensure that at the switch level, there is a one-to-one correspondence between gate interconnections and wires.

Making inter-operator forks explicit is commonplace and essential for a discussion of asynchronous circuits. Making intra-operator forks explicit is less typical but not unprecedented (see [73]); they are exposed for completeness in Section 4.4 on timing assumptions. In what follows, a properly structured PRS is closed and is considered to have all of the above properties.


Figure 4.4: Explicit intra-operator fork.

Definition 4.2.13. Let $\mathcal{P}$ be a PRS. $\mathcal{P}$ is closed if and only if for all $x \in V ; \cdot \longrightarrow x \neq \emptyset$ and $x \longrightarrow \cdot \neq \emptyset$.
Definition 4.2.14. Let $\mathcal{P}$ be a PRS. $\mathcal{P}$ is proper if and only if $\mathcal{P}$ satisfies the conditions of Definition 4.2.4 and Definitions 4.2.9-4.2.13.

### 4.3 PRS Semantics

This section defines a mapping from PRS to legal computations, where computations are legal if they fall within the set of dynamic behaviors defined by a circuit. The formalization treats PRS as a set of concurrent processes with each gate and wire acting individually. The main ideas as well as several examples are presented in Section 4.3.1, followed by further details in Section 4.3.2.

### 4.3.1 Overview

Conceptually, the definition of computation given in this section treats gates and wires as independent processes. These processes are continuously sensitive to the current state of all nodes named in the guards of the corresponding pair of production rules. For example, the expanded NAND gate shown in Figure 4.4 is treated as a process that is sensitive to the state of four nodes: $a_{2}, a_{3}, b_{1}, b_{2}$. At any given "step" in the computation, each process can either (a) act on the current state of its inputs by transitioning its target node appropriately, or (b) delay a pending transition to a future step. There is also a third possibility, (c): a gate can express a pending hazard.

Ignoring hazards for the moment, the state of the circuit nodes is encoded as a function, $\chi: V \longrightarrow\{F, T\}$, which maps nodes to logical values. For example, $\chi\left(a_{2}\right)=\mathrm{T}$ means that the current state of node $a_{2}$ acts as logical true. Now, consider again the NAND gate and a state

$$
\chi\left(a_{2}\right)=\mathrm{T}, \chi\left(a_{3}\right)=\mathrm{T}, \chi\left(b_{1}\right)=\mathrm{T}, \chi\left(b_{2}\right)=\mathrm{T}, \chi(x)=\mathrm{T} .
$$

A computation "step" takes the current state, $\chi$, to a new state, $\chi$ '. Corresponding to cases (a) and (b) above, there are two alternatives for $x$ in $\chi^{\prime}$. Either (a) the pending transition gets expressed and $\chi^{\prime}(x)=\mathrm{F}$, or (b) the transition is delayed and $\chi^{\prime}(x)=\chi(x)=\mathrm{T}$.

For every gate, there is also a specific set of undesirable states that expose its non-digital and non-atomic nature. These hazardous states generate uncertainty in the logic value of the gate output. As such, subsequent gates may individually interpret the value as either T, F, or undefined. These possibilities necessitate further enrichment of state beyond $\chi: V \longrightarrow\{F, T\}$. First, for hazards to be explicitly manifested, the co-domain of $\chi$ is expanded to the set $\{\mathrm{F}, \mathrm{X}, \mathrm{T}\}$, so that $\chi$ becomes a function $\chi: X \longrightarrow\{\mathrm{~F}, \mathrm{X}, \mathrm{T}\}$. Second, the state is enriched so that it becomes a pair $(\chi, I)$ with $\chi$ as above and $I \subseteq V$, where $I$ is a set containing all nodes with pending hazards. That is, $x \in I$ implies that case (c) is a valid option, so $\chi^{\prime}(x)=\mathrm{X}$ is possible in some future computation step.

### 4.3.2 Formalization

The definition of computation is given as a binary relation on execution states. From this point onward, denote by $\mathbb{B}$ the structure with elements $\{F, X, T\}$ and functions $\neg, \wedge, \vee$.

Definition 4.3.1. An execution state is any pair

$$
(\chi: V \longrightarrow \mathbb{B}, I \subseteq V)
$$

In order to define inference rules for generating the next system state $\chi^{\prime}$ from the current state $\chi$, it is useful to have formal notions describing the current "state" of a gate. Intuitively, if $\chi$ is such that a gate is being pulled up, then the gate is allowed to transition to T. Similarly, if the gate is being pulled down, then it is allowed to transition to F , and if there is a pending hazard, it is allowed to transition to X . The following definitions formalize the various sensitivities of a gate.

Definition 4.3.2. Let $\chi: V \longrightarrow \mathbb{B}$ and $g \in T_{\mathbb{B}}(V) . \chi(g)$ denotes the extension of $\chi$ to Boolean expressions.
Definition 4.3.3. Let $\chi: V \longrightarrow \mathbb{B}$ and let $\mathcal{O}_{x}$ be a gate defined such that

$$
\mathcal{O}_{x}=\left\{g^{+} \mapsto x \uparrow, g^{-} \mapsto x \downarrow\right\}
$$

- $A_{\chi}^{\uparrow}$ is a predicate on gates denoting that $\mathcal{O}_{x}$ is currently being pulled up with respect to $\chi$, i.e.,

$$
A_{\chi}^{\uparrow}\left(\mathcal{O}_{x}\right) \Leftrightarrow \chi\left(g^{+}\right)=\mathrm{T} \text { and } \chi\left(g^{-}\right)=\mathrm{F} .
$$

- $A_{\chi}^{\downarrow}$ is a predicate on gates denoting that $\mathcal{O}_{x}$ is currently being pulled down with respect to $\chi$, i.e.,

$$
A_{\chi}^{\downarrow}\left(\mathcal{O}_{x}\right) \Leftrightarrow \chi\left(g^{+}\right)=\mathrm{F} \text { and } \chi\left(g^{-}\right)=\mathrm{T} .
$$

- $A_{\chi}^{\mathfrak{\imath}}\left(\mathcal{O}_{x}\right)$ is a predicate on gates denoting that $\mathcal{O}_{x}$ is interfering, or shorted, with respect to $\chi$, i.e.,

$$
A_{\chi}^{\uparrow}\left(\mathcal{O}_{x}\right) \Leftrightarrow \chi\left(g^{+}\right)=\mathrm{T} \text { and } \chi\left(g^{-}\right)=\mathrm{T}
$$

- $A^{\bullet}\left(\mathcal{O}_{x}\right)$ is a predicate on gates, denoting that $\mathcal{O}_{x}$ is being invalidated with respect to $\chi$, i.e.,

$$
A_{\chi}^{\bullet}\left(\mathcal{O}_{x}\right) \Leftrightarrow \chi\left(g^{+}\right)=\mathrm{X} \text { or } \chi\left(g^{-}\right)=\mathrm{X}
$$

For the moment, ignore how the $I$ set is computed and just assume that any pending hazard is contained in $I$. The semantics allows for the state of any operator output to either change or to stay the same. A state change from $\chi$ to a state $\chi^{\prime}$ must satisfy the following property: for all $x \in V$ such that $\chi(x) \neq \chi^{\prime}(x)$ :

$$
\begin{aligned}
\chi^{\prime}(x) & =\mathrm{T} \Rightarrow A_{\chi}^{\uparrow}\left(\mathcal{O}_{x}\right) \\
\chi^{\prime}(x) & =\mathrm{F} \Rightarrow A_{\chi}^{\downarrow}\left(\mathcal{O}_{x}\right) \\
\chi^{\prime}(x) & =\mathrm{X} \Rightarrow x \in I
\end{aligned}
$$

As there are many such $\chi^{\prime}$ in general, there are many possible next states; this is a reflection of the natural, per-gate concurrency that is expressed in the above constraints whenever $\chi^{\prime}(x) \neq \chi(x)$.

There are two varieties of hazards that can occur in asynchronous circuits: interferences and instabilities. The first type of hazard, interference, occurs when a gate is being shorted; e.g., the NAND gate of Figure 4.4, defined by production rules

$$
\left\{\neg a_{2} \vee \neg b_{2} \mapsto x \uparrow, a_{3} \wedge b_{1} \mapsto x \downarrow\right\}
$$

exhibits an interference when both guards evaluate to true, such as in a state where

$$
\chi\left(a_{2}\right)=\mathrm{F}, \chi\left(a_{3}\right)=\mathrm{T}, \chi\left(b_{1}\right)=\mathrm{T}, \chi\left(b_{2}\right)=\mathrm{F}
$$

Definition 4.3.4. Let $\chi: V \longrightarrow \mathbb{B}$ and $\mathcal{O}_{x}$ a gate. $\mathcal{O}_{x}$ is interfering with respect to $\chi$ if and only if $A_{\chi}^{\uparrow}\left(\mathcal{O}_{x}\right)$.
The second type of hazard is unstable behavior. This occurs when, at some state $(\chi, I)$, a gate $\mathcal{O}_{x}$ is enabled to transition (i.e., there exists a legal execution step to a state $\left(\chi^{\prime}, I^{\prime}\right)$ where $\chi(x) \neq \chi^{\prime}(x)$ ) but does not transition in the actual step to $\left(\chi^{\prime}, I^{\prime}\right)\left(\right.$ i.e., $\left.\chi(x)=\chi^{\prime}(x)\right)$, and the inputs to $\mathcal{O}_{x}$ change when going from $(\chi, I)$ to $\left(\chi^{\prime}, I^{\prime}\right)$ in such a way that $\mathcal{O}_{x}$ is disabled from transitioning in the following step. This unstable behavior captures some of the non-atomic properties of gates in real circuits. If a gate begins to transition towards one rail, but is cut off before completing this transition, the output of the gate may be interpreted individually by subsequent transistors as either T, F, or as a non-Boolean value.

Taking the NAND again as an example, it is enabled in the state $(\chi, \emptyset)$ with

$$
\chi\left(a_{2}\right)=\mathrm{T}, \chi\left(a_{3}\right)=\mathrm{T}, \chi\left(b_{1}\right)=\mathrm{T}, \chi\left(b_{2}\right)=\mathrm{T}, \chi(x)=\mathrm{T}
$$

in that there exists a legal step $\chi^{\prime}(x) \neq \chi(x), \chi^{\prime}(x)=\mathrm{F}$. However, suppose that instead of this transition happening, only the gate's inputs change, so that $\chi^{\prime}$ is given by

$$
\chi^{\prime}\left(a_{2}\right)=\mathrm{F}, \chi^{\prime}\left(a_{3}\right)=\mathrm{F}, \chi^{\prime}\left(b_{1}\right)=\mathrm{T}, \chi^{\prime}\left(b_{2}\right)=\mathrm{T}, \chi^{\prime}(x)=\mathrm{T} .
$$

This gate is no longer enabled in the sense that during the next step, say to $\left(\chi^{\prime \prime}, I^{\prime \prime}\right), x$ cannot transition to the other stable value, i.e., $\chi^{\prime \prime}(x)=\mathrm{F}$ is impossible.

Definition 4.3.5. Let $\chi, \chi^{\prime}: V \longrightarrow \mathbb{B}$ and $\mathcal{O}_{x}$ a gate. $\mathcal{O}_{x}$ is unstable with respect to $\chi, \chi^{\prime}$ if and only if

$$
A_{\chi}^{\uparrow}\left(\mathcal{O}_{x}\right), \chi^{\prime}(x) \neq \mathrm{T}, \text { and } \neg A_{\chi^{\prime}}^{\uparrow}\left(\mathcal{O}_{x}\right) ; \text { or } A_{\chi}^{\downarrow}\left(\mathcal{O}_{x}\right), \chi^{\prime}(x) \neq \mathrm{F}, \text { and } \neg A_{\chi^{\prime}}^{\downarrow}\left(\mathcal{O}_{x}\right)
$$

The $I$ set tracks all pending hazards, so that in a "step" from $(\chi, I)$ to $\left(\chi^{\prime}, I^{\prime}\right)$, it must be ensured that $I^{\prime}$ contains (a) all interferences with respect to $\chi^{\prime}$, as well as (b) all instabilities with respect to $\chi, \chi^{\prime}$. In addition to these two hazard origination events, X values must also be allowed to propagate. This is formalized by creating two auxiliary sets $I^{+}$and $I^{-}$. The $I^{+}$set simply accumulates all of the new interferences and instabilities generated in going from $\chi$ to $\chi^{\prime}$, and the $I^{-}$set includes all variables that have transitioned. The set $I \backslash I^{-}$is then used to allow unresolved hazards to persist from $I$ to $I^{\prime}$.

Definition 4.3.6. Let $\chi, \chi^{\prime}: V \longrightarrow \mathbb{B}$; the set of new potential hazards with respect to $\chi, \chi^{\prime}$, denoted $I_{\chi, \chi^{\prime}}^{+}$ is defined such that

$$
u \in I_{\chi, \chi^{\prime}}^{+} \Leftrightarrow \mathcal{O}_{u} \text { is unstable with respect to } \chi, \chi^{\prime}, \mathcal{O}_{u} \text { is interfering with respect to } \chi^{\prime}, \text { or } A_{\chi^{\prime}}^{\bullet}\left(\mathcal{O}_{u}\right) .
$$

Similarly, the set of non-persisting potential hazards, denoted $I_{\chi, \chi^{\prime}}^{-}$, is defined such that

$$
u \in I_{\chi, \chi^{\prime}}^{-} \Leftrightarrow \chi^{\prime}(u) \neq \chi(u)
$$

Definition 4.3.7. Let $\mathcal{P}$ be a proper PRS. The computation step relation, $\rightrightarrows$, is a binary relation on execution
states defined such that $(\chi, I) \rightrightarrows\left(\chi^{\prime}, I^{\prime}\right)$ if and only if for all $x \in V$ with $\chi(x) \neq \chi^{\prime}(x)$ :

$$
\begin{aligned}
\chi^{\prime}(x) & =\mathrm{T} \Rightarrow A_{\chi}^{\uparrow}\left(\mathcal{O}_{x}\right) \\
\chi^{\prime}(x) & =\mathrm{F} \Rightarrow A_{\chi}^{\downarrow}\left(\mathcal{O}_{x}\right) \\
\chi^{\prime}(x) & =\mathrm{X} \Rightarrow x \in I \\
\text { and } I^{\prime} & =I_{\chi, \chi^{\prime}}^{+} \cup I \backslash I_{\chi, \chi^{\prime}}^{-}
\end{aligned}
$$

Definition 4.3.8. Let $\mathcal{P}$ be a proper PRS and $\vec{\sigma}=\left\langle\sigma_{1}, \sigma_{2}, \ldots\right\rangle$ be an infinite sequence of states. $\vec{\sigma}$ is a legal execution sequence, if and only if for all $i \geq 1, \sigma_{i} \rightrightarrows \sigma_{i+1}$.

In what follows, computations are restricted so as to satisfy a few important sensibility requirements. Such a computation assumes (a) that the reset state is free of interferences, instabilities, and $X$ values, and (b) that the reset state initializes forks with the same value on every branch. The restriction on fork branches simplifies several timing assumptions given in Section 4.4.

Definition 4.3.9. Let $\mathcal{P}$ be a proper PRS and $\vec{\sigma}=\left\langle\sigma_{1}, \sigma_{2}, \ldots\right\rangle$ an execution sequence. $\sigma_{1}$ is called the reset state.

Definition 4.3.10. Let $\mathcal{P}$ be a proper PRS and $\vec{\sigma}$ an execution sequence with reset state $\sigma_{1}=\left(\chi_{1}, I_{1}\right)$. $\vec{\sigma}$ is proper if:

- for all $x, \chi_{1}(x) \neq \mathrm{X}$; and $I_{1}=\emptyset$; and
- for all gates $\mathcal{O}_{x}$, for all $y, y^{\prime} \in x \longrightarrow \cdot, \chi_{1}(y)=\chi_{1}\left(y^{\prime}\right)$.

Lastly, it is useful to extend the notions of stability and non-interference beyond a single sequence.
Definition 4.3.11. Let $\mathcal{P}$ be a proper $\operatorname{PRS}$ and $\sigma_{1}$ a reset state. $\mathcal{P}, \sigma_{1}$ is stable and non-interfering if and only if all proper execution sequences, $\vec{\sigma}$, with reset state $\sigma_{1}$ are stable and non-interfering.

### 4.4 Timing

Reaching a timing closure for an asynchronous system tends to be considerably easier to achieve than for a similar synchronous design. Even so, as CMOS evolves and becomes ever more varied, and as entirely new paradigms are targeted, certain assumptions about timing become harder to satisfy [62]. This section gives formal meaning to the terms used to discuss common timing assumptions made for asynchronous circuits and then uses these terms to provide concrete definitions for DI, QDI, and SI systems.

### 4.4.1 Transition Causality

An important concept used to reason about the sequencing of transitions is the notion of acknowledgment. Acknowledgment embodies the causal relationship between the current inputs of an operator, say $\mathcal{O}_{x}$, and
a transition in the state of $x$, e.g., from $\chi(x)=\mathrm{T}$ to $\chi^{\prime}(x)=\mathrm{F}$. This chapter leverages the fact that all guard expressions of a proper PRS are in disjunctive normal form in order to say that each guard variable in a true-valued conjunctive clause is acknowledged when the target variable transitions.

Definition 4.4.1. Let $\vec{\sigma}$ be a proper execution sequence. Associate to $\vec{\sigma}$ an acknowledgment relation,

$$
\leftrightarrows \subseteq V \times \mathbb{N} \times V
$$

and write $x \leftrightarrows_{i} x^{\prime}$ when $\left(x, i, x^{\prime}\right) \in \leftrightarrows$. The relation is defined inductively such that
(a) $x \leftrightarrows{ }_{i} x^{\prime}$ if, letting

$$
\mathcal{O}_{x^{\prime}}=\left\{c_{1} \vee \cdots \vee c_{m} \mapsto x^{\prime} \uparrow, d_{1} \vee \cdots \vee d_{n} \mapsto x^{\prime} \downarrow\right\}
$$

either

- $\chi_{i}\left(x^{\prime}\right) \neq \mathrm{T}, \chi_{i+1}\left(x^{\prime}\right)=\mathrm{T}$, and $\pi\left(x, c_{j}\right)>0$ for some $c_{j}$ such that $\chi_{i}\left(c_{j}\right)=\mathrm{T}$; or
- $\chi_{i}\left(x^{\prime}\right) \neq \mathrm{F}, \chi_{i+1}\left(x^{\prime}\right)=\mathrm{F}$, and $\pi\left(x, d_{j}\right)>0$ for some $d_{j}$ such that $\chi_{i}\left(d_{j}\right)=\mathrm{T}$;
(b) $x \leftrightarrows{ }_{i} x^{\prime}$ if $\mathcal{O}_{x^{\prime}}$ is a wire with $x \longrightarrow x^{\prime}$, and for some $x^{\prime \prime} \in x \longrightarrow \cdot, x \leftrightarrows{ }_{i} x^{\prime \prime} ; \chi_{i+1}\left(x^{\prime}\right)=\chi_{i}(x)$; and letting $j$ be the largest index less than $i$ such that $y \leftrightarrows_{j} x$ for some $y, x \not \leftrightarrows_{k} x^{\prime}$ for all $j<k<i$.

Condition (a) formalizes the well-known definition of acknowledgment as a causal relationship between transitions [60], and it extends the definition by allowing wires to acknowledge gates and gates to acknowledge wires. Condition (b) further extends acknowledgment to handle inconsistencies that can occur at certain forks. As an example, consider Figure 4.5. This figure completely exposes all forks from a segment of the circuit from Figure 4.1. Notice that gates and wires inherently "hold" state, so $b$ is automatically staticized. Now, consider a proper execution sequence $\vec{\sigma}$, where $\sigma_{i}$ is specified by Figure 4.5 . In this state, the inverter $\mathcal{O}_{a}$ is enabled to transition, as are the wires $\mathcal{O}_{a_{2}}, \mathcal{O}_{a_{3}}, \mathcal{O}_{b_{1}}$, and $\mathcal{O}_{b_{2}}$. If the inverter output transitions but the wires do not, then $\chi_{i+1}=\chi_{i}[a \mapsto \mathrm{~T}]$, and by condition (a) of acknowledgment, $d_{1} \leftrightarrows{ }_{i} a$. Continuing with this example, suppose that the $\mathcal{O}_{a_{1}}$ wire transitions next, yielding $\chi_{i+2}=\chi_{i+1}\left[a_{1} \mapsto \mathrm{~T}\right]$. By condition (a) of acknowledgment, $a \leftrightarrows_{i+1} a_{1}$, and by condition (b) $a \leftrightarrows_{i+1} a_{2}$ and $a \leftrightarrows_{i+1} a_{3}$. In some sense, $O_{a_{2}}$ and $O_{a_{3}}$ skipped a transition (legally), and condition (b) maintains a consistent notion of acknowledgment. Furthermore, acknowledgment "chains" give rise to a transitive version of acknowledgment.

Definition 4.4.2. Let $\vec{\sigma}$ be a proper execution sequence. Associate to $\vec{\sigma}$ a relation

$$
\leftrightarrows^{+} \subseteq V \times \mathbb{N} \times \mathbb{N} \times V
$$

and write $x \leftrightarrows{ }_{[m, n]}^{+} x^{\prime}$ when $\left(x, m, n, x^{\prime}\right) \in \leftrightarrows^{+}$. The relation is defined inductively such that

- if $x \leftrightarrows_{i} x^{\prime}$ then $x \leftrightarrows_{[i, i+1]}^{+} x^{\prime}$;
- if $x \leftrightarrows_{[m, n]}^{+} x^{\prime}$ and $\chi_{n+1}\left(x^{\prime}\right)=\chi_{n}\left(x^{\prime}\right)$, then $x \leftrightarrows_{[m, n+1]}^{+} x^{\prime}$;


Figure 4.5: Simple buffer segment; at state $\sigma_{i}=\left(\chi_{i}, \emptyset\right)$.

- if $x \leftrightarrows_{[m, n]}^{+} x^{\prime}$ and $x^{\prime} \leftrightarrows_{n} x^{\prime \prime}$, then $x \leftrightarrows_{[m, n+1]}^{+} x^{\prime \prime}$.


### 4.4.2 Timing Assumptions

All of the timing assumptions presented in this chapter involve forks. Furthermore, these assumptions are defined and applied in terms of general $n$-way forks, as opposed to simply binary forks. The first such timing assumption is frequently overlooked because it places restrictions on forks internal to gates. These intraoperator forks are usually concealed by sharing variables across distinct conjunctive clauses within operator guard expressions, but they are made explicit by disallowing shared variables in every proper PRS. These forks are intentionally exposed, because they exist in real circuits, and they accurately account for a number of analog circuit constraints [30, 73].

The strong intra-operator fork assumption states that if any branch of a fork emanating from gate $\mathcal{O}_{x}$ has been acknowledged by a wire leading to another gate, say $\mathcal{O}_{x^{\prime}}$, then all branches of the fork leading to $\mathcal{O}_{x^{\prime}}$ have been acknowledged. This assumption is part of the standard gate-based digital circuit abstraction; e.g., in CMOS circuits, it abstracts away details such as switching slew rates and relative transistor strengths. Additionally, it greatly simplifies the execution model, as hazard-free execution sequences are entirely within the digital realm; i.e., at every step each variable can be interpreted as either T or F .

Definition 4.4.3. Let $\vec{\sigma}$ be a proper execution sequence. $\vec{\sigma}$ satisfies the strong intra-operator fork timing assumption if and only if for all pairs of gates $\mathcal{O}_{x}, \mathcal{O}_{x^{\prime}}$ and every index $i$;

$$
\begin{aligned}
& \text { if } x \leftrightarrows_{i} y \text { for some } y \in x \longrightarrow \cdot \longrightarrow x^{\prime} \text {, then } \\
& x \leftrightarrows_{i} y^{\prime} \text { for all } y^{\prime} \in x \longrightarrow \cdot \longrightarrow x^{\prime}
\end{aligned}
$$

Consider a proper execution sequence $\vec{\sigma}$, where $\sigma_{i}$ is specified by Figure 4.5, and the execution step where $\chi_{i+1}=\chi_{i}\left[a_{2} \mapsto \mathrm{~F}\right]$. This execution step does not satisfy the strong intra-operator fork timing assumption as $a \leftrightarrows_{i} a_{2}$ but not $a \leftrightarrows_{i} a_{3}$.

The next assumption is nearly identical but constrains forks branching out to distinct operators.

Definition 4.4.4. Let $\vec{\sigma}$ be a proper execution sequence. $\vec{\sigma}$ satisfies the strong inter-operator fork timing assumption if and only if for every gate $\mathcal{O}_{x}$ and index $i$

$$
\begin{aligned}
& \text { if } x \leftrightarrows_{i} y \text {, then for all } x^{\prime} \text { such that } x \longrightarrow \cdot \longrightarrow x^{\prime} \neq \emptyset \\
& x \leftrightarrows_{i} y^{\prime} \text { for some } y^{\prime} \in x \longrightarrow \cdot \longrightarrow x^{\prime}
\end{aligned}
$$

Consider a proper execution sequence $\vec{\sigma}$, where $\sigma_{i}$ is specified by Figure 4.5 , since $\chi_{i}\left(a_{1}\right) \neq \chi_{i}\left(a_{2}\right), \vec{\sigma}$ does not satisfy the strong inter-operator fork timing assumption.

Taken together, the strong intra-operator fork and inter-operator fork timing assumptions are equivalent to the standard isochronicity assumption.

Definition 4.4.5. Let $\vec{\sigma}$ be a proper execution sequence. $\vec{\sigma}$ satisfies the strong fork timing assumption (SFTA) if and only if it satisfies the properties of Definitions 4.4.3-4.4.4.

Defined next is the notion of an adversary path [58, 62], a specific type of acknowledgment path beginning at one branch of a fork and looping around to the target of another branch of the same fork.

Definition 4.4.6. Let $\mathcal{O}_{x}, \mathcal{O}_{u}, \mathcal{O}_{v}$ be distinct gates such that $x \longrightarrow \cdots \longrightarrow u \neq \emptyset$ and $x \longrightarrow \cdots \longrightarrow \emptyset$. In addition, let $y \leftrightarrows_{[h, k]}^{+} x$ for some $y \in \longrightarrow x$, such that for all $m$, $\chi_{m}(x)=\chi_{h+1}(x)$ with $h<m \leq k$. With respect to $y \leftrightarrows \leftrightarrows_{[h, k]}^{+} x$, an adversary is any acknowledgment path $x \leftrightarrows_{[i, j]}^{+} v \leftrightarrows_{[j, k]}^{+} x^{\prime}$, with $i>h$ and $x^{\prime} \longrightarrow \cdot \longrightarrow u \neq \emptyset$, and where for all $y^{\prime \prime} \in x \longrightarrow \cdots \longrightarrow u$ and $h<l \leq k, \chi_{l}\left(y^{\prime \prime}\right) \neq \chi_{i}(x)$; all, such wires $\mathcal{O}_{y^{\prime \prime}}$ are referred to as isochronic branches of the fork.

Figure 4.6 completely exposes all inter-operator forks from Figure 4.1. For clarity, since the strong intraoperator fork timing assumption is assumed, intra-operator forks are not drawn. Consider a proper execution sequence $\vec{\sigma}$, where $\sigma_{i}$ is specified by Figure 4.6. Now imagine that $\mathcal{O}_{a_{1}}$, the wire between the inverter and the C-element, transitions; i.e., $\chi_{i+1}=\chi_{i}\left[a_{1} \mapsto F\right]$. Next, the C-element transitions, and $\chi_{i+2}=\chi_{i+1}[b \mapsto$ $\mathrm{T}]$; there is now an acknowledgment path $a \leftrightarrows_{[i, i+1]}^{+} a_{1} \leftrightarrows_{[i+1, i+2]}^{+} b$. This acknowledgment path is an adversary. Intuitively, this adversary path creates a potential instability at $\mathcal{O}_{x}$. For example, suppose that $\chi_{i+3}=\chi_{i+2}\left[b_{1} \mapsto \mathrm{~T}\right]$. This enables the NAND gate, $\mathcal{O}_{x}$, but the F at the output of the inverter, $\mathcal{O}_{a}$, can propagate to the $a_{2}$ input of the NAND gate at any step, disabling the NAND gate and generating an instability.

Definition 4.4.7. Let $\vec{\sigma}$ be a proper execution sequence. $\vec{\sigma}$ satisfies the weak inter-operator fork timing assumption if and only if $\vec{\sigma}$ contains no adversaries.

The weak inter-operator fork timing assumption yields a weaker assumption than SFTA. This weaker assumption is the adversary path timing assumption (APTA). Section 4.5 proves that the SFTA and APTA assumptions are equivalent with respect to the existence of hazards.


Figure 4.6: Adversary path; at state $\sigma_{i}=\left(\chi_{i}, \emptyset\right)$.

Definition 4.4.8. Let $\vec{\sigma}$ be a proper execution sequence. $\vec{\sigma}$ satisfies the adversary path timing assumption (APTA) if and only if it satisfies the properties of Definition 4.4.3 and Definition 4.4.7.

Next, following the classic definition [60], a circuit is defined as delay-insensitive if it is hazard-free under the assumption that wires, gates, and forks have arbitrary but finite delays.

Definition 4.4.9. Let $\mathcal{P}$ be a proper PRS. $\mathcal{P}$ is delay-insensitive (DI) with respect to reset state $\sigma_{1}$ if and only if for all proper execution sequences $\vec{\sigma}$ with reset state $\sigma_{1}$ and satisfying the properties of Definition 4.4.3, $\vec{\sigma}$ is stable and non-interfering.

Finally, this chapter provides a definition for quasi-delay-insensitive and speed-independent circuits. In agreement with [11], a circuit is SI if it is hazard-free under the assumption that gates and wires can have arbitrary delays, as long as these delays are positive and finite, but all wire forks must transition at the same time, i.e., all sequences obey the strong intra-operator fork and strong inter-operator fork timing assumptions. Similarly, a circuit is QDI if it is hazard-free (stable and non-interfering) under the assumption that gates and wires can have arbitrary (positive and finite) delays with all sequences obeying the strong-intra operator fork timing assumption, and with a subset of the forks, called isochronic forks, additionally obeying the strong inter-operator fork timing assumptions.

Definition 4.4.10. Let $\mathcal{P}$ be a proper PRS. $\mathcal{F}$ denotes the subset of operators of $\mathcal{P}$ that are wires.

Definition 4.4.11. Let $\mathcal{P}$ be a proper $\operatorname{PRS}$, let $\mathcal{F}_{1}, \mathcal{F}_{2}$ partition $\mathcal{F}$, and assume that the constraints of Definitions 4.4.3 and 4.4.4 are satisfied by all forks in $\mathcal{F}_{1}$, i.e., they are isochronic, but that the forks in $\mathcal{F}_{2}$ are only required to satisfy the constraints of Definition 4.4.3.
(a) $\mathcal{P}$ is speed-independent (SI) w.r.t. to reset state $\sigma_{1}$ if and only if the set of proper execution sequences beginning with $\sigma_{1}$ are stable and non-interfering and $\mathcal{F}_{2}=\emptyset$.
(b) $\mathcal{P}$ is quasi-delay-insensitive (QDI) w.r.t. to reset state $\sigma_{1}$ if and only if the set of proper execution sequences beginning with $\sigma_{1}$ are stable and non-interfering.

### 4.5 Equivalence of SFTA and APTA

Consider again Figure 4.5 and the operational definition of PRS computation from Section 4.3; there are a number of legal execution sequences from $\sigma_{i}=\left(\chi_{i}, \emptyset\right)$ that exhibit hazards. For example, there is an interference hazard when $\chi_{i+1}=\chi_{i}\left[b_{1} \mapsto \mathrm{~T}\right]$. The goal of timing assumptions, such as the strong intraoperator fork timing assumption (Definition 4.4.3), is to restrict the set of execution sequences so that hazards are excluded. Indeed, under the strong intra-operator fork timing assumption, the above execution step is impossible. Of course, different timing assumptions may exclude different execution sequences. Moreover, they may do so at different costs; i.e., some timing assumptions may be weaker (easier to satisfy with physical circuits) than others.

This section primarily addresses the set of execution sequences that are excluded under (a) the strong fork timing assumption (SFTA, Definition 4.4.5), and (b) the adversary path timing assumption (APTA, Definition 4.4.8). The goal is to show that whenever the strong fork timing assumption excludes all execution sequences exhibiting a hazard, then so does the adversary path timing assumption; and vice versa. Formally, the aim is to prove the following theorem:

Theorem 4.5.1. Let $\mathcal{P}$ be a proper $\operatorname{PRS}$ and $\sigma_{1}$ a reset state. $\mathcal{P}, \sigma_{1}$ is stable and non-interfering with respect to the strong fork timing assumption (SFTA) if and only if $\mathcal{P}, \sigma_{1}$ is stable and non-interfering with respect to the adversary path timing assumption (APTA).

With respect to the interference hazard from Figure 4.5 , when $\chi_{i+1}=\chi_{i}\left[b_{1} \mapsto \mathrm{~T}\right]$, both SFTA and APTA exclude the execution sequence, because both entail the strong intra-operator fork timing assumption. (It is worth noting that the strong intra-operator fork assumption may not be strictly necessary for proper SI circuit operation, but relaxing it falls clearly in the realm of analog constraints and is orthogonal to the equivalence of SFTA and APTA.) As a second example, modify the initial state of Figure 4.5 so that $\sigma_{i}=$ $\left(\chi_{i}\left[d_{1}, d_{2}, a_{1}, a_{4} \mapsto \mathrm{~T}, b \mapsto \mathrm{~F}\right], \emptyset\right)$. Consider the instability hazard exposed through the execution sequence $\chi_{i+1}=\chi_{i}\left[a_{1}, a_{4} \mapsto \mathrm{~F}\right], \chi_{i+2}=\chi_{i+1}[b \mapsto \mathrm{~T}], \chi_{i+3}=\chi_{i+2}\left[b_{1}, b_{2} \mapsto \mathrm{~T}\right]$, and $\chi_{i+4}=\chi_{i+3}\left[a_{2}, a_{3} \mapsto \mathrm{~F}\right] . \mathcal{O}_{x}$ is enabled at index $i+3$, but no longer enabled at index $i+4$, so that $I_{i+4}=\{x\}$. Both timing assumptions again reject this sequence, but this time for different reasons. The execution step from $i$ to $i+1$ is rejected under SFTA because $\chi_{i+1}\left(a_{1}\right) \neq \chi_{i+1}\left(a_{2}\right)$. Under APTA this execution step is allowed, but what is not allowed is the sequence of acknowledgments $a \leftrightarrows_{i} a_{1} \leftrightarrows_{i+1} b$

The $(\Leftarrow)$ direction of Theorem 4.5.1 is straightforward, and is given in Section 4.5.1. The $(\Rightarrow)$ direction is substantially harder. Section 4.5 .2 sketches the main idea of the proof of Theorem $4.5 .1(\Rightarrow)$ at a high level. Sections 4.5.3-4.5.6 develop the details.

### 4.5.1 Theorem 4.5.1 $(\Leftarrow)$

Proof. Every SFTA execution sequence is also an APTA execution sequence. Toward a contradiction, assume there exists an execution sequence $\vec{\sigma}$ which is SFTA but not APTA. $\vec{\sigma}$ must contain an adversary path.

Let $x \leftrightarrows_{[i, j]}^{+} v \leftrightarrows_{[j, k]}^{+} y^{\prime}$ be as in Definition 4.4.6. By the definition, for some index $l, i<l<j$, and all $z, z^{\prime}$ with $z \in x \longrightarrow \cdots \longrightarrow v$ and $z^{\prime} \in x \longrightarrow \cdots \longrightarrow u, \chi_{l}(z) \neq \chi_{l}\left(z^{\prime}\right)$. This contradicts the strong inter-operator fork timing assumption.

### 4.5.2 Theorem 4.5.1 $(\Rightarrow)$ Overview

The proof of Theorem 4.5.1 follows by contradiction: assuming that SFTA is stable and non-interfering, it is shown that the existence of a hazardous APTA sequence implies also a hazardous SFTA execution sequence, an obvious contradiction. The proof given in the following sections is constructive, and so given an APTA execution sequence $\vec{\sigma}$ with a hazard, it is shown how to construct an SFTA execution sequence that also has a hazard.

The construction crucially relies on the notions of relaxation (Definition 4.5.2) and variant execution sequence (Definition 4.5.4). Given an APTA execution sequence, $\vec{\sigma}$, a variant is a modified execution sequence, say $\vec{\sigma}^{\prime}$, in which certain transitions on wires are either forced or suppressed. In Figure 4.5, assuming again a modified initial state $\sigma_{i}=\left(\chi_{i}\left[d_{1}, d_{2}, a_{1}, a_{4} \mapsto \mathrm{~T}, b \mapsto \mathrm{~F}\right], \emptyset\right)$, consider going from $\sigma_{i}=\left(\chi_{i}, \emptyset\right)$ to $\chi_{i+1}=\chi_{i}\left[a_{1}, a_{4} \mapsto \mathrm{~F}\right]$. This execution step is APTA but not SFTA because $\chi_{i+1}\left(a_{1}\right) \neq \chi_{i+1}\left(a_{2}\right)$. The condition where the branches of the $\mathcal{O}_{a}$ fork differ between gates $\mathcal{O}_{x}$ and $\mathcal{O}_{b}$ is called a relaxation, and the modifications that are made in a variant sequence are with respect to relaxations. One possible variant of the above execution step is to force $a_{2}, a_{3}$ to acknowledge $a$ along with $a_{1}, a_{4}$, so that $\chi_{i+1}^{\prime}=\chi_{i}\left[a_{1}, a_{2}, a_{3}, a_{4} \mapsto \mathrm{~F}\right]$; the second type of variant suppresses the acknowledgment of $a$ on $a_{1}, a_{4}$, so that $\chi_{i+1}^{\prime}=\chi_{i}$. Note that in both cases the modified execution sequence is SFTA.

A main insight of the proof is the identification of a gate, say $\mathcal{O}_{u}$, that is the inherent origin of a hazard. Moreover, the proof makes concrete the forced/suppressed transitions needed to manifest this hazard at $\mathcal{O}_{u}$. The gate is identified by considering the variant of $\vec{\sigma}$ in which all relaxations are forced (call this variant $\vec{\sigma}^{+}$) and is found at the smallest index, say $j$, where there is a gate, $\mathcal{O}_{u}$, such that $\chi_{j}(u) \neq \chi_{j}^{+}(u)$.

The details of Theorem 4.5.1 $(\Rightarrow)$ are broken down as follows. Section 4.5 .3 formally defines the notions of relaxation and variant. Section 4.5.3 also establishes (see Lemma 4.5.7) that all variants are SFTA. Section 4.5.4 isolates the hazard to a specific index and gate. Section 4.5 .5 characterizes exactly how certain specific variants differ from the original APTA sequence. Finally, Section 4.5.6 demonstrates that the differences proved in the previous section are minor enough to yield a hazard in the SFTA variant when the APTA sequence has a hazard, which is finally proved in Section 4.5.6.

### 4.5.3 Relaxations and Variant Execution Sequences

The notion of relaxation encapsulates the idea that the first difference between the two timing assumptions manifests itself on the branches of a fork between two different gate operators. More specifically, using the weak inter-operator fork timing assumption, a signal may propagate to one gate at the end of a fork branch
and not to another gate at the end of a different branch, while, by definition, this is impossible under the strong inter-operator fork timing assumption.

Definition 4.5.2. Let $\vec{\sigma}$ be an APTA execution sequence. Associated to $\vec{\sigma}$ is a set of relaxations, $\mathcal{R}_{\vec{\sigma}}$, with

$$
\mathcal{R}_{\vec{\sigma}} \subseteq V \times V \times \mathbb{N} \times \mathbb{N} \cup\{\infty\}
$$

such that $(x, u, m, n) \in \mathcal{R}_{\vec{\sigma}}$ if and only if

- $\mathcal{O}_{x}, \mathcal{O}_{u}$ are gates, $m<n$, and $x \longrightarrow \cdot \longrightarrow u \neq \emptyset$.
- For some $y \in x \longrightarrow ; x \leftrightarrows_{m} y$.
- For some $y \in x \longrightarrow \cdot, x \leftrightarrows_{n} y$; or $n=\infty$.
- For all $y \in x \longrightarrow \cdot$ and $i$ such that $m<i<n ; x \not \leftrightarrows_{i} y$.
- For all $y^{\prime} \in x \longrightarrow \cdot \longrightarrow u, \chi_{m+1}\left(y^{\prime}\right) \neq \chi_{m}(x)$.

When $\vec{\sigma}$ is clear from context, $\mathcal{R}$ is used in place of $\mathcal{R}_{\vec{\sigma}}$. The essential idea behind constructing a variant execution sequence is to modify an APTA execution sequence at relaxed forks. There are two types of local modifications when a fork has a relaxation: the relaxed branches can be made to mimic the non-relaxed branches by forcing transitions; alternatively the non-relaxed branches can be made to mimic the relaxed branches by suppressing transitions. Conceptually, it is simpler to consider such modifications over a set of related relaxation points, a "relaxation span," rather than at every individual relaxation.

Definition 4.5.3. Let $\vec{\sigma}$ be an APTA execution sequence. The relaxation span set,

$$
\mathcal{S}_{\vec{\sigma}} \subseteq V \times \mathbb{N} \times \mathbb{N} \cup\{\infty\}
$$

is defined such that for every maximal sequence of relaxations

$$
\left(x, u_{1}, m, i_{1}\right)\left(x, u_{2}, i_{1}, i_{2}\right) \cdots\left(x, u_{k}, i_{k-1}, n\right)
$$

with $\chi_{i}(x)=\chi_{m}(x)$ for all $m \leq i \leq i_{k-1} ;(x, m, n) \in \mathcal{S}_{\vec{\sigma}}$.
In the above definition, "maximal" means that there is no longer sequence, which includes the given one. Consider an (APTA) execution sequence $\vec{\sigma}$. The formal definition of variant attempts to mimic $\vec{\sigma}$ as closely as possible except with the relaxation spans. For a span $(x, m, n) \in \mathcal{S}$, the branches $y \in x \longrightarrow$ - of the fork from $\mathcal{O}_{x}$ are either all forced, or all suppressed. Since every relaxation is part of a span, and across a span all branches of a fork are treated equally, a variant will always be SFTA. This is proved formally in Lemma 4.5.7.

The set $\mathcal{S}^{+}$in the definition of variant corresponds to spans which are forced. The set $\mathcal{S}^{-}$corresponds to
spans which are suppressed. The definition is broken up into pieces to facilitate explanation of the construction.

Definition 4.5.4. Let $\vec{\sigma}$ be an APTA execution sequence, and let $\mathcal{S}^{+}, \mathcal{S}^{-}$partition $\mathcal{S}$. The variant of $\vec{\sigma}$ with respect to $\mathcal{S}^{+}, \mathcal{S}^{-}$is the execution sequence, say $\vec{\sigma}^{\prime}$, such that $\sigma_{1}^{\prime}=\sigma_{1}$, and $\ldots$ (continued below)

For gates, $\vec{\sigma}^{\prime}$ should always mimic $\vec{\sigma}$ if it can, and otherwise a default action should be taken. The default action forces the previous value of $x$ to persist across the execution step.

Definition 4.5.5. Let $\mathcal{P}$ be a proper PRS and $\chi, \chi^{\prime}: V \longrightarrow \mathbb{B}$. For any operator $\mathcal{O}_{x}, \chi, \chi^{\prime}$ agree on $\mathcal{O}_{x}, \chi\left(\mathcal{O}_{x}\right) \Leftrightarrow \chi^{\prime}\left(\mathcal{O}_{x}\right)$, if and only if they give the same interpretation with respect to the predicates of Definition 4.3.3.
(Definition 4.5.4 Cont., Gates). ...for $i+1>1$ and $x$ such that $\mathcal{O}_{x}$ is a gate:

$$
\begin{array}{ll}
\chi_{i+1}^{\prime}(x)=\chi_{i+1}(x) & \text { if } \chi_{i}^{\prime}\left(\mathcal{O}_{x}\right) \Leftrightarrow \chi_{i}\left(\mathcal{O}_{x}\right) \text { and } \\
y \leftrightarrows{ }_{i} x \text { for some } y \\
\chi_{i+1}^{\prime}(x)=\chi_{i}^{\prime}(x) & \text { otherwise } \tag{1b}
\end{array}
$$

The same basic strategy employed for gates is also used for wires, except across a span.
(Definition 4.5.4 Cont., Wires). ...for $i+1>1$ and $y$ such that $\mathcal{O}_{y}$ is a wire with $y \in x \longrightarrow:$

$$
\begin{align*}
& \chi_{i+1}^{\prime}(y)=\chi_{m}(x) \quad \text { if } \chi_{m}^{\prime}\left(\mathcal{O}_{y}\right) \Leftrightarrow \chi_{m}\left(\mathcal{O}_{y}\right) \text { and }  \tag{2a}\\
& \text { there exists a }(x, m, n) \in \mathcal{S}^{+} \\
& \text {with } m \leq i<n \\
& \chi_{i+1}^{\prime}(y)=\chi_{m}^{\prime}(y) \quad \begin{array}{c}
\text { if } \chi_{m}^{\prime}\left(\mathcal{O}_{y}\right) \Leftrightarrow \chi_{m}\left(\mathcal{O}_{y}\right) \text { and } \\
\text { there exists a }(x, m, n) \in \mathcal{S}^{-} \\
\text {with } m \leq i<n \\
\chi_{i+1}^{\prime}(y)=\chi_{i}(x) \\
\text { if } \chi_{i}^{\prime}\left(\mathcal{O}_{y}\right) \Leftrightarrow \chi_{i}\left(\mathcal{O}_{y}\right), \text { there is } \\
n o(x, m, n) \in \mathcal{S}^{+} \cup \mathcal{S}^{-} \text {with } \\
\\
\chi_{i+1}^{\prime}(y)=\chi_{i}^{\prime}(y)
\end{array} \begin{array}{l}
\text { nome } y^{\prime} \in x \longrightarrow \cdot \text { and } x{ }_{i} y^{\prime} \text { for } \\
\text { otherwise }
\end{array} \tag{2b}
\end{align*}
$$

It is straightforward to show that Definition 4.5.4 yields a well-defined execution sequence. Finally, Lemma 4.5.7 demonstrates that all variant execution sequences are SFTA.

Lemma 4.5.6. Let $\vec{\sigma}$ be an APTA execution sequence and $\vec{\sigma}^{\prime}$ a variant of $\vec{\sigma}$. $\vec{\sigma}^{\prime}$ is a proper execution sequence with the same reset state as $\vec{\sigma}$.

Proof. Sketch. $\vec{\sigma}$ and $\vec{\sigma}^{\prime}$ have the same reset state by Definition 4.5.4. It can be shown that each state update given by Definition 4.5.4 is valid and hence; proof by induction follows directly from this.

Lemma 4.5.7. Let $\vec{\sigma}$ be an APTA execution sequence and $\vec{\sigma}^{\prime}$ a variant of $\vec{\sigma} . \vec{\sigma}^{\prime}$ is SFTA.
Proof. By induction. It is sufficient to show that for all gates $\mathcal{O}_{x}$ and every index $i$, if $y, y^{\prime} \in x \longrightarrow \cdot$, then $\chi_{i}^{\prime}(y)=\chi_{i}^{\prime}\left(y^{\prime}\right)$. At $i=1, \sigma_{1}^{\prime}=\sigma_{1}$ and the result follows from the definition of a proper execution sequence reset state. Assume the result up to $i$; it must be shown to extend to $i+1$.

Toward a contradiction, suppose $\chi_{i+1}^{\prime}(y) \neq \chi_{i+1}^{\prime}\left(y^{\prime}\right)$ for some such $y, y^{\prime}$ as above. It is easy to show that for any of the cases, if $\chi_{i+1}^{\prime}(y)$ is defined by that case, then so is $\chi_{i+1}^{\prime}\left(y^{\prime}\right)$. Clearly, both $\chi_{i+1}^{\prime}(y)$ and $\chi_{i+1}^{\prime}\left(y^{\prime}\right)$ cannot be defined by case (2a) or case (2c) (this would force $\chi_{i+1}^{\prime}(y)=\chi_{i+1}^{\prime}\left(y^{\prime}\right)=\chi_{m}(x)$ or $\chi_{i+1}^{\prime}(y)=\chi_{i+1}^{\prime}\left(y^{\prime}\right)=\chi_{i}(x)$, respectively); similarly, $\chi_{i+1}^{\prime}(y), \chi_{i+1}^{\prime}\left(y^{\prime}\right)$ cannot both be defined by case (2b) or both be defined by case (2d) (by the induction hypothesis).

### 4.5.4 Isolating the Hazard

Let $\vec{\omega}$ be some unstable or interfering APTA execution sequence. This execution sequence is carried through the remainder of the proof of Theorem 4.5.1 $(\Rightarrow)$, and is used to distinguish from $\vec{\sigma}$, which is used more generally. From $\vec{\omega}$ a "refined" APTA sequence is generated, $\vec{\omega}^{\prime}$, and it is proved that a specific variant of $\vec{\omega}^{\prime}$, $\vec{\omega}^{\prime-}$, also contains a hazard. This implies a contradiction because all variants are SFTA.
$\vec{\omega}^{\prime}$ is constructed so as to isolate the hazard to an index $j$ and specific gate $\mathcal{O}_{u}$. The construction is notable because the differences between $\vec{\omega}^{\prime}$ and $\vec{\omega}^{\prime-}$ are extremely limited. The exact differences are given by Lemma 4.5.11. This allows for a relatively straightforward comparison of $\vec{\omega}^{\prime}$ and $\vec{\omega}^{\prime-}$, showing that the variant sequence contains a hazard. Index $j$ and gate $\mathcal{O}_{u}$ are found by comparing $\vec{\omega}^{\prime}$ with $\vec{\omega}^{\prime+}$, the variant of $\vec{\omega}^{\prime}$ where all relaxation spans are forced.

Definition 4.5.8. Let $\vec{\sigma}$ be an APTA execution sequence. $\vec{\sigma}^{+}$denotes the variant of $\vec{\sigma}$ with respect to $\mathcal{S}, \emptyset$.

Refinement. Consider $\vec{\omega}$ and $\vec{\omega}^{+}$. Let $j$ be the smallest index such that either $I_{j} \neq \emptyset$ or for some gate $\mathcal{O}_{u}$, $\chi_{j+1}(u) \neq \chi_{j+1}^{+}(u)$. Refine $\vec{\omega}$ to the execution sequence $\vec{\omega}^{\prime}$ as follows $\ldots$ (continued below)

The refinement branches based on the two conditions, i.e., $I_{j} \neq \emptyset$ or not. The details of the first case are omitted and left as future work but are quite similar to when $I_{j}=\emptyset$. The second case is the key idea developed for the proof. $\chi_{j+1}(u) \neq \chi_{j+1}^{+}(u)$ indicates the potential for an instability hazard at $\mathcal{O}_{u}$. It will be shown that, essentially, if all of the relaxed forks leading to $\mathcal{O}_{u}$ at index $j$ are forced to transition, then $\mathcal{O}_{u}$ becomes disabled. The remainder of the Refinement and proofs below deal with the details of demonstrating this result formally.
(Refinement Cont., $\left(I_{j}=\emptyset\right)$ ). Let $\mathcal{Z} \subseteq \mathcal{S}$ be such that for all $(x, m, n) \in \mathcal{S},(x, m, n) \in \mathcal{Z}$ if and only if there is a $(x, u, k, l) \in \mathcal{R}$ with $m \leq k<j \leq l \leq n$. For all $i \leq j$ and $x \in V$

$$
\begin{array}{ll}
\chi_{i}^{\prime}(x)=\chi_{m}(x) & \text { if there exists a }(x, m, n) \in \mathcal{Z} \\
& \text { with } m<i \leq n . \\
\chi_{i}^{\prime}(x)=\chi_{i}(x) & \text { otherwise }
\end{array}
$$

for $i=j+1$

$$
\begin{array}{ll}
\chi_{j+1}^{\prime}(x)=\chi_{m}(z) & \text { if there exists a }(z, m, n) \in \mathcal{Z} \\
& \text { with } z \longrightarrow x . \\
\chi_{j+1}^{\prime}(x)=\chi_{j}^{\prime}(x) & \text { otherwise }
\end{array}
$$

and for all $i>j+1, \omega_{i}^{\prime}=\omega_{j+1}^{\prime}$.
Lemma 4.5.9. Let $\vec{\omega}$ and $\vec{\omega}^{\prime}$ be as in the refinement; $\vec{\omega}^{\prime}$ is an APTA execution sequence with the same reset state as $w$.

Proof. Sketch. The main intuition as to why Lemma 4.5.9 is true comes from the fact that for $i \leq j, \vec{\omega}$ and $\vec{\omega}^{\prime}$ differ at some gate $\mathcal{O}_{x}$ if and only if $(x, m, n) \in \mathcal{Z}$, where $m<j \leq n$. By Definitions 4.5.2 and 4.5.3, for all $y \in x \longrightarrow \cdot, m<k<n, x \not \not_{k} y$. That is, even if $\mathcal{O}_{x}$ transitions at some state, say $\omega_{k}, m<k<n$, no wire could have observed this transition prior to $\omega_{n}$. As such, $x$ can clearly be held at its initial state in $\omega_{m}$ until $\omega_{n}$.

### 4.5.5 Constructing the Hazardous SFTA Sequence

The SFTA variant of $\vec{\omega}^{\prime}$ that will be shown to contain a hazard is defined so that every relaxation span $(x, m, n) \in \mathcal{Z}$ is suppressed, while every other relaxation span is forced. This execution sequence is denoted $\vec{\omega}^{\prime-}$. Every difference between $\chi_{i}^{\prime}(x)$ and $\chi_{i}^{\prime-}(x)$ is accounted for in Lemma 4.5.11 below. Unless $x$ is the relaxed branch of a fork from a span $\left(x^{\prime}, m, n\right) \in \mathcal{S} \backslash \mathcal{Z}$, then the lemma essentially shows that $\chi_{i}^{\prime}(x)$ is on an acknowledgment path from a suppressed $\left(x^{\prime}, m, n\right) \in \mathcal{Z}$.

Definition 4.5.10. Let $\vec{\sigma}$ be an APTA execution sequence, and $\mathcal{Z} \subseteq \mathcal{S} . \vec{\sigma}^{-}$denotes the variant of $\vec{\sigma}$ with respect to $\mathcal{S} \backslash \mathcal{Z}, \mathcal{Z}$.

Lemma 4.5.11. Let $\vec{\omega}^{\prime}, j, \mathcal{O}_{u}$, and $\mathcal{Z}$ be as in the Refinement. With respect to $\vec{\omega}^{\prime-}$, for all $i \leq j$ and $x$, if $\chi_{i}^{\prime}(x) \neq \chi_{i}^{\prime-}(x)$ then either
(a) there is a $\left(x^{\prime}, m, n\right) \in \mathcal{S} \backslash \mathcal{Z}$ with $x \in x^{\prime} \longrightarrow$ • and relaxed at $m<i \leq n$, or
(b) there is $a\left(x^{\prime}, m, n\right) \in \mathcal{Z}$ such that $x^{\prime} \leftrightarrows_{[m, i]}^{+} x$ in $\vec{\omega}^{\prime}$.

Proof. Future work.

### 4.5.6 Theorem 4.5.1 $(\Rightarrow)$

Proof. $\left(I_{j}=\emptyset\right)$

Let $y \in \cdot \longrightarrow u$ be such that $\chi_{j}^{\prime-}(y) \neq \chi_{j}^{\prime}(y)$. By Lemma 4.5.11, either (a) there is a $(x, m, n) \in \mathcal{S} \backslash \mathcal{Z}$ and $x \longrightarrow \cdot \longrightarrow u$ is relaxed at $m<j \leq n$, or (b) there is a $(x, m, n) \in \mathcal{Z}$ and $x \leftrightarrows_{[m, j]}^{+} y$ in $\vec{\omega}^{\prime}$. Case (a) is impossible by the construction of the $\mathcal{Z}$ set, and case (b) is impossible by the definition of adversary path $\left(x \longrightarrow \cdot \longrightarrow u\right.$ is relaxed at $m<j \leq n$, yet there is an acknowledgment from $x$ at $m$ that leads back to $\mathcal{O}_{u}$ at index $j$ ). Therefore, for all $y \in \cdot \longrightarrow u, \chi_{j}^{\prime-}(y)=\chi_{j}^{\prime}(y)$. By similar reasoning, $\chi_{j}^{\prime-}(u)=\chi_{j}^{\prime}(u)=\chi_{j}(u)$. It remains to be shown that $\chi_{j+1}^{\prime}(y)=\chi_{j}^{+}(y)$ for all $y \in \cdot \longrightarrow u$ (this implies an instability in $\vec{\omega}^{\prime-}$ ). A simple corollary to Lemma 4.5 .11 establishes that $\chi_{j}^{+}(y) \neq \chi_{j}^{\prime}(y)$ exactly on those $y \in x \longrightarrow \cdots \longrightarrow u$ that are relaxed at $j$. By the construction of the refinement and case (2c) of the definition of variant, these are exactly the $y$ that change in the execution step from $\chi_{j}^{\prime-}$ to $\chi_{j+1}^{\prime-}$. Therefore, for all $y \in \cdot \longrightarrow u, \chi_{j+1}^{\prime-}(y)=\chi_{j}^{+}(y)$ and $\mathcal{O}_{u}$ gets disabled, an instability and a contradiction that SFTA is stable and non-interfering.
$\left(I_{j} \neq \emptyset\right)$ future work.

### 4.6 Related Work

The importance of understanding timing assumptions in asynchronous circuits is well-known [60, 88]. Furthermore, it is recognized that strict isochronicity (SFTA) is both difficult to satisfy [93] and unnecessary for hazard-free operation. The adversary path is described directly in [62], and similar timing assumptions are described in [87]. These works provide important intuition as to why relaxing the strong fork timing assumption to the adversary path assumption is sufficient for ensuring hazard-free operation. However, they do so without a formal framework, and hence without proof of correctness. Moreover, they do not provide any intuition as to why the adversary path timing assumption is the weakest timing assumption that is both necessary and sufficient for correct operation of SI circuits.

Other works have generated useful extensions of SI circuits that relax isochronic forks, e.g., the extended isochronic fork from [92]. The extended isochronic fork allows for additional gates to be placed on the unacknowledged branch of a fork and can yield more compact circuits. It seems clear that the adversary path assumption naturally extends to this assumption; although a formal proof establishing this is not given. Similarly, the timing constraint on orphans in NULL convention logic is almost certainly a specific variant of an adversary path; again, this is not formally established in this dissertation. However, by providing a
formalization at the level of switching networks, the current work could be extended to investigate such issues further.

### 4.7 Conclusion

This chapter presents a complete formalization of the notion of production rule sets, a well-known asynchronous computation system. Using this system, a number of fork-related timing assumptions are also formalized, including the adversary path assumption, and these formalizations are employed in order to characterize several important asynchronous logic frameworks. Finally, it is proved that the adversary path timing assumption is both a necessary and a sufficient condition for correct operation of speed-independent circuits and various extensions of SI circuits.

However, the model of computation presented, like all models, has limitations. First, it does not provide syntactic or semantic support for pass-transistors. Second, it does not directly include the transistors required to physically reset a PRS. Third, wires are assumed to be perfect. Finally, the model does not support interfering state-holding circuits such as cross-coupled inverters. The first two limitations are relatively minor; they have been excluded for clarity. The last two limitations require considerable effort to remedy without excessively encumbering the specification of the system, and are therefore left as future work.

## Chapter 5

## Real-World Application

During the course of my doctoral research I had the opportunity to design, build, tape out, and test a pair of radiation hardened ultra-low power QDI AVR microcontrollers: LP1 and DD1 (working as a team with Prof. Alain J. Martin and Chris Moore). I am deeply indebted to Alain for the opportunity and to Chris for performing more than his fair share of the engineering. Both LP1 and DD1 work to specification, and LP1 is able to operate reliably near the technology threshold voltage, consuming only 5.5 pJ -per-instruction. As with any device, the choice of process technology plays a critical role in all aspects of the design, and in order to minimize power consumption (one of the primary goals of the project), I pushed our team to use a new cutting edge process (at the time): TSMC 40-nm low-power bulk CMOS (TSMC40LP). We had no design experience in this technology at the onset of the project, and many of the techniques developed throughout this dissertation were not mature enough for use in its evaluation. In this last technical chapter, I use the entirety of the work developed in my dissertation to analyze three critical design decisions-made with only partial knowledge early in the project-that were necessary in order to have high confidence in successful tape-out. This analysis was not possible prior to the development of the work presented in Chapters 2, 3, and 4.

### 5.1 Introduction

Two goals-minimize power and maximize reliability-drove the design and implementation of LP1. In order to achieve these goals and to maximize the likelihood of functional first-silicon, three conservative (and critical) design assumptions were made early in the project:

- the minimum energy operating point falls between 600 mV and 700 mV ,
- if all adversary paths contain at least five gates in series, timing will not be violated, and
- by using combinational gates throughout (with the exception of SRAM) the chip will be robust.

The primary goal of this chapter is to apply the methods developed in this dissertation in order to analyze and quantify these assumptions in the TSMC40LP technology as applied to LP1. The secondary goal of
this chapter is to demonstrate how these methods of analysis can be easily and quickly applied to a real problem with minimal setup and computation cost. There may be some error in this back-of-the-envelope style of analysis, but the rigorous development of the models and careful quantification of error in Chapters 2 and 3, along with a formal proof about timing assumptions in Chapter 4, lend credence to an assumption of correctness. The organization of this chapter is as follows. In Section 5.1.1, the near-threshold model (developed in Chapter 2) is used to determine the minimum-energy operating point as a function of activity factor. Section 5.1.2 uses the near-threshold statistical delay model from Chapter 2 along with the adversary path timing assumption (see Chapter 4) to estimate the probability of a timing failure in LP1. Finally, the LP1-core robustness is estimated in Section 5.1.3 (see Chapter 3), and the probability of functional failure is compared to the probability of timing failure.

### 5.1.1 LP1 Minimum Energy Operating Point



Figure 5.1: Inverter FO4 delay, Equation 2.44, plotted for entire $V_{D D}$ range against a BSIM4 SPICE simulation of TSMC40LP $\left(25^{\circ} \mathrm{C}, T T-\right.$ Corner $)$ for minimum-size inverter driving an FO4 load. Fit from 135 mV to 750 mV , yielding $V_{t}=515 \mathrm{mV}, n=1.60$, and $\frac{C_{\text {load }}}{I_{F}}=0.869 \frac{n s}{V}$.

From the delay model derivation in Section 2.3.1 and from Equation 2.44, the FO4 delay of a minimum size inverter in TSMC40LP can be calculated and plotted as a function of $V_{D D}$ (as depicted in Figure 5.1). Compared to BSIM4 SPICE simulation the mean absolute error is $18 \%$ and the maximum absolute error is 7.2\%.

Using Equation 2.51, the leakage current ( $I_{\text {off }}$ ), of minimum-size devices in TSMC40LP can be plotted and compared to BSIM4 SPICE simulations as depicted in Figure 5.2. The NFET $I_{\text {off }}$ mean absolute error is $13 \%$ and the maximum absolute error is $4.1 \%$; the PFET $I_{\text {off }}$ mean absolute error is $16 \%$ and the maximum absolute error is $4.0 \%$.


Figure 5.2: Off-current, Equation 2.51, plotted for entire $V_{D D}$ range against a BSIM4 SPICE simulation of TSMC40LP $\left(25^{\circ} \mathrm{C}\right.$, TT-Corner) for minimum-size devices with $V_{t}=515 \mathrm{mV}, n=1.60$. Fit from 135 mV to 750 mV , resulting in $\eta=0.110$, NFET $I_{0}=552 n A$, and PFET $I_{0}=190 \mathrm{nA}$.


Figure 5.3: LP1 minimum-energy operating voltage vs. activity factor $(\alpha)\left(25^{\circ} \mathrm{C}\right.$, TT-Corner $)$.

Finally, using the energy model derived in Section 2.3.2, the minimum energy operating point for the LP1 can be estimated. The LP1 operates at approximately 3,000 FO4 delays per cycle (this actually exceeds the performance requirements), so a corresponding path length of $3,000 \mathrm{FO} 4 \mathrm{~s}$ is assumed; i.e., $L_{d p}=N_{l}=$ 3, 000. In TSMC40LP the dynamic switching capacitance for an FO4 chain of inverters can be estimated as $C_{\mathrm{dyn}} \approx 1.2 f F * L_{d p}$. With this and the parameters taken from Figures 5.1 and 5.2, Figure 5.3 plots the estimated minimum-energy operating point for the LP1 as a function of activity factor. Minimum energy operation is achieved with a supply voltage ranging from approximately 400 mV to 800 mV depending on the activity factor. ${ }^{1}$ The original target range of 600 mV to 700 mV falls well within this range but is too high to achieve minimum energy operation at high activities. Given that minimum energy operating range requires sub-threshold or near-threshold operation, reliability is a real concern; the probability of timing and noise margin failures must be analyzed and quantified.

### 5.1.2 LP1 Adversary Path Timing Failures



Figure 5.4: Depiction of the length-five simplified adversary path timing assumption. The delay on the isochronic branch is labeled as $t_{d i}$, and the adversary path delay is labeled as $t_{d a}$.

The rigorous definition and proofs from Chapter 4 can be reduced to a simple statement. When designing QDI circuits using Martin Synthesis [58], only one type of timing assumption is made: every isochronic fork must satisfy the constraint that the isochronic branch of the fork transitions faster than the corresponding adversary path. The LP1-core contains approximately 20 K isochronic forks with adversary paths consisting of a variety of gates; however, there are at least five gates on every adversary path. Most of the LP1 adversary paths contain seven or more gates, and approximately 100 adversary paths contain only five gates in sequence. One simple approximation that provides an upper bound on the probability of failure is to consider an isochronic fork with a single FO1 inverter delay on the isochronic branch $\left(t_{d i}\right)$, and either five or seven FO4 inverter delays on the adversary path $\left(t_{d a}\right)$ as depicted in Figure 5.4 ; the assumption that $t_{d i}<t_{d a}$ is referred to throughout as the simplified adversary path timing assumption (SAPTA). It is reasonable to assume that the probability of an adversary path timing failure in the LP1 is strictly less than the probability

[^13]that either 100 instances of length-five SAPTA fail or 20 K instances of length-seven SAPTA fail (i.e., the probability of the union of these two events). The exact timing assumption is difficult to specify, because the transition on the isochronic branch does not cause a subsequent gate to switch. The isochronic branch of the fork must tie or cut a subsequent gate [61], thus preventing this gate from switching erroneously due to transitions on the adversary path. This chapter models this tie or cut time as a the shortest propagation delay, an FO1, and further justification and experimental confirmation is left as future work.


Figure 5.5: TSMC40LP NFET $V_{t}$ distribution $\left(25^{\circ} \mathrm{C}\right.$, TT-Corner $)$.

The TSMC40LP process is a low-power process with $V_{t}=515 \mathrm{mV}$ at $25^{\circ} \mathrm{C}$ in the TT-Corner. As shown in Figure $5.5, V_{t}$ is a normally distributed RV with mean, $\mu_{V_{t}}=515 \mathrm{mV}$, and standard deviation, $\sigma_{V_{t}}=34 \mathrm{mV}$, (computed from statistical BSIM4 models using the methods from [33]). From Section 2.3.3, $t_{d i}$ and $t_{d a}$ can be modeled as log-normal RVs with expected values and variances given by Equation 2.60 and 2.61 respectively, where $L_{d p}=1$ for $t_{d i}$ and $L_{d p}=5$ or 7 for $t_{d a}$ (see Figure 5.6). Assuming independence, the probability that $t_{d i}>t_{d a}$ can be calculated by integration of the joint PDF. That is,

$$
\begin{equation*}
P(F A I L(S A P T A))=P\left[t_{d a}<t_{d i}\right]=\int_{-\infty}^{\infty} \int_{-\infty}^{y} f_{t_{d a}}(x) f_{t_{d i}}(y) d x d y \tag{5.1}
\end{equation*}
$$

where $f_{t_{d a}}(x)$ and $f_{t_{d i}}(y)$ are the density functions for $t_{d i}$ and $t_{d a}$ respectively. For a log-normal RV the PDF follows from a change of variables on the normal PDF given in Equation 2.55. That is, If $Z$ is a log-normally


Figure 5.6: TSMC40LP $t_{d i}$ and length-five $t_{d a}$ distributions at $V_{D D}=300 \mathrm{mV}\left(25^{\circ} \mathrm{C}\right.$, TT-Corner). These log-normal PDFs are calculated from Equations 2.60 and 2.61, with parameters taken from Figures 5.1, 5.2, and 5.5. The small region of overlap (visible on the plot from 50 ns to 100 ns ) makes clear the non-zero probability of an SAPTA timing failure.
distributed RV, then the corresponding probability density function (PDF), $f(Z)$, is given by

$$
\begin{align*}
f(Z) & =\frac{1}{Z \sigma_{Z} \sqrt{2 \pi}} e^{-\frac{\left(\ln Z-\mu_{Z}\right)^{2}}{2 \sigma_{Z}^{2}}}, \text { where } \\
\mu_{Z} & =\ln (E[Z])-\frac{\sigma_{Z}^{2}}{2}, \text { and } \\
\sigma_{Z}^{2} & =\ln \left(1+\frac{V A R[Z]}{(E[Z])^{2}}\right) \tag{5.2}
\end{align*}
$$

From Equations 2.58, 2.59, 2.60, and 2.61

$$
\begin{equation*}
E\left[t_{d i}\left(V_{t}\right)\right]=\int_{-\infty}^{\infty} \frac{C_{\mathrm{load}}}{I_{F}} \frac{V_{D D}}{\sigma_{V_{t}} \sqrt{2 \pi}} e^{-k_{1} \frac{V_{D D}-V_{t}}{n \phi_{t}}-k_{2}\left(\frac{V_{D D}-V_{t}}{n \phi_{t}}\right)^{2}-\frac{\left(V_{t}-\mu_{V_{t}}\right)^{2}}{2 \sigma_{V_{t}}^{2}}} d V_{t} \tag{5.3}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Var}\left[t_{d i}\left(V_{t}\right)\right]=\int_{-\infty}^{\infty} \frac{C_{\text {load }}^{2}}{I_{F}^{2}} \frac{V_{D D}^{2}}{\sigma_{V_{t}} \sqrt{2 \pi}} e^{-2 k_{1} \frac{V_{D D}-V_{t}}{n \phi_{t}}-2 k_{2}\left(\frac{V_{D D}-V_{t}}{n \phi_{t}}\right)^{2}-\frac{\left(V_{t}-\mu_{V_{t}}\right)^{2}}{2 \sigma_{V_{t}}^{2}}} d V_{t}-\left(E\left[t_{d i}\left(V_{t}\right)\right]\right)^{2} \tag{5.4}
\end{equation*}
$$

$$
\begin{equation*}
E\left[t_{d a}\left(V_{t}\right)\right]=L_{d p}(d a) \cdot E\left[t_{d i}\left(V_{t}\right)\right], \text { and } \tag{5.5}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Var}\left[t_{d a}\left(V_{t}\right)\right]=L_{d p}(d a) \cdot \operatorname{Var}\left[t_{d i}\left(V_{t}\right)\right] . \tag{5.6}
\end{equation*}
$$

As such, $P(F A I L(S A P T A))$ (Equation 5.1 ) can be directly computed by way of numerical integration. Figure 5.7 shows the estimated LP1 SAPTA failure probability vs. $V_{D D}$. Over the minimum energy oper-


Figure 5.7: LP1 probability of isochronic-fork timing failures vs. $V_{D D}$. The probability is calculated by way of Equation 5.1, assuming 100 independent length-five and 20 K length-seven SAPTA instances in TSMC40LP ( $25^{\circ} \mathrm{C}$, TT-Corner). The parameters for Equation 5.1 are taken from Figures 5.1, 5.2, and 5.5.
ating range $\sim 400 \mathrm{mV}-800 \mathrm{mV}$ (see Figure 5.3); the LP1 timing failure probability ranges from $74 \%$ to astronomically unlikely. At 500 mV (just slightly below the threshold voltage) the estimated probability of failure is approximately one in ten-thousand, or put another way, the expected yield loss is $0.01 \%$-two to three orders of magnitude less than manufacturing defect yield loss. Of course, ensuring reliable timing is of little consequence if there is a high probability that gates simply fail to switch or are easily corrupted by noise.

### 5.1.3 LP1 Combinational Gate Robustness Estimate

It is possible to use the work developed in Chapter 3 to accurately compute the probability of SNM-based failures in LP1. At the time of the writing of this dissertation, the tools needed to perform this analysis are not complete, so this is left as future work. However, it is possible to derive a back-of-the-envelope robustness estimate. The LP1 contains full-custom radiation-hardened memories with a separate supply voltage from the core, so the memories are not considered in this analysis. The LP1-core also contains a few full-custom registers, but these are biased separately and also removed from this analysis. The LP1-core contains $\sim 16 \mathrm{~K}$ standard cells. All of these cells (with the exception of the arbiter) are constructed using CMOS combinational logic, and the cell topology can be represented as $\sim 120 \mathrm{~K}$ inverter equivalent pairs. Using the least robust gate pair (NAND3, NOR3) (as determined in Figure 3.31), an accurate upper bound on the probability of failure can be calculated. That is, for the purpose of calculating robustness, the LP1-core


Figure 5.8: LP1 probability of isochronic-fork timing failures and robustness failures vs. $V_{D D}$. Timing failure probability is calculated by way of Equation 5.1, assuming 100 independent length-five and 20 K length-seven SAPTA instances in TSMC40LP $\left(25^{\circ} \mathrm{C}\right.$, TT-Corner). The parameters for Equation 5.1 are taken from Figures 5.1, 5.2, and 5.5. Robustness failures are calculated using Equation 3.26 with $\delta=-0.013$, and 120K (NAND3, NOR3) pairs in TSMC40LP ( $25^{\circ} \mathrm{C}$, TT-Corner).
can be represented by chains of 120 K minimum-size alternating NAND3 and NOR3 gates, and the probability of failure can be computed using Equation 3.26.

Figure 5.8 plots the LP1 robustness vs. $V_{D D}$, along with the probability of timing failure (from Figure 5.7). Noise-margin targets of $20 \% V_{D D}, 15 \% V_{D D}$, and $10 \% V_{D D}$ are depicted. Nonetheless-near the threshold voltage and to the first order-in a real QDI microcontroller core (LP1), the probability of a timing failure is greater than the probability of a noise-margin failure. Operation in the range of 300 mV to 400 mV comes at a significant risk of both timing and functional failures. In the energy-optimal range of 400 mV to 800 mV the failure probability quickly transitions from moderate (at 400 mV ) to negligible ( $>600 \mathrm{mV}$ ).

## Chapter 6

## Conclusion and Future Work

### 6.1 Summary

This dissertation presents new models and methods for the analysis of minimum-energy QDI circuits. Chapter 2 details the physical derivation of the near-threshold model: a simplified and accurate transregional draincurrent model for digital CMOS circuit analysis. This new model is compared with BSIM4 device models, and the error is reported. The near-threshold model is applied to several problems including determining the minimum energy operating point and modeling statistical path delay. Chapter 3 explores the effects of parameter variation on circuit robustness. A new metric to quantify statistical robustness is presented, and an efficient composable method of calculation is given. Chapter 4 formally defines the syntax and semantics of production rule sets (the object code used to build QDI circuits). This formal system is instrumental in the proof that properly designed and synthesized QDI circuits rely on the relatively easy-to-satisfy adversary path timing assumption. Finally, Chapter 5 uses the work developed in Chapters 2, 3, and 4 to analyze a QDI microcontroller developed at Caltech. The minimum energy operating point is determined, and the probabilities of timing failures and functional failures are calculated.

### 6.2 Discussion

The stated primary goal of this dissertation is to explore in detail the problems associated with building ultra-low-power QDI circuits in modern technologies. In [61], Martin discusses problems and solutions to building QDI circuits in high-variability technologies. In particular, he proposes a systematic method to replace staticizers (ratioed state-holding circuits) with combinational feedback, he suggests using longer adversary paths to mitigate timing failures, and he notes that QDI rings must consist of a sufficient number of gates in order to oscillate. These solutions improve reliability, but at a cost in power, performance, and area. This dissertation builds the analytical tools needed to reason about and to quantify these trade-offs, and then it demonstrates how to use them. Furthermore, these tools are not limited in application to QDI circuits; rather, they can be used to analyze any digital system.

In some sense, this dissertation attempts-by way of an extensive modeling effort-to provide insight into the nature of low-voltage digital circuits and systems in the face of parameter variation. In this context, QDI circuits serve an ancillary role; they provide a specific application for which to generate a general framework but are not the primary focus of the research. By intention, the near-threshold model (Chapter 2), the robustness metrics (Chapter 3), and the PRS syntax and semantics (Chapter 4) are entirely application agnostic. This broader-than-QDI-circuit applicability is essential, because the vast majority of digital circuits and systems in use today are synchronous. The reason behind this synchronous-circuit dominance is difficult to precisely determine. It may relate to the way in which the notion of computation is abstracted: the QDI abstraction is perhaps the most mathematically elegant, but the synchronous abstraction is probably simpler. On the other hand, it may be due to a practical engineering problem. QDI circuits currently cost approximately twice the area of their synchronous counterparts, but they should offer an increase in robustness at lower supply voltages [58]. This increase in robustness must be quantified in order to weigh the area/robustness/power trade-offs; perhaps the work presented within this dissertation can be used to better understand and quantify these trade-offs.

### 6.3 Future Work

Sections 2.5, 3.7, and 4.7 discuss several of the open problems that remain, and this section introduces a few other problems.

### 6.3.1 Near-Threshold Model

The near-threshold $I_{\text {on }}$ model can be extended to act as a general $I_{d s}$ model with which to analyze analog circuits, and include additional second-order digital effects (e.g., the body effect). Generalizing the model comes at a real cost in complexity; in fact, it may result in an expression of similar complexity to that of EKV [37]. However, by using the Lambert W function and a more accurate approximation for inversion charge [78], it is possible to generate a new transregional $I_{d s}$ model that is much more accurate than the EKV model at similar complexity. Such a model has the potential to aid analog circuit designers; in the analog realm, small improvements in model accuracy have a more significant impact on system design than in the digital realm.

### 6.3.2 Robustness

The robustness metric for chains of gates (proposed in Chapter 3) makes use of the static analysis of rings. Functional QDI circuits consist of interconnected oscillating rings; however, gates in oscillating rings spend most of a cycle attempting to hold state while waiting for a subsequent cycle, so a static analysis can serve as a first-order approximation. Nevertheless, a static analysis may not be sufficient to capture every failure
case; further investigation is necessary. An in-depth analysis of sub-threshold and near-threshold switching noise also remains largely open. It is likely that man-made noise in circuits operating sub-threshold and nearthreshold is less (as a percentage of $\% V_{D D}$ ) than in the same circuits operating at the process nominal $V_{D D}$ (the slew-rate degrades significantly as the supply is lowered).

Further validation of statistical circuit robustness may also prove fruitful. Verification of calculated robustness against statistical simulation of real circuits (e.g., a 32-bit multiplier or a CPU) should serve to strengthen this work; however, the compute requirements are significant. A tiny transistor-level simulation of the LP1-core requires hundreds of core-hours of compute time using the most advanced fast-SPICE tools currently available. A meaningful statistical simulation requires millions of core-hours of computation. Regardless, further analysis of certain second-order effects (e.g., correlation) is merited, and electronic design automation tools capable of handling large circuits should be completed. With such tools in place, new optimization algorithms to increase robustness-by way of sizing and gate selection-can be explored.

Lastly, it is possible to estimate circuit robustness using a simple ratio of device on-current to off-current, $\frac{I_{\mathrm{on}}}{I_{\text {off }}}$. Alioto considers this problem in terms of an imbalance factor between PFET and NFET networks [4]. It may be possible to estimate the VTC parameters of a gate as a function of $\frac{I_{\text {on }}}{I_{\text {off }}}$, which in turn can be approximated in closed-form using the near-threshold and sub-threshold models.
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[^0]:    ${ }^{1}$ Markovic et al. are aware of this complexity and do acknowledge it in [57].

[^1]:    ${ }^{2}$ Note that $\phi_{t}=\frac{k_{B} T}{q}$, where $k_{B}$ is the Boltzmann constant, $T$ is the absolute temperature, and $q$ is the magnitude of the electrical charge on the electron.
    ${ }^{3}$ Terminal voltages are body referenced unless otherwise specified.

[^2]:    ${ }^{4}$ When the domain of the Lambert $W$ function is restricted to the non-negative reals, the co-domain reduces to that of the reals, and $\mathrm{W}(z)$ has a single value denoted by the principal branch $\mathrm{W}_{0}(z)$.
    ${ }^{5}$ This requires that $V_{D D}$ is a positive value relative to the body.
    ${ }^{6}$ Analytical bounds on operating regimes can be found in [91].

[^3]:    ${ }^{7}$ This is valid, because taking the logarithm of both sides of Equation 2.35 gives $\ln q_{i} \approx \ln k_{0}\left(k_{1}+2 k_{2} v_{\omega}\right)+k_{1} v_{\omega}+k_{2} v_{\omega}^{2}$. Using the first few terms of the Taylor series for the $l n$ term on the RHS reduces the entire RHS to a polynomial with new coefficients, i.e., $\ln q_{i} \approx P\left(v_{\omega}\right)$. As such, removing high-order terms and exponentiating both sides gives Equation 2.34.

[^4]:    ${ }^{8}$ See [91] for an example of incorporating short-channel effects into a strong-inversion model.
    ${ }^{9}$ The $90-\mathrm{nm}$ technology only permits nominal and LVT devices, so $90-\mathrm{nm}$ HVT devices are not modeled.

[^5]:    ${ }^{10} X$ is a log-normal RV if $f \log (X)$ is normally distributed.

[^6]:    ${ }^{1}$ In real memories, e.g., SRAM arrays, the SNM during both reading and writing of cells need to be considered [20]. Furthermore, ensuring a SNM of greater than zero is necessary, but it may not be sufficient for ensuring read stability and write-ability [41].

[^7]:    ${ }^{2}$ Equations 3.1, 3.2, and 3.3 (and all dependent equations) are actually implicit functions of all operating parameters, e.g., temperature, body potentials, etc.
    ${ }^{3}$ The VTCs must be monotonic and have a single inflection point.

[^8]:    ${ }^{4}$ A unique noise margin target can be chosen for each gate (if desired). In this way, noisy gates can be assigned larger targets than quiet gates.

[^9]:    ${ }^{5}$ First-order analysis in [3] finds $V_{O H}$ and $V_{O L}$ to be global constants dependent only on temperature when operating in the subthreshold regime. Including second order affects and near-threshold operation induces a dependence on $V_{D D}$ and gate topology, so $V_{O H}$ and $V_{O L}$ are treated as regular variables.

[^10]:    ${ }^{6}$ The nature of normality testing makes it difficult to make a stronger statement. Furthermore, it is extremely difficult to verify that the tails of purportedly normal distributions are actually normal; as such, treating $V_{I H}$ and $V_{I L}$ and normal RVs should be considered an approximation.

[^11]:    ${ }^{7}$ The analysis of a ring consisting of an odd number of gates is difficult, because such a ring should oscillate in steady state. The method of static DC analysis used throughout this work is a poor means of modeling an oscillating circuit; further exploration of this problem is left as future work.

[^12]:    ${ }^{8}$ Assuming that the corresponding variances are approximately equal.
    ${ }^{9}$ In a similar fashion, the smallest $V_{O H}$ and largest $V_{O L}$ could be chosen as representative VTC parameters; however, the output VTC parameters are approximately constant, so they can also be chosen arbitrarily or by convenience.

[^13]:    ${ }^{1}$ The physical test data for the LP1 corroborates this, but is currently unpublished.

