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Abstract

Interaction between a shock wave and a boundary layer at a compression corner can produce a
region of separated flow. The length of separation is important in determining aerodynamic forces,
and the heat transfer at reattachment is important for the design of thermal protection systems.
The effects of high-enthalpy flow on these phenomenon, particularly separation length, are not well
known. Experiments to measurc separation length and reattachment heating are performed in the
T5 Hypervelocity Shock Tunnel using nitrogen test gas and a double-wedge geometry which allows
greater control over local flow conditions at separation and, at high incidence angle, may produce
real-gas cffects due to dissociation behind the leading shock. Local external flow conditions were
found by computational reconstruction of the inviscid nonequilibrium flow field.

Application of results from asymptotic theory to a simple model for separation leads to a new
scaling parameter which approximately accounts for wall temperature effects on separation length
for a laminar nonreacting boundary layer and extends previous results to arbitrary viscosity law. A
classification is introduced which divides mechanisms for real-gas effects into those acting internal
and external to viscous regions of the flow, with internal mechanisms further subdivided into thosc
arising upstream and downstream of separation. Application of the ideal dissociating gas model to
a scaling law based on local external flow parameters and a nonreacting boundary layer shows that
external mechanisms due to dissociation decrcase separation length at low incidence but depend on
the frec-stream dissociation at high incidence, and have only a small effect on peak heating. A limited
numerical study of reacting boundary layers shows that internal mechanisms due to recombination
in the upstream boundary layer cause a slight decrease in separation length and a large increase in
heat flux relative to a nonreacting boundary layer with the same external conditions.

Correlations are presented of experimentally measurcd separation length using local external
flow parameters computed for reacting flow, which scales out external mechanisms but not internal
mechanisms. These show the importance of the new scaling parameter in high-cnthalpy flows, a
lincar relationship between separation length and reattachment pressure ratio as found previously
for supersonic interactions, and a Reynolds-number effect for transitional interactions. A significant
increase in scaled separation length is observed for high-enthalpy data in the laminar regime, and
this is attributed to an internal recombination mechanism occurring in the separated shear layer.
Experimental data for reattachment heat flux are found to agree roughly with existing correlations
and to exhibit an increasc due to an internal recombination mechanism, but cannot provide further

insight due to large scatter.
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Chapter 1 Introduction

1.1 General Description of Phenomenon

The qualifier “high-enthalpy” in the title of this thesis refers to a gaseous flow with stagnation
enthalpy high cnough to cause dissociation of a molecular gas. A common example is the flow seen
by a vehicle entering the atmosphere at sub-orbital velocity. In the frame of reference of the vehicle,
the kinetic cnergy of the free-stream gas is comparable to its characteristic dissociation energy. Such
flows are labeled hypervelocity flows to distinguish them from cold hypersonic flows, in which the
Mach number is high but the free-stream speed of sound is very low and the free-stream kinetic
energy is small compared to the dissociation energy of the gas. A cold hypersonic flow is also called
a perfect-gas flow because the composition remains constant, the energy in vibrational modes of
molecules is negligible, and thus the gas can be described using a single perfect-gas equation of
state with constant specific heats. A high-enthalpy flow is locally in chemical equilibrium where
the characteristic time for dissociation is much greater than the characteristic flow time, which may
occur, for example, in the stagnation region of a large blunt body. The flow is chemically frozen
where the characteristic time for dissociation is much smaller than the characteristic flow time; this
is often the case downstrcam of weak oblique shock waves. Where the characteristic chemical and
flow times are of similar magnitude, the flow is in chemical nonequilibrium. Recombination reactions
may also be important where dissociated gas encounters a region of lower velocity and temperature
(e.g. near a cold wall). In addition, a hypervelocity flow field may include thermal nonequilibrium,
where the internal energy in molecular vibrational modes is out of equilibrium with the energy in
translational and rotational modes. Tonization of atoms or molecules, however, is insignificant for
the flows investigated in this work.

Direct interaction betwcen a shock wave and a boundary layer occurs in many practical high-
speed flows. Such interactions on a real flight vehicle are often threc-dimensional in nature, but
here we consider only two-dimensional interactions, where a planar oblique shock wave is gencrated
by an upstrcam-facing corner (Figure 1.1, commonly referred to as a “compression corner”) or is
generated externally and impinges on a boundary layer (Figure 1.2a). The viscous no-slip condition
of a boundary layer requires a finite region of subsonic flow near the wall, through which the presence
of the shock can be felt upstream of the shock location. The pressure rise across the shock is spread
out by the boundary layer as shown schematically in Figure 1.1a. For sufficiently high shock strength

(sufficiently high ramp angle in corner flows), the low-speed fluid in the boundary layer cannot
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negotiate the imposed pressure rise. Then the boundary layer separates upstream of the shock
location and reattaches to the wall downstream of the shock location, producing the configuration
shown in Figures 1.1b and 1.2. A free-shear layer between the separation and reattachment locations
(S and R in Figure 1.1b) cncloses a region of slow-moving, recirculating fluid with reversed flow near
the wall. Other names for this region are separation bubble, recirculating region, and dead-air region.
The pressure reaches a plateau level between separation and reattachment in well separated Hows,
as indicated in Figure 1.1b. The separated flow accomplishes two things; the overall pressure rise
is split into two smaller jumps, and the free-shear layer transports momentum from the high-speed
external fluid to the low-speed fluid which must negotiate reattachment. Two other related flow
configurations not considered here arc the upstream-facing and downstream-facing steps. Unlike
the compression-corner and shock-impingement flows, step flows force a fixed location for either the
separation point or reattachment point.

The double-wedge configuration shown in Figure 1.2b is obtained by simply rotating the flat plate
in Figure 1.1b to some incidence angle with respect to the free-stream flow direction. The upstream
plate becomes the first wedge, and the downstream ramp becomes the second wedge, which will also
be referred to as a ramp or flap (e.g. the flap deflection angle is the angle of the second wedge with
respect to the first wedge). Double-wedge flow is an abstraction of the flow on a reentry vehicle
that is flying at angle of attack and using a trailing body flap for longitudinal control. Though the
free-stream flow is hypersonic, the interaction at the corner may see only supersonic flow (M; < 5)
for even moderate incidence angles of the first wedge. A laminar supersonic interaction is indicated
in Figure 1.2b by coalescence of compressive waves from the interaction to form a shock well outside
the boundary layer; in a hypersonic interaction or in a turbulent interaction, the shock may form
inside the boundary layer. At high angles of attack in hypervelocity flow, nonequilibrium dissociation

behind the leading-edge shock becomes important, and this is one reason the double-wedge geometry

was chosen for the present study.

(a)

Figure 1.1: Sketch of supersonic viscous flow past an upstream-facing corner and corresponding
pressure distributions for (a) attached flow and (b) well separated flow.
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(a)

Figure 1.2: Sketch of shock-induced boundary-layer separation for the case of (a) a shock wave
impinging on a boundary layer and (b) high-speed flow on a double wedge.

The main topic of this thesis is real-gas effects on the phenomenon of shock/boundary-layer
interaction. The phrase “real-gas effects” used throughout this work is here defined as changes in
a hypervelocity flow field due to chemical reactions and thermal nonequilibrium, with respect to
the same flow without reactions and without vibrational relaxation (i.e. a perfect-gas flow in which

reactions and vibrational-translational energy exchanges are artificially turned off).

1.2 Motivation and Objective

High-enthalpy shock/boundary-layer interaction can be important in practical high-speed flows such
as external flow over a control surface on a hypervelocity vehicle flying at angle of attack, or internal
flow in a hypcrsonic air-breathing propulsion system. The size of the separation bubble effects the
distribution of aerodynamic forces, which has implications for effectiveness of control surfaces. The
high local wall heating where the boundary layer reattaches is of concern for the design of thermal
protection systems. Knowledge gained from the present work pertaining to length of separation in
shock/boundary-layer interaction also has application to separation length downstream of a body in
high-speed flow; this is an important factor in determining the drag on spacecraft during aerobraking
mManeuvers.

An infamous example of the importance of shock-induced boundary-layer separation and real-
gas effects on a hypervelocity flight vehicle is the pitching-moment anomaly experienced during first
flight of the U.S. Space Shuttle Orbiter. During the high Mach-number portion (M. > 10) of the
reentry flight, when the orbiter flies at greater than 35° angle of attack, the body-flap deflection
required to maintain trimmed flight was twice the predicted value. Half of the discrepancy is likely
due to the fact that the boundary-layer flow was laminar at high Mach number; predictions assumed
a turbulent boundary layer in this regime and thus a much smaller separation bubble at the base

of the control flap (Woods et al., 1983). The remaining differences can largely be accounted for
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by real-gas effects on the pressure distribution over the body, particularly over the aft expansion
region (Weilmuenster et al., 1994). Additional contributions come from high Mach-number effects
incorrectly extrapolated from wind tunnel data and viscous drag effects (Griffith et al., 1983; Maus
et al., 1984).

The mechanisms by which real-gas effects act in high-enthalpy shock/boundary-layer interac-
tion, and the resulting changes in the extent of separation and the wall heating at rcattachment, are
poorly understood. Very little research has been performed on this subject. Previous experiments
have either explored regimes where rcal-gas effects are insignificant or have not found conclusive
results, and although several computational studies have found different real-gas effects under dif-
ferent conditions, nowhere in the existing literature is there presented a unified explanation of the
mechanisms involved (cf. Section 1.5.4). The objective of the present work is to develop such a
framework for describing mechanisms for real-gas effects in shock/boundary-layer interaction, and
where possible, to validate these mechanisms by experiments in a high-enthalpy shock tunnel and
by comparison to previous results in the literature. The experimental work is carried out in the T5

Hypervelocity Shock Tunnel at Caltech.

1.3 Scope of Present Work

Separated flow produced by shock/boundary-layer intcraction encompasses many different physical
phenomena. The present work, however, is limited to the study of those phenomena which are
amenable to experimental investigation under high-cnthalpy flow conditions using the diagnostics
available in the T5 Hypervelocity Shock Tunnel. Thus we consider only the length of the separated
region in fully separated flows, which can be measured by flow visualization, and the wall heating
at reattachment, which can be measured by heat flux instrumentation.

Phenomena not considered in the present work include upstream influence, plateau pressure, and
incipient separation. Upstream influence is the distance upstream of separation {(or upstream of the
corner for attached flows) over which a pressure disturbance is felt (i.e. to the left of S in Figure 1.1b).
The low density of pressure measurement instrumentation used in the present experimental work
is entirely insufficient for obtaining information on upstrcam influence. Platcau pressure is the
constant pressure reached in a well scparated flow with a large separation region, as shown in
Figure 1.1b. Measurement of plateau pressure (and pressurc upstream of separation) also suffers
from sparse instrumentation in the present work. Incipient separation is the state betwecen attached
and separated flows; for an upstream-facing corner, the incipient separation angle is the maximum
ramp angle to maintain attached flow. To study this phenomcnon experimentally requires many
repeated experiments with the same free-stream conditions but small increments in flap deflection

angle, which was deemed infeasible for the present work in T5.
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Furthermore, the present study is limited to two-dimensional shock/boundary-layer interactions,
and the present experiments are limited to interactions generated by an upstream-facing corner on
a double wedge. To remove as many complications as possible, we consider only double wedges with
a sharp leading edge, and we work with a simple binary gas consisting of atoms and molecules of
the same element. While the experiments in T5 do include transitional and turbulent interactions,
the emphasis in this work is on laminar interactions.

The present experiments are not designed to simulate actual flight conditions. In fact, it is not
possible to precisely duplicate hypervelocity flight conditions on a scaled test model in a shock tunnel,
due to two different phenomena. One is partial free-stream dissociation at high-enthalpy conditions;
the dissociated gas in the nozzle reservoir does not fully recombine before the nozzle expansion flow
becomes chemically frozen. The other is a differcnce in the dependence on density of rcaction rates
for dissociation (a binary reaction) and recombination (a tertiary reaction). For nonequilibrium
flows in which both reactions are important, only one of the reactions can be properly scaled. The
approach taken in the present work is to use the capabilities of the T5 Hypervelocity Shock Tunnel
to explore the physics of the problem, regardless of whether the flow conditions correspond to a

portion of a particular reentry flight trajectory.

1.4 Physical Description of Separated Flow

Before considering real-gas effects, it is impor-

tant to understand the physical processes which

control the phenomena of separation length and \)Sw

e

reattachment heating. The present notation for
separated flow geometry on a double wedge,
used throughout this work, is shown in Fig-
ure 1.3. The boundary layer separates upstream
of the corner (also referred to as the hingeline)

at S and reattaches downstrcam at R. Betwcen

RS

S and R, the dividing streamline ¢* (approxi-
mated here by a straight line) is defined as the /
streamline through which there is no mass flux;
the gas inside ¢* remains in the recirculation

region while the gas outside ©" continues down- Figure 1.3: Schematic of separated flow on a dou-

stream of reattachment. Only the angle of the ble wedge with definitions for the notation used

first wedge, 61, is measured with respect to the throughout this work.

free-stream flow direction; the separation angle
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Osep and ramp deflection angle 6, are measured with respect to the first wedge. Separation length
L.y is the distance from S to R along ¢*. The distance L, between S and the corner is not to
be confused with the upstream influence defined in Section 1.3. (The term “upstream influence” is
sometimes used in the literature to refer to the length defined here as L, which can cause confusion
because the two lengths are due to different physical phenomena.) Other horizontal length parame-
ters are measured from the leading edge (L, to the hingeline and 7 to the separation point), and
y is distance perpendicular to the first wedge surface. The subscripts oc and 1-3 refer to different
inviscid flow regions. In gencral, these flow regions are not uniform as implied by Figure 1.3, and
hence we take the following restricted definitions when discussing experimental results: oo refers to
free-stream conditions on the nozzle centerline at an axial location corresponding to the leading edge
of the double wedge; 1 refers to the edge of the boundary layer just upstream of §; 2 and 3 refer to
consistently defined locations based on either experimental or computational data (c¢f. Section 3.3.4).
Note that the subscript e refers to boundary-layer edge conditions in general.

The local flow around the separation point S has been found to depend only on local conditions
(e.g. My and Rey, ), and not on the downstream agency producing scparation; see, for example,
the early work of Gadd et al. (1954). This part of the flow is determined by a coupling of the
pressure/ flow-deflection relationship at the edge of the boundary layer and the momentum equation
at the wall, and was dubbed “free interaction” by Chapman et al. (1958). Although the point S moves
upstream for increasing #,,, the shape of the pressure rise to separation and then to the pressurc
plateau in the separated region is determined locally by an interaction between the supersonic flow
outside the boundary layer and the thickening of the low-speed region of the boundary layer near
the wall. In fact, the separation angle .., and resulting plateau pressure are analogous to the ramp
angle 8, and resulting inviscid pressure rise for incipient separation on an upstream-facing corner.
Note that the free interaction is not entirely independent of the downstream condition; the position
of § can have a small effect on the local parameters controlling free interaction, particularly for
nonuniform external flow.

The physical process which determines separation length L., has been clegantly described by
Glick (1962) as follows: an clement of fluid at S just outside the dividing streamline ¢)* has essentially
zero velocity and a total pressure pr equal to the local static pressure pg, but when this element
reaches R, it must have pr = pr > pg; the increase in mechanical energy is accomplished by viscous
transport of momentum from the outer flow towards ¥*. Thus as 0, is increased, pg is increased
and the separated shear layer must extend over a longer distance in order to impart the momentum
required to overcome the pressure rise at reattachment. In addition, there is a weak coupling between
the flow at R and the flow at S; 0,¢p depends on the position of S which depends on ps/ps, which
itself depends on f,ep.

Different ideas related to the general physical picture described above have led to different ap-
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proaches for modeling the separation bubble. In order to explain the effect of transition to turbulence
on separation length, Chapman et al. (1958) considered an equilibrium balance between the mass
flow entrained into the low-speed side of the separated shear layer from the dead-air region and
the mass flow injected back into the dead-air region at reattachment. Similarly, Hakkinen et al.
(1959) found a scaling for L., by considering a momentum balance between forward and reverse
flow across the line of zero velocity embedded in the recirculating region. A well known theory for
the plateau pressure (also applicable to the determination of L,.,), put forth by Chapman et al.
(1958) for laminar flows and by Korst (1956) for turbulent flows, requires that the total pressure
along the dividing streamline ¢* as it approaches R is equal to the static pressure py downstream
of R. The analysis assumes an isentropic compression process along v close to R, neglects the
fact that the pressure at reattachment, pg, is typically much lower than ps, and neglects the initial
thickness of the boundary layer at separation. While the errors tend to cancel each other for flows
with incoming boundary-layer thickness small compared to separation length (Chapman and Korst,
1957), the effect of initial thickness was shown to be important in some cases (McDonald, 1964;
Nash, 1963).

In the present work, we focus on a model that uses a momentum balance between shear forces
acting on 1* and the pressure rise at rcattachment, an idea duc originally to Sychev (1982) and
applied by Roshko (1995) to the problem of separation length in supersonic base flow. The balance

of stresses acting on the boundary of the separation bubble can be written

TR

"YR
[y = [ (1.1)
0

Tl

where the small shear stress along the wall is neglected, and the separation geometry of Figure 1.3
is approximated for small 6., as an upstream facing step of height yr equal to the perpendicular
distance of I from a line tangent to the first wedge surface. Note that for laminar interactions, py- is
essentially constant and equal to the plateau pressure over much of the separated region, increasing
only close to R. This model shows that L,., is determined by a balance between the reattachment
pressure rise and the evolution of shear stress along the dividing streamline.

In all the approaches discussed above, information is requircd about the development of the
velocity profile in the free-shear layer, and it is this information which is most difficult to obtain.
The theoretical approach discussed in Section 4.2 essentially relates the shear stress along * to the
wall shear stress of the incoming boundary layer undisturbed by separation.

The length of separation is also very sensitive to the location of transition to turbulence. If
transition occurs in the free-shear layer upstream of reattachment, then 74~ is increased over part
of the separation region due to the fuller velocity profile in a transitional or turbulent viscous layer,

resulting in a decreased L., compared to a purely laminar interaction (cf. Section 1.5.2.1). Such a
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transitional interaction is likely to occur even if the incoming boundary layer is far from transition,
because the free-shear layer is much less stable than a boundary layer. A purely turbulent interaction
refers to cases where the incoming boundary layer is turbulent; this can be further subdivided into
cases where transition occurs somewhere between the leading edge and separation, and cases where
the boundary layer is turbulent from the leading edge. The present work concentrates on purely
laminar interactions, where the theory presented in Section 4.2.1 might be useful for ascertaining
real-gas effects on separation length.

We now turn briefly to the phenomenon of increased heat flux on the second wedge (flap) com-
pared to the first wedge. The physics involved is rather straightforward. Even for incompressible
flow, impingement of an incoming boundary layer or shear layer will increase heating on the flap
by a stagnation process. Considering compressible flow, the heating increases due to the effects of
shock compression; the increased density, increased temperature, and decreased velocity all result
in higher heat transfer to the ramp wall. In addition, the boundary layer initially experiences a
reduction in thickness on the wedge due to compression of the boundary layer; this phenomenon is
shown schematically in Figures 1.1 and 1.2. The “necked” region can induce higher heat loads on
the wall. The pressurc at reattachment in a fully separated flow may be slightly higher than the
inviscid ramp pressure for attached flow at the same ramp angle; the external flow in the separated
case reaches the same deflection angle as for the attached case, but has been processed by two
oblique shocks instead of one, and thus has smaller losses. (The inviscid ramp pressure is restored
via an expansion emanating from the shock intersection point.) The increased pressure recovery for
separated flows can result in increased wall heat flux as well. Transition of the free-shear layer can

cause large increases in the heat flux at reattachment over purely laminar interactions.

1.5 Review of Previous Work

While there have been few results published for real-gas effects on shock/boundary-layer interaction,
the phenomenon has been studied quite extensively for perfect-gas flows. The review of perfect-gas
work in this section is not exhaustive, but is meant to provide an overview of the various methods
that have been used to attack the problem, plus salient results (from both experiment and analysis)
relevant to separation length and reattachment heating. More attention is given to the problem of
separation length than to reattachment heating. Previous work in high-enthalpy flows are discussed

in detail at the end of this section.

1.5.1 Methods for Predicting Interaction Flows

Some of the carlier attempts at analysis of shock-induced separation flows relied on simple models of

separation, frece-shear layers, and reattachment. Chapman (1950) developed a laminar mixing layer
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theory which gave the velocity along the dividing streamline, which was then applied to a criterion
for total pressure on the dividing streamline (¢f. Section 1.4) to obtain the plateau pressure for
leading-edge separation (Chapman et al., 1958). As detailed by Needham (1965), other workers have
extended this idea to include the effects of finite boundary-layer thickness upstream of separation,
temperature of the dead-air region, and nonisentropic compression at reattachment. McDonald
(1965) considered turbulent separation at a compression corner. Results of such shear-layer modeling
methods depend on the form of the shear layer profiles, and have shown only limited success at

accurately predicting features of separated compression-corner flows.

1.5.1.1 Momentum Integral Techniques

Much use has been made of momentum integral methods to predict laminar separated flows, whereby
the boundary-layer equations are applied to the entire interaction region, with reversed-flow profiles
in the separation region. The equations are reduced to ordinary differential cquations by trans-
forming to incompressible form and integrating across the boundary layer; these arc coupled to the
inviscid outer flow and integrated downstream from an initial pressure perturbation, the position
of which is iterated upon to match the downstream boundary condition. Introduced originally by
Croceo and Lees (1952) as a “mixing theory,” the method has been extended upon and improved by,
among others, Glick (1962) who linked Crocco’s mixing-rate correlation function to experimental
results, Lees and Reeves (1964) who included an equation for moment of momentum and linked
the profile shape parameter to similarity solutions of Cohen and Reshotko (1956), Klineberg and
Lees (1969) who included the energy equation, and Georgeff (1974) who improved and simplified
Klineberg’s method. The method has even been used to study control effectiveness on real vehicles
(Tkawa, 1977). Nielsen et al. (1970) used a diffcrent transformation, used analytic functions for the
profiles, and employed a different downstream boundary condition; compared to Klineberg’s method,
Nielsen’s method matches experiment better near reattachment but worse near separation. Hunter
and Reeves (1971) applied a momentum integral method to turbulent separation with limited suc-
cess in predicting experimental results. A major drawback of all these methods is that they neglect
pressure gradients normal to the wall, which can be important near separation and reattachment
where the boundary layer is curved. Bloy and Georgeff (1974) found that the critical stability be-
havior of these methods depends on the particular formulation of the equations and is due to the
neglect of normal pressure gradients, having no other physical significance. Holden and Moselle
(1968) developed an integral technique which included an equation for momentum in the normal
direction and found reasonable agreement with experiment. These momentum integral techniques
have proven to be a useful, though approximate, method for prediction of shock-induced separated
flows.

Two other methods are mentioned here because they are related to the momentum integral
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approach. One is the interaction boundary-layer (IBL) method introduced by Werle and Vatsa
(1974). They used transformed boundary-layer equations and viscous/inviscid coupling, but these
are instead solved implicitly over the entire interaction by a relaxation technique. The comparison
with experiment was fair, but the results appear to depend on mesh size. In a method prescnted
by Igarashi et al. (1988), the shock-wave/boundary-layer interaction flow is solved numerically by
applying the momentum integral method to a viscous sub-layer ncar the wall and applying the
(inviscid) Euler equations to the outer part of the boundary layer. Agreement with experiment was

fair.

1.5.1.2 Asymptotic Theory

Attempts to develop a more exact technique for analysis of separated flows led to asymptotic meth-
ods in which viscous flow is represented by a multi-layer structure. Lighthill {(1953) first introduced
the idca for a supersonic boundary layer, with a viscous, incompressible sub-layer ncar the wall,
an inviscid, compressible layer in the main part of the boundary layer, and supersonic, isentropic
cxternal flow at the outer edge of the boundary layer. These ideas were formalized in a nonlinear
triple-deck theory (TDT) by Stewartson and Williams (1969), who considered separation as a per-
turbation to an undisturbed boundary layer. The approach consists of expanding variables in the
small parameter ¢ = Re;f/ 5, finding dominant balances in the Navier Stokes equations for each
layer, and asymptotically matching across all three decks. By use of Chapman’s lincar viscosity
law p/p. = CT/T,, the velocity distribution is made independent of the energy equation so that
only perturbations to the momentum equation need be considered. Subsequent authors have looked
at nonisentropic flow conditions for the upper deck; Neiland (1971a) used the tangent-wedge ap-
proximation, Brown and Stewartson (1975) applied the full inviscid Euler equations for My > 1,
and Brown et al. (1975) presented an approximate theory bridging the supersonic and hypersonic
regimes. The energy equation was first introduced to TDT by Rizzetta (1979), while more recent
work by Brown et al. (1990) and Kerimbekov et al. (1994) focuses on the effects of wall tempera-
turc. Inger (1996) presented a simplified formulation including the energy cquation, valid for both
supersonic and hypersonic flows. The asymptotic form of the solution downstream of scparation,
where additional layers must be introduced for the reversed flow, was considered by Neiland (1971b)
and Stewartson and Williams (1973). Burggraf (1975) extended these results for the platcau region
to the reattachment region, and by using Chapman’s hypothesis regarding total pressure on the
dividing streamline (c¢f. Section 1.4), derived a scaling for the length of the plateau region in well
separated flows.

Unlike simpler boundary-layer theory, triple-deck theory includes normal pressure gradients in
the main deck. The multi-deck structure allows an interaction between the thickening of the viscous

sub-layer and the pressure gradients in the outer layer, with the middle layer simply displaced from
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the wall at separation. The theory is, however, strictly valid only in the limit of Re,, — oo, a
fact commonly cited to explain discrepancies between TDT results and experimental data at lower
Rey,. Rizzetta et al. (1978), Brown et al. (1990), and Burggraf et al. {1979) have made comparisons
between numerical TDT solutions and IBL solutions (cf. Section 1.5.1.1), finding that as Re,,
increases to very high values (~ 10%), the IBL solution approaches the TDT solution. Despite
its shortcomings, triple-deck theory has been found capable of reproducing scaling laws previously
found by purely empirical methods. Inger (1994a,b) used TDT to corroborate an empirical relation
for incipient separation, and as described below in Section 1.5.2, Katzer (1989) noticed a striking
similarity betwecn his empirical result for separation length scaling and the theoretical result of
Burggral (1975) based on TDT. Asymptotic theory seems to provide information regarding the
functional dependence of gross interaction quantities such as separation length, probably because it

incorporates the essential physics.

1.5.1.3 Navier—Stokes Computations

With modern high-speed digital computers, it is possible to attempt solution of the full Navier—
Stokes equations (or rather, their discretized version) for shock/boundary-layer interaction flows.
Cheng (1993) gives a review of Navier—Stokes computation methods prior to 1993, discussing the
parabolized Navier Stokes (PNS) approach where the equations are made parabolic by dropping
many streamwise-dependent terms, the thin-layer Navier-Stokes approach which uses the unsteady
PNS equations in a time-marching technique to recover some upstream influence effects, and more
rccent techniques to solve the full Navier—Stokes equations. The comparisons made between com-
putation and experiment in the existing literature do not show consistent results, particularly with
regard to the extent of separation. In most cases, computations underpredict the length of separa-
tion (Fay and Sambamurthi, 1992; Hung and MacCormack, 1976; Leyland, 1996; Power and Barber,
1988; Ramakrishnan et al., 1991), but some authors report predictions that both underestimate and
overestimate experimental L., (Grasso et al., 1994; Grasso and Marini, 1996; Rizzetta and Mach,
1989; Simeonides et al., 1994), depending on the numerical grid or depending on the experiment
simulated. Thomas (1992) noted that the computed position of scparation generally moves upstream
with increased grid resolution, and Simeonides et al. (1994) suggest that a convergence criterion for
computation of separated flows be based on the steady location of separation with respect to both
grid refinement and iteration.

True convergence with respect to grid refinement, however, is not a simple matter to obtain; both
Grasso et al. (1994) and Rizzetta and Mach (1989) clearly show that the solution depends not just on
the overall grid resolution, as characterized by the number of cells in each spatial direction, but also
on exactly how those cells are distributed. Results can be extremely sensitive to such parametcers as

the spatial distribution of cells in the interaction region, and the aspect ratio of cells at the leading



12

edge, at separation, and at reattachment. One common problem is that grids are refined near the
leading cdge and near the corner, but in well separated flow, the stcady-state separation point is
located in between. Rizzetta and Mach (1989) also showed large differences between results obtained
using different numerical methods. In fact, the different methods exhibited different dependencies
on the grid cell distribution. To make matters even worse, some of the experiments commonly used
for comparison utilize wind tunnel models of aspect ratio less than unity (Coét and Chanetz, 1993;
Holden and Moselle, 1968) for which centerline measurements are not necessarily free from threc-
dimensional flow {¢f. Scction 2.7.5). Rudy et al. (1989) could only obtain good agreement with
experiment for a well separated compression-corner flow by computing the full three-dimensional
solution, but Lec and Lewis (1993) were able to match the same experimental data using a two-
dimensional method. ‘

The accurate prediction of separated flows by numerical solution of the Navier-Stokes cquations
remains an important topic for research. In particular, there is a clear nced for systematic, exhaustive
study of the dependency of solutions on grid cell distribution and on numerical method (such a study
is well beyond the scope of the present work). On the other hand, computational techniques are still
useful as an aide to understanding the physics of shock/boundary-layer interaction, and it is mainly

in this capacity that viscous computations are utilized in the present work.

1.5.2 Separation Length

The length of separation in perfect-gas flow depends upon the parameters which govern the incoming
boundary layer, the free-shear layer, and the reattachment pressure rise; these include the local
Reynolds number Re,, and Mach number M; at separation, the wall temperature ratio 7., /71, the
flap deflection 6, and the ratio of specific heats v,. Separation length must also depend on a length
scale, and as long as the downstream edge of the ramp does not influence the reattachment region
(i.e. if the ramp is long cnough), the only length scales are the distance from the leading edge x; and
the boundary-layer thickness &1, itself a function of z1. Since the interaction at separation is a local
phenomenon, boundary-layer thickness, characterized by the better-defined displacement thickness

67, is often uscd to scale L.p. Thus L., should obey a correlation in the form

Lsep
o

T

X f (Re.”E]', ]\[17 3 91[17 ’Yl) - (12)
T

Note that 87 itself depends on Re,,, My, T,,/T1, and ~;.

1.5.2.1 Qualitative Results

Clearly, L.y is cxpected to increase with increasing flap deflection 8,,, or equivalently, with increasing

pressure rise at reattachment ps/ps. This has been confirmed numerous times both by experiments
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(Anders, 1970; Bloy and Georgeff, 1974; Coleman and Stollery, 1972; Elfstrom, 1972; Ferguson
and Schaefer, 1962; Gadd et al., 1954; Harvey, 1968; Hayakawa and Squire, 1982; Holden, 1978;
Kumar and Stollery, 1994; Miller et al., 1964; Needham, 1965; Roshko and Thomke, 1970; Scttles
and Bogdonoff, 1982; Scttles et al., 1979) and by computations (Bloy and Georgeff, 1974; Fay and
Sambamurthi, 1992; Grasso and Leone, 1992; Katzer, 1989; Nielsen et al., 1970; Rizzetta et al.,
1978), regardless of whether the interaction is laminar, transitional, or turbulent. L., has also
been shown without exception to increase with decreasing M, experimentally and computationally
(Anders and Edwards, 1968; Elfstrom, 1972; Gadd ef al., 1954; Hayakawa and Squire, 1982; Holden,
1971a, 1972; Katzer, 1989; Miller et al., 1964; Needham, 1965; Roshko and Thomke, 1976). This
behavior with M; might be expected because the growth rate of a free-shear layer decreases with
increasing Mach number, resulting in higher shear stress along the dividing strcamline and hence
a decrease in Lgep. The Mach-number influence is actually more complicated; both the separation
angle f4., and reattachment pressure rise ps/p, depend on M; independently of the shear layer
development.

The effect of wall temperaturc on L, for laminar and turbulent interactions has been shown by
experiments and computation (Brown et al., 1990; Coét and Chanetz, 1993; Curle, 1961; Elfstrom,
1972; Ferguson and Schaefer, 1962; Georgeff, 1974; Holden, 1972; Lewis et al., 1968; Needham, 1965;
Nielsen et al., 1970); Lgqp increases with increasing T, /71, so that cooling the wall causes a decrease
in the extent of separation. The effect is much stronger for laminar interactions than for turbulent
interactions, and may be due to changes in boundary-layer and shear-layer thickness with T, /T5.
There are conflicting results in the literature for transitional flows. Experiments by Johnson (1968)
show Lgep increasing with T, /T, while experiments by Coét and Chanetz (1993) show the opposite
trend. The latter result was attributed to the stabilizing effect on the shear layer of lowering T, /T3,
so that transition was delayed. (The location of transition has a strong influence on Ly.,,.)

For purely laminar interactions, L., increases with increasing Re,, , as shown by both experiment
and computation (Anders and Edwards, 1968; Holden, 1971a; Johnson, 1968; Lewis et al., 1968;
Miller et al., 1964; Needham and Stollery, 1966a; Nielsen et al., 1970). Since the wall shear stress
of a laminar boundary layer decreases with increasing Re,, , this behavior is consistent with the
physical picture presented in Section 1.4 where L, is governed by shear stress. Experiments with
transitional interactions all show L., decreasing with increasing Re,, , due to upstream movement of
transition in the shear layer (Ferguson and Schaefer, 1962; Gadd et al., 1954; Johnson, 1968; Needham
and Stollery, 1966a; Todisco and Reeves, 1970). Results for purely turbulent interactions depend
on the range of Ie,, investigated; some experiments show L., increasing with Re,, (Coleman
and Stollery, 1972; Elfstrom, 1972; Holden, 1972; Todisco and Reeves, 1970) while others show the
opposite (Roshko and Thomke, 1970, 1976; Scttles and Bogdonoff, 1982). Hunter and Recves (1971)

found by computation that L., increases with Re,, for transition occurring upstream of separation



14

but downstream of the leading edge, with the trend reversing when transition reaches the leading
edge. In the first regime, thickening of the boundary layer at transition dominates, while in the
second regime, increasing Rey, results in decreased thickness for a fully turbulent boundary layer.
Both turbulent regimes produce much smaller separation bubbles than the laminar regime, due to
increased skin friction.

The importance of the incoming boundary-layer profile in determining L., was shown clearly
by Hayakawa and Squire (1982), who found that injecting gas through a porous wall upstream of a
turbulent interaction had the effect of reducing skin friction and increasing separation length. They
indicate only that transition is well upstrcam of the injection location, but one must assume their
experiments were in the first turbulent regime discussed above, because the experiments of Roshko
and Thomke (1976) in the sccond turbulent regime show separation length increasing with skin
friction. The latter result is not consistent with the view taken in Section 1.4, so that there must
be a different mechanism dominating the behavior of Lse, in the second turbulent regime. This
discrepancy is not considercd further here because analysis for the present work (¢f. Scection 4.2.1)
is concerned only with laminar interactions.

The cffect of leading-edge bluntness on separation length is important in most practical situations;
reentry vechicles have blunt, not sharp, leading edges, in order to reduce the local wall heating.
Although this aspect is left out of the present study to simplify the problem, some results from
the literature are mentioned here. Most studies showed L., decreasing with increasing bluntness
(Coét and Chanetz, 1994; Grasso and Marini, 1996; Kumar and Stollery, 1996). Holden (1971a)
showed this trend occurs in hypersonic flows only for large nose radius where the increased favorable
pressure gradient due to bluntness increases skin friction and dominates the behavior L., , whereas
for smaller nose radius, L., actually increases with bluntness due to a decrcasc in M; and an

increase in Reg, .

1.5.2.2 Scaling Results

Despite the extensive observations of separation length behavior in shock /boundary-layer interaction,
there are relatively few published results concerning the quantitative functional dependence of Lggp
on the parameters of interest. Two likely reasons for this are that (1) the models and techniques
used to predict separated flow often do not admit closed-forin expressions for L., and (2) most
cxperimental studics do not provide enough data for meaningful correlation of Lgp,. In this section
we discuss previous results for scaling of L., in laminar interactions; some information on scaling
for turbulent interactions can be found in Roshko and Thomke (1976) and Settles and Bogdonoff
(1982). These are presented in roughly chronological order.

Hakkinen et al. (1959) presented a simple model of separation length for shock impingement on

a laminar boundary layer with an adiabatic wall, in which an approximate momentum balance is
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applied to the reversed flow. Their result, written using the current notation and with some liberty

taken concerning the reference length, is

L v —1 3/2 C HA
sep 1 — N2 fixy P3 — Pinc P
x 1+ v PrM ) < > ; 1.3
) < 2 ' (x/Mf - 1) spiui ) o)

where the skin friction coefficient for an undisturbed boundary layer is defined as C; = 27, /p uZ, and
the Prandtl number Pr appears as the recovery factor for a laminar boundary layer. The pressure
rise is taken with respect to the inviscid wedge pressure under incipient separation conditions,
Dine, Which is practically identical to the plateau pressure po according to the analogy discussed
in Section 1.4. It should also be noted that the definition of L, is slightly different for shock-
impingement flows; instead of the distance along the dividing streamline as for wedge flows, L.y
is defined as the distance along the straight wall from separation to reattachment. The correlation
worked recasonably well for their experimental data, though the experiments covered a limited range
in Re,, and only one Mach number (M7 = 2). Thus the very weak predicted dependence on Reg,
(through C/ ..,) was impossible to verify.

Anders and Edwards (1968) developed an expression for scaling of L,, in laminar compression-
corner interactions by combining a result of Chapman et al. (1958) for scaling of the upstream
influcnce at separation with empirical correlation to computed results from an analytical technique.

In the present notation this scaling is

L, 175 Cry
— Re;{‘) £z

sin f,, -
1 RNV VES Ve (Cosgsep " tan(d,, - 2p>> ' (14)
The derivation of this result appears to have incorrectly applied the expression from Chapman et al.
(1958), but nevertheless, it roughly matches their experimental data. The experiments encompassed
only a factor of two variation in Re,, and a very small range in Mach number (with nominal
My = 12).
A purely empirical correlation of experimental separation length data for laminar interactions

on compression corners was given by Needham (1965) as

Ly _ \/Fes <Iﬁ)2 _ (15)
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The data considered in this correlation are mostly in the hypersonic Mach-number regime (7 < M7 <
15) and cover a wide range in Re;,. The small variation with T,, /77 found in the experiments was
neglected in this scaling. The dependence on \/WJL1 is consistent with an inverse proportionality
between L., and Cy ., of the undisturbed boundary layer, as expected by the physical view given

in Section 1.4.
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A theoretical scaling law was derived by Burggraf (1975) based on the triple-deck theory of Stew-
artson and Williams (1969) and Neiland (1971b) (cf. Section 1.5.1.2). His formulation is somewhat
coded, but a direct translation to the present notation gives

3/2
I /

sep
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(Tw/T1)bw CYHT,/Th)

: . ‘ v (1.6)
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where A is the wall-shear constant of the undisturbed boundary layer (A = 0.332 for a compressible
Blasius boundary layer), and C' = pu/pepe is the Chapman-Rubcesin parameter from compressible

boundary-layer theory. Katzer (1989) reinterpreted this result in a slightly different fashion,

Loy (Tw/Th)*? } VERes, [C (m —Pm<:>3/2 1 (1.7)
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where the denominator of the first factor and the numcrator of the second factor on the right hand
side come from Katzer’s expression for 67, not from triple-deck theory.

Hayakawa and Squire (1982) suggested a simple scaling law based on the ideas of Chapman et al.

(1958) regarding free interaction:

Lu 1 Dh
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where the pressure rise is characterized by the pressure at the hingeline pj, instead of the pressure
downstream of reattachment, and boundary-layer thickness is used to normalize L,. This formula
had mild success in correlating their experimental results for turbulent interactions at supersonic
Mach number where Cf ., was varied by gas injection upstream of separation. Grasso and Marini
(1996) modified and extended this scaling for hypersonic interactions, giving the following result:

Luo (02 <p3 - 1) : (1.9)
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Note that the use of §; to normalize L,y in both Equations 1.8 and 1.9 results in cancelation of
Reynolds-number effects entering via Cy », for laminar flows, since é; and Cy ;, are both proportional
to Reg, 1]/ 2

For the shock-impingement problem in laminar, supersonic flow, Katzer (1989) found the follow-

ing empirical correlation from results of Navier—Stokes computations:

Lse R‘.'L‘l O - Mine
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where, again, C' is the Chapman-Rubesin parameter and p,,. is the wedge pressure for incipient

separation. Note that the dependence on Re,, is due to normalization by 07. The computations
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encompassed a limited range in Re,, and considered only an adiabatic wall. The Mach-number
range was 1.4 < M; < 3.4. The numerical data correlated very well to this formula, with little
scatter.

Kumar (1995) correlated experimental data from a number of sources over a range of Reynolds

nuwbers in the hypersonic regime (7 < A < 19), using the form

n
L(TP x Xi(%) . (1.11)
The parameter X1 is the viscous interaction parameter upstream of separation (¥ = M3 m)
The exponent n on the pressure ratio was approximately 2 for laminar interactions and 1 for tran-
sitional and turbulent interactions. Correlation against Re,, was not performed.

A simplified expression for hypersonic laminar interactions was suggested by Mallinson et al.
(1995, 1996b), whereby the tangent-wedge approximation (sec Anderson, 1989) is used to give the

pressure risc at reattachment:
2
Lsep x (A‘Ml ew)

1.12
3 X1 ( )

This same functional form was assumed for the distance L,,, which with rather large scatter, gave a
rough correlation of experimental data.

The scaling of separation length in terms of physical parameters clearly remains an unresolved
problem, as evidenced by the wide range of results, spanning almost 40 years, given in Equations 1.3~
1.12. One fairly consistent finding is that L., is inversely proportional to M7?. The power-law
dependence on pressure ratio appears to be different for supersonic (¢f. Equations 1.3, 1.8, and 1.10)
and hypersonic (¢f. Equations 1.5 and 1.11) laminar interactions, with the theoretical triple-deck
result falling in between (¢f. Equation 1.7). Almost cvery result, unfortunately, shows a diffcrent
dependence on Reynolds number or skin friction; in this regard, Equation 1.5 is the most convincing
because it correlates data from multiple sources over a reasonable range in Re,,. The effect of
wall temperature is only considered in Equations 1.6 and 1.7. As mentioned in Section 1.5.1.2,
Katzer (1989) recognized that the application of triple-deck theory by Burggraf (1975) resulted in
a scaling (Equation 1.7) with the same dependence on Mach number and the same construction of
the pressure ratio factor (ps — pinc)/p1 (though with different power-law dependence) as his purely
empirical result (Equation 1.10). He also suggests that TDT will give the correct scaling for wall
temperature effects. For these reasons, we will turn to triple-deck theory in Section 4.2 to help

develop a new scaling for separation length.
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1.5.3 Reattachment Heating

For the reasons discussed in Section 1.4, heat flux near reattachment is higher than the heat flux
at the same location on an undeflected flap, and may also be higher than for an attached flow
with the same flap deflection. For example, Coleman and Stollery (1972) found that for turbulent
separated flows, the maximum heat flux at reattachment, also called the peak heating ¢z, could
increase beyond that expected for a stagnation point. Very few works on shock/boundary-layer
interaction attempt correlation of ¢,; to determine the scaling laws which govern its behavior; thosc
that do are experimental in nature. If the boundary-layer edge conditions are known downstream
of reattachment, then the heat flux can always be computed using various theories or models (cf.
Section 4.1). The trouble arises, however, in determining an appropriate origin for the recattached
boundary layer that accounts for the compression it experiences at reattachment; simply using the
distance from the leading edge will not reproduce the peak heating at reattachment. '
Early work was concerned with correlations to predict the maximum reattachment heat flux
given the external inviscid flow conditions downstrecam of reattachment in region 3. Holden (1966)

was able to correlate peak heating in laminar compression corner flows using
3 <
M3 Stplc,w X X3, pk s

which is more simply written

Stpk,w o8 Rewl/Q- (113)

Tph

The Stanton number St is defined by Equation 4.14; the subscript w here refers to evaluation of
the density in the denominator of St at the local wall conditions instead of the edge conditions.
The Reynolds number is based on the length scale z,;, the distance from the leading cdge to the
location of peak heating. This empirical result for a limited range in hypersonic Mach number
is perhaps fortuitous, but use of the wall density is consistent with thc idea that reattachment
heating is determined by growth of a sublayer from the stagnation point on the dividing streamline,
developing underneath the compressed outer part of the boundary layer. Bushnell and Weinstein
(1968) correlated laminar data over a larger range in Mach number by including an estimate for
Ly, the growth length of the sublayer to the point of maximum heat transfer. From the geometry
shown in Figure 1.4, they suggest
T

L, = ————M~— 1.14
Pk sin (B — Osep) ( )

where 6, is the thickness of the shear layer at reattachment outside the dividing streamline, assumed
to be equal to the incoming boundary-layer thickness at separation plus the growth of a zero-initial-

thickness shear layer between separation and reattachment. The correlation is otherwise similar to
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Equation 1.13 above, but using wall conditions in the Reynolds number as well;

PwuszLpg
Haw

= (1.15)

n —0.5 for laminar interactions, and
, n
—0.2 for turbulent interactions.

Stpk,w X (

The peak heating is often correlated with the peak pressure that occurs at the same location,
and nondimensionalized by a reference value. In this manner, a prediction might be made requiring

only knowledge of the pressure in region 3. For turbulent interactions on compression corners, the

q. 0.85
ko <’ﬂ> (1.16)

q1 1

correlation

was found by Holden (1972) (sece also Han-
key and Holden, 1975) to work well over a
large range of Mach numbers (in the hyper-
sonic regime) and Reynolds numbers. Note that
the heat flux and pressure are referenced to the
undisturbed boundary layer just upstream of

separation. For laminar interactions, howcver,

Holden (1978) found that the data do not col-

lapse very well using this form of correlation, the

exponent in Equation 1.16 varying between 0.5

Figurc 1.4: Schematic of growth length for recat-

and 0.7. Hung and Barnett (1973) give the fol- taching boundary layer.

lowing correlations in terms of Stanton number:

1.13
0.13 (M> for laminar interactions,
Pfp
St Re 1.85 1.13 7
Stz*k 0.468 ( 10?) <@> for transitional interactions, and (1.17)
fr Dsp
, 0.8
<[ﬁ> for turbulent interactions.
Pyp

The * refers to evaluation at the Eckert reference temperature (¢f. Section 4.1.1.3), and fp indicates
the reference heat flux and pressure arc taken for an undisturbed flat-plate flow but at the same
location as the peak heating, i.e. at a distance z = zp; from the leading edge. For transitional
interactions, when transition to turbulence occurs between separation and reattachment, gy, has a
significant dependence on the location of transition and hence the Reynolds number. Again, though

the correlation for turbulent interactions works well, the laminar interaction data maintain a rather
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large scatter.
Reasonable success was achieved correlating a very wide range of data by Simconides ef al.
(1994), who incorporated the growth length given by Equation 1.14 into expressions of the same

form as Equation 1.17 (see also Simeonides and Haase, 1995). Their result is as follows:

0.5

PpkUpkTpk ; ; i

<J’_P—LP for laminar interactions,
PrpUspLipk

. 0.8 0.2
k . \93 Dok tpk Tk
ELL 0.072 <R6; ,k) <M> <pk> for transitional interactions, and  (1.18)
! PpUfp Lok

0.8 0.2
<M> (IZ)A) for turbulent interactions.
Do Lk

For transitional interactions, the Reynolds number is based on the edge conditions in region 3 and
evaluated at the reference temperature 7. Experimental peak heating data from from a number
of different shock/boundary-layer interaction flows covering five decades in Re;pk and 5 < My < 20
have been correlated to +20% using Equation 1.18. -

In passing we mention that Holden (1971a), Coét and Chanetz (1994), and Kumar and Stollery

(1994) all found peak heating to decrease with increasing bluntness of the leading edge.

1.5.4 Real-Gas Effects

The presence of rcal-gas effects in shock/boundary-layer interaction flow introduces new parameters
to the problem, namely stagnation enthalpy and reaction rate. While an appropriate nondimensional
enthalpy parameter is the stagnation enthalpy normalized by a characteristic dissociation energy of
the gas, we follow convention and refer to dimensional stagnation enthalpy hg in this section. A
nondimensional reaction rate is the ratio of characteristic reaction time to characteristic flow time,
or Damkohler number; this parameter is difficult to define in a global sense for high-enthalpy, viscous
separating flow on a compression corner or double wedge.

Unlike in the review of perfect-gas results above (Sections 1.5.1-1.5.3), here we can afford to be
more exhaustive, covering all published work known to the present author. There simply have not
been very many studies undertaken that concern real-gas effects on shock/boundary-layer interaction
in the types of flow of interest to the present work; only four different experimental studies, and
little more than twice that number of published computational results. Most of the work is fairly
reeent, and it all considers flows of air or nitrogen. As before, we will subdivide the discussion into

results bearing on separation length and on reattachment heating.
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1.5.4.1 Separation Length

Two studies of compression-corner flows have been carried out in the T3 Shock Tunnel at the
Australian National University using air for the test gas. The first, conducted by Rayner (1973},
considered only a single configuration, that of a double wedge with 4, = 18.5° and 6,, = 30°, where
the flap span and Lj could each be varied. Separation length was found to initially decrease with
increasing hg and then increase again at high enthalpy; the behavior with hg, however, was not
correlated independently of the behavior with other parameters. For shock tunnel flows, both M.
and Re., tend to decrease with increasing hg, while 7,,/T1 decreases duc to higher free-stream
temperatures. Thus, in view of the trends observed for perfect-gas flows (¢f. Section 1.5.2), and
disregarding chemical processes, Lo, for these experiments may be dominated by the changes in
Rey, and T,,/Ty as hg increases. The very high-enthalpy conditions (hg > 25 MJ/kg) in T3, where
Lsep was observed to increase, have subsequently been shown to produce flows with significant
contamination by the helium used to drive the shock tube (Crane and Stalker, 1977). Rayner (1973)
had some success corrclating his separation length data using the analysis of Hakkinen et al. (1959)
(¢f. Equation 1.3) modified to account for a nonadiabatic wall condition, though the skin friction
and reversed-flow properties were computed assuming an equilibrium dissociated condition, which
is probably not realistic (see below).

The second study in T3, by Mallinson (1994), dealt with a flat plate (6; = 0°) followed by a
compression corner of variable ramp angle (5° < 8, < 24°). The main conclusion was that real-
gas effects on the interaction were negligible under the conditions investigated (Mallinson et al.,
1996b, 1997b). This result is to be expected, because the reaction rates for dissociation downstream
of an oblique shock in high-enthalpy flow remain insignificant for moderate shock angles (as has
been shown by Sanderson (1995) using a simple model). Dissociation in the boundary layer for
these experiments was found to be negligible even at high enthalpy (Mallinson et al., 1996a). The
partially dissociated free stream at the high-enthalpy condition (kg =~ 20 M.J/kg) might be expected
to cause some effect on separation length if there is recombination occurring near the wall, but either
the density was too low to produce significant recombination rates, or possibly the simple expression
(for hypersonic interactions neglecting wall temperature effects, Equation 1.12) used to corrclate
Lep was insufficient to bring out any differences due to recombination.

Other experimental studies {Davis, 1996; Krek et al., 1996) have looked at axisymmetric con-
figurations abstracted from the windward centerline geometry of either the Hermes reentry vehicle
(the hyperboloid flare geometry) or the Space Shuttle Orbiter (the HAC geometry). These gcome-
tries correspond to flight at high angle of attack (30-35°) with a trailing body flap deflected 20°.
Experiments were performed on the hyperboloid—flare geometry in the HEG shock tunnel at DLR
in Germany by Krek et al. (1996), using air. With separation length correlated against the free-

stream viscous interaction parameter V., = M. /v/Res, they found an apparent reduction in Lgep
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with increasing hg at constant V... Experiments by the present author (Davis, 1996) on the HAC
geometry in the T5 Shock Tunnel at GALCIT using nitrogen, however, showed no such trend with
enthalpy when correlated in the same manner. A reduction in L., due to real-gas cffects at high
enthalpy might be explained by dissociation occurring immediately downstream of the reattachment
shock, if the reaction rates there are appreciable. Compared to a chemically frozen flow, this would
reduce the reattachment pressure rise and hence reduce Lg.,; correlation against V. cannot verify
this because it does not properly account for the Mach-number and wall temperature effects on L.,,.

The earliest calculated results for scparation length in high-enthalpy compression-corner flows
are those of Anders and Edwards (1968), who applied an analytical procedure to cquilibrium air
flows with M ~ 12 and hg < 12 MJ/kg. They found that chemical equilibrium resulted in smaller
Lsep compared to chemically frozen flow at the same conditions. For most of the equilibrium results,
L.p increased with increasing ho; this trend reversed at hg < 5 MJ/kg for large separation regions
(high 8,,).

The result that separation length decreases for reacting flows relative to frozen flows is found in
a number of computational studics on compression-corner flows (Grasso and Leone, 1992), axisym-
metric hyperboloid-flare flows (Brenner et al., 1993; Kordulla et al., 1992; Oswald et al., 1995), and
shock-impingement flows (Furumoto et al., 1997). When there is ncgligible dissociation in regions
1 and 2 upstream of reattachment (as in Furumoto et al. (1997) and Grasso and Leone (1992)),
this behavior is clearly due to the lower pressure in region 3 caused by dissociation bchind the reat-
tachment shock. An explanation is not so obvious for the results of Oswald et al. (1995), Brenner
et al. (1993), or Kordulla et al. (1992), who compared frozen flow to full chemical equilibrium flow
on the hyperboloid flare. To complicate matters, the comparison by Oswald ef al. was between
an equilibrium flight condition at M, = 25 and a perfect-gas wind tunnel condition at M, = 10.
In all of these studies, dissociation occurs in region 1 due to the bow shock, which increases M;
and actually results in higher ps compared to frozen flow. The behavior of Lge, may be dominated
by the change in M7, or there may be an unknown effect due to reactions occurring in the viscous
regions of the flow.

Tkawa (1979) also found a reduction in L., for reacting flow, but using a very different analy-
sis. He extended Klineberg’s momentum integral method {c¢f. Section 1.5.1.1) to include the specics
conservation equation for a binary dissociating gas and considered the difference between fully dis-
sociated and fully recombined boundary-layer edge conditions with a fully recombined condition
at the wall. The approach assumes that binary diffusion dominates production of molecules by
recombination. The case with dissociation at the boundary-layer edge showed a thinner boundary
layer (which Ikawa attributes to the diffusion circuit set up in the boundary layer) and a smaller
separation bubble.

Real-gas effects on separated shock-impingement flows were also studied computationally by
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Ballaro and Anderson (1991) and Grumet et al. (1994) for dissociated upstrcam conditions corre-
sponding to air flow that has expanded around a blunt body after being processed by a Mach 25
normal shock. Both restricted themselves to Ty, /77 = 1. For the scparation length in nonequilib-
rium flow compared to frozen flow, Ballaro and Anderson (1991) found a slight decrease at the two
Reymnolds numbers investigated, while Grumet et al. (1994) found a slight decrease at low pressure
and a large increase at high pressure. In the latter case, the large increase in L., was attributed to
strong recombination in the recirculation region at high pressure. Reasons for the decrease in Lg.p
under other conditions are not obvious; only Ballaro and Andcrson give pressure results, and those
show increased ps for nonequilibrium flow. Both of these studies have separation occurring close
to the leading edge of the grid, which raises the question of whether or not the separation point is
being artificially (and unintentionally) fixed. Grumet et al. (1994) also considered the effect of wall
catalyticity, and found that L., was larger for a fully noncatalytic than for a fully catalytic wall,
and the difference was less pronounced at the high-pressure condition where gas-phase recombination
dominates.

Brenner et al. (1993) performed computations comparing a flight condition to a high-enthalpy
condition in the HEG shock tunnel for the hyperboloid-flare geometry, and found larger L., for
the tunnel condition than the flight condition. The tunnel condition has a partially dissociated
free strcam which might account for the higher L., according to the above result of Grumet et al.
(1994), but it also has lower Mach number than the flight condition, which could cause the same
behavior.

It should be noted that high-enthalpy studies have also been performed on other types of sep-
arated flows; three examples are a downstream-facing step (Gai et al., 1989), a three-dimensional
interaction due to a vertical fin (Stacey and Simmons, 1992), and the wake of a blunted cone (Eit-

elberg and Kastell, 1997).

1.5.4.2 Reattachment Heating

Of the experimental studics mentioned in the previous section, only Mallinson et al. (1996b) looked
at the peak reattachment heating. They found that the ratio ¢,x/qgs, was reasonably well predicted
using the correlation of Simeonides et al. (1994) in Equation 1.18. Mallinson et al. (1997b) also
advanced a theory for real-gas effects on heat transfer due to dissociation in the boundary layer,
which showed slightly increased peak heating for equilibrium chemistry over frozen chemistry.

All of the computational studies cited in the previous section show increased reattachment heat
flux for reacting flows, except the study by Furumoto et al. (1997). This work considers full nonequi-
librium shock-impingement flow with a nondissociated free stream at M; = 7 and a relatively high
wall temperature, and its results show significant oxygen dissociation occurring at the wall begin-

ning downstream of separation. At reattachment, the temperature inside the boundary layer is
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much higher than outside the boundary layer. The reacting compression-corner flow computations
of Grasso and Leone (1992), also with a nondissociated free stream but with a much colder wall tem-
perature, were performed under chemical equilibrium. These showed incrcased reattachment heat
flux compared to frozen flow. The wall temperature appears to be the most important difference be-
tween these two cases, suggesting that the behavior of heat flux with chemistry depends on whether
dissociation or recombination dominates the near-wall flow. The equilibrium-air computations of
Brenner et al. {1993) and Oswald et al. (1995) for hyperboloid-flare flows both used moderately cool
wall temperatures and both showed increased heat flux at reattachment over frozen-flow computa-
tions.

The computational results of Ballaro and Anderson (1991) and Grumct et al. (1994) for shock-
impingement flows with partially dissociated free stream both show increased heat transfer at reat-
tachment, attributed to the energy release of recombination, cxcept for the low-pressurc case of
Crumet et al. (1994) with a noncatalytic wall boundary condition. The results of Ikawa (1979) also
show increased heat flux, which in his restricted analysis, can only be due to a diffusion circuit

between the fully dissociated boundary-layer cedge and fully recombined wall condition.

1.6 Overview

The present work seeks to advance scientific understanding of the phenomenon of unconfined sep-
aration and reattachment in reacting flow, particularly regarding the aspects of separation length
and reattachment heating. Even with the restrictions on scope introduced in Section 1.3, this phe-
nomenon is very complex. In fact, as discussed in Section 1.5.2.2, the functional dependence of
separation length is not entirely known even for perfect-gas flows, despite the extensive work that
has been performed by numerous authors over the past four decades. Even less is known about
how the molecular dissociation and recombination found in practical hypervelocity flows affects
separation phenomena.

Experimental measurements from separated double-wedge flows in the T5 hypervelocity shock
tunnel may provide insight to real-gas effects on separation length and reattachment heating, but
only after extensive analysis; analysis to reconstruct propertics of the flow field which cannot be mea-
sured and analysis to understand expected real-gas behavior from a theoretical standpoint. Thus,
while Chapter 2 is devoted to the methods used to obtain experimental measurements pertinent to
separation length and reattachment heating, these are not directly used to show any results until
Chapter 6. The computational methods used to reconstruct the external inviscid flow field in the
experiments and to study viscous aspects of the flow are described in Chapter 3, and theoretical
results pertaining to boundary layers and scparation length in nonreacting flow are presented in

Chapter 4. The latter includes development of a new scaling law for separation length based on the
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application of triple-deck theory to the model for separation introduced in Section 1.4. In Chap-
ter 5, a framework is presented for discussing real-gas effects on separation length and reattachment
heating, and the individual mechanisms are investigated independently of each other using various
simplified models and more advanced computational techniques. Finally, in Chapter 6, the com-
putational methods, theoretical results, and framework for rcal-gas effects from Chapters 3-5 are
applied to the experimental measurements of separation length and reattachment heating discussed

in Chapter 2 to see what may be learned from them.
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Chapter 2 Experimental Methods

The goal of the present experimental study is to discern real-gas effects on shock-induced separation
in compression-corner flow. To achieve this goal, use is made of the T5 Hypervelocity Shock Tunnel
at Caltech. This facility can produce short-duration, high-speed flows of high enough stagnation
enthalpy (ho > 20 MJ/kg with air or nitrogen test gas) to cause significant real-gas effects due
to dissociation downstream of strong shocks. The standard flat-plate/trailing-flap configuration
(¢f. Figure 1.1b} does not produce shocks strong cnough to cause dissociation (c¢f. Section 1.5.4).
Therefore, we use a double-wedge geometry for the test model; at high angles of attack and high
enthalpy, the oblique shock from the leading edge of a double wedge causes significant dissociation
of the free-stream gas. A two-dimensional geometry, as opposed to an axisymmetric double cone,
is selected for two reasons. First, the incidence angle and flap deflection angle can easily be made
adjustable on a 2-D model, while an axisymmetric model would require separate realizations of the
hardware for cach angle investigated. Second, a two-dimensional geometry increases the sensitivity
of line-integrated flow visualization techniques, because the optical path length through flow features
is much longer than for the equivalent axisymmetric geometry. The disadvantage of a double-wedge
configuration is that the flow on the model is inherently threc-dimensional; this fact is addressed
in Section 2.7.5. The test model is instrumented with surface thermocouples to measure heat flux
and piezoelectric transducers to measure static pressure. Separation length is measured using flow
visualization. The experiments encompassed approximately 125 shots in T5 during two separate
campaigns, the first in July—August 1996 (T5 shots 12761325}, the sccond in November-December
1997 (T5 shots 1725-1799).

The subsequent sections in this chapter describe the shock tunnel facility (Section 2.1), the
test model (Section 2.2), tunnel flow conditions (Scction 2.3), and diagnostic techniques including
flow visualization (Section 2.4), heat flux measurement (Section 2.5), and pressure measurement

(Section 2.6). Issues regarding flow quality are addressed in Section 2.7.

2.1 T5 Hypervelocity Shock Tunnel

The idea of using a free piston to drive a shock tunnel was pursued by Stalker (1967) in Australia,
culminating in the operational facilities T3 at the Australian National University in 1969, T4 at the
University of Queensland in 1987, and Tb at Caltech in 1990. Later free-piston tunnels include HEG
in Germany (1992) and the G2 Range at AEDC (1995), as well as HEK (1996) and HIEST (1997)

in Japan. These facilities, often referred to as “Stalker tubes,” all operate on the same principle; a
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free piston is driven by high-pressure air to adiabatically compress the driver gas for a shock tube,
with the reflected shock region of the shock tube then acting as the reservoir for a nozzle expansion
to the desired flow conditions. A schematic of T5, without the test section, is shown in Figure 2.1,
along with information regarding its size and performance characteristics. The reservoir holding
compressed air to drive the piston is referred to as the secondary reservoir (2R) to distinguish it
from the primary reservoir which stores compressed air between shots. The compression tube (CT)
initially holds driver gas at low pressure and room temperature; after piston compression by a volume
ratio of 40-70, the stainless steel primary diaphragm bursts, sending a very strong shock wave into
the test gas held initially at low pressure and room temperature in the shock tube (ST). Because
the cffective driver section is so short, continued motion of the piston after the diaphragm bursts
is necessary to maintain a relatively constant pressure for a duration of a few milliseconds. Tuned
piston opcration includes both this goal as well as the goal of safely stopping the piston against
clastic bumpers at the end of the CT. For low-enthalpy operation, argon is added fractionally to the
driver gas in order to lower the temperature after piston compression. The test section (TS), and
the dump tank (DT) used to collect the driver and driven gases at low pressure after a shot, are not
shown in Figure 2.1. A secondary diaphragm (made of thin mylar sheet) situated on the supersonic
side of the nozzle throat initially separates the test gas in the shock tube from a rough vacuum in the
nozzle and test section; it is vaporized by reflection of the incident shock. Useful test time is on the
order of 1-2 ms. The CT, ST, and nozzle all recoil together in response to the piston motion. The
inertial mass is required to reduce the recoil distance to approximately 6-10 cm. Further information
regarding the T5 facility can be found in Hornung and Bélanger (1990), Hornung et al. (1991), and
Hornung (1992).

The present investigation makes use of both the heavy (120 kg) and light (90 kg) pistons to achieve
a wide range of primary diaphragm burst pressures (from around 15 MPa up to 110 MPa) with piston
trajectories tuned for safc operation. (The characteristics-based computer codes by Bélanger (1990,
1993) were an invaluable aid to the design of tuned piston operation for new conditions.) We also
rely exclusively on the conical nozzle, which provides uniform (but not parallel) exit flow at all
area ratios and all enthalpies, unlike the contoured nozzle (Rousset, 1995). The conical nozzle has
a 7° half-angle and three interchangeable throat sections of minimum diameter 1.5 ¢cm, 2 cm, and
3 cm, providing nozzle exit arca ratios of 400, 225, and 100, respectively. These throat sections were
designed by the present author (Davis, 1996) with continuous curvature along the wall to minimize
flow disturbances which can focus on the nozzle centerline.

Diagnostics for the shock tunnel consist of linear voltage displacement transducers (LVDT) to
measure recoil movements of the CT and the 2R, and piezoelectric pressure transducers (PCB model
no. 119M44) to measure pressures in the shock tube. For the present work, pressure measurements

included two redundant stations in the driver section to measure the primary diaphragm burst
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Figure 2.1: Schematic of the T5 Hypervelocity Shock Tunnel and information on its size and per-

formance. The test section and dump tank are not shown.
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pressure py, two redundant stations in the shock tube 4.8 ¢m from the end wall to measure nozzle
reservoir pressure pg, and two stations further upstream in the shock tube (2.37 m and 4.77 m from
the end wall) to measure the incident shock speed u;. The redundant stations are placed at identical
positions on opposite sides of the tunnel and referred to by the compass directions north and south:
north is to the right when facing downstream. An accelerometer placed near the launch end of
the CT provides a trigger signal approximately 200 ms before shock reflection, which is needed to
operate the flow visualization system.

Analog voltage signals from both shock tunnel and test model instrumentation are recorded using
a high-speed data acquisition system (DAS) consisting largely of DSP Technology components; three
CAMAC-standard crates with 60 digitizer channels (12-bit resolution on +5 V), 50 amplifiers, and a
trigger gencrator. Eight of the digitizer channels reside on four independently controllable modules,
and these are used to record signals from shock tunnel instrumentation at various sample rates (5—
250 kHz). The remaining digitizer channels typically record signals from test model instrumentation
at 200 kHz. Acquisition is triggered by a signal from the transducers measuring pg, thus throughout
this work, time ¢ = 0 corresponds to the time of shock reflection. Additional modules in the crate
include a digital counter and a laser controller with digital delay generation, both built in-house. A
bank of 24 PCB power supplies for piezoelectric instrumentation is also mounted on the same rack.

The DAS is controlled by computer using software designed in-house.

2.2 Double-Wedge Test Model

2.2.1 Description

Two views of the test model installed in the test section of T5 are shown in Figure 2.2. The
model consists of two main sections; a forward plate (the first wedge) of approximately 10 cm
chord and 20 c¢m span, and a trailing plate (the second wedge, often referred to as the flap) of
approximately 5 cm chord and 20 c¢m span (detailed information on the model dimensions can be
found in Appendix A). The flap chord length of half the front plate chord length ensures complete
reattachment on the flap for separated flows, so that the flap length does not influence the length
of separation. Each plate has its own instrumentation enclosure and wiring conduit. As indicated
in Figure 2.3, the rear enclosure fits between the extended side walls of the forward enclosure, and
the desired deflection angle of the trailing plate relative to the forward plate is obtained by inserting
a keyed positioning wedge between the two enclosures. A set of positioning wedges were machined
for 6, = 5-40° in 5° increments. The incidence angle of the entirc assembly is adjustable to five
discrete values (6; = 0°, 15°, 30°, 35°, and 40°). At each position, threaded holes in the side walls
of the forward enclosure line up with holes in the support beams. Bolts through these holes provide

positive locking at the desired incidence angle. Additional resistance to rotation about the pivot
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Figure 2.2: Two views of the double-wedge test model installed in T5.
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Figure 2.3: Sketch of model showing size and position relative to nozzle exit.

point under aerodynamic loading is given by small angle positioning blocks, keyed to the top of the
side support beams and located behind the pivot point, that transfer loads directly from the forward
instrument plate to the side support beams. The support structure, which can be seen in Figure 2.2
but is not shown in Figure 2.3, utilizes the double-fin model support designed by Sanderson (1995),

which allows vertical translation of the model to maintain a constant vertical position of its leading
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edge while varying the incidence angle.

The front wall {which is also the bottom wall) of the forward enclosure is sloped 40° to the front
plate surface, resulting in an attached shock at the leading edge for all 61 investigated. A cable guide
below the forward enclosure protects the forward wiring conduit from heat and pressure loading,
and has a sharp leading edge of 40°half-angle to reduce shock standoff. The leading edge of the
forward plate is removable for repair or replacement. Once during cach experimental campaign, the
underside of the leading edge was machined to remove damage caused by debris from the shock
tube. This was only deemed necessary when a deep nick in the sharp leading edge occurred close
to the model centerline where heat flux measurements are taken. Each operation slightly shortened
the length Ly, of the forward plate; the total change after two test serics was less than 1 mm, smaller
than the uncertainty in measurements of separation location. Between machining operations, the
leading edge remained essentially sharp, with radius stabilized at less than 100 pm.

While the enclosures and supports were fabricated from cold-rolled 1018 steel, the instrumenta-
tion plates and leading edge were made from 303 stainless steel because its thermal product +/pck
(which determines the wall temperature rise for a given heat flux) better matches \/pck of the ther-
mocouple materials. This avoids local nenuniformities in the wall temperature which could effect the
boundary-laycer flow. In addition, the excellent corrosion resistance of stainless steel makes the flow

surfaces much easier to keep clean. The internal cavities of the enclosures were not isolated from the
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test scction vacuum. Silicone sealant and epoxy, however, were used to block most pathways so that
very little soot reached internal cavities when the dump tank was vented to atmospheric pressurc
after cach shot. Each enclosure had its own wiring harness, consisting of bundles of 30 AWG wire
in twisted pairs passed through flexible metal conduits connected to an clectrical feedthrough plate
in the test section floor. Miniature D-type connectors inside the enclosurcs allowed removal of the
instrumentation plates while leaving the wiring harnesses in place.

The layout for instrumentation on both plates is shown in Figure 2.4. Though the plates and
wiring harnesses were designed for 14 pressure transducers (PT’s) and 67 thermocouples (TC’s),
only 39 thermocouples were installed for the present study, and only 37 of these could be used si-
multaneously due to limitations of the DAS. The unused TC ports were plugged by flush-mounted
stainless steel dowel. The TC numbering scheme of the original design is kept in the present study,
with T1-27 arrayed streamwise along the model centerline, and with T28-47 and T48-67 arrayed
spanwise across the front and rear plates respectively. The strcamwise PT ports P1-10 are stag-
gered in two planes slightly offset from the centerline. Detailed information on the instrument port

locations can be found in Appendix A.

2.2.2 Position and Alignment

The vertical and strcamwise horizontal position of the model relative to the nozzle is defined by .
and x. as shown in Figure 2.3. The distance y;. was measured to approximately +1 mim accuracy
by reference to the test section floor. The leading edge was typically positioned above the nozzle
centerline (g, > 0) to avoid possible centerline flow disturbances. As mentioned in Sections 2.4.4
and 2.5, measurements were difficult for the 8; = 0° configuration with y;. > 0. Unfortunately,
an oversight in the model design prevented vertical positioning at ;. < 0.6 cm for 8; = 0°. The
distance z;, was measured to approximately £0.5 mm accuracy by noting the tunnel position which
corresponds to z;, = 0, and for each shot recording the tunnel position as it recoils; during the
test time of interest, the nozzle remains stationary at its maximum recoiled position. Due to poor
alignment of the fixed test section rails on which the symmetric model support is mounted, the model
centerline was positioned approximately 7 mm from the nozzle centerline in the spanwise horizontal
direction towards the north side of the test section. The model was aligned about its pitch and roll
axes by shimming underneath the support structure until the front instrument plate was level to
gravity in the ¢; = 0° position. The model support did not allow adjustment about the yaw axis,
but the leading edge was parallel to the nozzle exit plane within £1°. This is sufficient alignment
in yaw because the nozzle flow is conically diverging in any casc.

Some minor difficulties were experienced with alignment of the hingeline betwecen the front
and rear instrument plates. Though the positioning wedges are keyed for automatic hinge-

line alignment, machining and assembly tolerances prevented exact alignment across the full
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span. Best results were obtained by clamping the rear
plate/enclosure by hand in the correct position while tension-
ing the side bolts which hold the rear enclosure between the ex-
tended side walls of the front enclosure; typically this gave good
alignment at one end of the hingeline but a slight downstream-
facing step (< 40 pm) at the other end. For a few shots in
the first experimental campaign, there occurred a more severe
upstream-facing step on the order of 500 pm, an example of
which is shown in Figure 2.5. It has been shown by Ncedham
and Stollery (1966b) that the cffect of such a step on scparated
corner flow is to simply shift the effective corner location. The
outer flow behaves as if the flap surface extended all the way to

the upstream surface. For some shots, the hingeline also had a

Figure 2.5: Worst  case of
upstream-facing step at the hin-

geline (preshot 1291).

small gap at one end of not more than 25 pum, which could conceivably reduce the extent of separa-

tion by suction. According to the results of Ball and Korkegi (1968), a gap this size should have very

little effect on the length of separation for high Mach-number interactions but may be of significance

for the low Mach-number interactions found at 6; > 30° in the present experiments.

Misalignment was also of concern at the joint betwecn the removable leading edge and the front

instrument plate. Flow visualization near the leading edge performed at the beginning of the second

experimental campaign revealed a measurable disturbance emanating from this joint, as shown in

Figure 2.6: Interferograms of flow near leading edge showing effect of misalignment at leading-edge
joint; (a) 64 pm downstream-facing step at joint prior to addition of shims (shot 1729), (b) 6.4 um
upstream-facing step at joint after shims were added (shot 1798). Condition B1, A./A. = 100,
8, = 30°.
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Figure 2.6a. The joint was found to have a downstream-facing step (64 pm high near the centerline)
due in part to machining tolerances. Between shots 1736 and 1737, shims were added in the tongue-
and-groove key between the leading edge and the front plate (see side view in Figure 2.3) to lower
the leading edge with respect to the front plate. The step size was reduced by an order of magnitude,
and as shown in Figure 2.6b, any remaining disturbance to the flow could not be observed in the flow
visualization. Heat flux measurements taken before and after installation of the shims, at nominally
the same flow condition, do not show any significant effect due to a step at the leading-edge joint
(see shots 1729 and 1798 in Appendix F). A similar problem occurs at the hingeline when the flap

is set to 0, = 0°, but this could not be corrected by shims.

2.3 Flow Conditions

Three different parameters in the experiments can be varied to control the local flow conditions
ahead of scparation. These parameters are the nozzle reservoir conditions (characterized by py and
ho), the nozzle area ratio (A./A.), and the incidence angle 6, of the first wedge. The computations
required to obtain nozzle free-stream and wedge flow conditions are described in Chapter 3. Flow
conditions on the wedge are given in Appendix E for each experiment. Nozzle reservoir and free-
stream conditions are discussed below in Scctions 2.3.1 and 2.3.2 respectively. Only experiments
using nitrogen test gas are considered here (cight shots were performed using carbon dioxide, and

these are discussed in Appendix G).

2.3.1 Nozzle Reservoir Conditions

The nozzle reservoir conditions, in the reflected shock region of the shock tube, are determined by
the tunnel operating conditions. The latter can be described by the initial filling pressures in the ST
(pst) and CT (pcr), the primary diaphragm burst pressure py, the driver gas composition (a mixture
of He and Ar), and to a lesser extent by the piston driving pressure (porz, which primarily influences
the piston trajectory). The experiments encompassed ten different tunnel operating conditions as
shown in Table 2.1. These are divided into three groups A, B, and C according to stagnation
enthalpy. The experiments relied heavily on conditions Bl, B2, C2, and C4. Conditions Al and
C1 correspond to conditions A and C in Sanderson (1995). Conditions A2 and A3 werc designed
to obtain high free-stream Reynolds number in an attempt to produce fully turbulent interactions.
Conditions B2 and B3 were found after the first experimental campaign to produce transitional
interactions, hence condition B1 was devcloped to obtain lower Reynolds number and fully laminar
interactions at low enthalpy. This new condition represents an extension of previous operation of
T5; use was made of the new light piston to obtain a very low burst pressure with tuned piston

trajectory and tailored shock tubc interface. Condition C3 is close to the design condition of the
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ho Po Us DST D4 pcr  He  par | my
MJ/kg MPa km/s kPa MPa kPa % (psig) | (kg)
Al | 3.89 +0.49 11.6 £1.1 | 1.97 £0.18 75 32.4 8.5 46 75 280 120
A2 | 491 +0.12 389 £1.9 | 2.17 £0.02 160  86.3 £3.0 61 30 620 120
A3 | 442 £0.20 41.0 +£1.4 | 2.12 +£0.06 230 (110) 91 15 925 120
B1 | 6.96 +£0.60 6.28 +£1.05 | 2.68 +£0.14 20 17.7 £1.6 24 78 140 90
B2 | 833 40.61 20.0 £2.5 | 2.88 £0.12 45 39.2 +£4.5 55 78 400 120
B3 | 10.6 0.9 57.3 4.1 | 3.21 £0.17 85 81.9 £3.6 116 &b 1110 120
Cl | 206 £2.2 27.8 £2.7 | 458 £0.26 20 488 +12.6 95 100 600 120
C2 | 241 +1.1 16.7 £1.2 | 5.06 £0.14 12 47.3 £3.7 43 100 325 90
C3 | 244 +13 479 +4.8 | 4.88 £0.11 22,5 87.6 £5.7 104 100 1000 120
C4 | 282429 23.1 £2.3 | 5.33 £0.32 10 58.7 £6.2  61.5 100 440 120

Table 2.1: Shock tunnel operating conditions for the present study. Uncertainties describe only the
20 variation over cach set of shots. m, is the piston mass. For Condition A3, ps excceded the
transducer range and was not measured accurately.

T5 contoured nozzle, and was used only in two shots comparing attached flow for the two different
nozzles at roughly the same nozzle exit area ratio. As discussed below in Section 2.7.2.2, condition
C4, which was used extensively during the first experimental campaign, came under suspicion for
contamination by driver gas, and thus condition C2 was developed for the second campaign to
provide a noncontaminated high-enthalpy condition.

The rescrvoir pressure pg is measured directly, by first averaging cach of the two transducer
signals over a period during which they remain relatively constant, then taking the average of the
two results. The averaging period is typically 1 ms at low enthalpy and less than 0.5 ms at high
enthalpy, and in all cases, encompasscs the time of interest for measurements on the model (taking
into account the propagation time from the reservoir to the model). Other reservoir properties are
obtained by calculation using the computer program ESTC (Equilibrium Shock Tube Calculation,
described by Mclntosh (1979)). Given the initial pressure and temperature in the shock tube and
the measured incident shock speed ug, this program computes inviscid equilibrium reflected shock
conditions (assuming an ideal driver) followed by an isentropic expansion to the measured stagnation
pressure py. Note that the measured pressure is lower than the theoretical inviscid pressurc due
to viscous losses in the shock tube boundary layer, expansion waves propagating from the short,
unsteady driver section, and flow of the gas into the nozzle. The reservoir conditions for cach
experiment are listed in Appendix D. Shots which significantly deviate from the nominal conditions
in Table 2.1 arc marked AQ, B0, or CO in Appendix D.

Uncertainty in measured pg for each shot is estimated to be about 5% based on discrepancics
between the redundant transducers due to uncertainty in, and changes in, their factory-calibrated
sensitivities. A measurement accuracy of £1.5% is obtained for the average shock speed between

the measurement stations, which translates to 3% accuracy in hg since hg uf. The uncertainty
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in hg, however, is larger because in fact the incident shock speed is not constant along the shock
tube, so that measuring uy between different stations would result in different computed values for
hg. For lack of a more rigorous estimate, an uncertainty of +8% in hg is assumed for the present
experiments. These single-shot uncertainties in py and hg are not included in Table 2.1. Instead,
Table 2.1 gives the mean and variation (corresponding to twice the standard deviation o, a 95%
confidence level if the data is normally distributed) over each set of shots, indicating repeatability

of each condition.

2.3.2 Nozzle Free-Stream Conditions

For each of the reservoir conditions given in Table 2.1, three different free-stream conditions, corre-
sponding to threc different nozzle area ratios A./A., can be obtained by changing the conical nozzle
throat. Free-stream conditions for the combinations used in the present experiments are shown in
Table 2.2. Note that « is the mass fraction of atomic nitrogen (also called the dissociation fraction)
and T, is a tempcrature characterizing the vibrational excitation of No. The nozzle flow is computed
for each shot using a Navier—Stokes solver which includes full thermochemical nonequilibrium and
approximates the boundary-layer displacement effect by assuming a laminar boundary layer (the
true nozzle flow is expected to be turbulent or transitional). Details on the computational method,
the propagation of reservoir condition uncertainties, and experimental validation are given in Sec-
tions 3.1 and 3.2. The exit flow of the conical nozzle varies in the axial direction; for purposes of
comparison, the free-stream conditions in Table 2.2 are defined as the flow properties on the nozzle
centerline at the nozzle exit plane and averaged over results from the number of shots indicated.
When used in analysis of individual shots, the free-stream conditions instead refer to flow proper-
tics on the nozzle centerline at the axial position of the double-wedge leading edge. The values in
Table 2.2 are averaged over the shots at each condition. The length scale for Re., is taken as the
front plate chord length, 10 cm.

For T5, the present experiments encompass a large range in free-stream Reynolds number, from
0.5 x 10°/meter to 13 x 10%/meter. Of particular importance is the new condition B1, which
has successfully produced low-enthalpy flows with low Re in the same range as the high-enthalpy
conditions C2 and C4. This development allowed comparison of purely laminar interactions on the
double wedge at both low- and high-enthalpy conditions. A small range in Mach number is obtained
by varying the nozzle area ratio; note, however, that M., cannot be varied independently of Reg

and hg.
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A /AL | My, Req Qoo Too To.. Poo Uso Doo | F Of

L = 10cm K K  kg/m* m/s kPa | shots

Al 100 6.8  4.5x10°  9.8x107'2 340 2200 0.034 2500 5.4 7
A2 100 6.6  1.1x10%  1.4x107% 450 2100 0.087 2900 20 2
225 7.9  7.3x10°  1.2x107% 330 2200 0.048 2900 8.1 2
400 9.0  5.3x10°  9.1x107'% 260 2300 0.029 3000 4.1 2
A3 100 6.6  1.3x10% 9.6x107'° 410 2000 0.10 2700 4.1 2
Bl 100 6.5  1.1x10° 0.0014 680 3000 0.0098 3400 4.1 4
225 7.8 8.7x10*  51x107* 450 3100 0.0059 3400 1.2 6
400 8.8  6.2x10*  4.8x107% 380 3200 0.0037 3500 0.72 9
B2 100 6.3  2.8x10° 0.0013 840 2800 0.026 3700 12 4
225 7.6 2.0x10° 0.0015 500 2900 0.015 3800 3.8 5
400 8.6  1.5x10° 0.0015 470 3000 0.0094 3800 2.3 6
B3 400 82  3.2x10° 0.0016 670 3000 0.023 4300 7.1 3
C1 400 7.2 81x10* 0.059 1300 3900 0.0070 5600 4.1 3
Cc2 100 50  7.3x10% 0.11 2700 4000 0.011 5700 12 6
225 6.3  6.1x10% 0.11 1800 4100 0.0065 5800 6.8 6
400 7.3 4.8x10% 0.12 1400 4200 0.0041 5900 2.5 5
C3 100 4.7 1.7x10° 0.063 3400 3900 0.029 5800 37 2
C4 100 4.8  8.3x10* 0.13 3200 4100 0.013 6000 17 2
225 6.0  6.3x10% 0.15 2200 4200 0.0073 6200 11 12
400 7.0 5.7x10% 0.15 1700 4300 0.0052 6300 8.1 2

Table 2.2: Nominal free-stream conditions for the present study (centerline at nozzle exit).

2.4 Flow Visualization

For the present work, flow visualization offered the most accurate means of measuring separation
length. The primary technique used was holographic interferometry, though some use was also made
of shadowgraphy. Both techniques rely on a Nd:YAG laser light source (frequency doubled to 532 nm
wavelength) with duration on the order of 2 ns to effectively “freeze” the high-spced flow field. They
also both rely on an interference filter to block broadband emission from high-temperature regions
of the flow. A digital controller in the DAS keeps the laser thermally stabilized prior to a shot by
cycling the flash lamps at 10 Hz, stops the cycling and opens an electromechanical shutter upon
receiving a trigger from the CT accelerometer, and fires the laser at a predetermined time ¢4, (given
in Appendix D for each shot). The following sections briefly describe each visualization system
(Sections 2.4.1 and 2.4.2), the methods for aligning the laser beam to the test model (Section 2.4.3),

and the methods for measuring separation length from the photographic records (Section 2.4.4).

Flow visualization photographs for each shot are reproduced in Appendix F.
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2.4.1 Shadowgraphy

During the first experimental campaign, the standard optical system of T5 was utilized in shad-
owgraph mode for a number of shots. This system, originally designed by Arndt Schmiicker and
built by Eric Cummings (priv. comm.), consists of a conventional single-pass folded-Z arrangement
with 3.05 m focal-length spherical mirrors used off-axis. The mirrors provide a 20 cm ficld of view,
approximately the same diameter as the test scction windows and large enough to visualize flow
over the entire upper surface of the double-wedge model. Collection optics minify and image the
beam onto 4 x 5 inch Kodak TMAX (ASA 400) film, from which 8 x 10 inch prints are developed
normally. Schlieren visualization was attempted on a few shots by placing the edge of a razor blade
at the focus of the collecting-side spherical mirror. Good schlieren results could not be obtained
with this system, however, due to use of a coherent light source and to nonnegligible astigmatism.
The one advantage this shadowgraphy system has over the holographic system described below is
visualization of the full flow field. The principle disadvantage is that the shadowgraph technique is
not sensitive enough to discern a separated shear layer except at high-density conditions. The system
described here was primarily uscful on shots for which a very large separation region was expected,
for example at small 67 and large 6, (see shadowgraphs for shots 1307 1316 in Appendix F). In
order to provide an accurate length scale for photographic measurements, a no-flow shadowgraph

was taken with a grid printed on a transparency and aflixed to one of the test scction windows.

2.4.2 Holographic Interferometry

The T5 holographic interferometer system designed and built by Simon Sanderson provides in-
creased sensitivity to density gradients and increased resolution of flow features, compared to the
shadowgraphy system described above. The only drawback is a reduced field of view, with diameter
of approximately 7 cm. A sketch of the apparatus is shown in Figure 2.7, and additional details
concerning the system are given by Sanderson (1995). The device is typically used in a double-pulse
mode. Each pulse is split into an object beam which passes through the test section and a holo-
graphic reference beam which passes around the test section. The two beams are brought together,
with a 5° included angle and equal path lengths, at an image plane of the test section, and the
interference pattern thus created is recorded as a hologram. The first (no-flow) pulse is recorded
before a shot, and the second pulse is recorded during the test time of interest. The two holograms
are recorded on the same piece of 35 mm Kodak SO-253 film. White light is used to reconstruct
both object beams simultaneously from the developed holographic film. The resulting interference
pattern, equivalent to a Mach-Zehnder interferogram, is recorded on 35 mm Kodak TPAN film,
from which enlarged prints are made. In single-pulse mode, the reconstructed object beam can be

used for shadowgraphy or schlieren photography (see shots 1283 and 1288 in Appendix F for ex-
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Figure 2.7: Sketch of the holographic interferometer, from Sanderson (1995).

amples of holographic shadowgraphy, and Figure 2.22 for a comparison between shadowgraphy and
interferometry).

The fringes in an interferogram show phasc shift of the during-flow object beam relative to
the no-flow object beam, and arc related to contours of density in the flow field. Becausc the
phase shift is integrated along a line of sight and the flow in the experiments is three-dimensional
(¢f. Section 2.7.5), the relationship to density contours in the nominally two-dimensional centerline
plane cannot be quantified. The apparatus in Figurc 2.7 is designed to perform infinite-fringe
interferometry, but many of the interferograms in Appendix F show finite-fringe patterns of arbitrary
angle and spacing in the free-stream region, where only a very small phase shift is expected. A finite-
fringe pattern can only result from some uncontrolled motion of the laser beam or optics components
during the time between pulses. The problem was partially traced to mechanical instability of the
camera mounting hardware. Vibrations from operation of the shock tunnel are a potential cause
for uncontrolled motions of the laser beam, though the supporting optical tables incorporate some
vibrational isolation from the floor. An accelerometer placed on the floor underneath the ST frame
for shot 1321 showed vibration beginning approximately 1 ms after shock reflection.

Most of the interferograms from the second experimental campaign show an abundance of white
specks which were probably caused by a dusty dark room environment during construction work
in the same building. Though cosmetically unappealing, these specks in no way detract from the
quantitative measurements of flow geometry described in Section 2.4.4. An accurate length scale for
photographic measurements was provided by mounting two small pins on the side of the model just
upstream of the hingeline. A double image of the model is apparent in many interferograms, which

can only occur due to deflection of the model support under aerodynamic loading (hence the worst
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deflection occurs for high pressure condition B3; for example, see shot 1322 in Appendix F). Arcas

blocked by the model during the no-flow pulse show a shadowgraph instead of an interferogram.

2.4.3 Laser Beam Alignment

Accurate alignment of the laser beam to the coordinate system of the test model is important for
accurate measurement of flow field geometry relative to the model. There are a number of diagnostic
methods to check this alignment. The best test for alignment parallel to a flat surface such as an
instrument plate is to place a sharp object (such as the corner of a razor blade) against the surface,
first on one outboard side and then the other, and compare the resulting silhouettes. If the beam
and the surface plane are nonparallel, the sharp point in one silhouette will be cut off by shadow.
Other methods are to look for reflections off the flat surface, or to look for a shadow cast by the
beam-incident edge on a screen placed against the far edge. Alignment was always performed to
the front plate, leaving a slight beam misalignment to the rear plate surface due to the hardware
misalignment mentioned in Section 2.2.2. None of these techniques, however, will check alignment, of
the beam parallel to the hingeline. During the first experimental campaign, small pieces of reflective
glass were glued to the side of the front and rcar instrument plates and the beam was aligned to
bring their reflections close to the beamline at the beam expander. This method had only marginal
success. A much better technique, applied often during the second campaign, is to inspect the
silhouette of the corner region, in particular the triangular “hole” below and bchind the hingeline,
between the back side of the front plate and the front side of the rear plate. If the beam is aligned to
the hingeline, then the upper point of the triangle in the silhouette will coincide with the apparent
corner location, as shown by the no-flow photograph in Figurc 2.8b.

Note that for the misaligned case in Figure 2.8a, a linc coincident with rear side of the triangle
silhouette passes through the apparent corner but a line coincident with the front side falls behind
the apparent corner. Thus the primary misalignment is within a plane parallel to the front surface.
In fact, an angular misalignment within this plane of approximately 0.4° can be measured from
Figure 2.8a. This misalignment was never worse than 0.5° during the first experimental campaign,
and in any case could be accounted for as follows: the apparent corner formed by intersection of the
front and rear plate surfaces corresponds to the corner location at one edge of the model, and the
intersection point between the front plate surface and the front side of the triangle corresponds to
the corner location at the opposite edge of the model, so that the corner location at the centerline of
the model falls halfway between these two points. Aside from this shift of the corner, a small beam
misalignment within the plane of the front plate surface will not significantly alter the apparent
location of separation. The flow is three-dimensional, and the leading edge of separation is bowed,

with the upstream extremity occurring only near the model centerline (cf. Section 2.7.5).



(a)

Figure 2.8: Silhouette of corner region showing alignment of the laser beam to the model; (a) aligned
parallel to the front plate surface, but not to the hingeline (preshot 1317), (b) well aligned (preshot
1774)

2.4.4 Separation Length Measurement

The primary purpose for flow visualization in the present work is to measure the scparation geometry,
in particular Lg.,. Because it is difficult to assess with any accuracy the location R of reattachment
from the interferograms, we instead measure the distance L, from the corner to the separation point
S and the angle 8, of the dividing streamline. Then L., is given by the gecometry in Figurc 1.3

as
Ly sin(6,,)

$in (0 — Osep) (2.1)

Lsep =

Viscous computations of separated flow on a double wedge were undertaken in order to understand
the relationship between the the interferometric fringe pattern and the dividing streamline, so that
a consistent algorithm could be developed for mcasuring L, and 8., from the experimental inter-
ferograms. Because separation in two-dimensional flow is commonly defined to occur at a point of
zero wall shear stress 7,, it is also of interest to look at the relationship between the fringe pattern
and the skin friction. The computations, including the method for computing interferograms, are
described in Section 3.5. The computed interferograms assume a purely two-dimensional flow across
the full span of the model, and are not expected to match the experimental interferograms. Dif-
ferences due to an uncontrolled finite-fringe effect in the experimental interferograms, however, are
mitigated by including the finite-fringe phase shift in the corresponding interferogram computation.

The computational result in Figure 2.9 shows a finite-fringe interferogram under purely two-
dimensional flow conditions corresponding to shot 1783, which has a relatively thick boundary layer

on a low-incidence wedge. The dividing streamline *, rcpresented by a thick black line, is clearly
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Figure 2.9: Computational results showing relationship between interferometric fringe shift, dividing
streamline ¢* (thick black linc), and skin friction for condition of shot 1783. Thin white line is present
approximation to *. Note that ¢~ is parallel to outer fringe of shear layer.

curved near scparation and reattachment for a viscous flow. On approach to reattachment, it curves
first towards the wall, then slowly the other direction to meet the wall tangentially. The model
of separation presented in Section 1.4, however, assumes ©* can be represented by a straight line
between S and R. In Figure 2.9, such a straight-line approximation is shown by the thin white
line drawn tangent to the central part of ¢*, which intersects the wall at the points labeled S and
Ii. These locations for separation and reattachment defined by the straight line approximation to
y* are very different from the locations defined by 7, = 0. For consistency with Figure 1.3 and
Equation 2.1, and since the points of 7,, = 0 are not discernible from the interferometric fringe
pattern in any case, we must rely on the straight-line approximation to define S, R, L, 8s.,, and
Lep in the present experimental study. In Figure 2.9, S is situated upstream of where the separation
shock intersects the fringe at the boundary-layer edge, but slightly downstream of where it intersects
the wall. The position is more accurately determined by where the fringe next to the wall first turns
away from the wall, assuming this fringe can be seen in the experimental interferogram. The dividing
streamline ¢* appears parallel to the outer-most fringe of the separated shear layer, indicating that
fsep can be measured using that outer-most fringe.

Experimental interferograms were digitized to facilitate measurements using a computer with

a pointing device. Figure 2.10 shows an example of the mecasurements made on shot 1783 (the
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same condition as in Figure 2.9). Lines
drawn parallel to a fringe in the sepa-
rated shear layer and to the front plate
surface are used to measure 6,.,. The
shear-layer fringes in the experimen-
tal interferogram diverge slightly in the
downstream direction, probably due to

three-dimensional end effects. This in-

troduces some subjectivity to the mea-

surement algorithm for 6, accounted Figure 2.10: Experimental interferogram for shot 1783 (B1,
for by assigning an appropriate uncer- Ae/A. =225, 0, = 15°, 6, = 20°) showing mecasurement
tainty to the measured value. The point technique for obtaining L, and 0.
S is placed where the fringe in the sub-

layer immediately adjacent to the wall turns away from the wall, with subjectivity again accounted
for by uncertainty. The distance L, is then measured between S and the corner, taking into ac-
count any known beam misalignment effect (¢f. Section 2.4.3). The same measurement technique is
shown applied to shot 1741 in Figure 2.11. In this case, the boundary layer is too thin to discern
its structure, and the computational result shows S occurring below the point where the separation
shock intersects the boundary layer. Compared to Figure 2.10, the divergence of fringes in the shear
layer for the experimental interferogram is more pronounced. Though the flow is three-dimensional,
the apparent locations of both S and the outer edge of the shear layer should correspond closely to
the actual locations near the centerline of the model where the separation region is expected to be
largest.

Interferometric measurements of L, were converted to physical length by a scale determined
from pegs placed on the side of the model, which can be seen in all the interferograms. The physical
distance between the leading edge of the front peg and the downstream edge of the rear peg was
15.8+0.06 mumn for shots 1286-1785 and 14.8 mm for shots 1786 -1799. The scale was often measured
using photographs reconstructed from single-pulse no-flow holograms, for which the peg silhouettes
are not obscured by a double image (cf. Section 2.4.2). Uncertainties AL, and Af,,, assigned to
the measurements of L., and 8., respectively are used to determine the uncertainty AlLgep in Lgep

by the usual formulation for propagation of errors (Bevington, 1969),

2 2 aLsep ? 2 aLsep :
(AL.p)” = (AL,) <8Lu> + (Absep) m . (2.2)

where the errors AL, and Af,,, are assumed to be uncorrelated. Applied to Equation 2.1,this yields
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Figure 2.11: Measurement technique for separation length applied to shot 1741 (C2, A./A, = 225,
tp = 30°, 8, = 25°); (a) computational interferogram showing dividing streamline ¢* (thick black
line) and straight-linc approximation to it (thin whitc line), (b) experimental interferogram showing

measurement of L, and 0,.p.

AL, AL\ Alep 2
» _ W ) e (it ) 03
Lgep L, tan (B — feep)

Values for 4., Ly, Lsep, and their corresponding uncertainties are given in Appendix D from all
seps ’ g2k

shots on which they could be measured. Measurements of the leading-edge shock angle &) are
presented there as well.

For the rarc interferogram in which separation appeared to occur slightly upstream of the field of
view (e.g. shot 1320 in Appendix F), an cstimate for S was made by extending lines coincident with
the separation shock and the shear layer to an intersection point outside the field of view. Measure-
ments of L, and 0., could not be made for shots with ; = 0°; at low density, the interferometric
technique was too insensitive to adequately discern a separation shock and separated shear layer (see
shots 1764 1773 in Appendix F), and at high density, the separation region was much too large to be
captured in the field of view (see shots 1759-1762 in Appendix F). Both problems were exacerbated
by the restriction on vertical model position mentioned in Section 2.2.2, which causes an expansion
at the leading edge. The two experiments performed at condition A3 (shots 1748 and 1751) appear
to exhibit attached flow despite a rather large ramp angle in one case. Measurements of L, and
Usep for several shots were made using a shadowgraph instead of an interferogram, under conditions
where the density gradient across the shear layer was strong enough to produce a discernible shadow
from which to measure 8., (€.g. shot 1316 in Appendix F). The separation point S in these cases

was placed at the intersection of the separation shock and the body.
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2.5 Heat Flux Measurement

In order to study reattachment heating, coaxial thermocouples were used in the present experiments
to measure time-resolved surface temperatures on the double-wedge model, from which surface heat
flux could be deduced. Next to flow visualization, this is the most common and robust type of
measurement made in T'5. The following sections describe the hardware (Section 2.5.1), the method
used to obtain time-resolved heat flux from a measured voltage signal (Section 2.5.2), and some
examples of heat flux spatial distributions (Section 2.5.3). Details not covered in this section are

given in Appendix B.

2.5.1 Coaxial Surface Thermocouples

The coaxial type E (constantan—chromel) thermocouples were built in-house based on the design of
Sanderson (1995). An essential feature of the design is that the center electrode is tapered where it
contacts the outer electrode. This results in a very thin junction (in the form of a 0.8 mm diameter
circle on the surface of the model) and very fast responsc time on the order of 1 us. Figure 2.12 shows
a sketch of a thermocouple installed in an instrument plate. Wire leads arc soldered to cach electrode,
then the two electrodes are assembled with epoxy adhesive to electrically insulate them except at
the junction, and an epoxy bead is later added to the rear for strain relief. Leads of thermocouple
material (constantan and chromel) were used in the present work, but copper leads will work just as
well because the cntire thermal gradient of interest occurs very close to the surface, and the solder
joints remain at constant temperature (thermal penctration depth is less than 0.5 mm during an
experiment). The assembled thermocouple is mounted in the instrument plate using cyanoacrylate
adhesive, such that the outer electrode is flush with the surface. The protruding stub of the center
electrode is then cut off, and any remaining material is removed by filing and sanding to assure a
flat surface with good contact between the electrodes.

The thermoelectric EMF generated by the temperature rise at the model surface is on the order
of 1 mV, and thus the signal must be highly amplified to obtain reasonable dynamic range at the
2.4 mV resolution of the digital recorder. The amplification factors were changed from shot to
shot to make full use of the available recording range under different test conditions and model
configurations, relying partly on trial and error and partly on a rule of thumb that gives AV «
pooh,g/ ? for constant geometry at different free-stream conditions (which holds for constant Stanton
number with ¢ oc AT o< AV and hg o u2). Only the differential voltage between the two electrodes
was amplified and recorded, so that any EMF generated by the junction between the outer electrode
and the instrument plate does not affect the measurement. The model was connected to a common
ground with the DAS, effectively shielding thermocouple lead pairs from external electromagnetic

disturbances but not from cach other. The lead pairs were also twisted to reduce noise. The original



46

outer electrode

stub removed
after assembly\ »0.79mm
<= 2.38mm
5:1 taper ] ¢
B
3.05mm
. 1
surface junction N ?
epoxy insulation | U inner electrode
epoxy bead for

stainless steel strain relief
instrument plate

lead wires

Figure 2.12: Sketch of a coaxial surface thermocouple shown mounted in an instrument plate.

thermocouple design used chromel for the inner electrode and constantan for the outer electrode,
but later the design was changed to switch these matcrials; both designs were used in the model
simultaneously without affecting the measurements (aside from changing the sign of AV). The
reference junction of each thermocouple circuit is effectively formed at the wiring harness connector
inside the model enclosures. The temperature at the reference junctions does not change during an
experiment, and was assumed to be the same as the ambient room temperature Tgmp.

Whereas the present cxperiments used commercial amplifier modules mounted in crates external
to the test section, some previous experiments in T5 (Sanderson, 1995) have used custom amplificr
circuits mounted inside a cavity in the model support, this cavity being sealed from the test section
and open to the room wia tubular conduit feedthroughs. The latter technique may reduce noise
by avoiding transmission of very small signals on long cables outside the test section. To alleviate
any concern that the present experiments may suffer unnecessarily from poor signal-to-noise ratio, a
comparison is made in Figure 2.13 between signals recorded under nominally the same free-stream
condition using the present double-wedge test model and using the apparatus of Sanderson (1995).
The latter configuration consists of a 4 cm diameter cylinder. Where the local inclination angle is the
same on the two models, the local flow conditions are similar in the sense of Newtonian hypersonic
flow theory. Thus we compare a signal from the present experiments at 6; = 30° (Figure 2.13a) with
a signal from a thermocouple on the cylinder located 60° from the stagnation line (Figure 2.13b).
The noise levels, evident in the signal before flow starting, are approximately the same for both cases.

(The resolution in temperature is smaller for the cylinder case due to a smaller amplifier gain.) The
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signal spectra also show no significant difference aside from a peak near 47 kHz for the cylinder
case due to an unknown source of interference; this frequency is evident upon close inspection of the
prefiow signal and is therefore not related to the flow. Similar types of noise occurred intermittently
for certain thermocouples in the present experiments as well. We can conclude that the signal-t-

noise ratio in general is not adversely affected by placing the amplifiers outside the test section.
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Figure 2.13: Comparison between thermocouple signal from a present experiment and an experiment
of Sanderson (1995); (a) T2 on shot 1752, condition A1, A./A, = 100, 6; = 30°, (b) TC port #5
(60° from stagnation line of cylinder) on shot 855, COHdlthIl Al A@/Ax = 109 (Contoured nozzle).
For clarity, the spectra have been smoothed using ~ 400 Hz boxcar average.

2.5.2 Signal Processing

The amplified voltage signal from each thermocouple was digitally sampled at 200 kHz over a 20.5 ms
record length. The first step in processing the digital data is to apply reverse amplification to recover
the actual voltage. Then the average initial preflow voltage level is subtracted to give only the
change in voltage during an experiment. The initial voltage, which varies from shot to shot, is duc to
uncontrolled thermal gradients in the DAS equipment where each thermocouple circuit is completed,

and does not change during the test time. The voltage rise AV is converted to temperature rise
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AT (with respect to the initial model temperature) using cubic-spline interpolation of the standard
tabulated temperature-EMF relationship for type I thermocouples from NIST (ASTM, 1993). The
initial temperature is assumed equal to the reference-junction temperature 7,5, and since this is
not 0°C as required by the standard table, a compensating voltage, corresponding to the EMF
generated at Ty, with respect to a fictional 0°C reference junction, must be added to the signal
before converting to temperature. T, is then subtracted from the signal to obtain AT.

From the temperature rise, time-resolved heat flux ¢ is obtained by a spectral deconvolution
technique. This technique is based upon the theory of one-dimensional unsteady heat transfer in a
semi-infinite solid, which for constant thermal properties is described by the lincar partial differential
equation

0T 19T

s = — . 24

dx? a Ot (24)
Here, z is distance normal from the surface and « is thermal diffusivity of the solid; note that
a = k/pe, where k is thermal conductivity and ¢ is specific heat of the solid. The boundary

conditions corresponding to the experiments are

T(z,0) = T, T(0.t) = T, + AT(t), (2.5)
2, sy - (2.6)

The solution T'(x,t) of this system is given by
-t
AT(z,t) = / gz, t —t")q(t") dt' (2.7)
0
where the kernel of the convolution integral, g(z,t), is the unit impulse response function

2
[ o -z
glz,t) = 3 &P t>0. (2.8)

Deconvolution of Equation 2.7 to obtain ¢(¢) from noisy, discretized, temperature data is relatively

straightforward using fast Fourier transform techniques (sce Press et al., 1992). The noisy measured
signal s(t) is assumed to consist of two uncorrelated components, the “true” temperature AT'(t) and
the noise n(t). Denoting the fast Fourier transform of a quantity by upper case symbols, the time
resolved heat flux is given by

e, (2.9)

§(t) = FFT™! {?(f)_

where the optimal (in the least-squares sense) filter in the frequency domain, ®(f), is given by

ISP - NI (2.10)

*U) = T smE
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Some estimate of the noise spectrum |[N(f)[? is required, and this is typically based on the behavior
of the signal spectrum at high frequencies. The high-frequency spectra of the current measurements,
however, are nonsmooth, nonwhite, and nonrepecatable, preventing consistently reliable estimates of
IN(f)]?. Thereforc we opt to use a squarc cutoff filter which removes the cntire high-frequency

portion of the signal above a specified cutoff frequency f,

0, f<f
N(f) = , (2.11)

max [S(f)], f> f.

climinating susceptibility of the result to occasional high-frequency interference found in some mea-
surements. This works well becausc the temperature signal of interest consists almost entircly of
low frequencics. Note that the 3 dB bandwidth of the amplifiers is only 50 kHz in any casc. When
applying Equation 2.9 to the digital data, the time scries s(¢) and g(t) must be padded with zeros
to four times their original length, as detailed in Section B.1, to minimize acausal corruption of the
data.

It remains to specify the parameters x, o, and k. The tempcerature is effectively measured at a
distance z below the surface, corresponding to the depth of the junction. Based on microscopy results
(¢f. Section B.2), the junction depth was assumed to be approximately 1 pm for all thermocouples on
all experiments. The thermal properties v and k for cach of the thermocouple materials (constantan
and chromel) arc given by Sundqvist (1992), but it is not clear how these relate to the cffective
thermal properties at the junction. Here we assume that an adequate representation is given by
simply averaging the propertics of constantan and chromel, which gives reasonable agreement with
the limited calibration results available (cf. Section B.3). Variation of the thermal propertics with
temperature can be significant, violating the constant-property assumption of Equation 2.4. For
the present work, the effect of temperature-dependent properties is approximated by using constant
properties evaluated for cach signal at an average tempcrature, the average being taken between the
time of flow starting and the time of flow visualization. The validity of this approximation is shown

in Section B3.3. An example of the deconvolution process is presented in Figure 2.14.

2.5.3 Heat Flux Results

All thermocouple signals were processed as above with a filter cutoff at f. = 20 kHz, and these
were each averaged over a 100 us time period centered on #,s to obtain spatial distributions of
heat flux. This time period was chosen to encompass two cycles at the filter cutoff frequency. Two
examples of streamwise distributions (TC ports 1-27) are shown in Figure 2.15. The heat flux is
made nondimensional by a Stanton number based on free-stream conditions (on the nozzle axis at

the model leading cdge),



a0

20] J if ﬂ ‘ E

i | 1 4E \‘“ /f\\ j 5

— 15E M i & E “: “\ j
< ,ﬁ’ﬁ | ] < 3E “n\‘ N W\MW/“WWMW é
S 10f o | = N | ;
[ w STl 1 = e ! ;‘ T1 :

51 L/ | SHOT 1290 ﬁ 1E | SHOT 1290 %
] | - 3 !

0 i J L 0 watanat] ‘ ‘ ]

0 2 0 2
t (ms) { (ms)
(a) (b)

Figure 2.14: Example of temperature signal deconvolution from shot 1290 (condition B2, AL A, =
225, 61 = 35°, 0, = 20°); (a) temperature history, (b) deconvolved heat flux using f. = 20 kHz.
Dashed line indicates time of flow visualization.
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Figure 2.15: Two cxamples of streamwise distribution of Stanton number for shot 1793 (condition
Bl1, A./A. = 225, 6, = 40°, 0,, = 15°) and shot 1316 (condition B2, Ac/A, = 225, 0; = 15°,
0., = 30°). Dashed line is hingeline location, dotted line is separation location measured from flow
visualization, ¢ are experimental measurements, and solid connecting line serves only as a visual

aid.

q
fo = 2.12
St Poocloo (h(] T Cpoe Tzu) ( )

where T, is the wall temperature, assumed constant at 300 K, and vibrational excitation in the
free stream is ignored when computing ¢, . = R + ¢, since it is negligible at the wall. This
normalization does not collapse data from different double-wedge configurations and different test
conditions, but scrves only to show the magnitude of wall heat flux relative to energy flux in the
free stream.

‘Thermocouple signals are discarded if they saturate the digitizer output during the test time of
interest (due to overpredicted amplifier gains), if they clearly suffer from a poor connection, if the
uncertainty in the result is larger than the heat flux value, or if the result is nonsensical based on

results from neighboring thermocouples. Note in Figure 2.15 that T6 is missing for shot 1793 while
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T5 and T23 are missing for shot 1316. The error bars include estimated uncertainties from several
sources, combined to obtain the total uncertainty under the assumption that they are noncorrelated,

i.e. total A = (3, A?)]/z . The following list describes the various sources.

1. There is some uncertainty in the voltage-to-temperature conversion; a standard tolerance of
+1.7°C applies to the NIST table, due to small differences in thermocouple material from
different manufacturers. Any such bias error will vary slowly with temperature, and since we
measure relative temperature instead of absolute temperature, this tolerance is taken to be a
“full scale crror” where the “full scale” is arbitrarily set at 100°C. In other words, a relative
uncertainty of +1.7% is assumed for all AT measurements, which carries through directly to

a +1.7% uncertainty in ¢.

2. The contribution to Ag from uncertainty in the thermal properties of the thermocouple arises
from the proportionality ¢ o< v/pck (cf. Equations 2.9 and 2.8, noting that k/\/a = /pck and
that the exponential factor gives negligible contribution from Aca because z is so small). Based
on uncertainty in the published thermal property values and comparison to limited calibration
results (¢f. Section B.3), the relative uncertainty in v/pck is assumed to be £8% for the present

experiments.

3. Unsteadiness of the heat flux time history during the 100 ps averaging period is accounted

for by an uncertainty equal to twice the standard deviation of the signal over that averaging

period.

Upstream of separation, the heat flux distributions in Figure 2.15 fall gradually with increasing
distance, as expected for viscous flat-plate flow away from the leading edge. There is, however,
significant scatter about the mean decline. This scatter is very repeatable and docs not change with
vertical repositioning of the model, and therefore must be duc to the thermocouples themselves.
Erroneous heat flux could be measured if a thermocouple was not mounted exactly flush with the
surface, but this problem rarely occurred during the present experiments. The most likely cause is
large scatter in the effective thermal product +/pck of the thermocouples. Calibration of individual
thermocouples, though it could not be performed for the present study, may reduce the scatter.

Both distributions in Figure 2.15 also show a sudden drop in heat flux near separation, consistent
with previous observations of laminar boundary-layer separation (e.g. Necdham, 1965). There is a
very strong rise in ¢ at reattachment downstream of the hingeline. For shot 1316, this is followed by
a strong expansion. Measurements in the flap region often have larger uncertainties as seen for shot
1793, which may be duc in part to threc-dimensional instabilities arising from the concave flow at
reattachment flow (c¢f. Section 2.7.5). Note that ¢ for shot 1316 begins to rise slowly in the middle
of the separation bubble, well ahead of reattachment. This behavior has previously been observed

when transition occurs in the separated shear layer (e.g. Kumar and Stollery, 1994). Streamwise
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and spanwise distributions of St., are presented for each shot in Appendix F. Note that, for the
same reasons discussed in Section 2.4.4, heat flux measurcments for configurations with 6; = 0°
suffered very poor signal-to-noise ratio, due to the extremely small temperature rise {sometimes
less than 0.25 K). For shots with a measurable separation length and 6; > 0°, an experimental
value for reattachment heat flux ¢ was obtained by averaging over appropriate, manually selected
thermocouple results in the flap region between the sharp rise at reattachment and any large change
further downstream due to a strong expansion or to shock—shock interaction. Similarly, the heat
flux just upstrcam of separation, ¢;, was obtained by averaging over three thermocouples upstream
of the separation location observed from flow visualization. Appendix D gives results for ¢; and g,

as well as ¢pz, the maximum observed heat flux from a single thermocouple in the flap region.

2.6 Pressure Measurement

Transducers to measure surface pressure were not a primary feature of the test-model design. The
only instrumentation available in T5 that could fit within the size constraints of the model had
unproven reliability, and as mentioned in Section 1.3, the limits on spacing and number of pressure
transducers prevented detailed measurcments of the pressure rise at separation and reattachment.
Nevertheless, pressure data was acquired during the present experiments for comparison with results

from flow computation in Section 3.3.3.

2.6.1 Piezoelectric Pressure Transducers

Pressure instrumentation on the double-wedge model consisted of fourteen miniature transducers,
PCB model no. 105B12. These transient devices operate on the piezoelectric effect, by which
a quartz disc produces output charge (converted to a voltage signal by the powered transducer
circuitry) proportional to the compressive force acting on it. The sensors have a 2 (s response time
and a 1 s discharge time constant, so that negligible degradation of the signal occurs during the test
time.

The recessed mounting configuration, shown in Figure 2.16, was designed to protect the gauge
head from the harsh flow environment while maintaining a reasonable response time to the initial
flow starting process and avoiding cavity resonance. A thin layer of RT'V-type silicone sealant over
the gauge head insulates it from thermal loads. Though they arc acceleration-compensated to reduce
erroneous signals due to vibration, previous use of these transducers in T5 yielded very poor signal-
to-noise ratios. Significant improvement in this regard was obtained for the present experiments by
filling the mounting threads with silicone sealant and leaving the transducer slightly loose; when
the sealant dries, it provides some measure of vibrational damping between the model and the

transducer.
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Figure 2.16: Sketch of recessed mounting configuration for pressure transducers.

2.6.2 Signal Processing

Voltage signals from the pressure transducers were sampled at 200 kHz over a 20.5 ms record
length. These are converted to pressure by the gauge sensitivities which have been individually
calibrated; details are given in Appendix C. The spectral filtering method described in Section 2.5.2

for thermocouple measurements can also be applied to pressure measurements, i.e.
p(t) = FFTH[S(f)@(f)], (2.13)

where S(f) is the transform of a noisy pressure signal and ®(f) is again given by Equation 2.10. A
simple cutoff filter suffices to remove all high-frequency noise duc to vibration or cavity resonance.

An example of pressure signal filtering is presented in Figure 2.17.

2.6.3 Pressure Results

As for the heat flux measurements, all pressure signals were filtered at f, = 20 kHz and averaged
over a 100 us time period centered on ;.5 to produce distribution plots like those in Figure 2.18,
which show streamwise distributions (PT ports 1 -10). The nondimensional pressure coefficient C'p
gives the magnitude of local static pressure relative to the free-stream dynamic pressure, and is given

by (under the assumption that p > po)

b
Cp = . (2.14)
%pooUgc
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Figurc 2.17: Example of pressure signal processing from shot 1752 (condition Al, A./A, = 100,
01 = 30°, 0, = 257); (a) raw pressure history, (b) processed by squarc cutoff filter, f. = 20 kHz.
Dashed line indicates time of flow visualization.
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Figure 2.18: Two cxamples of strecamwise distribution of pressure cocfficient for shot 1305 (condition
B2, A./A. = 400, 0, = 30°, 6, = 20°) and shot 1782 (condition B1, A./A, = 400, §; = 15°,
6., = 20°). Dashed line is hingeline location, dotted line is separation location measured from flow
visualization, ¢ are cxperimental measurements, and solid connecting line serves only as a visual

aid.
where the free-stream conditions are again taken on the nozzle centerline at the model leading
edge. The same criteria described in Section 2.5.3 for heat flux measurements are used to discard
poor pressure signals. The error bars in this case represent combined uncertainty from two sources;
uncertainty in transducer sensitivities (¢f. Appendix C) and unsteadiness over the averaging period.
Both distributions in Figure 2.18 show an increased pressure downstream of reattachment on
the flap, but only the distribution for shot 1782 suggests the slightly increased pressure expected in
the separated region with respect to the pressure upstream of separation. The rather large scatter
prevents accurate measurements in this region. Many results show large uncertainties as seen for

shot 1782 in Figure 2.18. Data in the flap region, however, tends to exhibit relatively less scatter, and
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may be useful for comparison to results from computational methods (cf. Section 3.3.3). Streamwise
and spanwise distributions of pressure coefficient are presented in Appendix F for each shot. Given
in Appendix D are experimental values for the reattachment pressurc pg obtained by averaging over

appropriate, manually selected results from transducers P7 P10.

2.7 Flow Quality

Addressed in this section are issues regarding quality of the double-wedge flow in the present ex-
periments; nozzle disturbances (Section 2.7.1), establishment of separation (Section 2.7.2.1), con-
tamination by driver gas (Section 2.7.2.2), shock-shock interaction (Section 2.7.3), unsteadinecss

(Section 2.7.4), and three-dimensionality (Section 2.7.5).

2.7.1 Nozzle Flow Disturbances

Turbulence in the nozzle boundary layer may cause unsteady acoustic disturbances in the free-stream
flow. This might affect transition of a boundary layer or separated shear layer on the double-wedge
model, but is not considered in the present work. Small misalignments at the joints in the nozzle may
causc some disturbance to the free-stream flow, but these should be very weak as long as the boundary
layer is thick compared to the step. Sources near the throat, where the boundary layer is thin, are of
particular concern. The profiles of the throat walls were designed to have continuous curvature from
the shock tube end wall through the minimum area to the conical section. According to results of
Dumitrescu et al. (1996), this should eliminate disturbances in the throat region. At the downstream
end of the throat insert, however, there is a joint where the secondary diaphragm is placed, and this
may cause a significant disturbance which focuses on the nozzle centerline. Comparison of measured
heat flux distributions on a wedge from two shots at nominally the same free-stream condition, but
with vertical translation of the model by 2.2 cm moving the leading edge from above to below the
nozzle centerline, shows no effect that can be attributed to stationary disturbances in the nozzle flow.
The comparison used the A./A, = 100 throat, and therefore no conclusions can be drawn regarding
the A./A, = 400 throat, for which the joint in question falls further downstream of the minimum
area, well into the supersonic flow region. Apart from disturbances generated by the nozzle, the free
stream may be subjected to unsteadiness in the reservoir conditions.

In Figurc 2.19, spectra from pressure signals in the nozzle reservoir and on the test model are
compared. There are only minor similarities, such as the peak near 20 kHz. The strong peak at
7.5 kHz in Figure 2.19a cannot be explained by cavity resonance in the transducer mounts, and must
be due to disturbances propagating from the moving piston in the driver section of the shock tube.
This disturbance is typically increased in magnitude at low-enthalpy conditions. It is not clear at

what frequency one should look for the same disturbance in the spectrum for static pressure on the
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Figure 2.19: Comparison of power specctral density distributions on shot 1752 (condition A1,
Ac/A. = 100, 6, = 30°, 6, = 25°); (a) nozzle reservoir pressure, (b) pressure on test model.
For clarity, both spectra are smoothed using ~ 400 Hz boxcar average.

wedge. Two peaks near 45 kHz in Figure 2.19b are probably due to vibration of the model.

2.7.2 Limits to Test Time

The test time for the present experiments in T5 is effectively defined as the time during which
there is steady, viscous flow of nitrogen on the model. This time is limited on the low end by
the establishment of steady separated flow on the model, and on the high cnd by the arrival of a
significant amount of driver gas from the CT at the model. The existence of any test time at all is
an issue for high-enthalpy conditions C1-C4. The lower and upper limits are considered separately
below. In summary, all conditions except C4 are expected to have sufficient test time between
establishment and contamination, during which flow visualization was performed. Condition C4 is
suspected of significant contamination at an early time prior to flow visualizatiorn.. Recall that all

absolute values for time are given with respect to the time of the pressure rise in the nozzle reservoir.

2.7.2.1 Flow Establishment

Steady scparated flow on a double wedge in shock tunnel flow is established only after several
processes have completed. First, the nozzle starting flow takes some finite time to reach a steady
state. Then a boundary layer must develop on the model. Finally, a separated region appears at
the corner and grows in size until reaching an equilibrium state. In reality, these processes will
overlap to some extent, but a conservative estimate of establishment time is obtained by summing
the times required for each process separately. Such an estimate is made in Table 2.3 for each part
of the cstablishment process by considering the maximum observed values over the experiments at
low-enthalpy (A1-B3) and high-enthalpy (C1-C4) conditions. The times required for propagation

of the leading shock wave from the nozzle reservoir to the test model, for passage of the nozzle
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starting shock system, and for passage of the unsteady upstream-facing expansion were cstimated
from heat flux time histories, an example of which is shown in Figure 2.20. (Pressure time histories

were not useful for this exercise because ini-

tial respounse of the recessed cavity ohscures evi- - ‘ - 3
dence of the external starting flow.) Davies and > ¢ (4 oty ]
Bernstein (1969) showed that the time required 4.0 * |

to establish steady boundary-layer flow on a flat ”E 3.0 H

plate behind a shock wave is given by 3.33L/u, % - 7 H‘ | |
where L is the plate length and v is the external & - Ti5 L\‘ M“L;‘VM\ ff’
flow speed. Here we take L = 15 cm, the full 10’ SHOT 1799 | ! ! \WVM“W‘M“‘M“WW“*’M’ ”””Mé
chord length of the model, and u = uq, the post- 0.0 Fanss e 11 4 \mf J J L
shock velocity on the first wedge. The latter de- 05 0-0 ; ?r'js) L0 L5

pends strongly on 64 and hg, but only weakly on

Figure 2.20: Heat flux time history showing the
Ac/A.. The lowest valucs of u; are used in Ta-

flow starting process on shot 1798 (condition B,

Ac/AL =100, 61 = 30°, B, = 0°). Times t,-t4

ble 2.3 to assure a conservative cstimate of the

development time. Evidence of the boundary-
are defined in Table 2.3. Signal processed using a

layer establishment process can be seen in Fig-
filter cutoff at f. = 50 kHz.

ure 2.20.
[ low hg  high hg
propagation delay for leading shock t1 260 pus 180 ps
passage of starting shock system iy — 11 50 us 30 ps
passage of unsteady upstrcam-facing expansion ty — 1o 200 ps 150 us

ty—ts = 3.33L/uy | 240 us 130 ps
lest —ta = Lsep/ay | 170 ps 170 ps

development of boundary layer (Davies & Bernstein)
)

establishment of separation (Hung & MacCormack)  tess —t3 = 7L/uy 520 ps 280 us
)
)

establishment of separation (Holden

Lest 920 us 660 us
test 1030 us 640 ps

total establishment time {Holden

total establishment time (Hung & MacCormack

Table 2.3: Estimates for the maximum time required to establish steady separated flow at low- and
high-enthalpy conditions in the present experiments. L is taken as the full chord length, 15 cm.

Holden (1971b) found by experiment that the time to establish separated flow is well correlated
by Lsep/aw, where a,, is the speed of sound at the wall. Physically, this corresponds to propagation
of an acoustic disturbance forward from reattachment. In Table 2.3, the largest observed values of
Lgep are used and a,, is computed based on the composition o near separation. A different criterion
for establishment time was suggested by Hung and MacCormack (1976) based on a computational
study. They noted that the time for numerical convergence of a separated flow solution was ap-

proximately 7L/u, which includes the time to develop a boundary layer. Mallinson et al. (1997a)
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found slightly better agreement with their experiments using the latter result. The maximum time
for establishment of separated flow, £.4, is estimated in Table 2.3 using both the Holden criterion
and the Hung and MacCormack criterion. In cither case, establishment is predicted to occur well
before the time of interest; flow visualization is typically performed at 850 us for high-enthalpy con-
ditions and 1250-1700 s for low-enthalpy conditions. Verification of the predictions in the present
experiments is difficult due to unsteady motions of the separation and reattachment locations apart

from the establishment process (cf. Section 2.7.4).

2.7.2.2 Driver-Gas Contamination

Significant contamination of the test section flow by helium and argon driver gascs can occur at a time
earlier than expected by assuming only drainage of the test gas through the nozzle. The phenomenon
has been shown (Mark, 1958} to arisc from interaction between the reflected shock and the shock
tube boundary layer; the reflected shock bifurcates near the wall, and upon interaction with the
driver-driven gas interface, causes jetting of driver gas near the wall ahead of the interface. A simple
model of this process due to Davies and Wilson (1969) has shown good agreement with cxperimental
results for the onset of contamination in T5 under nominally tailored interface conditions (Sudani
and Hornung, 1998). The model assumes perfect gases and uses measured values for speeds and
pressure ratios of the incident and reflected shocks. Results of the model for the present nominal
operating conditions are given in Table 2.4, where the time 44, should correspond to less than 5%

contamination by driver gas, assuming a tailored interface.

condition

A1/A2/A3 B1/B2 B3  Cl/C3 (2 C4
tdgc (/LS) 0

> 2300 ~ 1800 ~ 1700 ~ 1100 ~ 950 ~ 84

Table 2.4: Estimates based on the Davies and Wilson (1969) model for the time #4,. of onset of
driver gas contamination, including the propagation delay time bctween reservoir and test model.

A tailored interface condition means that when the reflected shock interacts with the interface,
no waves are reflected back towards the end wall. Slightly off-tailored conditions are common in
operation of a shock tunnel. In the undertailored case, an expansion wave reflects back towards
the end wall because the acoustic impedance decreases and the shock speed increases across the
interface. In the overtailored case, compressive waves are reflected from the interface. Evidence for
the tailoring condition of a given shot can be found in the time history of the nozzle reservoir pressure,
a drop in pressure corresponding to an undertailored interface and a rise in pressure corresponding
to an overtailored interface. Two examples are shown in Figure 2.21. The tailoring condition has
been shown to effect the time at which driver gas contamination occurs in T5 for medium-enthalpy
(ho ~ 14 MJ/kg) and high-cnthalpy (ho ~ 20 MJ /kg) conditions (Sudani and Hornung, 1997; Sudani

et al., 1998). In both cases, the onset of 12.5% driver-gas contamination was delayed (450 us at
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Figure 2.21: Effect of interface tailoring on rescrvoir pressure signal; (a) slightly overtailored (con-
dition C4), (b) slightly undertailored (condition C2).

medium hg and 100 ps at high hg) by slight undertailoring, and advanced (almost 1000 us at both
enthalpy levels) by slight overtailoring. At low enthalpy (hp ~ 8 MJ/kg), tailoring had very little
effect on the arrival time of driver gas (Sudani et al., 1998). The tailoring condition was ascertained
for each shot in the present study from py signals and is given in Appendix D.

With flow visualization typically performed at ¢,,, = 850 us for high-cnthalpy conditions, we
see in Table 2.4 that condition C4 is expected to be marginally contaminated cven with a tailored
interface. In fact, condition C4, used exclusively during the first experimental campaign, consistently
suffered from slight overtailoring as shown in Figure 2.21a, and is thercfore suspected of being highly
contaminated (> 15% driver gas). During the second campaign, attempts were made to develop
a consistently undertailored version of this condition with hg ~ 28 MJ/kg by increasing the driver
compression ratio and using the light piston. A slightly undertailored condition was attainable,
but not repeatable. Thus we reverted to condition C2 at lower enthalpy (hg ~ 24 MJ/kg) with
repeatable slight undertailoring; a typical py signal is shown in Figure 2.21b. With the delay due to
slight undertailoring, condition C2 is expected to have driver gas contamination of no more than a
few percent until ¢4, > 1000 ps, plenty of test time for measurements to be taken after establishment
of separated flow. The only other condition which may be marginal is condition B1, for which flow
visualization was typically performed at ¢, = 1700 ps, and which often had a slightly overtailored
interface. Based on the results of Sudani et al. (1998) for hg =~ 8 MJ/kg, condition B1 is expected

to be less than 5% contaminated at 1700 ps.

2.7.3 Shock—Shock Interaction

Interaction between the leading-edge shock and the reattachment shock on a double wedge can
lead to several different flow configurations, depending on the strength of the shocks. Based on
computational results, Olejniczak et al. (1997) have identified five different configurations, four of

these analogous to the Edney (1968) classification types I, IV, V, and VI for shock impingement on
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the bow shock of a blunt body (see also Olejniczak and Candler, 1996). Viscous flow complicates
matters by introducing a weak shock from separation and by moving the reattachment shock origin
downstream, but the analogy still holds in many cases. The most common case in the present
experiments is of type VI, in which the flow field remains entirely supersonic, and an expansion fan
emanates from the intersection point towards the flap (see, for example, the interferogram for shot
1305 in Appendix F). At higher flap deflection, the second wedge angle with respect to the free
stream (6, + 1) may require a detached shock, resulting in a strong shock—shock interaction.

An example of the strong shock-shock interaction commonly observed for a number of shots
in the present work is shown in Figure 2.22. According to the results of Olejniczak et al. (1997),
a type VI interaction transitions to a type V interaction as 6, is increased. The interaction in
Figure 2.22, however, does not appear to fit the type V classification which includes three triple
points, nor does it correspond to a type IV interaction which occurs only for inviscid flow with Mach
reflection off the first wedge. Only two triple points are obvious in Figure 2.22, the lower one on
the oblique shock from reattachment and the upper one on the leading-edge shock with a nearly
normal shock above it. Betwcen the triple points is an oblique shock which produces a supersonic
jet directed towards the flap wall. Instead of being bounded on both sides by subsonic flow as in
the blunt body type IV configuration, here the jet is is bounded on its lower side by the supersonic
flow downstream of the reattachment shock. The two supersonic streams stagnate together on the

wall, then reexpand downstream to form a supersonic jet along the wall, bounded by the shear layer

() ol s (b)

Figure 2.22: Example of strong shock-shock interaction on a double wedge; (a) holographic interfer-
ogram (shot 1306), (b) holographic shadowgraph (shot 1288) at nominally the same condition (C4,
Ao A, =225, 6, = 30°, §,, = 30°).
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which originated at the upper triple point. Very high heat transfer and pressure have been observed
in the jet stagnation region. Both a shadowgraph and an interferogram of the same nominal flow
field are shown in Figure 2.22 to aid interpretation. An interaction fitting the type V classification is
evident in shots 1750-1752 (see interferograms in Appendix F), where the lower triple point becomes
two triple points with a normal shock between them. The subsonic region behind this normal shock
keeps the upper supersonic jet away from the wall.

The existence of a strong shock shock interaction does not hinder measurements regarding sep-
aration and reattachment as long as the interaction only influences the flow downstream of the
reattachment region. Clearly, this is the case for the condition in Figure 2.22, where the super-
sonic reattachment flow remains unaffected by the interaction until it encounters the reflected shock
from the lower triple point, far enough downstream of rcattachment to avoid influencing the reat-
tachment region. This is also the case for nearly all the experiments in which strong shock-shock
interaction was ohserved. (A notable exception is shot 1299, sce interferogram in Appendix F.) Such
interactions can, however, obscure measurements of the peak reattachment heating. They may also
introduce additional flow unsteadiness due to, for example, shear-layer instabilities feeding distur-
bances through the subsonic region to the upper bow shock, causing oscillations in the upper triple
point and hence in the lower triple point. Experimental evidence is given below in Section 2.7.4 for
upstream movement of the interaction shock system during the test time of interest, after cstablish-
ment of a steady separation region. There is also computational evidence for this motion, discussed

in Section 3.3.

2.7.4 Unsteadiness

Compared to the flow one can attain in a continuous wind tunnel or even in most short-duration cold
hypersonic facilities, the flow in T5 is inherently unsteady. Even during the short period between
flow establishment and the onset of contamination (¢f. Section 2.7.2), unsteady disturbances from the
shock tube propagate to the test model. The nozzle reservoir region can be highly nonuniform (sec,
for example, the computations by Chue and Itoh, 1996). Further unsteady phenomenon can arise
from instabilities of a boundary layer or separated shear layer in the flow over a test model. Thus
when analyzing the present experiments, an implicit assumption is made that as long as variations
in the flow properties are relatively small compared to their mean values over some “steady period”
about the time of interest, then the mean flow closely resembles a truly steady flow of the same
mean flow propertics.

The time-resolved heat flux measurements often show evidence of large-scale unsteadiness. Two
cxamples from the separated-flow region are given in Figure 2.23 (see Figure 2.4 for the TC port
locations T9-T18). Considering first the low-enthalpy case in Figure 2.23a, we see that during the

separated-flow establishment process, the drop in heat flux characteristic of laminar separation mnoves
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upstream quickly at first, but then rather slowly from T13 to T11. Well after the separated region is
expected to be fully established, the separation point appears to approach T10, then reverse direction
and move downstream of T11 for a very brief time. Such motion is presumably not connected with
establishment but with other mechanisms for unsteady flow. Because the magnitude of the motion
is fairly small relative to the overall size of the separation region (TC ports are spaced approximately
4.5 mm apart), measurements taken at the time of flow visualization are assumed indicative, within
measurement error bounds, of the corresponding steady flow field. For the high-enthalpy condition
in Figure 2.23b, separation again moves at first quickly upstream, then more slowly as it approaches
a position between T12 and T13 corresponding to established flow. Note that steady flow ncar the
hingeline takes almost as long to establish as flow near scparation. The forward motion of separation
at much later times (¢ > 2 ms) is likely due to the arrival of large amounts of driver gas. The heat
flux signal at T15 in Figure 2.23a shows significant unsteady features of unknown origin. This type of
low frequency noise is more generally observed in flows with a transitional shear layer. Disturbances
anywhere at rcattachment or in the separated shear layer can propagate throughout the subsonic
recirculating region. The heat flux upstream of separation at port T9 appears very steady.

Another example of large-scale unsteady flow is shown in Figure 2.24 which gives heat flux time
histories for TC’s along the ramp downstream of rcattachment during a shot with strong shock-
shock interaction (¢f. Scction 2.7.3). A risc in heat flux, associated with the reflected shock from the
lower triple point and the jet impingement stagnation region immediately downstream of it, moves
upstream during the shot. The same behavior is evident in the pressure time histories measured on
the flap, in Figure 2.25. It is not clear whether this motion is due to inherent unsteadiness of the
shock shock interaction or to an unusually long time scale for establishment of the interaction flow
pattern. In either case, it does not affect the reattachment region during the time of interest (TC
port T19 is downstream of reattachment).

Much of the higher frequency unsteadiness scen in Figures 2.23 and 2.24 represents electrical
noise (which is amplified by the deconvolution process), and not any feature of the flow. Where the
boundary layer is turbulent, one might expect to sec some evidence of this in the high-frequency
component of the signal (as seen, for example, by Simeonides and Haase, 1995). Unfortunately,
the frequency corresponding to convection of large scale structures in the boundary layer is at
least 300 kHz for even the lowest-velocity conditions, and the present measurements cannot discern
frequencies higher than 100 kHz. While there may occur fluctuations at measurable frequencies,
these are difficult to separate from clectrical noise. Attempts to classify the boundary-layer state
by analysis of thermocouple signal spectra for the present experiments failed to produce results
consistent with other more credible criteria (such as comparing measured heat flux to laminar and

turbulent predictions, cf. Section 4.1.3).
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Figure 2.23: Heat flux time histories showing upstream movement of separation; (a) shot 1787
(condition B1, A./A. = 225, §; = 40°, §,, = 20°), (b) shot 1788 (condition C2, A /A, = 400,
8, = 40°, 6,, = 20°). Flow visualization was performed at time indicated by dashed line. Signals

processed using filter cutoff at f, = 50 kHz.
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Figure 2.24: Heat flux time histories showing upstream movement of jet impingement from strong

shock—shock interaction on shot 1290 (condition B2, A./A,
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2.7.5 Three-Dimensionality

Flow on the double wedge in the present experiments is essentially three-dimensional; the axisym-
metric free stream is conically diverging and the finite model span causes end effects. Analysis and
computations, however, must rely on the assumption of two-dimensional flow to obtain results with
reasonable effort. Ideally, this would require that the flow field within a vertical plane ncar the
centerline of the model closely resembles a purely two-dimensional flow field, where the free-stream
variation within a vertical streamwise plane remains independent of spanwise location. The experi-
ments cannot attain this ideal, but do offer a reasonable approximation that allows two-dimensional
analysis to illuminate important results in the data relevant to the physics of the problem.

Neglecting, for the moment, three-dimensionality of the incoming free stream, finite span effects
are expected to reduce the size of separation due to end spillage. In previous studies, the common
methods for minimizing these end effects were to either add fences to the sides of the model, or
increase the span of the model until the centerline flow became independent of aspect ratio. The
addition of side fences to models of low aspect ratio invariably increases the separation length
(Chanetz and Coét, 1993; Holden, 1971a; Johnson, 1968; Miller et al., 1964), which is consistent
with the idea that they prevent spillage. Kornilov (1997), however, found with shock-impingement
experiments in a variable-width channel that sidewalls cause significant increase in separation length
for a span b < 856, where 6 is the thickness an undisturbed boundary layer would have at the
hingeline. This behavior probably influences results for hypersonic flat plate studies with side fences
and aspect ratio AR < 1 (for example, see Chanetz and Coét, 1993 or Johnson, 1968), particularly
because the boundary layer is not very thin relative to the span under these conditions. Note that AR
is defined here as the full aspect ratio of the model, not just the portion upstream of the hingeline.
In fact, Hankey and Holden (1975) found that adding side fences to the narrowest configuration
(AR = 0.5) increased separation length beyond the nominally two-dimensional value found at the
widest configuration (AR = 1). Lewis ef al. (1968) found that side fences had negligible effect for
AR > 1.

Hence we might expect AR > 1 to be a good criterion for necessary span to obtain two-
dimensional centerline flow without fences. But Holden (1971a) reports no significant changes going
from AR = 0.75 to AR = 1, and Miller et al. (1964) similarly going from AR = 0.6 to AR = 1.
Again, as found by Kornilov (1997) with side walls, the extent of end effects without side fences
should depend on the ratio b/6, not AR. Ball (1971) studied a large-span flat plate with a finite-span
trailing flap and found that three-dimensionality as evidenced in the separation length encroached
only a distance of 106; from the sides of the flap, where &; is the boundary-layer thickness at separa-
tion. The double-wedge test model used in the present experiments has an aspect ratio of 1.33 and
typically a very thin boundary layer (for §; > 0°) with 4/6; on the order of 100-200. Therefore, at

least under uniform two-dimensional free-stream conditions, this test model is expected to produce
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Figure 2.26: Example of spanwise distributions for shot 1743 (condition B1, 4,/A. = 400, 6, = 30°,
th, = 20°); (a) Stanton number, (b) pressure coefficient. Dotted line is model centerline, z is distance
from centerline, Symbols arc experimental measurements (o for the front plate, A for the rear plate),
and solid lines are for visual aid. Sce Sections 2.5.3 and 2.6.3 for description of error bars.

two-dimensional flow at the centerline, and additional experiments with side fences or increased span
were deemed unnecessary.

Another method for checking two-dimensionality is to measure spanwise distributions of pres-
sure or heat flux on the model. Lewis et al. (1968) showed that uniform spanwise distributions

were a necessary condition, but not a sufficient condition
Mach 9
(shot 1786)

Mach 5
(shot 1790)

for two-dimensionality. Limited spanwise measurements
were made in the present experiments, and an exam-
ple is given in Figure 2.26. The chordwise position for
these distributions is shown in Figure 2.4; they were gen-
crally upstream of separation and downstream of reat-
tachment. The centerline thermocouples are offset in
the streamwise direction from the outboard ones, so two
centerline measurements, corresponding to the adjacent
upstream and downstream TC’s, are included in each
distribution of Figure 2.26a. The slight increase in Stan- /
ton number away from the centerline on the front plate 4‘3;/

is found rather consistently throughout the experiments.

The pressure distribution, however, does not show con- Figure 2.27: Intersection between test
sistent results; on some shots the outhoard measure- model and leading expansion from the
ments are higher, on others they are lower or skewed. nozzle exit, for the worst case configura-
In the flap region, both heat flux and pressure mea- tion (6 = 40°, 6,, = 20°) at two extremes
surements generally show increased scatter. Spanwise of Mach number.

distributions for cach shot are presented in Appendix F.
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Though the model span seems sufficient to produce two-dimensional flow on the model center-
line for a two-dimensional incoming free stream, the actual free stream is three-dimensional. One
potential problem stems from end effects, due to the finite extent of the undisturbed flow core. This
core consists of flow that has not been disturbed by the nozzle exit expansion, and its boundary
can be estimated by considering a Mach cone emanating from the lip of the nozzle exit. Because
the model span is relatively large compared to the nozzle exit diameter and the model is typically
positioned entirely above the nozzle centerline, there are some configurations for which this Mach
cone intersects the model. Accounting for the model position relative to the nozzle, the worst case
of such an intersection is shown in Figurc 2.27 for the available range in Mach number. The noz-
zle expansion Is seen to impinge on the outboard edges of the flap under these conditions, only
approaching the model centerline at the downstream edge of the flap, well downstream of reattach-
ment. While this will certainly alter the model end effects in the flap region, it is not expected to
affect two-dimensionality of flow at the model centerline.

A potentially more insidious three-dimensional aspect of the flow is the conically diverging free
strcam. The conical source point for the frec-stream flow is approximately 1.25 m from the model
leading edge, and therefore the local flow direction at the sides of the model is less than 5° from the
nozzle centerline direction. We assume that this divergence has a very minor cffect on the spanwisc
uniformity of the double-wedge flow field. The divergence does, however, produce significant axial
gradients in the free stream; for example, p,, can drop 25% between the leading and trailing edges
of the model. An experimental comparison was made between the conical and contoured nozzles
to ascertain the effect these free-stream gradients have on the double-wedge flow. The contoured

nozzle was designed to produce parallel uniform exit flow at a high-enthalpy, high-pressure condition
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Figure 2.28: Comparison between conical and contoured nozzles at same nominal condition (C3,
Ae /A = 100-conical /110 contoured, #; = 15°, 8, = 5°); (a) streamwise heat flux distribution, (b)
streamwise pressure distribution. Symbols are experimental measurements; ¢ with the contoured
nozzle, & with the conical nozzle, and vertical dashed line is the hingeline. Connecting solid and
dashed lines are visual aid only. See Sections 2.5.3 and 2.6.3 for description of error bars.
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(condition C3 in Table 2.2). Results for streamwise distribution of heat flux and pressure are shown
in Figure 2.28. The conical nozzle gives lower heat flux and pressure than the contoured nozzle, the
difference increasing with streamwise distance from the leading edge and becoming more pronounced
in the flap region. Thus the expanding free stream must be accounted for during analysis of the
present experiments. As described in Section 3.2, it is accounted for approximately by assuming
two-dimensional flow in a vertical streamwise plane through the nozzle axis, extracted from the
three-dimensional expansion. Spanwise distributions of measurements also show lower values for the
conical nozzle, but no difference in shape between the two nozzles. In fact, the contoured nozzle result
also shows the characteristic increase in heat flux away from the centerline, scen in Figure 2.26a,
indicating that this nonuniformity is not connected to free-stream flow divergence.

An additional three-dimensional effect can occur in the reattaching boundary layer and may be
respounsible for the large scatter of heat flux measurements in the flap region (cf. Figure 2.26a). The
concave boundary-layer curvature at reattachment can induce three-dimensional instabilities that
take the form of streamwise vortices. Extensive evidence for such instabilities was found for super-
sonic separated flow by Ginoux (1965), who noted coherent spanwise variations in static pressure and
heat flux correspending to striations observed in sublimation patterns at reattachment, and pitot
probe survey results consistent with the cxistence of counter-rotating pairs of streamwise vortices
downstream of reattachment. In hypersonic flows, Coét and Chanetz (1993) found similar evidence
using heat-sensitive paint and heat flux instrumentation, as did Henckels et al. (1993) using infrared
thermography, oil flow techniques, and pitot probe surveys. Miller et al. (1964) observed striation
in the scorch patterns at reattachment. The heat flux variations due to this phenomenon can reach
50% of the mean value (Coét and Chanctz, 1993).

Some indication of three-dimensional effects can be secn in the soot pattern left on the model
after a shot. In a few cases, the location of reattachment was evident in this soot pattern, and as

seen in Figure 2.29, it clearly moves upstream towards the hingeline near the sides of the model

Figure 2.29: Post-shot photograph of soot pattern on model showing three-dimensional reattach-
ment.
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but remained constant over the middle of the model. A striation pattern at reattachment could
also be observed in the soot pattern after some shots at large 8, suggesting the presence of three-
dimensional instabilities. The separation line could not be discerned from the soot pattern, but it is
interesting to note that soot on the front plate tended to collect more at the sides of the model near
the hingeline and near the leading edge. Care must be taken in interpreting any such soot patterns

because the tunnel run-down flow lasts much longer than the test flow of interest.

2.8 Summary

The experiments on a double-wedge test model configuration in the T5 hypervelocity shock tunnel
described in this chapter allowed measurement of separation length and reattachment heating under
both low- and high-enthalpy flow conditions. Flow visualization was used to measure separation
length and coaxial surface thermocouples were used to measure heat flux at an array of locations on
the model surface. In addition, pressure measurcments were made at a limited number of locations
using piezoelectric transducers. Many issues arise regarding the flow quality, and these have been
addressed thoroughly in the present chapter. In particular, it was found reasonable to approximate
flow near the center of the model as two-dimensional despite the generally threce-dimensional nature
of the flow field. Other important aspects of the flow cannot be measured and must be deduced
from theoretical or computational methods; the presence of nonuniform flow due to a conical nozzle
expansion and of thermochermical nonequilibrium in the nozzle and wedge flows necessitates the use
of computational methods which are described in the next chapter. Some of the experimental heat
flux and pressure measurements arc used in Chapters 3 and 4 to partially validate computational
methods and theoretical results, but consideration of the experimental measurements of separation

length and peak heating is delayed until Chapter 6.
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Chapter 3 Computational Methods

The present study makes heavy use of advanced computational techniques, because many flow pa-
rameters of interest cannot be measured experimentally, nor can they be predicted with reasonable
accuracy by simple analysis (due to the nonuniform, nonequilibrium nature of the flow). The noz-
zle reservoir conditions, obtained as described in Section 2.3.1, serve as the basis for all further
flow computations. For each shot in which the separation geomectry is measured, a single computer
code is used to compute both the viscous nozzle flow and the inviscid external flow on the test
model. The latter is referred to as a triple-wedge computation; the experimentally measured sep-
arated region is replaced by a third wedge. Further calculations performed for some shots include
viscous single-wedge computations to compare with heat flux measurements and viscous double-
wedge computations for aiding interpretation of flow visualization. In addition, the same code is
used to study flat-plate boundary layers in reacting flow. Section 3.1 describes the computational
code, and Sections 3.2 -3.6 describe each type of computation undertaken; nozzle-flow, inviscid triple-
wedge, viscous and inviscid single-wedge, viscous double-wedge, and viscous flat-plate computations.
Resolution and convergence issues are considered for the computations in Sections 3.3 and 3.6. Com-
parisons to experimental pressure and heat flux measurements arc presented for the computations
in each of Sections 3.2-3.5. These serve as our only means of testing the code for simulation of flow

in TH.

3.1 Navier—Stokes Nonequilibrium Code

The computer code, obtained from Olejniczak (1997) and based on the work of Candler (1988),
solves a finite-volume representation of the Reynolds-averaged Navier Stokes equations including
thermochemical nonequilibrium. It is referred to in this document as the N-S code, cven when
discussing inviscid computations. The code is set up to simulate only two-dimensional (planar or
axisymmetric) flows of nitrogen. Vibrational modes for internal cnergy of nitrogen molecules are
considered separable from rotational modes and characterized by a vibrational temperature 7, while
rotational modes are assumed in equilibrium with translational modes. Electronic excitation and
ionization are neglected. The code does not include models for turbulence and thus all viscous
calculations are for laminar flow. The fundamental equations, transport and source term models,

numerical method, and boundary conditions are each described briefly in Sections 3.1.1 3.1.4.
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3.1.1 Fundamental Equations

The equations for unsteady nonequilibrium flow are written here in general differential form using
standard index summing notation with j = 1,2 referring to the = and y dircctions respectively.
For each species s (in the present case, there are two, atomic and molecular nitrogen), the mass

conservation equation is

Jps )

0 K
BT + E)‘M (psuy) = -a—% (psvsj) + wy, (3.1)

where v, are diffusion velocities, ps are partial densities, and w, are production rates from chemical
reactions. The mass-averaged momentum conservation equations in the z and y directions (i = 1, 2)
are given by

0 0 - a[) 87’1']'
ot (pui) + aTJ (puzu]) - _a’L‘i - Dz ; (3.2)

where 7;; is the shear stress tensor and no external forces have been included. Couscrvation of

vibrational energy for the single molecular species Ny is written as

d ; G, 0 04, .
ot (pnse0) + % (pxye0uy) = *()TCJ (PNzevaz_,> - oz, + Qr-v + cown,, (3.3)

where e, is the molecular vibrational encrgy per unit mass of N, Gy, is the heat flux due to con-
duction of vibrational energy, and Q7_y is a source term representing the transfer of encrgy from
translational to vibrational modes. The last term in Equation 3.3 represents vibrational energy re-
moved or added by dissociation or recombination (respectively) of No. Finally, there is an equation

for conservation of the total internal energy e per unit mass of the gas mixture;

0 0 0 2] a4 D4y, 0
5 (pe) + bz, (peu;) = ——87J (pu;) — E (rijui) — —i - o - A Zpshsvsj . (34)
Note that ¢; is the heat flux due to conduction of translational and rotational energy, and the species

cnthalpy includes formation enthalpy, vibrational energy, and rotational cnergy;
hs = hg + ey, +Ds/ps + €0, + €, . (3.5)

Thus the last term in Equation 3.4 represents heat flux due to mass diffusion of internal and chemical
cnergies.

In addition to the above conscrvation equations, we require equations of state relating the
conserved quantities (mass, momentum, vibrational and total energies) to nonconserved quanti-
ties (pressure, vibrational and translational temperatures). The pressure depends on translational

temperature according to a mixture of ideal gascs,
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b = ZpsRsT> (36)

where Rs is the gas constant for each species. Though the code has options for more detailed
theoretical models, for the present work we rely on the simple harmonic oscillator model to relate

the vibrational temperature 7}, to the encrgy e, of the Ny molecules;

RN, 0y
€y = W, (3.7)

where 0, = 3393 K is the characteristic temperature for vibration of N,. Then e, is related to the
translational-rotational temperature 7' by subtracting the vibrational, kinetic, and chemical energies

from the total encrgy;

1
d_psen, T = pe = Spuju; — przes — prhi, (3.8)
8

where ¢, are specific heat capacities at constant volume for translational and rotational internal
energy modes. Note that hy =0 J/kg and hg = 33.6216 MJ /kg.
The shear-stress tensor is given by

_ Ou;  Ouy 2 Ouy . .
Tij = —H <5; + 0£7) + 5#5;};62]7 (3.9)

where p is the mixture viscosity and 6;; is the Kronecker delta. Under the dilute-gas assumption,

bulk viscosity is neglected. The conduction heat flux terms are defined by Fourier’s Law,

or 0T,
(]J = k and (L,j = —k 0

—k—— Ty ; 3.1
837]‘ L(?xj’ (3 O)

and the diffusion velocities are assumed to follow a simplified version of the model given by Bartlett

et al. (1968);

pDi1y, iz [ OZ,
sUs; = ——————— [ — || 3.11
Pets; M iz i <d-77j> (311
where
 ps/Fs o Z , o ZYS
Zs = m H1 = g XSFS, and M2 = /\/l',niz : Fs (312)

M i is the molecular weight of the gas mixture, Y; are mass fractions, X, are mole fractions,
Day, is the self-diffusion coefficient for molecular nitrogen, and the diffusion factors for nitrogen
are given by Fy, = 1 and Fiy = 0.625. Note that the binary diffusion coefficient is defined here as
Dy = D11N~2 /Fn, Fn, and if both diffusion factors were unity, Equation 3.11 would reduce to Fick’s

Law for a binary gas mixture, pyvs, = —pD12(9Y,/0z;).



73

3.1.2 Transport and Source Term Models

To close the conservation, state, and flux cquations given in the previous section, we need appropriate
models to cvaluate the transport coefficients y, k, k,, and Dllxz as well as the source terms w, and
Qr-v. The validity and limitations of these models are discussed by Olejniczak (1997).

The mixture viscosity and translational-rotational conductivity are computed using a complex
mixing rule given by Gupta et al. (1990) based on curve fits to collision cross-sections of the different
interaction pairs (No-Nga, No-N, N-N). The necessary equations, too lengthy to reproduce here, can
also be found in the thesis by Olejniczak (1997). The vibrational thermal conductivity of N» is given
by

kv = pnyDig, o, (3.13)

where the specific heat for vibrational modes is defined by use of Equation 3.7;

861; 91} 2 60'”/T”
S =Ry, | =) —— . 14
Cu, ar, Na <Tu) (QHU/Tv - 1)2 (3.14)

The self-diffusion cocflicient Dy, is found from kinetic theory, again using the curve fits of Gupta
et al. (1990) for the No—Ny collision cross section. Note that for inviscid computations using the
N--5 code, the transport cocfficients p, k, k,,, and Dis are effectively all set to zero.

The vibrational relaxation process, describing the exchange of energy hetween translational and

vibrational modcs, is assumed to be given by the Landau-Teller formulation,

e (T) — ey .
Qr-yv = PNQLy (3-15)

v

where €} is the vibrational energy, Equation 3.7, evaluated at the translational-rotational temper-
ature instead of the vibrational temperature, and 7, is a characteristic vibrational relaxation time.
The latter is computed as the molar average of the relaxation times for each collision partner,
Zs XS
Ty = —a———. (3.16)
Zs XS /TUS
The vibrational relaxation time for each collision partner s is given by the semi-empirical result of

Millikan and White (1963),
1 -
e = - oxp [0.00116g;/293/5 (T*l/?’ - 0.015/1;/4) - 18.42J ., (3.17)
P

wherc the pressure pis in atm and fi; = MMy, / (M, + My, ) is the reduced mass for each pairing.
The mass source terms w, arise from dissociation and recombination of nitrogen, i.e. the chemical

reaction
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Noy+M = 2N+ M, (3.18)

where the third body M is either N or Ny. The forward (dissociation) and backward (recombination)
rcaction rates are ky and kp respectively, and are different for each third body m. The source terms

are then given by

m

2
Pm PN, Pm PN
wN = —wn, = My, Y {kme\T} - My, Y [k'mem <M> } : (3.19)

The forward rates are assumed to adhere to an Arrhenius form with a modified temperature according

to the vibration—dissociation coupling model of Park (1988a),

ko, = ¢t (\/T—Tv>nm exp (*ed”L/\/Tiﬂ;) : (3.20)

where the constants cy, .77, and #; from Park (1988b) are reproduced in Table 3.1. The backward
reaction rates are then evaluated for each reaction using a definition of the cquilibrium constant
Keq7

kr, (T)

kp, = lm—l (3.21)
Keo(T)

where ky and K¢, have been evaluated at the translational temperature T because there is no depen-
dency of recombination on vibrational excitation. K., is obtained from a seven-parameter curve fit
to the high-temperature Gibbs free-energy data of Gupta et al. (1990) (see Olejniczak, 1997). Note
that for frozen-flow computations using the N-S code, the source terms w, and Q7_y are cffectively
set to zero so that chemical composition and vibrational excitation remain constant throughout the
flow field. It should also be emphasized that the thermochemical model described here has unknown
accuracy, and is not adequatcely tested by the few comparisons between computation and experiment

in Sections 3.2-3.5.

third cr Ui b
body m | m?/(kgmol-s) K (
N 3.0x 107 -1.6 113200
] Ny 7.0x 10" -1.6 113200

Table 3.1: Constants in Equation 3.20 for forward (dissociation) reaction rates, from Park (1988b).

3.1.3 Numerical Method

The fundamental cquations given in Section 3.1.1 can be written in a general, vectorized conservation
form as ~ ~ ~
ou  OF  0G -
—_— et — = = W. 3.22
ot Oz dy ( )
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The vector of conserved quantities Uis [oN, PN., U, pu, ey, e], where here v and v are the mass-
averaged velocitics in the z and y directions. F and G are the z-direction and y-direction fluxes,
respectively, and W consists of the source terms. This equation set is solved in a finite-volume
approximation on a body-fitted numerical grid with gencrally non-Cartesian coordinates & (the
streamwise direction along the body) and n (the body-normal direction). The method employed to
accomplish this is described in detail by Candler (1988). The technique uses upwind differencing
with modified Steger-Warming flux splitting (MacCormack and Candler, 1989), a type-dependent
method that captures shocks well but is modified in viscous shear regions to avoid excess numerical
dissipation. From the resulting finite-volume representation, a steady-state solution is obtained by
Gauss -Scidel line relaxation, a fully implicit iterative technique in which block-tridiagonal matrix
inversion is applicd to individual n-gridlines during backward and forward sweeps in the &-direction.

Note that this method is not time-accurate. A steady-state solution for a particular grid (i.e.
an iteration-converged but not necessarily grid-converged solution) is assumed to be obtained when
there are negligible changes in the solution during the previous 50 iterations. This required any-
where from 600 iterations and 4 hours for inviscid triple-wedge computations performed on an Intel
Pentium machine, to more than 60000 iterations and 550 hours for one of the viscous double-wedge

computations performed on a CRAY J-90 supercomputer.

3.1.4 Boundary Conditions

Each boundary of the grid can be handled in one of several different ways. At a supersonic inflow
boundary, the variables are simply held fixed at their initial values corresponding to the free-stream
or inlet flow. Zcro-gradient extrapolation is applied to the outflow boundary, which is arranged
always to be supersonic (except inside a boundary layer). Boundaries at an inviscid wall or at a line
of symmetry (e.g. the nozzle axis) both require the same conditions; zero normal pressure gradient
and zero normal fluxes of mass, momentum, and encrgy.

For viscous computations, the conditions enforced at a wall boundary include zero normal pres-
sure gradient, zero velocity (the no-slip condition), and specified constant wall temperature taken
to be 300 K in the present study. The vibrational temperature is assumed in equilibrium with the
wall temperature. The original code enforced a fully noncatalytic viscous wall boundary condition,
or zero normal gradients of species concentrations (|0Y;/9n/,, = 0). For the present work, an option
was added to the N-S code to implement a fully catalvtic viscous wall boundary condition wherein
the gas is assumed to be completely recombined at the wall (o, = 0). If a viscous wall boundary
intersects an inflow boundary, then an inviscid wall condition must be applied to the first few cells of
the wall boundary in order to accurately compute the leading edge of the boundary layer. Applica-
tion of these boundary conditions to particular grids is described for different types of computations

in each of the following sections.
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3.2 Nozzle Free-Stream Computations

Thermochemical nonequilibrium flow through the conical nozzle is computed using the N-S code
for each experiment, based on the reservoir conditions cstimated as described in Section 2.3.1. The
displacement effect of the nozzle boundary layer on the nozzle centerline flow is approximately ac-
counted for by assuming a laminar boundary layer, though the real nozzle boundary layer is expected
to be transitional or turbulent. The results of these computations are used to initialize the various
wedge computations. The method is identical to that used by Olejniczak (1997). The following
sections discuss the computational grid and initialization (Section 3.2.1), present comparisons to
experimental pitot pressure data (Section 3.2.2), and describe the use of nozzle-flow computations

to initialize wedge-flow computations {Section 3.2.3).

3.2.1 Grid and Initialization

The numerical grid used for axisymmetric, viscous nozzle flow computations is shown in Figure 3.1.
AB is the centerline (axis) of the nozzle and has a symmetry boundary condition, C'D is the wall
of the nozzle and has a viscous wall boundary condition, BC is located downstream of the test
model and has a supersonic outflow condition, and DA is located just downstream of the nozzle
throat minimuim area and has a supersonic inflow boundary condition. Note that in order to obtain
the conically diverging free-stream flow over the double-wedge model, it is necessary to artificially
extend the nozzle beyond the actual location of the nozzle exit as indicated in Figure 3.1. Thus the
computed results cannot account for any interference between the nozzle lip expansion and the flow
about the model (¢f. Section 2.7.5). The grid consists of 200 cells in the &-direction clustered at
the inlet end and 100 cells in the 7-direction clustered at the axis and at the wall. The clustering
is obtained by exponential distribution of the cell spacing to match a specified minimum cell size.
The cell distribution through the boundary laycr is not adequate for accurate computation of wall
fluxes, but we are only interested in the displacement effect of the boundary layer. The viscous wall
boundary condition in this case is applied all the way to the lcading edge of the grid; this is no
worse than other approximations made in this region (see below), and the real flow has some finite
boundary-layer thickness at this location in any casc.

The equilibrium-flow option of the Supcrsonic Reacting Flow (SURF) code by Rein (1989, 1991)
is used to perform a quasi-one-dimensional equilibrium nozzle-flow computation from the reservoir
to a short distance (typically 2-5 mm) downstream of the throat minimum arca where the flow
1s supersonic. The result is used to initialize the inflow boundary of the computational grid in
Figure 3.1, assuming the velocity components along DA are given by a pure conical flow with source
point defined by the nozzle walls. Then the entire grid is initialized to correspond to an equilibrium

conical expansion. From this state, the N-S code converges quickly on a steady-state nonequilibrium
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exit plane

o L P i

T wedge
A nozzle centerline B grid

Figure 3.1: Finite-volume grid for nozzle computations (every f{ifth gridline is shown). A triple-wedge
computational grid is overlaid to show its position and size reclative to the nozzle computational

domain.
solution. Neither the SURF calculation nor the N S calculation accounts for deviation of the nozzle

wall profile from strictly conical near the minimum area.

3.2.2 Comparison to Experiment

The only measurcments available of the nozzle free strecam in TH are those taken using a rake of
pitot pressure probes (Roussct, 1995). Unfortunately, the pitot pressure is fairly insensitive to the
thermochemical state of the free-stream gas. Thus comparison between computed and experimental
pitot pressurcs cannot validate the thermochemical models used in the code, but can still serve
to verify that the code reproduces the correct overall fluid mechanics. To that end, nozzle-flow
computations were performed at two test conditions from a previous experimental study in TH
by the present author (Davis, 1996) for which free-stream pitot surveys of the conical nozzle had
been undertaken. Both viscous and inviscid computations were performed in order to verify the
boundary-layer displacement effect. The code gives results for the free-stream flow properties up-
stream of the normal shock on the pitot probe; to obtain local pitot pressure from these results, a
secondary calculation of the normal-shock process is required. The expected degree of nonequilib-
rium downstream of this shock is not clear from the pitot probe geometry. Calculating the pitot
pressure for both a chemically—vibrationally frozen shock and an equilibrium shock provides an up-
per and lower limit. The equation set which must be solved for equilibrium downstream conditions
(p2, p2,u2, To, arp) with chemical- vibrational nonequilibrium upstream state (py, p1,u1, 11, ar, Ty, )

is as follows: thermal equation of state for a mixture of ideal gases,
P2 = pa(l+ a2) Ry, To; (3.23)

conservation of mass,

p1Ul = potus; (3.24)

conservation of momentum,



p1+piuf = po+ paus; (3.25)
conservation of total enthalpy,
1. 1
hitguf = hy + 5ug, (3.26)
where
5
h = aBREn,T+h3) + (1 —a) <5RN,_,T+ ev> + g (3.27)

with e, (T%,) given by Equation 3.7 and T;,, = T5 for equilibrium downstream state; equilibrium law

of mass action (Vincenti and Kruger, 1965)

2 —04/T> 3/2 HN 2
2_ .- {mcmk) 0,/ Tz (1= /T2 (Q;C) } , (3.28)

1l — o P2 h? Q.

where 0, is the characteristic temperature for rotational modes (2.9 K for Ny), m is the mass of
one N atom (2.3246 x 10”2 kg), k and % arc the Boltzmann and Planck constants respectively, and
(Qer arc the electronic partition functions (here assumed constant with temperature, Qlf\fl = 4 and
QZZ = 1). For a frozen pitot probe shock, only Equations 3.23 -3.26 are solved, sctting as = a1 and
Ty, =1T,,.

Computational results for the free-stream pitot pressure are compared to experimental results
in Figure 3.2 for the two test conditions. The calculated distributions appear to have low spatial
resolution because they arc based on a limited number of data extracted from the N S computational
result, evenly spaced along the nozzle radius. The viscous-flow computation with equilibrium-shock
assumption falls closest to the experimental data, but still slightly lower, which suggests that the
laminar viscous computation only partially accounts for the boundary-layer displacement effect. The
effect of assuming a turbulent boundary layer was not investigated because turbulence modcling was
not available in the N--S code used for the present work. On the other hand, Olejniczak (1997)
found good agreement with pitot pressure measurements at his high-enthalpy condition (similar
to the present condition C4) using a laminar viscous computation and assuming a frozen shock.
Pitot survey results in the free stream of the contoured nozzle at HEG (Hannemann et al., 1996)
appear to match turbulent calculations for low-pressure conditions and laminar calculations for high-
pressure conditions (with pr_ = 0.92p,,u? assumed instead of a computed shock). In addition,
the error bars in Figure 3.2 do not include the +5% uncertainty in py (¢f. Section 2.3.1), which
could give significantly more overlap with the computed result. (Note that normalization by pg
scales this uncertainty out of the computed data which depends on the measured pg, but brings
the uncertainty into the experimental data which is independent of the measured po.) Thus it is
not clear by exactly how much the nozzle computations for the present cxperiments underpredict

the free-stream pressure (and hence density) in general. From the results in Figure 3.2, we might
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Figure 3.2: Two examples of comparisons between experimentally measured pitot pressure distri-
butions (normalized by py) from Davis (1996) and conical nozzle-flow computations; (a) a low-
enthalpy condition hg ~ 9.6 MJ/kg, py ~ 19.4 MPa, A./A. = 400, (b) a high-enthalpy condition
ho ~ 25 MJ/kg, po >~ 21.1 MPa, A./A, = 225. ¢ and A are experimental measurcments from two
different shots at nominally the same condition, different curves are computational results for various
combinations of viscous or inviscid nozzle flow with frozen or equilibrium probe shock assumption as
indicated, error bars include only standard deviation of pressure time history over averaging period,
and the y-coordinate is defined in Figure 2.3.

expect no more than a 5 10% discrepancy. Another important observation from Figure 3.2 is that the
pitot-pressure distribution is slightly nonuniform, having lobes on either side of the nozsle centerline,
and this nonuniformity is not included in the computations. {Note that y > 0 is above the nozzle
centerline, where the double-wedge test model resides.)

Uncertainty in the computed nozzle free-stream propertics due to the measurement uncertainty
in reservoir conditions was estimated by recomputing one high-enthalpy case (condition C2, A, /A, =
225) with modified reservoir conditions corresponding to £5% in py and +8% in hg. Overall, this
showed errors of £6% in pec, £7.8% in peo, £5.6% in T, £3% in ves, +20% in aue, and +1.6%
in I3 . These uncertaintics do not include the discrepancy due to the laminar boundary-layer
assumption discussed above, or any discrepancy due to uncertainty in the thermochemical modeling;

the latter has not been quantified in the present work.

3.2.3 Initialization of Wedge Computations

For various (single-, double-, triple-) wedge computations corresponding to particular shots in T5,
the numerical grid is initialized using results from the nozzle-flow computation. The free-stream
flow is assumed to be purcly conical, an approximation to the extent that growth of the nozzle
boundary-layer displacement thickness is not exactly linear. The computed speed, density, and
temperatures (translational and vibrational) along the nozzle centerline, between the nozzle exit and
the downstream edge of the nozzle grid, are curve-fit with parabolas as a function of the distance

from the virtual source point. These curve fits arc then used to initialize the wedge computation;
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the speed, density, and temperatures at each grid cell are given by the cell’s distance from the source
point, and the flow direction is given by the angle of a ray from the source point to the cell. The
distance calculation includes the measured position of the wedge with respect to the nozzle, given
by 2. and y.. Chemical reactions are frozen in the nozzle free stream and hence the composition
does not change with axial distance. The wedge grids are initialized to the composition computed
on the nozzle centerline at the axial location of the wedge leading edge.

Note that the planar wedge computations are initialized using the solution from an axisymmetric
nozzle computation. Thus the axisymmetric free-stream expansion is forced to become a planar
expansion in the steady-state solution of the wedge computation. The implications of this fact are
discussed below in Section 3.3.2, where it is shown that the inaccuracy introduced by this method
of initialization is not large. The only way to account more exactly for an axisymmetric free stream
is to rely on three-dimensional wedge computations, for which the computational expense becomes

unreasonable.

3.3 Inviscid Triple-Wedge Computations

It is shown in Chapter 4 that in order to analyze the experimentally measurcd separation length
or heat flux, knowledge is required of the local flow parameters at the edge of the boundary layer.
To this end, an inviscid computation of the external flow over the test model was performed for
each shot in which separation length was measured (which includes only cases with 6; > 15°).
The double-wedge body profile is modified to include a third wedge across the hingeline between
separation and reattachment, corresponding to the experimentally measured scparation bubble.
An example of such an inviscid computation is presented in Figure 3.3. Mach contours in the
free stream are due to initialization of the computation using the conical nozzle-flow results as
described above. These inviscid computations neglect any viscous—inviscid interaction between the
boundary layer and the shock layer. The interaction cffect is addressed later in Section 3.4.2 and
is found to be small in the present experiments. In this section, the triple-wedge computational
grid is described (Section 3.3.1), resolution and convergence issues are addressed (Section 3.3.2),
and comparisons are made to experimental data for wall pressurc and shock angles (Scction 3.3.3).
Presented in Section 3.3.4 is the method for extracting external flow parameters from the triple-

wedge computations.

3.3.1 Grid

A typical numerical grid used for the inviscid triple-wedge computations is shown in Figure 3.4. The
configuration is called a triple wedge because the experimentally measured separation region on a

double wedge is represented by an impermeable surface between S and R, and thus the inviscid
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Mach No. Contours

AM=0.05

Figure 3.3: Example of inviscid triple-wedge computational result showing contours of Mach number
(shot 1302, condition B2, A./A. = 400, 6, = 30°, 6, = 15°).

Figure 3.4: Finite-volume grid for inviscid triple-wedge computations (every fifth gridline is shown).

flow sees a succession of three wedges. The first wedge AS deflects the flow to an angle 8y, the
second wedge STt deflects it further to an angle 61 + 6,.,, and the third wedge R brings the flow
to a deflection angle of 6 + 0,,. The tail section BC, though it does not mimic the experimental

configuration for which ZRBC = 90°, serves to assure an expansion to supersonic outflow conditions
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at C'D, and is particularly necessary for cases with strong shock—shock interaction. Segments CD
and KA are typically set to a length 0.1L,. The length of segment C'D is set automatically according
to experimentally measured shock angles for each shot in an {only partially successful) attempt to
prevent shocks from impinging on the free-stream boundary DFE. The grid consists of 220 cells in
the &-direction and 100 cells in the 7-direction, distributed uniformly without clustering.

An inviscid wall boundary condition is applied along ASRBC, and a supersonic outflow condition
along ¢'D. Supersonic inflow is assumed along DE. For a number of the computations, the steady-
state solution results in impingement of the reattachment shock on the boundary DE, as seen
for example in Figure 3.3. Where this occurs, the boundary condition on DE produces a locally
unphysical solution. The only region of the solution in which we are interested, however, is the
flow along the wedge wall ncar S and R, well outside the domain of influence of the anomaly, cven
in cases of strong shock-shock interaction involving a subsonic flow region adjacent to DE. The
upstream segment £ A is treated with a symmetry boundary condition (identical to an inviscid wall
condition). This condition is proper if the wedge leading edge is positioned on the centerline of the
nozzle where the flow velocity is horizontal. In fact, the leading edge is gencrally positioned above
the nozzle centerline, and initialization of the computational grid includes a vertical component of
velocity along KA. The resulting disturbance to the steady-state flow solution consists of a weak
expansion wave emanating from point %, which can be seen in Figure 3.3. Comparison of inviscid
results on this type of grid geometry to results on the corrected geometry used for single-wedge
computations (cf. Section 3.4) show that the leading-edge anomaly has negligible effect on the flow

properties of interest.

3.3.2 Resolution and Convergence Issues

The present computations do not employ any refinement of the grid near sharp gradients, and as
can be seen in Figure 3.3, the computed shocks are not very thin. The grid introduces an additional
length scale which has a noticeable affect on the computational results near shock -shock interactions,
as can be seen, for example, in Figure 3.3. We are only interested, however, in the flow properties
along the wall. To ascertain the effect of grid refinement on the wall flow, computations were
performed for a uniform free-stream condition at various grid resolutions from 110 x 50 to 275 x 125
cells. The results, shown in Figure 3.5 in terms of the pressurc coefficient, clearly indicate that a
locally grid-converged solution is obtained along the wall at locations away from the shocks for the
220 x 100 grid size used in the present work. Use of a uniform frec stream for these computations
makes clear the extent of shock spreading duc to the numerical technique; the theoretical result
consists of pure step discontinuities between regions of constant pressure. Note that in Figure 3.5,
as in all plots in this work that include triple-wedge computational results, the distance ordinate is

given along the wall of the corresponding double wedge, not the artificial wall of the triple wedge.
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For many of the shots showing strong shock—

shock interaction, the steady solution seriously 2.0; uniform freestream 15 j
overestimates the upper shock standoff distance. 1.5 * 7 2;2 j: 132 [7 ’\\%
This results in a significantly different shock -~ 165 x 75 J
interaction pattern, often corrupting reattach- < Lo [ 110 x50 /&;“ ]
ment so that it can no longer be considered un- 0.5 E i
influenced by the shock interaction, as it ap- ol
pears to be in the experimental interferograms. 0.0L. w j
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An example of this problem is presented in Fig- x/L,

ure 3.6. The discrepancy cannot be accounted Figure 3.5: Effect of grid refinement on wall pres-
for by uncertainties in the thermochemical mod-  gyre for inviscid triple-wedge computations with a
eling because it occurs at low-enthalpy (essen-  yniform free stream based on condition B2 with
tially nonreacting) as well as high-enthalpy con- Ac/A, = 400. Various curves correspond to dif-
ditions. Uncertainty in the free-stream condi~ fepey grid resolutions as indicated by the number
tions also could not causc such a large error, ,f ¢-direction and 7-direction cells.

and recomputing with a grid of higher resolu-

tion (440 x 200) had no effect on the error. The phenomenon may be explained, however, if the
experimental flow has not in fact reached a steady state at the time of low visualization. Additional
evidence of an unsteady forward motion of the shock interaction structure, long after the expected
establishment time for a steady scparation bubble, is seen in pressure and heat flux time historics
from downstream of reattachment (c¢f. Section 2.7.4).

In order to obtain flow properties along the wall for a configuration that corresponds to that scen
in the flow visualization, triple-wedge computations with strong shock-shock interactions are halted
before reaching a global steady state. The solutions utilized in such cascs are globally nonconverged,
but are locally converged on the forebody and along the wall past reattachment, i.e. the solution
in the latter regions of the grid is not changing with iteration. At much later time, the solution at
rcattachment does change if the shock interaction structure moves forward enough. Although the
code is strictly not time-accurate, we assume here that a locally steady solution corresponds to a
temporally converged prediction for the same locally defined area in the experimental flow. The
code cannot, however, provide temporal information on motion of the shock interaction structure
beyond the fact that it moves upstream.

Figure 3.7 shows the initial free-stream flow field, obtained from nozzle computation results as
described in Section 3.2.3, overlaid on the triple-wedge computational result. The initialization
corresponds to a three-dimensional axisymmetric flow field, but the triple-wedge computation is
carried out assuming two-dimensional planar flow for consistency with the two-dimensional double-

wedge test model, i.e. the flow on the wedge downstream of the shock is certainly not axisymmetric.
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Figure 3.6: Comparison of steady and un- Figure 3.7: Error induced in free-stream flow
steady (temporally nonconverged) solutions for by initialization of the two-dimensional pla-
a strong shock-shock interaction case (shot nar computation with a three-dimensional ax-

1290, condition B2, A./A. = 225, 6; = 35°, isymmetric flow field (shot 1290, condition B2,
0, = 20°). The unsteady solution better A /A =225, 0, = 35°, 8, = 20°).

matches experiment.

Not only is the initial axisymmetric free-stream flow modified to a planar flow, but the free-stream
boundary of the grid is maintained at the axisymmetric initial condition, resulting in an unrealistic
planar expansion. The error induced by this mismatching of flow fields is reasonably small, as
evident in Figure 3.7; at points just upstream of the leading shock, the planar free-stream Mach
number is not more than one contour level lower than the axisymmetric free-stream Mach number,
corresponding to only a 0.5% decrease in Mach number for the case shown. Investigation of the two
flow fields in Figure 3.7 at a single point ncar the shock indicates that the error affects only the
thermal expansion and not the kinematic expansion. The velocity is unaffected in both magnitude

and direction, while small increases are found in the pressure (3%), density (2%), and temperature
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(<1%). Note that the error diminishes as the leading shock approaches the free-stream boundary

of the grid.

3.3.3 Comparison to Experiment

Pressure measurements from the double-wedge test model can be compared to the wall pressure
distributions computed from the inviscid triple-wedge computations. Two examples of such compar-
isons are shown in Figure 3.8 for shots 1295 and 1790. Experiment and computation roughly agree
near separation for shot 1295, but this is rare; usually, the pressure measurements in this region
(z < L) have large scatter and uncertainty, and in many cases the computational result appears to
underpredict the pressure, as seen in Appendix F where comparisons are shown for all shots with
corresponding triple-wedge computations. In the flap region downstream of reattachment, there is
a tendency for the computation to underpredict the pressure, but again, this behavior is not found
consistently throughout all cases computed. For shot 1790, the computed pressure approximately
matches experiment at reattachment, but is too low further downstream because the computatioﬂ
fails to reproduce the experimental location of jet impingement from a strong shock shock interac-
tion. No trends can be discerned from the data in Appendix F regarding particular conditions that
result in underpredicted pressures.

A slight underprediction of pressure on the entire double-wedge model, however, might be ex-
pected from the results in Section 3.2.2 concerning comparison between computed and experimental
pitot pressure in the nozzle free stream. That is, the wedge pressure is underpredicted if the free-
stream pressure is underpredicted, whether due to assumption of a laminar nozzle boundary layer or

to other phenomena unaccounted for such as nonuniformities in the free strcam. The computational
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Figure 3.8: Two examples of comparisons between experimentally measured pressure and inviscid
triple-wedge computations; shot 1295 (condition B3,4./A. = 400, 6; = 15°, 6,, = 20°) and shot
1790 (condition C2,4./A, = 100, 6; = 40°, 6,, = 20°). Solid curve is computational result, ¢
are experimental measurements, dashed line is hingelinc location, dotted line is separation location
measured from flow visualization, C'p is defined by Equation 2.14, and error bars are described in
Section 2.6.3.
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results of Briick and Hannemann (1997) for hypersonic nozzle flow and hyperboloid—flare flow in
the RWG Ludwieg tube facility at DLR provide some insight to these issues. They computed the
nozzle flow with a turbulent boundary layer using an accurately measured profile for the geometry
that includes real disturbances in the wall curvature. The computed pressure in the flare region was
found to be sensitive not only to frec-stream nonuniformities but also to the location of boundary-
layer transition on the modecl. For a low-pressure condition, computation with the nonuniform free
stream matched experimental flare pressure, but computation assuming a uniform free stream sig-
nificantly overpredicted experiment. For a high-pressure condition, both methods underpredicted
experimental flare pressure, but good agreement was found by forcing a turbulent boundary layer
to start near reattachment in the computations, presumably due to sudden growth of the boundary
layer. Another potential source of error in the computed frce-stream pressure level is the uncertainty
in reservoir pressure (cf. Section 3.2.2). As shown below in Section 3.4.2, the inviscid computations
can underpredict the wedge pressure for cases with 6, = 15° due to neglect of viscous inviscid in-
teraction. In addition, there is the small error mentioned in Scction 3.3.2 due to grid initialization,
though this acts to increase the computed flap pressure.

Comparison between computed and cxperimental shock angles may provide further insight; this
is done in Figure 3.9 for the two shots shown in Figure 3.8. For shot 1295 in Figure 3.9a, all three
shock angles (for the leading-cdge, separation, and reattachment shocks) are matched well by the
inviscid triple-wedge computational results, shown as thick white lines. For shot 1790 in Figure 3.9b,
however, the computed shock angle at reattachment is higher than in the experiment. Though not

shown here, the computational results do exhibit some shock curvature, but significantly less than

mputed

Figure 3.9: Two examples of comparisons between computed shock angles and experimental inter-
ferograms, for the same conditions as in Figure 3.8; (a) shot 1295, (b) shot 1790. The thick white
lines are parallel to shocks seen in the computational results.
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is seen in the experimental interferogram for the reattachment shock and for the leading edge shock
just upstream of the triple point. Some other shots at high incidence show worse agreement for the
reattachment shock angle. The mechanisms described above for underpredicting pressure all have an
affect on computed shock angle. A more important source of error, particularly for the high-incidence
casecs which have lower supcrsonic Mach numbers in region 2, is the measurement uncertainty in Osep,
a parameter that defines the geometry of the inviscid triple-wedge computations. The measured
separation angle 0., has rather large uncertainty (c¢f. Section 2.4.4) that in a few cases even exceeds
+30%. This value for 8., used in the computations certainly affects the resulting shock angles
at separation and reattachment, and may also affect the pressure level immediately downstream of
reattachment as the compression process is distributed differently between the two shocks.

Thus there are at lcast five mechanisms for producing nonnegligible errors in computed flap

pressure;

1. incorrect free-stream pressure level,

o

neglected or incorrect free-stream nonuniformity,

@

neglected viscous inviscid interaction when 6 = 15°,
4. boundary-layer transition near reattachment, and

5. uncertainty in the measured separation angle 0g.,.

With each mechanism having different trends depending on the flow conditions, and the large scatter
found in experimental pressure measurements, it is not surprising that there is little consistency in

comparisons of the computed flap pressure results to experiment.

3.3.4 External Flow Parameters

Flow properties at the boundary-layer edge at particular stations corresponding to flow regions 1,
2, and 3 in Figure 1.3 are obtained from the triple-wedge computations as shown by the example
in Figure 3.10. Stations 1 and 2 are taken just upstream of the pressure rise at separation and
reattachment respectively. Care must be taken in defining station 3 downstream of reattachment
because the lateral extent of the artificial overshoot from numerics is obscured by the nonuniform
ramp flow. The pressure may drop quickly due to an cxpansion, or as in Figure 3.10, it may risc
again due to jet impingement from a strong shock—shock interaction. For consistency, we take
station 3 offset a fixed distance downstream of the peak computed pressure. This distance is based
on the result in Figure 3.5 for a 220 x 100 grid with uniform flow, for which the extent of the
artificial overshoot can clearly be identificd. Values of flow propertics that are relevant to results in
Chapters 5 and 6, obtained in the manner described above, are given in Appendix E for each shot

that was computed.
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Figure 3.10: Example of obtaining external flow parameters at stations 1, 2, and 3 from inviscid
triple-wedge computation (shot 1290, condition B2, A./A, = 225, §; = 35°, 6, = 20°). Dotted line
is at pcak pressure, from which solid line 3 is offset a fixed amount to avoid numerical overshoot,

and points arc cell centers from computational grid.

3.4 Single-Wedge Computations

Viscous computations using the N8 code were desired for a few shots in order to (1) ascertain the
error made by neglecting the boundary layer in the triple-wedge computations and (2) verify that
the code can reproduce experimentally measured values of heat flux. Numerical calculation of the
scparated region is computationally expensive and was not needed for these purposes; therefore, these
computations were performed on a single-wedge geometry corresponding to only the front part of the
test model, or the entire model when §,, = 0°. The computational grid is described in Section 3.4.1,
viscous interaction effects are considered in Section 3.4.2, and comparisons to experimental heat flux

are presented in Section 3.4.3.

3.4.1 Grid

An example of the numerical grid used for viscous single-wedge computations is shown in Figure 3.11.
The grid wraps around the leading edge; ABC is given a viscous wall boundary condition (both
noncatalytic and catalytic conditions are considered), while CD and F A are given supersonic out-
flow boundary conditions. The supersonic inflow boundary DEF is held at the initial free-strcam
conditions. The distance E'I3 is typically set to 0.05L;, and the distance C'D is set, according to the
measured shock angle, to ensure the shock crosses the outflow boundary and not DE. The wedge
length BC' is cither Ly or 1.5Ly. The lcading edge is positioned relative to the conical nozzle free
stream according to the measured values of 2. and ;. as for the triple-wedge computations. In the
&-direction the grid has 218 cells, clustered at the leading edge with exponential distribution of the
cell spacing. In the 5-direction the grid has 100 cells, clustered at the wall using an iterative grid-

smoothing technique, akin to a solution technique for Poisson’s equation in two dimensions with cell
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close-up of
leading edge

E

Figure 3.11: Finite-volume grid for viscous single-wedge computations (every fifth gridline is shown),
with magnified view of leading-edge region.

spacing in £ and 77 as the independent variables. The iterations are stopped once 35 cells fall within
the boundary-laycr displacement thickness estimated from perfect-gas theory (cf. Equation 4.25) at
the downstream edge. In addition, the »n-lines are forced to approach normal to the wall boundary,
causing them to be curved as seen in Figure 3.11. Though this grid produces solutions with a thick
shock wave away from the leading edge, this has no effect on the results close to the wall where the

boundary layer is well resolved.

3.4.2 Viscous Interaction Effect

Single-wedge computations can be used to verify the magnitude of the viscous interaction effect due
to boundary-layer growth, which is neglected in the triple-wedge computations. The strength of the
interaction in flow region 1 depends on the viscous interaction parameter y; = M} \/m , with
strong interactions identified by ¥; > 4 (Hayes and Probstein, 1959). The strongest interactions in
the experiments presently under computational investigation (which excludes cases with §; = 0°)
occur on shots with 4./A. = 400 and 6; = 15°, for which %; < 0.55. These are well within the weak
interaction regime. Two examples of the interaction effect are shown in Figure 3.12 by comparing
pressure distributions from viscous and inviscid computations on a single-wedge geometry. The
inviscid computations were carried out on a grid similar to the viscous computations, wrapped
around the leading edge but with straight n-lines and uniform cell spacing in the 7-direction.

With 6, = 30°, as for shot 1737 in Figure 3.12, the viscous interaction effect is negligible. For a
worst-case situation represented by shot 1774 in Figure 3.12 (which has 6, = 15° and y; = 0.54), the
inviscid computation underpredicts the pressure near the hingeline by less than 5%. (Note that the
additional discrepancy for z/Lj; > 0.8 is due to a numerical anomaly at the downstream boundary.)
Investigation of the two flow solutions for shot 1774 at a point outside the boundary layer in the

viscous case shows that the inviscid computation also underpredicts the temperature by 6%, and
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Figure 3.12: Comparisons between viscous (solid curve) and inviscid (dashed curve) single-wedge
computational results showing viscous interaction effect on pressure distribution for shot 1737 (con-
dition C2, A./A. = 100, §; = 30°, x1 = 0.09) and shot 1774 (condition B1, A./A, = 400, §; = 15°,
X1 = 0.54) with correction from weak interaction theory applied to inviscid result (dash-dot curve).

overpredicts the density by 2%, the Mach number by 4%, and the velocity by less than 1%. A curve
is plotted for shot 1774 in Figure 3.12 showing application of the weak viscous interaction theory

from Hayes and Probstein (1959) to the inviscid pressure distribution pi,, to obtain a corrccted

pressure distribution;

pi ~ 1+ (MQ?&) Ji + 1(1%1—) <Mw%%> o, (3.29)
where J; and Jy are complicated functions of poo/piny, v, and K1 = My.0; from tangent-wedge
theory, and dé*/dz is evaluated for a perfect gas using Equation 4.25. The pressure thus corrected
closely matches the viscous computational result. This perfect-gas theory works well even for high-
enthalpy conditions with #; = 15°, because the wedge flow remains essentially frozen (chemically
and vibrationally) for such a weak oblique shock; it is only necessary to use the correct ~ to account

for the partial free-stream dissociation and vibrational excitation,

R

e 3.30
ey + (1 —aje,, ' ( )

v=14+
with ¢, given by Equation 3.14, and with R and ¢, mass-averaged over the gas mixture. Hayes and
Probstein (1959) suggest correcting for other flow properties by assuming an isentropic process and
using the compressible form of Bernoulli’s equation, but this fails to recover the viscous results for
shot 1774. Thus in the present work we neglect the viscous interaction effect on all shots, with the

knowledge that this introduces a small error as described above for cases with 87 = 15°.
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3.4.3 Comparison to Experiment

In addition to the previous comparisons to measurcd values of free-stream pitot pressure (cf Sec-
tion 3.2.2) and wall pressure on the double-wedge model (cf. Section 3.3.3), comparisons can be made
between viscous computational results and experimental heat flux mecasurements on the double-
wedge model. This is perhaps a more stringent test of the code’s ability to reproduce flow in T5,
because the heat flux measurements are more sensitive to the flow thermochemistry and generally
more reliable than pressure measurements. Four different experiments were considered; two shots
at high and low enthalpy with 6; = 30° and 8,, = 0° which were specifically performed to obtain
heat flux data on an inclined flat plate over a longer distance without separation (shots 1737 and
1799), and two shots at lower density with 8; = 15° (shot 1774 because it was used for the viscous
interaction study in Section 3.4.2, and shot 1775 for the reason given below). Results arc shown
in Figure 3.13. Though the single-wedge computations for shots 1774 and 1775 encompass only
x < Ly because 0, > 0°, the entire experimental heat flux distributions are shown including the
flap region. For the high-enthalpy cases with dissociation in the free stream and behind the lcading
shock, two computations were performed, onc with a catalytic and one with a noncatalytic wall
boundary condition. Wall-normal heat flux obtained from the computations includes both ¢ and ¢,
(¢f. Equation 3.10), plus the heat transfer due to mass diffusion (the summation in the last term of
Equation 3.4) for cases with a catalytic-wall boundary condition.

Note that for shot 1737 in Figure 3.13, there is only a small difference between catalytic and
noncatalytic results; this is because the density is high enough to cause strong recombination near
the wall even in the noncatalytic case, which also increases heat transfer, though by a different
mechanism than the catalytic mechanism of mass diffusion (¢f. Section 5.2.3). The high-enthalpy
shot 1775 was chosen to produce a significant difference in heat flux for catalytic and noncatalytic
wall conditions due to the low density. Unfortunately, the dissociation fraction at the boundary-
layer edge, which limits the difference between catalytic and noncatalytic results, remains close to
the free-stream value (o« ~ 0.1) for this low-incidence case. The difference turns out to be of the
same order as the scatter in experimental data, and much of the data fall between the two computed
results. From this comparison we cannot infer the presence or absence of a catalytic effect in the
experiments. The test model surface of dil:ty stainless steel is not expected, however, to be catalytic
to nitrogen recombination.

Shot 1774 in Figure 3.13 shows the best agrecment between computation and experiment, but
it also has the largest experimental uncertainty. The high-enthalpy shot 1737 shows slight overpre-
diction of the heat flux where it is better matched in the other cases, over much of the forebody
(TC ports T4 ‘T15). It is clear from the repeatable scatter in the experimental data that the ther-
mocouple measurements include systematic error, and that this error is not entirely accounted for

by the error bars which were calculated as described in Section 2.5.3. The measured heat flux for
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Figure 3.13: Comparisons between experimentally measured heat flux and viscous single-wedge
computations; shot 1737 (condition C2, A./A, = 100, 6; = 30°, 8, = 0°), shot 1774 (condition B1,
Ae/As =400, 0 = 15°, 0, = 15°), shot 1775 (condition C2, A. /A, = 400, §; = 15°, 6, = 15°), and
shot 1799 (condition B2, A./A, = 100, 6, = 30°, ,, = 0°). Curves are computational results (solid
curve for noncatalytic wall and dashed curve for catalytic wall), ¢ arc experimental measurements,
dotted line is hingeline location, St., is defined by Equation 2.12, and error bars are described in

Section 2.5.3.

x > Ly in shots 1737 and 1799 might also be affected by a step in the wall at the hingeline between
the instrument plates (cf. Section 2.2.2). Uncertainty in the nozzle reservoir conditions, and hence
in the free-stream conditions, produces uncertainty in the dimensional computed heat flux. This
uncertainty is not shown in the plots. As explained in Section 3.2.2, the normalization (here to
obtain Stanton number) effectively places the additional uncertainty on the locations of the normal-
ized experimental data in Figure 3.13. The normalizing factor po,uechg from Equation 2.12 has an
expected uncertainty of £7.5% based on the nozzle-flow scnsitivity to reservoir uncertainty (cf. Sec-
tion 3.2.2). Overall, good agreement is found between computation and experiment in Figure 3.13,

inspiring confidence in the computational techniques used for the present study.
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3.5 Viscous Double-Wedge Computations

A very limited number of viscous double-wedge computations, in which the separated flow region
is actually calculated, were undertaken using the N S code in order to aid the interpretation of
experimental interferograms. The goal was to verify the relationship between the fringe pattern
used to measurc separation length and other physical aspects of the separation region which are
not accessible in the present experiment but which are typically used to define separation and reat-
tachment in a theoretical sense, e.g. skin friction and the dividing streamline. These computations
also allow comparisons with the measured heat flux downstrcam of reattachment, which could not
be accomplished with the single-wedge computations in Scction 3.4, and investigation of real-gas
effects in the separated shear layer (cf. Section 5.2.2.2). As discussed in Section 1.5.1.3, prediction
of scparated flows is a state-of-the-art problem in computational fluid dynamics and is particularly
prone to grid-convergence problems. Thus the present computations, though performed at reason-
ably high resolution, are not expected to match experimental results in terms of separation length.
They are, however, expected to provide solutions which incorporate the relevant physics of separated
flow, and therefore be useful for interpretation of experimental results. Section 3.5.1 describes the
computational grid, Section 3.5.2 gives the technique for obtaining computional interferograms, and

Section 3.5.3 presents comparisons to experimental heat flux data.

3.5.1 Grid

A typical numerical grid used for viscous double-wedge computations is shown in Figure 3.14. A
viscous noncatalytic wall condition is applied to AHC, where point H corresponds to the hingeline
on the double-wedge test model. Line C'D has a supcrsonic outflow condition, and its length is
again determined by the measured shock angles. An expansion tail, as used for the triple-wedge
computations (cf. Section 3.3), is not required here because strong shock—shock interaction cases
are not considered. Supersonic inflow is assumed along DE, and a symmetry condition is applied
on EA. As for the triple-wedge computations, the condition on E'A produces an anomaly when the
grid is initialized with a vertical velocity component on FA due to the offset position of the test
model (y; # 0), but its effect on the boundary-layer flow further downstream has been shown to
be negligible. The length of segment EA is set to 0.025L;,. The grid consists of 400 cells in the
&-direction distributed uniformly and 200 cells in the n-direction clustered at the wall using the same
technique as for the single-wedge computations (cf. Section 3.4), except without forcing of n-lines
normal to the wall boundary and with only 25 cells inside the estimated boundary-layer displacement
thickness (cf. Equation 4.25). For reasons mentioned in the introduction to this section, issues of

grid-convergence were not addressed for the double-wedge computations.
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Figure 3.14: Finite-volume grid for viscous double-wedge computations (every fifth gridline is shown).

3.5.2 Computation of Interferograms

From the computed double-wedge flow fields, interferograms arc calculated which, because the
flow computations are only two-dimensional, correspond to an idealized situation where pure two-
dimensional flow exists across the full span of the model and end effects are negligible. Though this
prohibits direct comparison to the experimental interferograms where end effects are important, the
computed interferograms still prove useful for verifying the experimental measurement technique for
separation length, as detailed in Section 2.4.4. The computational interferograms are obtained by

first calculating the phase shift ¢ at each cell on the grid with respect to a reference point in the

free stream;
27h
¢ = 1 (p=pec) By + (1 - a)Ky,], (3.31)

where Ky = 3.1 x 107* m3/kg and Ky, = 2.38 x 10~* m?/kg are the Gladstone -Dale constants for
atomic and molecular nitrogen, b is the span of the double-wedge model, and ) is the laser wavelength
(532 nm). An additional, linearly varying phase shift ¢g corresponding to the finite fringe pattern in
the experiment can be computed by taking the reference point for po in Equation 3.31, (Zref, Yres )s

to be at the center of a dark fringe in the free stream, and applying the following cquation:
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27 .
o =7+ Q (Y — Yrep) cOslgy — (z — xpes) sinbp] (3.32)
where Ag is the spacing and fg is the angle with respect to horizontal of the finite fringes in the

free stream. The lcading term = is added to force the intensity to be zero at the reference point. A

scalar proportional to the intensity at each cell is then calculated using

I o cos® <O+2¢ﬁ> ) (3.33)

Computed interferograms are then obtained by plotting flooded contours of I with gray-scale shading;

thesc are shown for two casecs in Section 2.4.4.

3.5.3 Comparison to Experiment

In Section 3.4.3 it was shown that the NS code could reproduce the experimental heat flux on the
forebody of the double wedge with reasonable accuracy. It is of intcrest to make similar comparisons
using the double-wedge computations which include heat-flux predictions for the flap region down-
stream of reattachment, particularly in light of the results in Section 3.3.3 for pressure in the flap
region. Such comparisons are shown in Figure 3.15 for the three double-wedge cases computed. As
expected, overall agreement with measured heat flux upstrecam of separation is good. Surprisingly,
two of the cases (shots 1741 and 1796) show reasonable agrcement with the length of separation.
Only shot 1783, however, shows the same heat flux level in the flap region for both computation
and experiment, though the location of peak heating in this case is not matched due to the under-
predicted separation length in the computation. In the other two cases, the measured flap heat flux
is significantly higher than the computed values, suggesting that in the experiments, transition to
turbulence is occurring in the boundary layer at or near reattachment. On the other hand, later
investigation of the measured separation length (¢f. Section 6.1) suggests that most high-enthalpy
experiments had purely laminar interactions.

Other possible contributors to the discrepancy in heat flux are an underpredicted flap pressure
or a catalytic wall effect (the heat flux was computed assuming a noncatalytic wall). The compar-
isons with pressure from triple-wedge computations in Appendix F show a large underprediction of
flap pressure for shot 1741 but a much smaller discrepancy for shot 1783. (Pressure results from
double-wedge computations, not shown, arc similar to those from triple-wedge computations except
that they have finite pressure gradient at reattachment and no numerical overshoot.) Although com-
putation shows that shot 1796 is highly dissociated in the flap region with a3 ~ 0.25, a neglected
catalytic wall effect scems a less likely candidate for the discrepancy because the noncatalytic result
matches experiment upstream of separation where oy ~ 0.15. The only conclusion we can draw here

is that high-enthalpy experiments which otherwise appear to have purely laminar interactions may
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Figure 3.15: Comparisons between experimentally measured heat flux and viscous double-wedge
computations; shot 1741 (condition C2, A./A, = 225, §; = 30°, 8, = 25°), shot 1783 (condition B1,
Aef/As =225, 6, = 15°, 0, = 20°), and shot 1796 (condition C2, A,/A. = 100, ; = 40°, 6, = 15°).
Curves arc computational results, ¢ are experimental measurements, dotted line is hingeline location,
dashed line is separation location measured from flow visualization, St is defined by Equation 2.12,
and error bars are described in Section 2.5.3.

in fact have transition starting near reattachment, but that any underprediction of the flap pressure
must be considered in making such a determination. This issue is considered further in Section 4.1.2
where turbulent boundary-layer theory is applied to inviscid triple-wedge computational results.

The strange behavior of the computed heat flux just upstream of reattachment for all threc cases
in Figure 3.15 coincides with similar behavior in the skin friction (see Figure 2.9 for shot 1783)
and pressure (not shown), and may be related to a singularity in the reversed-flow region under
interactive boundary-layer theory found by Smith (1988) and studied further by Smith and Farid
Khorrami (1991). Though these authors used a triple-deck boundary-layer formulation instead of
the full two-dimensional Navier-Stokes equations uscd here, the phenomenon appears often in other
published results of N S computations for separated flow in shock/boundary-layer interactions (e.g.
Ballaro and Anderson, 1991; Brenner and Prinz, 1992; Grasso and Marini, 1996; Grumect et al., 1994;
Power and Barber, 1988).
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3.6 Boundary-Layer Computations

The N-S code is also employed in the present work to study reacting boundary layers on a simple
flat-plate geometry, with free-stream conditions corresponding to the range of local flow conditions
in region 1 obtained during the experiments. The goal is to verify the importance of chemistry in the
boundary layer upstream of separation by computing each case three times; once with chemically
vibrationally frozen flow, once with thermochemical nonequilibrium and a noncatalytic wall condi-
tion, and once with thermochemical nonequilibrium and a catalytic wall condition. The different

cases studied and their results are given in Section 5.2.1. In this section we briefly discuss execution

of the computations and issues relating to convergence.

3.6.1 Grid and Initialization

A rectangular grid like the one shown in Figure 3.16 is used for the boundary-layer computations.
The grid is initialized with uniform frec-stream conditions based on boundary-layer edge conditions
just upstrceam of separation obtained from triple-wedge computations. For cases where this condition
significantly departs from a frozen or equilibrium condition, it is modified slightly in the frozen-flow
computation to produce the same boundary-laycr edge conditions as the reacting-flow computations
at the location of interest (¢f. Scction 5.2.1). It is important to note that these computations are
not meaut to simulate the wedge boundary layer exactly, which in the experiments often sces a
nonuniform edge condition.

Referring to the grid in Figure 3.16, supersonic inflow conditions arc applied on DE and super-
sonic outflow conditions on BC. A viscous wall boundary condition (either catalytic or noncatalytic)
is applied on AB, but not along its entire length; an inviscid condition is applied to the first six
cells at the leading edge of the grid to avoid interaction between the inflow condition on DA and
initial growth of the boundary layer. The upper boundary C'D is held at the initial free-stream
conditions, which is an unphysical condition where the weak compressive wave from the leading

cdge intersects C'D and for cases where the steady-state solution has streamwise gradients upstream

Figure 3.16: Finite-volume grid for flat-plate boundary-layer computations (every second gridline is
shown).
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of this wave because the prescribed free-stream condition is not frozen or in equilibrinn. Since they
only influence the flow near the wall downstream of the location of interest, these anomalies are not
considered a hindrance. The length of the grid is set to 10 cin, approximately the length Ly, and the
height is set to 2.5 cm. Boundary-layer profiles are taken at a location z = 5 cm from the leading
edge. The grid consists of 100 cells in the £-direction clustered at the leading edge and 75 cells in
the n-direction clustered at the wall. In both directions, the clustering conforms to an exponential
distribution of cell spacing. The minimum cell size in the ¢-direction is 51 pgm. In the n-direction,
the exponential distribution is fixed by requiring 35 cells inside the boundary-layer displacement

thickness estimated from perfect-gas theory (¢f. Equation 4.25).

3.6.2 Resolution and Convergence Issues

Due to the n-direction clustering of cells near the

wall as described above, the boundary-layer pro- 0.05F" e :

| CASE 1F (frozen flow)

file is expected to be well resolved in the present 0.045 | \ E

' ~ AR=600 vs. AR=180
‘ --- AR=300 vs. AR=180

180

computations, There is some question, however,

concerning the dependence of the solution on

the grid refinement at the leading edge. Poor

ATw/Tw, AR
=)
o
o
1

resolution of the initial growth of the bound-

ary layer over the first few cells of viscous wall .

boundary condition may affect the solution fur- 0 1 ‘ 2 3 4 5
ther downstream. Of particular importance is z (em)

the cell shape in this region, characterized by Figure 3.17: Effect of leading-edge grid refine-
the cell aspect ratio AR = A£/An. While ment on wall shear of flat-plate boundary-layer
computation; AR is aspect ratio of leading-edge
wall-adjacent cell, CASE1F is described in Sec-

tion 5.2.1.

the large aspect ratio (due to clustering in the
wall-normal direction) works well for most of
the boundary layer because streamwise gradi-
ents are small, it is not appropriate at the lead-
ing edge. To quantify the grid-convergence with respect to cell aspect ratio at the leading edge, onc
case with a thin boundary layer (and hence a large cell aspect ratio near the wall) was computed
threc times, each with a different minimum &-direction cell size between 30 and 100 pum. The total
number of cells was kept constant. Shown in Figure 3.17 is the relative change in the wall shear
stress with respect to the result for the smallest aspect ratio. Wall shear stress is a parameter of
interest to the study in Section 5.2.1 and is expected to be sensitive to dynamics of the leading edge.
Reducing the aspect ratio at the leading edge by a factor of two from 600 to 300 does have a large
effect near the leading edge, but causes less than a 0.5% change in 7, downstream at z = 5 cm,

the location of interest. Since the computation with AR = 300 gives only a 0.2% increase in 7,
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over the computation with AR = 180, it is assumed that further reductions in aspect ratio will not
causc significant change. Computations are thus performed with minimum &-direction cell size of
51 pm, corresponding to the AR = 300 in Figure 3.17; note that the aspect ratio varics case by case
depending on the estimated boundary-layer thickness which determines the minimum n-direction

cell size.

3.7 Summary

The computational code used in the present study, to compute experimental flow conditions as well
as to investigate aspects of chemically reacting viscous flow, solves a finite-volume representation
of the Navier -Stokes equations with thermochemical nonequilibrium on a body-fitted grid. For
each experiment in which separation length was measured, this code was first used to compute the
viscous nozzle flow, then used to compute the inviscid external flow on a triple-wedge geometry
determined by the experimentally measured separation geometry, the nozzle-flow result being used
to initialize the triple-wedge computation. The approximations involved in this process and sources
for error or uncertainty have been discussed in detail, including comparisons to experimental data.
A limited number of viscous computations on single-wedge, double-wedge, and flat-plate geometries
described in the present chapter were undertaken to provide comparison with experimental heat
flux measurements and to aid in the interpretation of the physics of reacting viscous flow, whether
to develop an algorithm for measuring separation length from interferograms in Chapter 2, or to
understand real-gas cffects on boundary layers in Chapter 5. The computational approach described
here for obtaining information about each experiment considers only the inviscid flow, but the
analysis of experimental results in Chapter 6 also requires some information regarding the boundary
layer. In the first part of the next chapter, a simplified theory for nonrecacting flow is shown to provide
a useful approximation of the boundary layer when applied to the local inviscid computational

results.
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Chapter 4 Theoretical Analysis and Modeling

By the methods described in Chapters 2 and 3, we have determined many of the flow paramecters
in each experiment required for analysis of separation length and reattachment heating in high-
enthalpy double-wedge flows. The external inviscid flow is known from computation, but for most
shots, the only information available regarding viscous regions of the flow consists of experimentally
measured heat flux distributions and separation length. In Scction 4.1, theories and models arc
presented for compressible boundary-layer flow, which, although restricted to chemically frozen flow,
can provide additional information characterizing the boundary layer approaching separation. Of
particular interest is the wall shear stress important for modeling separation length (¢f. Section 1.4).
In Section 4.2, a theoretical scaling law is developed for separation length in nonreacting flow based
on asymptotic theory and on the simple model presented in Section 1.4. It is only by understanding
the behavior of separation length in a chemically frozen flow that real-gas effects on the phenomenon
can be elucidated. In-depth discussion on the effects of reacting flow is not included in this chapter,

but is deferred until Chapter 5.

4.1 Compressible Boundary Layers

Section 4.1.1 covers the self-similar, compressible, laminar boundary-layer theory useful for obtaining
skin friction and heat flux. A model for turbulent boundary layers is presented in Section 4.1.2
and used in Scction 4.1.3 as an aid to interpreting experimental heat flux results downstream of

reattachment. The models used to evaluate transport properties are presented in Scction 4.1.4.

4.1.1 Laminar Theory

The full self-similar equations for a reacting boundary layer, though not useful for general nonequi-
librium flow and not otherwise considered in this chapter, are presented here in Section 4.1.1.1
because (1) they are a superset of the simplified equations considered in this section, and (2) they
arc uscful for discussing the physics of reacting boundary-layer flow in Chapter 5. Simplifications
for frozen flow are introduced in Section 4.1.1.2. In Section 4.1.1.3, expressions for skin friction and
heat flux arc developed and compared to the single-wedge computational results from Section 3.4.

Analytical expressions for boundary-layer thickness are given in Section 4.1.1.4.
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4.1.1.1 Reacting-Flow Boundary Layer

The most general equations for laminar compressible boundary-layer flow in thermochemical
nonequilibrium can be obtained by applying the boundary-layer approximations to Equations 3.1-
3.4. Their solution, however, requires a finite-difference numerical technique. To obtain analytical
results, one must invoke the concept of similarity, where, by an appropriate transformation of coor-
dinates, the equations are under certain conditions reduced to ordinary differential cquations. One
condition always nccessary is that flow properties are a function only of the transformed normal
coordinate. The general transformations for planar flows we use here are often referred to as the
Illingworth—Levy or Lees—Dorodnitsyn transformations (Illingworth, 1949; Lees, 1956) obtained by

the technique of Li and Nagamatsu (1955);

'S :/ Pe“e,uedl'; (41)
0

Yy
= Pelle [Py (4.2)

n = — ay,
\/25 0 Pe

where e denotes the edge of the boundary layer. Applying thesc transformations to the boundary-

layer cquations and assuming similar forms for the velocity, total enthalpy, and species concentra-
tions,

u = u.f'(n), he = hyg(n), and Y, = Y, z(n), (4.3)

where prime denotes differentiation with respect to 7, results in the following nondimensional simi-

larity equations given by Dorrance (1962): conservation of mass,

, ro_ 28 f'2, Y, 2&w;

c N
<, _ - : : 4.4
<5(;7S> A Yoo A& ppeuipeYs. e

conservation of momentum,

275 du,

el -] (4.5)

M + £ =
P

and conservation of cnergy,

C / ' r_ 25.]”9 d}LTc Uz 1 ot it '
(mg) g0 = SIS (g 1) er|

Note that C' = pu/pepie is the Chapman Rubesin parameter, Pr = pc,/k is the Prandtl number,

. (4.6)

!
C 1 hY.
. 71 S+ 8¢ .,,
Sc (Le >Z hr,

T,

Se¢ = wu/pDrs is the Schmidt number, and Le = k/pc, D12 is the Lewis number; all of these param-
eters are allowed to vary with 5. Vibrational energy is not considered in this formulation, though

Equation 4.6 does apply to vibrationally frozen flow if the constant vibrational energy is included
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in the species enthalpy h;. Equations 4.4-4.6 arc ordinary differential equations as long as

& due ¢ dy., Ew,
— = coustant, = constant, ——5——— = constant,
ue d€ Ys, d€ PPz fbeYs,
(4.7)
o
us dh heY,
< = constant, ¢ E - constant, ——¢ = constant,
hr, hr, d§ hr,

and all profiles are functions of n only (including he/hs, and p/p. in addition to those in Equa-
tion 4.3). Only for certain special cases will these conditions be satisfied in a real flow. For edge
conditions which vary slowly in &, however, the local similarity method may be used, whereby the
self-similar boundary-layer cquations are solved for each &-station of interest using the local edge
properties. The history of the boundary layer only affects the local solution through the definition
of £ and n (Equations 4.1 and 4.2). It is shown by the computational results in Section 5.2.2.1 that
sclf-similarity cannot be achieved for a general reacting-flow boundary layer, due to serious violation
of the third condition in Equation 4.7. The reacting-flow equations given here are not used for
further developments in this chapter, but are referred to in Section 5.2 to shed light on the physical

mechanisms for real-gas effects on boundary layers.

4.1.1.2 Simplified Frozen-Flow Boundary Layer

In the interest of obtaining simple expressions for skin friction and heat transfer, we restrict ourselves
here to chemically frozen boundary layers with a noncatalytic wall, i.e. wy = 0 and z,(n) = 1, so
that Equation 4.4 is identically satisfied. The additional assumption of constant total enthalpy
along the boundary-layer edge, hr, =constant, reduces Equation 4.6 to only three terms. A great
simplification is also achieved by assuming a constant value for the Chapman-Rubesin paramcter C

and including it in the similarity variables,

£ = / Cpotiepte dz (4.8)
0

pette [V p
= —dy. 4.9
KVGT (4.9)

For an idcal fluid with a linear viscosity law, this assumption is exact; for the more general casc
where (' varies throughout the boundary layer, a constant value might be used corresponding to
evaluation of C' at an appropriate condition, e.g. at the wall when evaluating skin friction which
depends on the viscosity there. With these assumptions, the nondimensional momentum and energy

equations for a similar boundary layer may be written, following Rogers (1992), as

7 A= B -l (4.10)
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2
g+ Prig = (=P (4.11)
where
N hr, 26 du,
3 — e 55 419
s he ue d€ (4.12)

is analogous to the pressure gradient parameter in the Faulkner—Skan cquations for an incompressible
boundary layer, with B<0 corresponding to an adverse pressure gradient and [;’ > 0 corresponding
to a favorable pressure gradicnt. The similarity conditions in Equation 4.7 reduce to the requirement
that [3’ =constant and either M, = constant or Pr = 1. A constant value for 8 requires a certain
Mach-number distribution given by M. 5@/ 2. Again, the assumption of local similarity allows
these equations to be applied to a general nonsimilar boundary layer with nonunit Prandt! number

and arbitrary Mach-number distribution.

4.1.1.3 Skin Friction and Heat Flux

Two boundary-layer properties of primary importance in the present study are the wall shear stress,
also called skin friction, and the wall heat flux. In nondimensional form, these are given by the skin

friction coefficient

TU ,u’w (au/ay)u}
Of:lﬂz: T (4.13)
2p€ue QpELLe
and the Stanton Number
j ko (O0T/0
o i _ (OT/0y),, i)

Pelle (hle + 7"&2/2 - hw) Pelle (he + 7“3/2 - hw)

where r is the recovery factor, approximately v/ Pr for laminar flow and +/Pr for turbulent flow,
that determines the adiabatic wall enthalpy hyy = he + 7'u§/2,
Consider first the skin friction coefficient, with du/0y written in terms of the coordinate trans-

formations (Equations 4.8-4.9) and the similarity profile f(n);

2 p1
Py Pt 1(0) /1/2€ . oy P /2 dIn¢
Cy = = = 0 . 4.15
! épeug 17700) e Pe CRe,dlnzx (4.15)

Then with the constant C' evaluated at the wall conditions, Cyy = pypu/ltepe, and writing A =

F(0)/+/2, this becomes
Cyw dlné&
= 2)/ = .
C Re, dInx (4.16)

Under the local similarity assumption, Equation 4.16 applies to a gencral nonrcacting boundary

layer with arbitrary pressure gradient described locally by 5 # 0. The wall shear parameter ),

however, must be found by solving Equations 4.10-4.11 for each desired combination of 3 Pr, and
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M,. For Pr =1, the solution depends only on 5. Results for this restricted case are presented in
the litcrature (see Rogers, 1992, or the seminal work of Cohen and Reshotko, 1956), from which it
can be noted that ) is only a weak function of 3 for mild favorable pressure gradients (small positive
3) and cold walls (small g, = 9(0) = hy/hr,). Under these conditions, the zero pressure gradient
solution offers a reasonable approximation to the skin friction. The simplification 5 = 0 explicitly
decouples the momentum and enecrgy equations, making Equation 4.10 identical with the Blasius
equation for a sclf-similar, flat-plate incompressible boundary layer. The parameters 3 and Guw can
be estimated for the present experiments by using the inviscid triple-wedge computational results
to evaluate them. We find generally that 0.02 < 3 < 0.2 with 3 > 0.1 only for a few cases. At
low enthalpy, 0.03 < g, < 0.08, but at high enthalpy, 0.10 < g, < 0.35 if a frozen boundary layer
with a, = a. is assumed when calculating h,,; the chemical enthalpy of atomic nitrogen at the
wall tends to increase g,,. If a fully recombined condition is assumed for the wall, then we obtain
gw S 0.015 for high-enthalpy shots. In either case, the experiments clearly fall within the regime
of mild favorable pressure gradient and cold wall where the flat-plate boundary layer with constant
edge properties is a reasonable assumption. Thus in Equation 4.16, we can set dIn¢/dInz = 1 and
A = 0.332 from the Blasius solution.

The resulting expression for skin friction on a flat-plate compressible boundary layer, Cy =
0.664m, works well for adiabatic walls but not for isothermal walls (White, 1991). Tt has
been found empirically (Eckert, 1955) that replacing €, in this expression by C*, the Chapman-—
Rubesin parameter evaluated at a reference temperature 7 which depends on M, and T,, /7., gives
reasonably good accuracy for compressible flat-plate flows with hot or cold walls. Dorrance (1962)
showed that this reference-temperature method in fact has a basis in similar boundary-layer theory.

The generalized formula

M? (4.17)

T. 2 T, 12

A 1 T, v—1)vVPr

<1 + w) + %
is exact for Le = 1, Pr = 1, ¢, =constant, and g =constant, and is very accurate if we allow a
power-law for viscosity, p oc T™. With this definition for the reference temperature, the skin friction

coefficient is now given by
C*
Re,

Cy = 0.664 (4.18)

Note that this is not the same as substituting C* for €' in Equation 4.15.

The validity of using Equation 4.18 under the conditions of the present cxperiments can be
checked for the single-wedge cases computed in Section 3.4 using the N--S code in both viscous and
inviscid modes. The viscous computational result for 7, is taken as the “exact” solution, to be
compared with 7, calculated from Equations 4.13 and 4.18 using edge properties from the inviscid
computational result. In other words, local flat-plate similarity is applied at each grid point on the

wall of the inviscid solution. Models used to compute the transport parameters p and Pr are given
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Figure 4.1: Comparisons between skin friction from viscous single wedge computations (solid curve
for noncatalytic wall, dashed curve for catalytic wall) and flat-plate perfect-gas theory applied to
results from inviscid single wedge computations (dash dot curve); shot 1737 (condition C2, A. /A, =
100, 6; = 30°, ,, = 0°), shot 1774 (condition B1, A./A. = 400, ¢, = 15°, 8, = 15°), shot 1775
(condition C2, A./A. = 400, 6; = 15°, 0, = 15°), and shot 1799 (condition B2, A./A. = 100,
61 = 30°, 0, = 0°). Dotted line is hingeline location.
below in Section 4.1.4. Note that ~ in Equation 4.17 is computed according to the local dissociation
fraction and vibrational energy (c¢f. Equation 3.30). The comparisons between theory and viscous
computational fluid dynamics (CFD) are shown in Figure 4.1, where 7, has been nondimensionalized
by %pmuzo instead of %peug for consistency (only the free-stream properties do not change between
viscous and inviscid computations). For high-cnthalpy cases, the viscous computational result with
a catalytic wall is also shown. It is immediately clear that flat-plate nonrcacting theory is adequate
for predicting skin friction of a laminar boundary layer under these conditions, provided that the
inviscid external flow is known. The difference is at most a few percent for the cases with 8, = 30°
(shots 1737 and 1799 in Figure 4.1). Noting that the catalytic result for shot 1775 shows slightly
increased wall shear over the noncatalytic result, the underprediction for the high-enthalpy shot
1737 might be caused by neglect of recombination in the frozen boundary-layer theory. Real-gas
effects on the skin friction are discussed further in Section 5.2.

Turning now to the wall heat flux, we note that 07/0y = (1/c¢,)0h/0y and (Oh/On),, = hr,¢'(0),

giving for the Stanton number (¢f. Equation 4.14)
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hr,g'(0) C dlné& 1 g'(0)
St = ‘ W/ - ¢ : . 419
ﬂp'r(]laiu - }Lw) ReI d hl.T 2 f PT f//(())(gaw - gw) ( )

The factor in brackets is the Reynolds-analogy factor that relates heat flux to skin friction. Solutions

to Equations 4.10 and 4.11 for Pr = 1 and nonzero § show that for mild favorable pressure gradients
¢'(0) has a very weak dependence on 3, and with the additional restriction of a highly cooled wall,
the Reynolds analogy factor is relatively constant. For flat-plate boundary layers with Pr # 1, it
has been shown (empirically by van Driest (1959) and analytically by Spence (1960)) that a good
approximation for cold walls is given by setting the Reynolds-analogy factor to Pr—2/3 j.e.

Cy

St ~ 5P

(4.20)

The usefulness of Equation 4.20 may also be checked using the single-wedge viscous and invis-
cid computations from Section 3.4. For each grid point along the wall in the inviscid solution, a
theoretical value for the heat flux ¢ corresponding to nonreacting flat-plate boundary-layer flow is
found by substituting Equations 4.18 and 4.20 into Equation 4.14. Results are shown in Figure 4.2.
As for Figure 4.1, free-stream conditions are used to nondimensionalize the heat flux, models for
transport properties are given in Section 4.1.4, and catalytic-wall results from viscous CFD are
shown for high-cnthalpy cases. Also shown for the high-enthalpy shots 1737 and 1775 is a flat-plate
theory result with £, in Equation 4.14 evaluated for «,, = 0, serving as a first approximation to a
reacting-flow boundary layer that is fully recombined at the wall (whether due to a catalytic effect
or to gas-phase rcactions). This approximation considers the difference in chemical enthalpy across
the boundary layer but neglects diffusion (which may increasc the heat flux further) and assumes
~v and Pr arc constant at their edge values when calculating T*. For either condition on a,,, the
vibrational temperature is assumed in equilibrium with the wall temperature when computing Aq,.

The flat-plate theory works well for predicting heat flux for the low-enthalpy shots 1774 and 1799
in Figure 4.2. For shot 1775, the noncatalytic CFD result is matched reasonably well by the original
theory which assumes a,, = .. The noncatalytic CED result for shot 1737, however, indicates
that under this higher-density condition, recombination at the wall occurs without the presence of
a catalytic effect, and the heat flux is better matched by the a,, = 0 approximation. Though they
considered only recombining stagnation-point boundary layers and not flat-plate boundary layers,
Fay and Riddell (1958) showed that the heat flux is well predicted by this approximation when the
Lewis number is closc to unity or if the flow is close to equilibrium, because under these conditions
the diffusion and conduction mechanisms for energy transport arc of similar magnitude. Real-gas
cffects on heat flux are discussed further in Section 5.2.3. The flat-plate theory introduced here is

used in Section 4.1.2 to aid in interpretation of experimental heat flux results in the flap region.
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Figure 4.2: Comparisons between heat flux from viscous single wedge computations (solid curve for
noncatalytic wall, dashed curve for catalytic wall) and flat-plate perfect-gas theory applied to results
from inviscid single wedge computations (dash—dot curve for ay, = a, assumption, dash -dot—dot
dot curve for o, = 0 assumption); shot 1737 (condition C2, 4./A, = 100, 6, = 30°, 6, = 0°}, shot
1774 (condition B1, A./A, = 400, 6; = 15°, 6,, = 15°), shot 1775 (condition C2, A,/A. = 400,
th = 15°, 0, = 15°), and shot 1799 (condition B2, A./A, = 100, 6, = 30°, §,, = 0°). Dotted line is
hingeline location, and St is defined by Equation 2.12. Experimental results for these conditions
are shown in Figure 3.13.

4.1.1.4 Boundary-Layer Thickness

For several applications in the present work, it is desirable to have analytical expressions for the
boundary-layer thickness and displacement thickness (e.g. Sections 3.4.1 and 3.4.2). These can be
obtained from the flat-plate boundary-layer theory presented here for nonreacting flows. Following
Mallinson et al. (1996a), we start with the Crocco integral of the boundary-layer energy equation

which relates the temperature and velocity profiles;

o= - VR aza gy, (4.21)

which is derived strictly for C' = 1, Pr = 1, and ¢, =constant, but the recovery factor v/ Pr has
been introduced to the compressibility term to account approximately for Pr # 1. This is substi-

tuted into the definition of boundary-layer thickness obtained by inverting the normal-coordinate
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transformation (Equation 4.9),

O J2E [Te o, 2C dl me
PR L N O nf/ 2. (4.22)
Pelle 0 4 RCT dhl.?? J0O :Fe

Since we are interested in the inertial boundary-layer thickness defined as the value of y where u =
0.99u.. the upper integration limit is taken to be 7. = ngg (where f'(n9g) = 0.99) as in Stewartson
(1964), though Mallinson et al. (1996a) suggest using the thermal thickness 1, = 199 /v/I’r. Setting
dIn¢/dInz = 1 for flat-plate flow, evaluating the integrals with f(n) given by the Blasius solution,
and replacing C' by C” to approximately account for cold walls using the reference temperature, we

obtain

1) C* T
- o~ 1.71 1. v 192 ~—1)M?] . .
. 1.719 e {866+T + 0192V Pr(y — 1)M? (4.23)

2 e
Note that while the derivation allows C' = C* # 1 in the momentum equation, it relies on setting
C = 1 in the energy equation; this works because the temperature profile is insensitive to the
viscosity law when Pr ~ 1 (Stewartson, 1964). Comparison of Equation 4.23 to the exact results
of van Driest (1947) for cold walls (with T,, /7T, = 0.25, Pr = 0.75, and using Sutherland’s viscosity
law) shows good agreement for M, < 5, the regime of interest to the present experiments. (Note
that the result given by Mallinson et al. (1996a) includes an arithmetic error in the coefficient of the
compressibility term.)

The displacement thickness 6* is similarly defined as

. ou 2C dIn¢ /'oo T y
* 1~ Y = I — dnm. 4.24
b _/0 < pcue> dy o Re,dIlnz J, T, / 4 ( )

Again setting dIn¢/dInz = 1 and C' = C*, substituting Equation 4.21, and using a finite upper

integration limit (the thermal thickness 799/v/ Pr works well since the integrand is alrcady nearly

. [C* [Ty,
5 ~ 1.721 I(; [? + 0.193V Pr(y — 1)Mf} , (4.25)
€z e

As for the skin friction and heat flux results in the previous section, these expressions for § and

zero at nog),

6 can be evaluated using local edge conditions from an inviscid calculation (including ~ given
by Equation 3.30), assuming frozen flow with constant species concentrations across the boundary
layer, and using the transport models given below in Section 4.1.4. For purposes of setting up
numerical grids for viscous computations on a wedge (cf. Sections 3.4 and 3.5), the cdge conditions

are estimated using perfect-gas relations for an oblique shock.
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4.1.2 Turbulent Model

In order to investigate the state of the rcattached boundary layer in the experiments, a predictive
method is required for turbulent as well as laminar boundary layers. A successful model for com-
pressible turbulent boundary layers with cold walls is that duc to White and Christoph (1972), given

by the following equations:

o 1 0.445 (4.26)
= s 4.20
5 F 12 (0.06 Rey Fro)
where
Tow/Te — 1 1 pe /T,
Fc - ) F‘Rc - = it
(sirf1 A + sin™? B)2 VIt V T
2a° — b b
A= —12 2 p=_ _2 4.27
Vb2 + 4a? Vb2 + 4a° ( )
v—1 TE’ Taw
0 = /Lo oM2iE = ~1,
2 Ty Tw
and the adiabatic wall temperature is given by
Ty ~v—1_ .
14y L m2, (4.28)

with the recovery factor r ~ /Pr for a turbulent boundary layer. The Reynolds analogy factor is

the same as that for laminar flows, thereforc the Stanton number is given by Equation 4.20.

4.1.3 Comparison to Experiment

Transition to turbulence can cause large changes in separation length and rcattachment heating
depending on its location (cf. Scctions 1.5.2.1 and 1.5.3). It is thus important to ascertain, if
possible, the existence and location of transition in the cxperiments. Some of the experiments
clearly have Reynolds number high enough to cause transition in the scparated frec-shear layer.
Transition may also begin at or even slightly downstream of reattachment, such that much of the
flap region is in a transitional regime with heat flux between the expected laminar and turbulent
levels. The results in Section 3.5.3 suggest that transition may occur in many of the experiments.
Inviscid triple-wedge computational results can be used together with analytical expressions given
above for the laminar and turbulent heat flux of a flat-plate boundary layer in order to investigate
the state of the reattached boundary layer in experiments.

Recall from Section 3.3.3 that the inviscid triple-wedge computations often underpredict the
flap pressure. It is thus of interest to attempt a correction of the computed edge conditions used
as input to boundary-layer theory, bascd on the experimental pressurc measurements in the flap

region. In Section 3.4.2 it was noted that, given a pressure correction, isentropic relations do not
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recover the necessary corrections for temperature and density. A more reasonable method is to base
corrections on changes in the oblique shock which processes the gas. Using the perfect-gas shock
jump conditions, the relative change in pressure can be related to the relative changes in density
and temperature, through the relative change in Afs,,, the shock-normal Mach number upstream of

the reattachment shock. This gives

(4.29)

where F, and Fp are functions of v, and M,,. In the present experiments, 1 < Ay, < 3 and
1.3 < 72 < 1.4; over this range, 0.35 < F, < 0.77 and 0.23 < Fp < 0.65 in such a way that
F, + Fr = 1. Since the calculation of heat flux depends on the product p.7T, in the denominator
of the Stanton-number definition (Equation 4.14), a reasonable approximation for the corrcction

factors is

1
F, = F = . (4.30)

The corrections also enter through the definition of T* (Equation 4.17) and C; (Equation 4.13)
as well as the calculation of viscosity. A spline curve fit is made to the experimental pressure
measurcments in the flap region to give the corrected pressure, and the above factors are applied to
obtain the corrected density and temperature over the same region. No correction is made to the
velocity from the computation, and the Mach number is modified using the temperaturc correction.

Results obtained using laminar boundary-layer theory (Equations 4.14, 4.18 and 4.20) and the
turbulent boundary-layer model (Equations 4.14, 4.20, and 4.26) with edge conditions from inviscid
triple-wedge computations are shown in Figure 4.3 for four different experiments, including the
three investigated by viscous double-wedge computations in Section 3.5.3. Just as for the viscous
computational studies described in Chapter 3, the wall temperature is assumed constant at 300 K.
Only the laminar theory is given upstream of scparation. For the high-enthalpy cases (shots 1741
and 1796), results with and without the a,, = 0 approximation are shown. Over the physical extent
of the flap pressure measurements, the heat flux is recomputed using corrected edge conditions as
discussed above; thesc are shown as curves through circular symbols denoting the pressure transducer
locations. Due to recompression of the boundary layer upon reattachment, use of the leading edge
of the first wedge as an origin for the flap boundary layer is inappropriate. It is not clear what
choice of origin should give the most accurate results. One possibility is the reattachment location,
but this may tend to overestimate the heat flux near reattachment because the stagnation point
at reattachment is different from an inviscid stagnation point (cf. Figures 2.9 and 2.11). A worse
difficulty is the rather large uncertainty in the measured reattachment location. A choice for the
origin that gives more consistent results is the hingeline. Other authors, such as Kumar and Stollery

(1994), have also used this origin for the reattaching boundary layer.
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Figure 4.3: Four example comparisons between experimental heat flux and flat-plate boundary-layer
theory, including different curves as indicated for laminar and turbulent results, with and without
the oy, = 0 approximation for high-enthalpy cases, and with and without the experimental pressure
correction; shot 1741 (condition C2, A./A, = 225, ; = 30°, #,, = 25°), shot 1783 (condition B,
AefAs = 225, 6 = 15°, 0, = 20°), shot 1786 (condition B1, A./A, = 400, 6; = 40°, 8,, = 20°),
and shot 1796 (condition C2, A./A, = 100, ; = 40°, §,, = 15°). & are experimental measurements,
vertical dashed line is hingeline location, dotted line is separation location measured from flow
visualization, St is defined by Equation 2.12, and error bars are described in Section 2.5.3. Origin
for boundary layer downstream of rcattachment is taken at « = Lj. Viscous computational results
for shots 1741, 1783, and 1796 are shown in Figure 3.15.

For shot 1783 in Figure 4.3, the reattached boundary layer is clearly laminar, consistent with the
viscous computational result in Figure 3.15. The results in Figure 3.15 indicated the possibility of
transition occurring in shots 1741 and 1796. For shot 1796 in Figure 4.3, the o, = 0 approximation
is assumed to be more accurate in the flap region because it represents the experimental data very
well upstream of separation; hence the flap heat flux is seen to fall much closer to the laminar
than the turbulent prediction. We conclude that reattachment is laminar in shot 1796, or at worst,
just beginning transition; the discrepancy seen in the flap region when comparing experimental
heat flux to viscous double-wedge computations (cf. Section 3.5.3) for this shot must be due to an
error in the computation downstream of reattachment, because the heat flux upstream of scparation
is well matched. Shot 1741 in Figure 4.3 shows measured peak heating consistent with turbulent

predictions. Further downstream of reattachment, however, the data actually lic closer to the laminar
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result with measured-pressure correction and «,, = 0 approximation, making it difficult to determine
the boundary-layer statc with certainty. The heat flux prediction based on experimental pressure
gencrally shows better agreement with the measured heat flux, but not in every casc as can be
seen in for shot 1783. The correction can make a large difference in cases where the triple-wedge
computation fails to reproduce the flow geometry of a strong shock—shock interaction, as shown for
shot 1786 in Figure 4.3. The experimental data indicate jet impingement at z ~ 1.2L,, which is
clearly missing from the uncorrected predictions. Instead of the transitional state suggested by the
uncorrected predictions, the recattached boundary layer is assumed to be laminar.

Heat flux predictions such as those in Figure 4.3 are presented in Appendix I' for every shot which
has a corresponding inviscid triple-wedge computational result. In addition to the other evidence
considered in Scction 6.1.2; these predictions provide insight to the laminar—transitional-turbulent

state of the reattaching boundary layer.

4.1.4 Models for Transport Properties

Throughout the present work, whenever the mixture viscosity or thermal conductivity is needed to
evaluate a paramecter (the Prandtl number in the expression for reference tempcrature, the free-
stream Reynolds number, elc.), the simple models in this scction are relied upon rather than the
more complex models used in the N-S code (¢f. Section 3.1.2). The viscosity for each species is

found as a function of tempcrature using the curve fits of Blottner et al. (1971),
s = 01 exp{(AsInT+ By)InT + C], (4.31)

wherce the constants A,, By, and C, are given in Table 4.1 for N and Nj, which, with T in degrees
Kelvin, give p, in units of kg/m-s. The translational-rotational thermal conductivity for each species

is given by an approximate Eucken relation (Vincenti and Kruger, 1965),

b}
ks = us <20vu~,b + Cv,ﬁ:;) . (4.32)

For molecular nitrogen, the vibrational thermal conductivity is found using Equation 3.13 and an
approximate expression for Dy, from kinetic theory {Chapman and Cowling, 1939);

6
ky, = g/th(l —Q)Cy, (4.33)

where ¢,, is given by Equation 3.14. This is added to the translational rotational conductivity to
obtain the total thermal conductivity for Ny. Then the mixture viscosity and thermal conductivity

are calculated from Wilke’s mixing rule (Wilke, 1950);
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b

where X is the mole fraction and M the molecular weight of species s. The viscosity of dissociating

(4.34)
M,
M

o SN

M,

nitrogen is seen in Figure 4.4 to increase with tempcrature and with atomic mass fraction a, but is
much less sensitive to o at lower temperatures. Prandtl number PPr = uc,/k is formed using the
mixture values for p. ¢,, and k. The specific heat at constant pressure, cp, also includes vibrational

+ (1 — a)e¢,,. Under this simplified model, Pr depends only on the

heat capacity, i.e. ¢, = L+ ¢,

dissociation fraction and vibrational energy, not on the temperature.

species As FEN C,
N 0.0115572 0.6031679 -12.4327495
No 0.0268142  0.3177838 -11.3155513 |

Table 4.1: Cocfficients in Equation 4.31 for viscosity curve fits of Blottner et al. (1971).
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Figure 4.4: Contour plot of viscosity (in kg/m-s) for dissociating Ny as a function of temperature

and atomic mass fraction.

4.2 Analysis of Separation Length

The physical process that controls length of separation is complex (¢f. Section 1.4). The limitations

to varying important flow parameters independently of each other in the T5 experiments, along

with the real-gas effects introduced at high enthalpy, make it impossible within the present study

to completely verify any of the proposed scaling laws in Section 1.5.2.2 for perfect-gas flows. Nonc
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of the previously found empirical scaling laws include the effect of changing T, /7., which varies
significantly in the present experiments. It has bceen suggested by Katzer (1989) that the wall
temperature effect might be obtained analytically through the application of triple-deck theory
(TDT). The approach taken here is to develop a theoretical scaling law, similar to that of Burggraf
(1975), which reproduces at least some of the factors in previously found empirical scaling laws but
includes a wall temperature factor appropriate to cold nonadiabatic walls. Then dependencies on the
remaining factors can be found empirically from the present experiments; this is done in Section 6.1.
The necessary results from triple-deck theory are presented first in Section 4.2.1, followed by their
application in Section 4.2.2 to a simple model of separation length to produce the scaling law.

Additional triple-deck results of usc in the present study are given in Section 4.2.3.

reversed flow

%
upper deck (outer flow)

middle deck

TIrT

lower deck (sub-layer) / S reversed-flow sub-layer /

Figure 4.5: Schematic of multi-deck boundary-layer structure at separation.

4.2.1 Triple-Deck Theory

Triple-deck theory is an asymptotic theory for dealing with disturbances to a boundary layer, wherein
the flow is divided into three separate decks, shown upstream of separation in Figure 4.5, with
different physical processes dominating each deck. For a compressible boundary layer, the lower
deck, or sub-layer, is viscous and incompressible, while the middle deck is inviscid and compressible.
The upper deck consists of the fluid immediately outside the boundary layer. For supcrsonic flow
and wall-generated disturbances (including free-interaction flow), the upper deck is described by
isentropic flow relations. With hypersonic edge flow, compressive waves generated by the sub-layer
tend to coalesce into shocks by the edge of the boundary layer, and a different assumption is needed
for the upper deck (e.g. tangent-wedge theory).

The present analysis uses the classical triple-deck formulation of Stewartson and Williams (1969)
for self-induced separation upstream of any externally enforced disturbance. They consider flow
near separation as a perturbation to the undisturbed incoming boundary layer. Flow variables are
expanded in terms of the small parameter ¢ = Re;,-ll/ ® and written as functions of the following

scaled coordinates (recall that x; refers to the separation point):
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Yo = ¢y ~0(l), X =¢3x—x) ~ O(1) in the upper deck, {4.35)
Vie = ¢ Yy ~0(1), X =¢3z—z) ~ O(1) inthe middle deck, and (4.36)
Yy = €%y ~O0(1), X =¢3x—z) ~O(1) in the lower deck. (4.37)

This scaling is not evident @ priors, but is assumed and found afterwards to produce self-consistent
results. The expanded variables are substituted into the Navier -Stokes equations to obtain equations
for the expansion coefficients, which are then simplified using scaling arguments and dominant
balances. These simplifications show the middle deck to be inviscid and the lower deck to be
incompressible and isothermal. The upper deck is described by the Prandtl-Glauert cquation for
inviscid supersonic (isentropic) flow. Perturbations to conduction and diffusion terms in the energy
cquation are not considered; in other words, the effect of heat transfer enters the problem only
through the definition of the undisturbed boundary layer. In more recent work by Brown et al.
(1990), a critical wall temperature is identified that governs the applicability of this assumption
regarding the energy equation. The conditions of the present experiments are found to be well
within the supercritical wall temperature range where classical theory is appropriate.

The boundary conditions between the decks are found by asymptotic matching, which can only
be achieved for the scaling given above. The problem reduces to one of solving the equations for the
lower deck subject to boundary conditions that arc related to the effect of a pressure perturbation
on the upper deck. In the triple-deck framework, the free interaction that leads to separation is
one between the pressure rise in the outer flow and growth of the incompressible sub-layer; the
middle deck transmits information between the upper and lower decks, and is simply displaced by
the growth of the lower deck. In order to nondimensionalize the lower-deck equations to a canonical

form, Stewartson and Williams (1969) introduced the following scaled variables (denoted with a

tilde):
X _sa o Yy o _pom
- a aed / b pes ' ¥ ce2 (4.38)
_ bu N av
U = T and v o= ges

where the constants a, b, ¢, and d are functions of the incoming Mach number M, the wall conditions,

and the skin friction of the undisturbed boundary layer. These are given by

. 3/4 1/4
az " oy ()/ b a1 e
a = E— s fry s
VME 1| M§0)32 \ vy, VMZ =1 UL0)V4 M (0)1/2 (4.59)

¢ =

Y1p1 My M{(0) (@)1/2 g ME  UL0)V? (1/71,)1/2
(2 — ) oy N e ’ (M2 — 1)t Mg(0) \éf '

where v = p/p is the kinematic viscosity, Uy(Yas) and Mu(Yas) are the velocity and Mach-number

profiles of the undisturbed boundary layer, and prime denotes differentiation with respect to Yas.
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Note that Uj(0) and Mj(0) are related simply by a,w'., the sound speed at wall conditions. In
these scaled variables, the lower-deck equations have exactly the same form as the incompressible
boundary-layer equations.

It is not, however, the solution of the lower-deck equations that are of interest for the prescnt
study. Instead, we are intcrested in the solution of an asymptotic structure describing the flow well
downstream of separation, which relies on the same scaling given above. This structure, presented by
Stewartson and Williams (1973) as well as Neiland (1971b), has five decks as shown in Figure 4.5:
what was the lower deck upstream of separation becomes a thin incompressible layer in which
the dividing streamline 9" is embedded, and underneath this there are inviscid and viscous decks
corresponding to the reversed flow. For large scaled distance & downstream of separation, a form is
found for the flow near ¥* that asymptotically matches the flow near scparation; the leading-order

term in the asymptotic series for the scaled velocity is

_ §-AE) (4.40)

o ~ #PE(R),  with 7
X

Rt

Prime denotes differentiation with respect to 7, and the function A(Z) is linear for large ¥ such
that 7 = 0 corresponds to the dividing streamline. In the next section, this result from multi-
structural boundary-layer theory is applied to a simple model for separation length. The scaling
transformations given above in Equations 4.38 and 4.39 arc used to relate Equation 4.40 to physical
variables. We mention in passing a thorough review of these classical multi-structural boundary-layer

techniques by Stewartson (1974).

4.2.2 Scaling of Separation Length

The process controlling separation length is modeled in Section 1.4 as a balance between pressure

forces and shear forces acting on the separation bubble. Here we rewrite Equation 1.1 as

T r A YR
/ 5y dr = / (py- —p2) dy x yr(ps —p2)- (4.41)
o2l gy P+ J0

The proportionality introduced on the right-hand side implies that the pressure at reattachment
scales with the inviscid flap pressure downstream. This is not expected in general to be true, but
for lack of any better theory of the reattachment process, is assumed to hold at least approximately
under the conditions of the present work. Then, using the transformations in Equation 4.38, the
chain rule for partial derivatives, plus the leading-order asymptotic expression for velocity and the
y 7 relationship from Equation 4.40, the integrand on the left-hand side of Equation 4.41 may be

written

) d
a—; z ~ :ﬁ 1(0) d7 . (4.42)
o
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Similarly, we write yg = €°b#'/3 from the definition of 7. Substituting these into Equation 4.41,
taking the viscosity along the dividing streamline to be the same as that at the wall near separation
(ftopr = Uy ), and solving for 5 gives

. €% (p3 — p2) 1" o

Then zr — o1 is identified with L., so that

: o (NPT (s =) 177
Loy = ai 12 (2 RGNV . 4.44
sep = € QTR X € , 1 d FI0) ( )

Finally, the constants from Equation 4.39 arc expanded, giving

(p:a - p2)3/2

, (4.45)
Nu}P'ﬁlﬂ/ZU(I)(O)ZRem

Lgep o

and with the help of the perfect-gas relation for sound speed,

Lscp 1 Ue ? Pe 12 fe P3 — P2 3/2 o
X 3/2 P T - - . . (44()>
T1 v j\/[f 2, U3(0) Pw Hw m

The parameter F{/(0) has been left out because it is a constant, and the subscript e refers to the

boundary-layer edge upstream of separation (7.e. the incoming conditions in region 1).

Equation 4.46 is a generalized result valid for any form of the undisturbed boundary-layer profile.
It is most important to note the inverse-square dependence on the velocity gradient at the wall of
the undisturbed boundary layer, i.e. the development of shear stress along the dividing streamline is
characterized by the wall shear of the incoming boundary layer. In Section 4.1.1.3 it was shown that
the flat-plate compressible Blasius solution for a laminar boundary layer, with reference-temperature
modification, gives a reasonable approximation for skin friction under the conditions of the present

experiments. Thus we evaluate U}(0) from Equations 4.13 and 4.18 as

dy Ou
Yy Jy

. < o* 1
= 03320 L]~ (4.47)

Uj(0) =
0( ) L1 P P C*

w

Substituting this into Equation 4.46 gives

n g\

)

L.. A I 3/2
P 1 : (1)'5 p2> 7 (4.48)
5

where
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The dependence on M is exactly as found by experiment in previous studies (cf. Section 1.5.2.2),
but the dependence on the reattachment pressure rise does not correspond to previous empirical
results. The dependence on ; has not been shown in previous work presumably because it docs
not vary in the perfect-gas flows usually considered. The factor A is unique to the present work
and essentially describes the effect on skin friction of wall-to-cdge temperature ratio for arbitrary
viscosity law, the latter accounted for using the reference-temperature concept. For an ideal fluid
with C' = 1, A reduces to (T,,/T.)%/?. Interestingly, if we follow the mcthod of Burggraf (1975), who
considered not the model in Equation 4.41 but the model of Chapman et al. (1958) concerning total
pressure (c¢f. Section 1.4), and apply the triple-deck result to the incompressible Bernoulli equation
along the dividing streamline, we obtain the same result. This is because, within the triple-deck
framework, the dividing streamline resides inside a thin incompressible layer.

Equation 4.48 may be viewed as a decoding, gencralization, and extension of the result of Burggraf
(1975) for well separated flows. It cannot provide a predictive capability, only a partial scaling for
the length of separation. It corresponds to the leading-order term of a theory that is asymptotic
for large Reg,, and hence any dependence on Re,, must be found by experiment. The correct
dependence on the pressure rise at reattachment must also be found empirically. In Section 6.1, the

new factor A is shown to provide some mecasure of collapse for data spanning a large range in A.

4.2.3 Other Triple-Deck Results

Briefly mentioned here are some additional results from triple-deck theory regarding the platcau
region in well separated flow. These are based on the results of Inger (1994a,b), who applied the
reference-temperature concept to triple-deck theory for supersonic scparation. The flap pressure for
incipient separation p;,. and the plateau pressure po are assumed to scale in an identical fashion to

each other;

. 1/4
P2 — D1 Dine — P1 9 C /Rc:x;l
~ 1.04v M7 | —5—+ . 4.50

n . m " 1<Mf—1 (4.50)

The constant of proportionality is based on results for scaled platcau pressure po from triple-deck
computations. The angle of the separation streamlinc s, and the ramp angle for incipient sepa-

ration #;,. also scale in the same manner, as (the proportionality again coming from calculations)

cr o, 1/4
Osep X Oine ~ 0.91 [ﬁ— (M7 1)} : (4.51)

e,

4.3 Summary

A simplified flat-plate, nonreacting boundary-layer theory based on the reference-temperature con-

cept, when used with edge conditions computed by the methods of Chapter 3 for nonequilibrium
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inviscid external flow, was shown to provide reasonable approximations of the skin friction and heat
transfer under the experimental conditions, as evidenced by comparisons to experimental data as well
as full nonequilibrium viscous computational results. Skin friction estimates arc desired for analysis
of experimental separation length measurements, and heat flux estimates are useful in determining
whether a particular experiment experiences transition to turbulence.

A new scaling for separation length in nonreacting flow, extending previous results to arbitrary
viscosity law using the reference-temperature concept, was developed by application of an asymptotic
multi-deck theoretical result for flow downstream of separation to the model for separation length
presented in Section 1.4. The result partially reproduces previously found empirical scaling laws,
but more importantly, offers a theoretical basis for including wall temperaturc effects in the scaling.
In the next chapter, this scaling is used along with the boundary-layer theory mentioned above to
develop part of a framework for describing real-gas effects on separation length. It is also used in

Chapter 6 to interpret experimental measurements of separation length.
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Chapter 5 Analysis of Real-Gas Effects

In Chapter 4, analytical developments for nonreacting flow were presented concerning boundary
layers and separation length; in this chapter, these are used along with models for reacting flow
to shed light on real-gas effects in shock/boundary-layer interaction. A framework is developed to
describe the effects of chemistry on the phenomena of separation length and reattachment heating
in a qualitative scnse. The central idea behind this framework is a classification scheme which
divides mechanisms for real-gas effects into processes that occur external and internal to viscous
flow regions such as the boundary layer and separated region. External mechanisms are considered

first in Section 5.1, and internal mechanisms second in Section 5.2.

5.1 External Mechanisms

External mechanisms for real-gas effects arise from changes in the external inviscid flow ficld over a
double wedge, with respect to thermochemically frozen flow at the same free-stream conditions, and
the effect these changes have on a nonreacting boundary layer, shear laycr, and separation bubble.
The expressions given in Chapter 4 for separation length and heat transfer with frozen boundary-
layer flow can be used to investigate external mechanisms independently of internal mechanisms by
considering boundary-layer edge conditions corresponding to frozen and reacting external flow. A
simplified model useful for estimating real-gas effects in the external flow is the ideal dissociating gas
(IDG) model due to Lighthill (1957). This model and the method by which it is used to compute
frozen and equilibrium external flow conditions are described in Section 5.1.1. Then in Section 5.1.2,
the IDG model is used to assess external real-gas effects on separation length by considering changes,
due to equilibrium flow, in the various parameters of a scaling law for separation length. This scaling
law is assembled from the present theoretical result in Section 4.2.2, present empirical results (cf.
Section 6.1.1), and previous empirical results (¢f. Section 1.5.2.2). Finally, in Section 5.1.3, the IDG
model is applied in a similar manner to a scaling law for reattachment heat flux constructed from

the analysis in Section 4.1.1 and previous results given in Section 1.5.3.

5.1.1 Application of the IDG Model

The heart of the IDG model is an approximation concerning the contribution of internal energy
modes to the law of mass action for a binary dissociating gas. Specifically, the factor inside square

brackets in Equation 3.28 is a weak function of temperature over a wide range, and is taken to be
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constant at an average value pg (often called the characteristic density since it has units of kg/m?).
This approximation cffectively forces the vibrational energy of the molecular component of the gas
to be constant at half of its fully excited value, i.e. for nitrogen, ¢, = %RN,2 and the caloric equation

of state becomes

h = Ry, [(4+ )T + aby] (5.1)

(64 is the characteristic temperature for dissociation). In practice, this result for the vibrational
energy is what most limits the usefulness of the model. The IDG model is of interest here for the
relative ease with it produces frozen-flow and equilibrium-flow solutions for the oblique shocks on
a double wedge. The nonequilibrium DG model is used only to find the initial postshock reaction
rates; calculation of nonequilibrium flow fields with multiple shocks requires advanced computa-
tional techniques such as that already implemented for more detailed thermochemical modcling (c¢f.
Scction 3.1). The equilibrium and frozen solutions can in many cases indicate the limits of real-gas
effects.

The IDG model has previously been applied to
oblique shocks by Sanderson {1995); rather than repeat
the entire analysis, we give only results of direct inter-
cst to the present study. First, a nondimensional form
of the shock jump equations is obtained by introducing
the following paramecters after Hornung (1995), written

here for nitrogen: the static-to-dynamic pressure ratio

. . . D 1
Figure 5.1: Notation for IDG oblique- P = e x 3o (5.2)
shock equations.

the ratio of kinetic energy to dissociation energy

.2

(7
K=Y 5.3
2R, 0 (5-3)

and the ratio of stagnation enthalpy to dissociation energy

ho 4+()z
Hy = —— = K |1+2P . 5.4
0 R, 0 { + <1+a>} + « (5.4)

For an oblique shock as shown in Figure 5.1, with shock angle 7 relative to the upstrcam flow
direction, and upstream and downstream states denoted by 1 and 2 respectively, the normal-shock
jump conditions are applied using the shock-normal component of the velocity; thus we need the

shock-normal component of the above nondimensional parameters as well,
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Py, = Ky, = Kjsin?g, and  Hp,, = fn(Py,, Ki,) . (5.

Introducing also the notation p = po/p1, ete. for the postshock/preshock ratio, and utilizing the
ideal-gas thermal equation of state (cf. Equation 3.23) with the IDG caloric equation of state (Equa-
tion 5.1), the conservation equations for momentum and energy (cf. Equations 3.25 3.26) can be

combined to give a single quadratic equation for the density ratio across an oblique shock,

- 4+C¥‘7 7+Om
Hy, —as)p? — 2K1,(1 + Py, 2)p+ Ky, 2) = 0. 5.
(o, = 0)7* — 260a(1-+ P (7522 ) o+ 1 (122 (5:6)

Only one of the two solutions corresponds to a shock discontinuity (the other corresponds to relax-

ation from a nonequilibrium upstream state), given always by the larger of the two roots;

Kin(1+ Pip)(4+ a2)(1 + VD)

p o= , 5.7
(Hy.,. — a2)(1+ 03) 57
Hy, — 7T+ az)(1
p o= 1 Hoy —ao) 2+02)( + 32) ' (5.8)
Kln(4 -+ Oég) (1 + Pln)
Written this way, it is apparent that a real solution must have
H01n > g Z Qpin :fn(ala K]n7 Pln)a (59)

where the determinant D = 0 at &y = apyp. For frozen flow, as = a7 and the density ratio reduces

to
7+Ozl

1+a1+ 2P1n<4+ ()41) .

b = (5.10)

For equilibrium flow, a is given by the solution to Equation 3.28, which for the IDG model using

the present oblique-shock notation is

2 2
5 pd (1+a2)p }
= — exp — . 5.11
11— p1 {QKln 1 —p(1+ Prp)] (.11

For wedge flows, the low deflection angle § shown in Figure 5.1 is known but the shock angle 8 is not:
another equation relating 6 and 3 is needed to close the problem. From geometrical considerations

and conservation of mass,
tan [
tan(f —6) = — b . (5.12)
p

For a given wedge angle § and upstream state (ay, Py, K1, and pg/p1), a steady oblique shock
solution is found by simultaneously solving Equations 5.7, 5.8, 5.11, and 5.12 for equilibrium fow,
or Equations 5.10 and 5.12 for frozen flow (knowledge of pg/p; is not required for a frozen-flow

solution). In gencral, there are two oblique-shock solutions corresponding to two values of 3; only
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the weak-shock solution, with the smaller value of 3, is physically realistic for a shock attached to the

wedge leading edge. (Note that the phrase “weak oblique shock” used elsewhere in this work does

not refer to the weak-shock solution in general, but to a weak-shock solution with small p.) There

is only one solution at 6 = 8,,,,. the wedge angle for shock detachment. The solution procedure

requires numerical iterative methods, with two levels of iteration for the equilibrium case since as

is given only implicitly by Equation 5.11. In the present work, we rcly on Brent’s inverse quadratic

interpolation algorithm to find the zero of a function and Brent’s inverse parabolic interpolation

algorithm to find the minimum of a function; both algorithms are presented by Press et al. (1992).

For frozen flow, the solution procedure to find B and py is as follows:

1. Given a1, P, and K, find 6,,,, and the corresponding 3,4, by minimizing —0(3) using

Equation 5.12 with p(3) given explicitly by Equation 5.10 and with 3 initially bracketed

between the Mach angle B, = sin™'(1/M;) and 90°.

2. If 0 < Opqs, then find By by zcroing Equation 5.12 with P given explicitly by Equation 5.10

and with initial bracketing 5 € (8., Bmaz) tO assure convergence on the weak-shock solution.

Note that e, does not refer to the maximum value of 3 (which is 90°), but to the value of 3

at the maximum value of 8. The procedure for cquilibrium flow, to find Beg, Peg, and aw, is more

complicated:

1. Given a1, Pi, Ky, and pg/pn, first create a table of equilibrium oblique-shock solutions j(3)

and az(3) by the following method:

(a)

(b)

specify values for 5 by dividing into small equal intervals the range between the Mach
angle B,in = sin""l(l/Ml) and 90°;

for each value of 3 in the table, first find two values of ay which bracket the equilibrium
solution, starting with ay € [0, Hy, ), but in the case that D(0) < 0, replacing the lower
bound with oy, found by zeroing D(as) (Equation 5.8);

with correct bracketing as above, find the equilibrium solution as for each value of 8 by
zeroing Equation 5.11 with j given explicitly by Equations 5.7 and 5.8;

if no solution is found for 8 = 3,,,,, then perform a simple iteration to find a new Bmin
for the table, corresponding to the smallest 3 for which an equilibrium shock solution
exists (this occurs only for oy > 0 and arises from the Chapman-Jouget (C-J) limit
for exothermic discontinuities, i.e. for 8 < G, an equilibrium downstream state with

@z <y cannot be attained by a discontinuous process).

2. Find 0ppap and Gpep by minimizing -6 using Equation 5.12 with 5(3) given by splinc inter-

polation of the equilibrium solution table, and with 3 bracketed by the table limits 3,,;, and

90°; obtain 0, directly from Equation 5.12 using the lower limit Bomin.-
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3. If Opin < 0 < 0,y0s, then find Beq by zeroing Equation 5.12 with Deq given by spline interpola-
tion of the cquilibrium solution table.
4. Finally, 8., can be used to find as by spline interpolation of the cquilibrium solution table.
Once p, 3, and ay arc found as described above, for either frozen or equilibrium flow, other

important parameters can be evaluated explicitly. The speed ratio is found from conservation of

mass,

o sin 3 .o
U = m/ (013)

and the temperature ratio is found from the thermal equation of state with pressure eliminated using

. 1/ 1+ 1 1
P <1+(12> [ < p) Pln:‘

The pressure ratio is found similarly. Dimensional temperatures are needed for several purposes,

the momentum equation,

(5.14)

including evaluation of the Mach number, viscosity, and reaction rate. The nondimensional pa-
rameters P and K do not explicitly contain temperature, but may be substituted into the thermal

equation of state to give
2PK0,

T =
1+«

Calculation of the Mach number also requires an expression for the sound speed, which is different

for frozen and equilibrium states;

aj. = (4ZQ)RN2(1 +a)T, (5.16)
) Rn,T {a(l —a?) (14 2T/04) + (8 + 30 — a?) (T/ad)ﬂ .
fea = a(l —a) + 32 —a) (T/6)° ' (5:17)

Viscosity is found using the model described in Section 4.1.4. The initial reaction rate immediately
downstream of a frozen shock, with shock angle fixed at Beq given by the equilibrium shock solution,
provides insight regarding the extent to which the nonequilibrium solution may depart from the

frozen or equilibrium solutions. An expression for the local reaction rate due to Freeman (1958) is

da —l9d P o -
- = T (1 — . A 5.
14 Cp [( ) exp < ) Y e} J (5.18)

This is evaluated at the downstream state of a frozen oblique shock with 3 = 8., and nondimen-

sionalized using a time scale based on the downstream velocity ug from the equilibrium solution and

L da
U2ieq \ At /5 5g.

the length of the wedge;
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The IDG Damkohler number A defined here is slightly different from the typical definition given
for blunt-body flows where the (shock-normal) free-stream velocity is used. Equilibrium flow corre-
sponds to A > 1 while frozen flow corresponds to A « 1. For A ~ 1, the distance downstream of
the shock and parallel to the wedge that is required to achieve equilibrium is of the same order as
the length of the wedge itself, and nonequilibrium effects are important. The constants Bx,. pd, 84,

C', and 7 used in the IDG model for nitrogen arc given in Table 5.1

Ry, Pd 04 C 7
297 J/kg- K 1.3 x 10° kg/m*® 113200 K 2.7 x 10%* m? K% /kgs -2.5

Table 5.1: Constants used in the IDG model.

The IDG model for oblique shocks described above may be applied to a double-wedge config-
uration to obtain inviscid external flow properties. These can be substituted into expressions for
separation length and heat flux in nonreacting flow based on the present theorctical results from
Chapter 4 and on previous cmpirical results from Section 1.5. In this manner, the IDG model
can show how differences between frozen and cquilibrium external flow affect the phenomenon of
separation length and reattachment heating, without consideration of changes due to rcactions oc-
curring in the viscous regions of the flow. In other words, external mechanisms for real-gas effects
arc illuminated independently of internal mechanisms.

The geometry considered for IDG model calculations
in the present study is shown in Figure 5.2; it is an in-
viscid double wedge with only two oblique shocks, one
from the leading edge and one from the hingeline. This
simplification is necessary because it is not possible to
predict the separation geometry, which in any casc may
depend on the internal mechanisms we want to exclude.

Any effect due to splitting of the shock between sepa-

ration and reattachment, such as a pressure overshoot

at reattachment, is thus neglected. The notation for ex-

Figure 5.2: Notation for IDG double-

ternal flow regions in separated double-wedge flow (in-
troduced in Figure 1.3), however, is maintained here for wedge calculations.

consistency. The triple-deck results in Section 4.2.3 are used to provide information on region 2
between separation and reattachment, when it is needed. The IDG model is applied to the two
oblique shocks in Figure 5.2 to obtain threc different solutions for a specified free-strecam condition
and specified geometry; onc with frozen flow on both wedges, one with cquilibrium flow on both

wedges, and one with frozen flow on the first wedge and cquilibrium flow on the second wedge. The

latter solution approximates a case where the first shock does not induce a significant reaction rate,
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but increases the density and temperature enough so that the second shock does induce a significant
reaction rate. Note that this analysis technique also assumes a uniform free stream. An advantage
to using the relatively simple IDG model instead of, for example, the nonequilibrium computational
code described in Chapter 3, is the efficiency with which a wide range of parameter space may be

explored. Limited results from such a study are presented in the following sections.

5.1.2 Separation Length

The various scaling laws for separation length in nonreacting flow, presented in Sections 1.5 and
4.2.2, are based on local flow conditions outside the boundary layer. Thus external mechanisms
for real-gas effects on separation length are found by modifying the local external flow conditions
according to reacting-flow calculations such as those obtained by the IDG model described in the
previous section. Only relative changes in L., can be shown, because only the scaling for Ly is

known. The particular scaling used here,

L. A/ Rey, 3 —
P 1 <p5 ]72)7 (5.20)

L1 'yf/gﬂ/[f Y4

is assembled from several different results. The A wall temperature factor and the dependence on
7 come from the triple-deck result, Equation 4.48. The Mach-number dependence is that given by
both the triple-deck result and previous empirical results. The 3/2-power law theoretical result for
dependence on the reattachment pressure ratio, however, is not used; instead, a lincar dependence
is assumed, consistent with the previous empirical results of Katzer (1989) (¢f. Equation 1.10) and
the present empirical results presented in Section 6.1.1 for supersonic interactions. The Reynolds-
number dependence from the empirical results of Needham (1965) (¢f. Equation 1.5) is also included
in Equation 5.20.

Two paramectric studies are considered, one with varying stagnation enthalpy Hy__, presented
in Section 5.1.2.1, the other with varying incidence angle #, presented in Section 5.1.2.2. General
results for external real-gas effects on separation length are summarized, and compared qualitatively

to previous results in the literature, in Section 5.1.2.3.

5.1.2.1 Variation with Hy__

In Figures 5.3-5.5 are presented IDG results for a double-wedge geometry of f; = 30° and 8,, = 15°
over a large range in nondimensional stagnation enthalpy H,_ obtained by varying K., while
keeping Poo and pg/peo fixed. Two sets of values are considered for the latter parameters, based
on experimental condition C2 with A./A. = 100 and A./A, = 400 as shown in Table 5.2. Though
these two cases for fixed P, and py/ps are denoted in Figures 5.3-5.5 by the corresponding value

of Ac/A,, it is important to note that the relationship to A, /A, holds only for a particular value of
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Koo; In a real shock tunnel flow, K, cannot be varied independently of P.. without also changing
Ae/As. The classification by A./A, is intended to represent the highest and lowest free-stream
density (an important parameter in reacting flow) attainable in the high-enthalpy experiments.
Two cases are also considered for the free-stream dissociation; the partially dissociated condition
produced by T5 (ao. = 0.11), and a nondissociated condition (s, = 0) that corresponds to free
flight at the same Py, Koo, and pg/pse as the experiment. Results are generally plotted as the ratio
of the equilibrium-flow solution to the frozen-flow solution. All of the paramecters in Equation 5.20

are considered independently before combining them to show real-gas effects on separation length.

‘ condition Ac/A, | Px Ko Ho, 0d/ Pso oo ’
C2 100 0.034 048 0.71 1.2x107 0.11 J
C2 400 0.017 051 0.70 3.2x107 0.11

Table 5.2: Approximate values of the nondimensional free-stream parameters for condition C2 at
two values of A./A..

Parameters which depend only on the solution for the first wedge (Rey,, My, and A;) are
considered in Figure 5.3. The Reynolds number (written Re; since the length scale is arbitrary when
considering only ratios) is shown in Figure 5.3a to increasc over the frozen-flow value as stagnation
enthalpy is increased, its behavior dominated by the lower temperature (and hence lower viscosity)
as well as the higher density found downstream of an cquilibrium dissociation shock. At constant
(s, this increase is somewhat larger for the higher-density free-stream condition (4./A4, = 100)
due to a larger equilibrium value of «;; similarly, at constant A./A,, the increase is larger for the
nondissociated free-stream condition. The equilibrium-to-frozen ratio of Re; is less than unity for
Qoo > 0 at moderate enthalpy where the equilibrium solution is recombined with respect to the free
stream, ¢.e. @y < ag. These recombination branches of the solution terminate at a minimum value
of Hy,, duc to the phenomenon mentioned in Section 5.1.1, whereby there is a lower limit on the
shock angle for recombination shocks described as exothermic discontinuities. The limit is found at
the Chapman—Jouget (C-J) condition; when the upstream shock-normal velocity uy, reaches the
C J velocity ucy, the equilibrium downstream shock-normal velocity s, becomes sonic. Decreasing
u1y, below ucy, i.e. by decreasing 3 below 8,4, for a fixed upstream state, results in a flow that
can only be described by a dispersed wave. The C-J condition also gives a minimum flow deflection
angle 0, corresponding to 3. The curves for as, = 0.11 in Figure 5.3 terminate where 8,,;,
becomes greater than 30°. The behavior of M; (Figure 5.3b) and A; (Figure 5.3¢) at high enthalpy
is also dominated by the lower postshock temperature found for equilibrium dissociating flow. Recall
that Ay depends on both the temperature and the Mach number (cf. Equations 4.17 and 4.49), thus
it shows a stronger increase than M;. As for Re;, recombination at moderate enthalpy has the

opposite effect.
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Figure 5.3: IDG results for the first wedge plotted against Hy_ with 61 = 30°, P., and pg/pes fixed
according to condition C2 at A./A, = 100 and 400, and free-stream dissociation varied indepen-
dently as indicated; (a) equilibrium-to-frozen ratio of Rey; (b) equilibrium-to-frozen ratio of Mj; (c)
equilibrium-to-frozen ratio of Ay; (d) |A;]. Curves for a,e = 0.11 exhibit a minimum in Hy_ at the
C-J condition due to recombination. The e represents inviscid double-wedge computational results
for shot 1747 (C2, Ao /A, = 225, 0, = 30°, 6,, = 15°). The cusp-likc feature in |A,| for curves with
Qoo = 0.11 marks the transition from recombination at moderate Hy_, to dissociation at high Hy_ .

In order to gauge the importance of these effects under typical cxperimental conditions, the ex-
ternal double-wedge flow was recomputed for one case using the full thermochemical nonequilibrium
code instead of the IDG model. These inviscid double-wedge computations for frozen and nonequi-
librium flow were set up in a similar manner to that described for inviscid triple-wedge computations
in Section 3.3, with the grid initialized according to the frec-stream computation for shot 1747 (con-
dition C2, A./A, = 225, 6, = 30°, #,, = 15°). Results, generated by taking flow properties at the
wall just upstream of the hingeline, are represented by a single point in each of Figures 5.3a-c. If
equilibrium flow existed on the first wedge in the experiment, then this point might be expected to
fall between the IDG results for A./A, = 100 and A./A, = 400, barring any large discrepancies

from other approximations inherent to the IDG model such as a uniform free stream or simplified
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modeling of internal cnergy. Instead, a nonequilibrium flow on the first wedge is indicated, closer
to the frozen-flow solution than to the equilibrium-flow solution. In fact, inspection of the com-
puted nonequilibrium results shows only marginal dissociation occurring on the first wedge, with
a1 — Qe = 0.005. This small amount of dissociation with respect to the upstream state is not
entirely insignificant because of the relatively large amount of cnergy required to dissociate cach
molecule.

Another way to gauge the appropriateness of frozen or equilibrium IDG solutions is to look
at the Damkohler parameter A defined by Equation 5.19; this is done for flow on the first wedge
in Figure 5.3d, using Lp = 10 cm for a length scale. The absolute value of A; is used in order
to show both dissociation and recombination on the same log plot. The cusp-like features in the
curves for ., = 0.11 mark the transition, where A; changes sign, from recombination at modcrate
enthalpy to dissociation at high enthalpy. At Hy_ ~ 0.7 corresponding to experimental condition
C2, the results for as, = 0.11 indicate Ay < 0.1, suggesting at most only moderate departure from
the frozen solution. Interestingly, the recombination branches show nonnegligible A; near the C J
points, though recombination shocks are generally not found in shock tunnel flows due to limited
size of the test models and to very small reaction rates behind the weak oblique shocks for which
the equilibrium downstream state may be recombined with respect to the free stream.

In Figure 5.4 arc shown results for the rcattachment pressurc ratio (p3 — po)/p1, where py is
computed from the first-wedge solution using Equation 4.50. For frozen flow on the first wedge and
equilibrium flow on the second wedge (Figure 5.4a), the pressure ratio decreascs at high enthalpy
rclative to fully frozen flow because dissociation on the sccond wedge lowers the pressure there. The
pressurc ratio increases very quickly on the branches corresponding to a recombination shock on the
second wedge. For equilibrium flow on both wedges (Figure 5.4c), the behavior is complicated by
the changes in p;. Initially, the drop in p; dominates, but as enthalpy is increased, the drop in p;
dominates. (p2 behaves in a similar fashion to Bsep, which is shown in Section 5.1.3 to vary very little
with Hy_ .) Where recombination occurs on the first wedge for oo, = 0.11, p; actually increases,
producing an cven larger drop in (ps — p2)/p1. For either of the above solutions, frozen -equilibrium
or equilibrium—equilibrium, the plots of Az in Figures 5.4b and 5.4d (this time using the length
of the sccond wedge) indicate only moderate departure from frozen-flow conditions on the second
wedge. The nonequilibrium computational result falls very close to the frozen: frozen IDG solution,
but so does the equilibrium—equilibrium IDG solution with a., = 0.11 near the same value of Hy,
in Figure 5.4¢, and the nonequilibrium result was already shown in Figure 5.3 to give nonfrozen flow
on the first wedge. It just so happens for this condition that the nonequilibrium effects on pressure
in regions 1 and 3 nearly cancel cach other in the ratio (p3 — p2)/p1.

Finally, the effect of increasing Hy _ on separation length is presented in Figure 5.5 under the

assumed scaling law given by Equation 5.20. The frozen equilibrium solutions in Figure 5.5a are
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Figure 5.4: IDG results for the second wedge plotted against Hy_ with 6, = 30°, 8, = 15°, and
other conditions fixed as described in Figure 5.3; (a) equilibrium-to-frozen ratio of (p3 —p2)/p1 with
frozen flow on first wedge; (b} |As] with frozen flow on first wedge; (¢) equilibrium-to-frozen ratio of
(p3 — p2)/p1 with equilibrium flow on first wedge; (d) |As| with equilibrium flow on first wedge. The
e, the minimum in Hy_ for ao, = 0.11, and the cusp-like feature in [Asz| are described in Figure 5.3.

identical to those shown for (ps — p2)/p1 in Figure 5.4a because the only changes in L., in this case
stem from changes in ps. The equilibrium—equilibrium results in Figure 5.5b also follow thc same
trend as found for (ps — p2)/p1 in Figure 5.4c, but with a wider range in Hy, where (Legp)eg <
(Lsep)sr due to the increased Mach number in region 1, and a stronger increase at high enthalpy
due to the increase in A; and Re;. For nonequilibrium flow in general, real-gas effects on L,
due to external mechanisms might fall anywhere between the frozen—equilibrium and equilibrium-
cquilibrium IDG solutions, i.e. they may cause an increase or a decrease in Lge,. The nonequilibrium
computational result shows that under the experimental conditions of shot 1747, external real-gas
cffects on Lsep arc negligible despite nonfrozen flow. Though the equilibrium IDG solutions clearly
do not correspond to flow in T5 for the geometry investigated (61 = 30°, 8,, = 15°), the same trends
observed in Figures 5.3 5.5 are expected to hold for higher-incidence configurations or higher-density

free-stream conditions where the double-wedge flow is closer to chemical equilibrium.
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Figure 5.5: IDG results for L,., plotted against Hy__ with ¢; = 30°, 8,, = 15°, and other conditions
fixed as described in Figure 5.3; (a) equilibrium-to-frozen ratio of Ly, with frozen flow on first
wedge; (b) equilibrium-to-frozen ratio of L., with equilibrium flow on first wedge. The o, and the
minimum in Hg_ for a., = 0.11, are described in Figure 5.3.

5.1.2.2 Variation with 6,

A sccond sct of IDG results is presented in Figures 5.6--5.9 for fixed stagnation enthalpy and varying
incidence angle 0° < 6; < 45°. The flap deflection angle is also fixed at 6,, = 15°. These solu-
tions extend to the higher incidence angles tested in T5, where nonequilibrium effects become more
pronounced. With normalization by free-stream or frozen flat-plate (6, = 0°) valucs instead of the
frozen-flow result at the same incidence angle, these solutions provide information on how increasing
incidence affects the various flow parameters for either frozen or equilibrium flow. The free stream
is fixed according to experimental condition C2 with A./A, = 100, and again, two values arc con-
sidered for an,. T'wo nonequilibrium computational results are included in the plots, obtained from
inviscid triple-wedge computations of shot 1776 (condition C2, A./A. = 100, ¢, = 15°, 4, = 15°)
and shot 1796 (condition C2, A./A. = 100, 8, = 40°, 8,, = 15°); data for regions 1 and 3 are taken
upstream of separation and downstream of reattachment respectively. In order to nondimensional-
ize the nonequilibrium data in a manner consistent with the IDG results, an inviscid double-wedge
computation was performed on a flat-plate configuration (6, = 0°, 8,, = 15°) using the free stream
computed for shot 1776.

Solutions on the first wedge are given in Figure 5.6. The Reynolds number (Figure 5.6a) shows
a maximum with respect to #1; both density and temperature increase with incidence, the former
dominating at low incidence and the latter dominating at high incidence. At very high incidence,
the decrease in velocity also plays a role. Compared to frozen flow, this maximum for cquilibrium
flow is larger in magnitude and occurs at much higher incidence; the equilibrium-to-frozen ratio,
however, continues to increase with #; beyond the maximum in Re;. The frozen solutions terminate

at a maximum ¢ corresponding to the maximum wedge angle for an attached shock (for equilibrium
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Figure 5.6: IDG results for the first wedge plotted against §; with 8, = 15°, Ko, Pso, and pg/pec
fixed according to condition C2 at A./A. = 100, and free-stream dissociation varied independently
as indicated; (a) ratio of Re across shock; (b) ratio of M; across shock; (c) ratio of Ay to frozen
flat-plate solution; (d) |A4|. Equilibrium curve for a, = 0.11 has a minimum in ¢; at the C-J
condition due to recombination. Frozen curves have a maximum in #; at the detachment condition.
The e symbols represent inviscid triple-wedge computational results for shots 1776 (6, = 15°) and
1796 (#; = 40°) at condition C2, A./A. = 100, and 6, = 15°. The cusp-like feature in |A] for
curves with as = 0.11 marks the transition from recombination at low #; to dissociation at high 6.
flow, the maximum wedge angle occurs beyond the range of the plot). The cquilibrium solution with
oo = 0.11 terminates at the C-J condition where 87 = 6,,:,, as discussed in the previous section.
The decrease in M; and A; with incidence, seen in Figures 5.6b—c, is expected from the increase in
temperature with incidence. Note that the equilibrium solutions for M; and A; with o, = 0.11
do not meet the frozen solutions at 6; = 0° because the oo, = 0.11 free-stream condition is not in
equilibrium. The plot of Ay in Figure 5.6d indicates a high degree of nonequilibrium at #; = 40°,
with an order of magnitude increase in A1 over the 8; = 30° configuration considered previously.
For 6; = 15°, the flow is essentially frozen, and the nonequilibrium computational result should fall

closest to the frozen-flow IDG solution with a., = 0.11; in fact it falls closer to the equilibrium-flow

IDG solution on the plots for Re; and Ay. Though the nonequilibrium computation does show
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Figure 5.7: Nonequilibrium IDG results for oy at various 61 with o = 0.11, and other conditions
fixed as described in Figure 5.6. «f is the equilibrium value for a given 6, and z is distance from
the shock along the equilibrium streamline direction (i.e. parallel to the wedge).

a very small amount of recombination (a., — a3 < 0.001), the discrepancy is more likely due to
inconsistencies with the IDG model. For #; = 40°, the nonequilibrium result falls well in between
the frozen and equilibrium IDG results.

Before continuing with the second-wedge solutions, it is of interest to take a small digression here
to look at noncquilibrium IDG solutions on the first wedge for various ;. The purpose of this exercise
is to lend physical meaning to the interpretation of A, i.e. to understand what the various values
taken by A; = 1 actually mean in terms of the amount of dissociation occurring on the first wedge.
Consider a streamline which passes through the oblique shock close to the wall but well outside
the boundary layer. The nonequilibrium IDG result is found by integrating the rate expression,
Equation 5.18, along this streamline starting from frozen-flow postshock conditions, using the local

velocity to convert from time to distance. This streamline is generally curved for nonequilibrium
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flow, since only the shock-normal velocity component changes as the reaction proceeds. For the
present purpose, however, a reasonable cstimate of how the reaction proceeds along the wedge is
made by taking the shock angle and the streamline direction from the equilibrium solution. The
integration is performed with oy as the independent variable; the fixed step size in @ assures that
the integration can be stopped arbitrarily close to the equilibrium condition of without overshooting.

The results in Figure 5.7 for nonequilibrium dissociation fraction are shown in terms of the
normalized parameter (o — o) /(@ — @), which goes from 0 at the frozen condition to 1 at the
equilibrium condition, plotted against x/Ly,, nondimensional distance from the shock in a direction
parallel to the wedge. Six different angles 6; are considered, and the equilibrium dissociation fraction
af is given for each one (the frozen value is given by @y, = 0.11). Though the flow is clearly in
nonequilibrium even down to 6; = 20°, the actual amount of dissociation that occurs by the time
the gas has reached the end of the first wedge at z = L, only begins to have significance at §; = 30°,
and does not become appreciable until §; > 35°. (Note that the value of ay — a., found here
for A./A. = 100 is considerably higher than that found previously at ¢; = 30° for A./A, = 225
in the nonequilibrium computation for shot 1747.) The case at 6; = 15° shows a small degree of
recombination, as was also noted for the full nonequilibrium computation of shot 1776.

IDG solutions for the second wedge as a function of #; are shown in Figure 5.8. The pressure
ratio (Figurc 5.8a) is normalized by the frozen-flow solution for §; = 0°, and for cach value of a,
three solutions are presented corresponding to frozen—rozen, frozen—equilibrium, and equilibrium

equilibrium. Again, py is computed using Equation 4.50. With increasing incidence, the leading-
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Figure 5.8: IDG results for the second wedge plotted against ; with 0, = 15°, and other conditions
fixed as described in Figure 5.6; (a) ratio of (p3 —p2)/p1 to frozen flat-plate solution; (b) |As|. Each
plot shows three scts of solutions; frozen flow on both wedges (fr/fr), frozen flow on first wedge
with equilibrium flow on second wedge (fr/eq), and equilibrium flow on both wedges (eq/cq). Each
solution set has two different curves for different free-stream dissociation levels as indicated. The
e symbols, the minimums and maximums in 1, and the cusp-like feature in Al are described in
Figure 5.6.
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edge shock grows stronger while the hingeline shock grows weaker, thus giving risc to a large decline
seen for the rcattachment pressurc ratio. Aside from the recombination branch, the equilibrium

equilibrium solutions arc not greatly different from the frozen—frozen solutions; equilibrium dissocia-
tion causes lower pressures in regions 1 and 3 but does not strongly affect the ratio between the two.
The frozen-equilibrium solutions, however, show a larger decrcase in (p3 — ps) /p1 with incidence.
Note that the frozen-frozen solutions terminate at a value 8,,,,, for which the shock on the second
wedge becomes detached, while the frozen-equilibrium solutions terminate where the first-wedge
shock becomes dectached. Though the nonequilibrium solution at §; = 15° should be close to the
frozen—frozen IDG solution, the fact that it falls closer to the equilibrium equilibrium solution with
(oo = 0.11 is at lcast partially explained by the axial gradient in free-strcam properties which is
excluded from the IDG computations, i.e. the difference in p3 between nonequilibrium and IDG
results is larger at the 61 = 0° condition used to normalize the pressure ratio. A similar discrepancy
should apply to the nonequilibrium result at 8, = 40°, suggesting that this flow is most consistent
with the equilibrium-equilibrium IDG solution. It is not possible to gauge the departure from frozen

flow because a frozen-flow solution does not ex-

ist for 6; = 40°. The nondimensional reaction o 5T w w ,“ -
. — fr/fr, a,=0.00 | j
rate parameter Ay is shown in Figure 5.8b. = o O! --- fr/fr, a,=0.11 N
. vl /
@ Lo
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creases continuously with 6, passing the fat- Figure 5.9: IDG results for the ratio of L., to

plate frozen value (Liep)sr o—0c at an inter- frozen flat-plate solution, plotted against 6; with

mediate incidence angle. Only the frozen— 8y = 15°, and other conditions fixed as described

equilibrium solutions are significantly different 11 Figure 5.6. The legend abbreviations are de-

from the frozen—frozen solutions at high en- Sctibed in Figure 5.8. The e symbols, and the

thalpy. We have alrcady seen, however, that minimums and maximums in 81, are described in
. ) > seen, ,

the cquilibrium-equilibrium solutions arc a bet- figure 5.6.

ter approximation to the fully nonequilibrium

flow typically found in T5 at high incidence. Whether external mechanisms for real-gas effects cause
a larger or smaller L., with respect to frozen flow depends on the degree of frec-stream dissociation

as well as the incidence angle. The nonequilibrium computational results with a., = 0.11 suggest

that cxternal mechanisins should act to decrease Lep in the experiments. At ; = 40°, the decreasc
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is dominated by dissociation effects on My, though a direct comparison to frozen flow is not possible.
At 07 = 15°, slight recombination may cause some decrease in Lgey, due to higher py, lower Re;.
and lower Aj, but the effect should be smaller than that seen in Figure 5.9 for the reason discussed

above.

5.1.2.3 Summary of External Effects on Separation Length

Though obviously a very complex phenomenon, real-gas effects on L., due to external mechanisms
may be summarized overall as follows: for low 6; and high 6,, where flow in region 1 is esscntially
frozen but flow in region 3 is not, L., decreases at high enthalpy due to a lower pressure in region
3; for high 6, and moderate 0, with nonequilibrium or equilibrium flow in both regions 1 and 3,
Lgep tends to increase at high enthalpy when a., = 0 but can decrease when ao, > 0. A limited
number of comparisons between nonequilibrium flow and frozen low computed with the N-S code
described in Chapter 3 show that external mechanisms are only important in the cxperiments at
very high incidence (6, > 30°) where they cause L., to decrease due to free-stream dissociation;
there is also some evidence for a marginal cffect duc to recombination at low incidence (6, = 15°).
Unfortunately, the experimental measurements of physical separation length cannot be used to
verify external mechanisms, because (1) external mechanisms cannot be separated from unknown
internal mechanisms which also exist in the experiments, (2) shots with frozen and reacting flows have
different free-stream conditions and thus cannot be directly compared with each other as done in the
IDG study, and (3) the conditions at very high incidence often do not admit a frozen-flow solution. In
addition, it should be noted that any effects due to external mechanisms in the experiments depend
on free-stream dissociation which does not exist for free flight. The experimental measurcments
are used in Chapter 6 to study internal mechanisms by assuming that external mechanisms can be
scaled out of the measurements using a scaling law similar to Equation 5.20. The frozen IDG model
is applied to experimental results in Scction 6.1.3 to look at the combined effects of external and
internal mechanisms.

With this framework for describing external real-gas effects, an attempt can be made to explain
some of the results from previous authors discussed in Section 1.5.4.1. In particular, the decrease in
Lsep compared to frozen flow is observed for equilibrium compression-corner flow analyzed by Anders
and Edwards (1968), for equilibrium compression-corner flow (6; = 0°) computed by Grasso and
Leone (1992), and for nonequilibrium shock-impingement flow computed by Furumoto et al. (1997).
In each of these cases, there is no dissociation upstream of separation, so the only external mechanism
available is the affect of dissociation on the reattachment pressure. This does not necessarily mean,
however, that internal mechanisms are ncgligible, only that they either act in the same direction
or arc weaker than the external mechanism. The decrease in Lsep found by Brenner et al. (1993)

and Oswald et al. (1995) for equilibrium hyperboloid-flare flow, with nondissociated free stream,
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is not so easily explained by external mechanisms. Though an axisymmetric configuration, the
hyperboloid-flare has flow-deflection angles similar to the geometry considered in the present IDG
study for varying Ho, (61 = 30° 6, = 15°). The free-flight condition used by Bremner et al.
(1993) has a free-stream density two orders of magnitude lower than found in T5. The equilibrium
IDG solutions in Figure 5.5 show that as A./A. increases (i.c. as p.. decreases), the point at
which (Lsep)eq = (Lsep) # moves to higher enthalpy. This could explain by external mechanisms
the decrease in L, for equilibrium hyperboloid—flare flows at low-density free-stream conditions,
if in fact external mechanisms dominate internal mechanisms for these flows. Similar reasoning
may explain the decreasc in L., observed experimentally by Krck et al. (1996) for hyperboloid—
flare flows. The shock-impingement flows studied by Ballaro and Anderson (1991) and Grumet
et al. (1994) can be considered equivalent to the case of a compression corner with 8; — 0° and
Qo > 0. Their results do not appear to be consistent with the external mechanisms described here,
except perhaps the high-pressure case computed by Grumet et al. (1994). This one case indicates
recombination occurring downstream of reattachment, which could increase ps and contribute to the

observed increasc in L.,. Internal mechanisms may be very important in thesc flows.

5.1.3 Reattachment Heat Flux

External mechanisms for real-gas effects on the heat flux at reattachment can be investigated by
using the IDG model for equilibrium and frozen flow on a double wedge together with the laminar
boundary-layer theory embodied in Equations 4.14, 4.18, and 4.20. The resulting expression for

peak reattachment heating is

. B P3U3CHy (Tawg - Tw) C* =
Gor = 0.332 a7 Rer (5.21)

where the adiabatic wall temperature depends on 73 as well as M;. The Reynolds number is

evaluated for a length scale Ly, defined by Equation 1.14, that describes the growth length for
a reattaching boundary layer. To compute L., Equation 4.51 is used to obtain Osep and 6y is
assumed to be approximately equal to the boundary-layer thickness §; at the end of the first wedge,
calculated using Equation 4.23. The wall enthalpy is evaluated assuming an entirely frozen boundary
layer with @, = ., and constant ¢, according to the IDG model. In this way effects due to external
mechanisms can be shown independently of internal mechanisms. The results are again divided into
studies for varying Ho, (Section 5.1.3.1) and varying 6; (Section 5.1.3.2), with a surmmary provided

in Section 5.1.3.3.
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5.1.3.1 Variation with H,__

We first consider the IDG solutions for varying Hy,_ in Figures 5.10 and 5.11. The only parameters
determining gpx that depend on the first-wedge solution but not the second-wedge solution are
fsep and 41, which are used to define the growth length L, for the boundary layer in region 3.
IDG solutions for these two parameters are shown in Figure 5.10. The equilibrium boundary-layer
thickness (Figure 5.10a) decreases at high enthalpy relative to the frozen solution; the behavior is
clearly dominated by the increased Reynolds number scen in Figure 5.3a, since the trends in M, and
17 would tend to increase 6;. The equilibrium recombination branches of the solutions with a., > 0
show the opposite effect on 61, as expected. As observed for the other parameters investigated in
region 1, the nonequilibrium computational result indicates only a slight departurc from the frozen-
flow solution. The separation angle (Figure 5.10b) changes very little when going from frozen flow
to equilibrium flow because it is such a weak function of Reynolds number and Mach number (cf.
Equation 4.51).

The frozen—equilibrium and equilibrium cquilibrium solutions for peak heating are presented
in Figure 5.11. The decrease in ¢; for equilibrium flow contributes to the increasc seen in the
equilibrium-equilibrium solutions for g, (Figure 5.11b) at high enthalpy as opposed to the decrease
seen in the frozen—equilibrium solutions (Figure 5.11a). It is not immediately obvious that there
should be any other differences between the two sets of solutions since the other parameters control-
ling ¢px all come from the equilibrium IDG solution in region 3. Compared to frozen—frozen flow,
either set of equilibrium solutions should give lower T3 and higher Res, which might be expected
to cause a decrease in gy at high enthalpy. Carcful examination of the solutions produced by the

double-wedge IDG model reveals that there is only one significant difference between the two sets
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Figure 5.10: IDG results for é; and 6., plotted against Hy_ with #; = 30°, and other conditions
fixed as described for Figure 5.3; (a) equilibrium-to-frozen ratio of §, with frozen flow on first wedge;
(b) equilibrium-to-frozen ratio of fsep with equilibrium flow on first wedge. The o, and the minimum
in Hy,, for a, = 0.11, are described in Figure 5.3.



139

T

2.007 ' '
. — A4,/4.=100, «,=0.00
s b -~ A,/A4,=100, a =0.11
S Lop - 4,/4.=400, «,=0.00
_;i i e T A,/A.=400, x =0.11
~ o e T . ]
U
= 057 6,=30°, 9,=15°
| frozen first shock
0.0°L : \ .
0.0 0.2 0.4 0.6 0.8
HO

(a)

equilibrium first shock

L

0.0

0.2 0.4 0.6 0.8 1.0

(b)

Figure 5.11: IDG results for ¢,x plotted against Hy_ with 8, = 30°, 8, = 15°, and other conditions
fixed as described for Figure 5.3; (a) equilibrium-to-frozen ratio of ¢pr with frozen flow on first
wedge; (b) equilibrium-to-frozen ratio of ¢pr with equilibrium flow omn first wedge. The o, and the
minimum in Hp_ for as = 0.11, are described in Figure 5.3.

of solutions at Ho_ =~ 0.7; the density in region 3 is approximately 20% higher for the equilibrium

equilibrium solution than for the frozen—equilibrium solution. Since gp; has a direct dependence on

p3 (apart from Res), this relatively mild effect may also be contributing to the difference in behavior

between the two sets of solutions. In either case, whether ¢, increases or decreases with enthalpy, it

does not stray far from the frozen frozen solution. The nonequilibrium computational result falls in

between the frozen—equilibrium and equilibrium—equilibrium IDG results for a,, = 0.11, suggesting

that the small amount of dissociation occurring for nonequilibrium flow in region 3 (o — co, = 0.02)

causes a slight decrease in the heat flux due to external mechanisms for real-gas effects. (The effect on

L., was negligible because the change in pressure is much smaller than the change in temperature.)
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Figure 5.12: IDG results for 6; and 6., plotted against §; with conditions fixed as described for
Figure 5.6; (a) ratio of 6; to frozen flat-plate solution; (b) ratio of 8,., to frozen flat-plate solution.
The o symbols, and the minimums and maximums in 6;, are described in Figure 5.6.
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5.1.3.2 Variation with 6,

The IDG solutions for varying incidence are shown in Figures 5.12-5.13. Both &; (Figure 5.12a)
and O, (Figure 5.12b) are seen to drop with increasing incidence, with the only significant
difference between frozen and equilibrium flows occurring for é; at high incidence. Regard-
ing the plot of é;, the noncquilibrium computational results fall very close to the frozen IDG
solution at 6; = 15° and to the equilibrium IDG solution at §; = 40°, in contrast to re-
sults for other parameters in region 1 (¢f. Figure 5.6). It may be simply fortuitous that the
nonequilibrium effects on Rey, My, and T, /T, at the particular condition represented by the
f1 = 40° case, happen to balance each other in the expression for §; in such a way as to pro-

duce the same result given by equilibrium flow. IDG solutions for the pcak heating (Figure 5.13)

show a strong nonmonotonic behavior with in-

creasing incidence, a maximum in ¢, occur- 250 T8 ‘ X 1
w - -
ring inthe range ¢, = 20-30°. That ¢px should 50r E
increase with incidence is expected due to in- ) i & BN
& 151 o TR TN
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high incidence appears to be dominated by us. Figure 5.13: IDG results for the ratio of gt to

Compared to the frozen—frozen solutions, the frozen flat-plate solution, plotted against ¢, with

peak heating for equilibrium solutions is gen- B, = 15°, and other conditions fixed as described

erally lower; the only exception consists of the for Figure 5.6. The legend abbreviations are de-

equilibrium cquilibrium solutions at very high Scribed in Figure 5.8. The e symbols, and the

incidence. The nonequilibrium computational minimums and maximums in #,, are described in

results at 6, = 15° and 6 = 40° in this case igure 5.6.
fall close to the frozen—frozen and equilibrium

equilibrium solutions, respectively.

5.1.3.3 Summary of External Effects on Peak Heating

To summarize, external mechanisms for real-gas effccts may cause either an increase or decrease
in the reattachment heat flux at high enthalpy, though in either case the change is relatively mild
(only up to 20%). An increase only occurs at high enthalpy and high incidence, for which there

is significant dissociation upstream of separation. The nonequilibrium computations using the N S
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code suggest that, for the high-enthalpy experimental condition, external mechanisms on ¢ are
not very important. A slight decrease in gy compared to frozen flow appears possible at 0y = 30°.
At 6; = 40°, the equilibrium—equilibrium IDG solution appears to be a good approximation to
nonequilibrium effects on ¢pi, as was also found for separation length in Figure 5.9. Consideration
of the experimental heat flux results is deferred until Chapter 6.

As discussed in Section 1.5.4.2, nearly all computational results from previous authors indicate
an increase in peak heating due to real-gas effects. Only the two studies of cquilibrium flow on
a hyperboloid flare consider configurations which might, according to the IDG model results, be
expected to show an increased heat flux due to external mechanisms. One of these (Brenmer et al.,
1993), however, shows the increase in ¢y cxists only for a catalytic wall condition, and not for a non-
catalytic condition. Thus external mechanisms appear in many cases to be unimportant compared
to internal mechanisms for real-gas effects on peak heating. The computations by Furumoto et aol.
(1997) for a shock-impingement flow with undissociated free stream (61 = 0°, a1 = 0) do show lower
dpx for nonequilibrium flow compared to frozen flow, consistent with the IDG results for cxternal
mechanisms; but they also show dissociation occurring near the wall downstream of scparation and
reattachment, and the results of Grasso and Leone (1992} for the analogous compression-corner flow
indicate the opposite trend, suggesting that external mechanisms are unimportant in these flows as

well.

5.2 Internal Mechanisms

Internal mechanisms for real-gas effects encompass any changes in viscous regions of the flow on a
double wedge, with respect to a frozen boundary layer having the same external flow conditions.
The definition of viscous regions includes everything that is not part of the external flow; the
boundary layer, free-shear layer, and recirculating fluid inside the separation bubble. The boundary
layer upstream of separation may affect separation length through changes in the undisturbed wall
shear stress, according to the scaling for separation length in Equation 4.46. Thermochemical
nonequilibrium processes in the shear layer and separated region are also expected to affect Ly, but
these mechanisms cannot be included in the present theoretical results for separation length scaling.
Real-gas effects in the reattached boundary layer cannot change L.,, but can play a significant
role in determining the peak reattachment heating. The transformed boundary-layer cquations
for reacting flow presented in Section 4.1.1.1 offer some insight to how internal mechanisms may
arise in a boundary layer. For the boundary layer upstream of scparation, a more quantitative
analysis is performed using the N S code described in Chapter 3 to compute boundary layers in
thermochemical nonequilibrium under external conditions similar to those found in region 1 of the

experimental double-wedge flows. Internal mechanisms arising in the separated region can only be
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considered qualitatively in the present study. The scope of the computational boundary-layer study
is described in Section 5.2.1. Then the computational results are used to study internal mechanisins

for real-gas cffects on separation length in Section 5.2.2 and on reattachment heating in Section 5.2.3.

5.2.1 Computational Boundary-Layer Study

The N=S code used to study laminar nonequilibrium boundary layers is described in Section 3.1, and
the method used to set up the numerical grid and initialize it is discussed in Section 3.6. As shown
in Figure 5.14, the computations arc restricted to flat-plate boundary layers with free-stream condi-
tions based on inviscid triple-wedge computational results at station 1, just upstream of separation.
Twelve different free-stream conditions arc considered, corresponding to extremes of hg, A./A., and
#1 encompassed by the experiments. In this manner, approximate nonequilibrium boundary-layer
solutions are obtained over a range of experimental conditions with less computational effort than
is required for viscous wedge flow. The twelve cases are detailed in Table 5.3, including the exper-
imental conditions to which they roughly correspond. Each case has three designations F, N, and
C referring to computations for frozen flow, nonequilibrium flow with a noncatalytic wall condition,
and nonequilibrium flow with a catalytic wall condition, respectively. For the two high-enthalpy
cases at 61 = 40° (cases 1 and 2) the free-stream conditions based on inviscid wedge computations
describe a nonequilibrium flow state that is significantly departed from a frozen or equilibrium flow
state, i.e. the dissociation fraction in the flow external to the boundary-layer increases with distance
from the leading edge. At x = 5 c¢m, where information is gathered from the boundary-layer com-
putations, this results in a nonnegligible difference between the edge conditions for frozen flow and
reacting flow. An approximate correction is made by using a different set of free-stream conditions
for the frozen-flow calculations, taken from the edge conditions at z = 5 cm computed for the same
case in nonequilibrium flow; these modified conditions are shown separately in Table 5.3.

Cases 9 12 in Table 5.3 encompass a range of conditions with #; = 0°, a configuration for which
separation length measurements were not made (for reasons given in Section 2.4.4) and heat flux

measurements suffered from poor signal-to-noise ratio (¢f. Section 2.5.3). These cases are included

u, (flat plate) = u, (triple wedge) ‘

Figure 5.14: Sketch of domain for nonequilibrium boundary-layer computations.
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case Poo Uoo T Ty, o M Re T5 AJA. O
no. kg/m®  m/s K K L=5cm | cond
IN/C 0.015 3000 7200 7400 0.21 1.61  1.24 x 10* C2 400 40°
1¥F 0.01506 3023 6921 6967 0.2198 | 1.65 1.30 x 10*
2N/C 0.055 2900 6700 6700 0.23 1.60 4.65 x 10* C2 100 40°
2F 0.05524 2906 6600 6603 0.2333 | 1.61 4.73 x 10*
3 0.015 1700 3600 3300 0.0002 | 1.45 1.28 x 104 Bl 400 40°
4 0.025 1700 3600 3300 0.0005 | 1.45 2.14 x 10* B1 225 40°
H) 0.008 5600 3000 4200 0.12 4.88 2.50 x 10% C2 400 15°
0.022 5300 4400 4300 0.11 3.84 4.88 x 104 C2 100 15°
0.009 3300 940 3300 0.0005 | 549 3.94 x 10* Bl 400 15°
0.015 3200 1000 3100 0.0005 | 5.16 6.10 x 10* B1 225 15°
0.02 3000 250 2000 0.0 9.64 1.88 x 10° A2 400 0°
10 0.03 2500 320 2200 0.0 711 2.02 x 10° A3 100 0°
11 0.005 3400 450 3100 0.0005 | 8.18 3.68 x 10* B1 225 0°
12 0.009 5700 2600 4000 0.11 5.36  3.20 x 104 C2 100 0°

Table 5.3: Description of cases encompassed by the computational boundary-layer study.

in the boundary-layer study because only for §; = 0° can moderate hypersonic Mach number be
attained in external flow region 1, and only in the hypersonic regime can interesting effects arisc due
to large Eckert number. The Eckert number is defined by E = u2/(he — hyy), and when it is large,
the temperature profile is determined more by viscous dissipation than by conduction or diffusion,
causing a maximum temperature in the boundary layer that is higher than the edge tempcerature.

An immediate result of the nonequilibrium computations is that under many conditions attain-
able for flow of nitrogen on a double wedge in T5, the boundary layer is close to a chemically frozen
flow state. A noticcable difference between the frozen-flow and nonequilibrium/noncatalytic solu-
tions is found in only five of the cases studied; profiles of dissociation fraction « are shown for four
of these in Figure 5.15. Case 12 is not shown but looks very similar to case 5. These profiles are
extracted at x = 5 c¢m, as are all computational boundary-layer data presented in this chapter. The
normal coordinate is nondimensionalized by the inertial boundary-layer thickness ¢, taken as the
location of the first grid point for which u > 0.99u,; the edge conditions themsclves are taken where
the temperature profile changes by less than 0.01% (since the thermal thickness is larger than the
inertial thickness for Pr < 1). Points corresponding to cell centers in the computational grid are
shown on the catalytic-wall solutions to indicate the degree of grid refinement relative to the profile
shape.

For a noncatalytic wall, it is clear from Figure 5.15 and Table 5.3 that a., depends strongly on
the free-stream density, though also on the free-stream temperature and dissociation. Cases 1 and
6 have the closest values of p,, and similar values for a,,, with the lower p.. in case 1 compensated

for by a higher T,,. Note that the noncatalytic profiles of mass fraction do have zero gradient at
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Figure 5.15: Selected computational boundary-layer results for oe. Dashed curve is frozen-flow result,
dash--dot curve is nonequilibrium result for a noncatalytic wall, and solid curve is nonequilibrium re-
sult for a catalytic wall; this convention is maintained for all boundary-laycr profile plots throughout
Scction 5.2. Points on the curves for catalytic-wall results indicate cell centers from computational
grid. Cases are described in Table 5.3.

the wall, though it is not evident on the physical scale used in Figure 5.15. Though not shown
here, the noncatalytic results also indicate a significant variation in «,, with strcamwise coordinate,
starting close to the free-stream value at the leading cdge and recombining along the length of the
plate. Full recombination is forced in the catalytic-wall computations, but the the effect on other
flow properties is only significant if the edge condition is partially dissociated in the first place, i.e.
for cases 1-2, 5-6, and 12.

Boundary-layer profiles of temperature are given in Figure 5.16 to show the magnitude of tem-
perature increase in the boundary layer, due to viscous dissipation, that is possible under the present
shock tunnel conditions. The largest increase is found for case 9 which has the highest Mach number,
but dissociation with respect to the edge composition remains negligible because the edge temper-
ature is already so low. Cases 7-8 and 10-11 all have T,,,, > T, where, as indicated for case 11
relative to case 9 in Figure 5.16, Ty,,, decreases with decreasing M.,. At high enthalpy and low
incidence (cases 5-6 and 12; the latter is not shown but locks very similar to case 5), a mild increase

in temperature is seen. The high-enthalpy cases generally show T}, slightly higher for catalytic-
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Figure 5.16: Selected computational boundary-layer results for T/T,. Cases arc described in Ta-
ble 5.3.

1.0 1.2

wall reacting flow than for frozen flow, as expected for the exothermic recombination process shown
by the mass fraction profiles. There arc regions in cases 5 and 6, however, where the opposite
trend occurs. At high incidence, for cases 1-4 where M., < 2, no temperature increase is found,
i.e. Topaw = T, (only cases 1-2 are shown in Figure 5.16). Further results from the computational

boundary-layer study are presented as they are needed in the following sections.
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5.2.2 Separation Length

Internal mechanisms for real-gas effects on separation length are conveniently divided into those
which arise in the boundary layer upstream of separation, and those which arise in the region
downstream of separation. In terms of the theoretical scaling for separation length developed in Sec-
tion 4.2.2, the only internal mechanism arising upstream of separation is a change in the undisturbed
boundary-layer profile due to reactions. In particular, scparation length depends on the wall shear
stress, In Section 5.2.2.1 the effect of recombination on the wall shear stress is investigated using
the computational boundary-layer results. Mechanisms arising downstream of separation cannot be
studied in terms of the present scaling law, but are considered qualitatively in Section 5.2.2.2 using

the viscous double-wedge computations described in Section 3.5.

5.2.2.1 Upstream Boundary Layer

According to the theoretical scaling developed in Scction 4.2.2, L., depends on the wall shear stress
of the undisturbed boundary layer. Thus changes in L., may arise due to real-gas effects on the
upstream velocity profile which determines the wall shear stress. From the general boundary-layer
equations for a reacting flow, Equations 4.4-4.6, it is apparent that the velocity profile, determined
by the momentum equation, is affected only indirectly by changes in the composition of the gas
due to reactions. In fact, for a flat plate, the right-hand side of Equation 4.5 is zero, and the
self-similar solution for the velocity profile f/(n) is coupled to chemistry only by real-gas effects on
the Chapman-Rubesin parameter, C(n) = pps/pejte. Changes in the C-profile are directly linked to
real-gas effects on the enthalpy profile, as well as the dependence of viscosity on gas composition.
If the Schmidt number S¢ = p/pD12 were large compared to C, then the direct coupling between
C and the mass fraction profile in the mass-diffusion terms of Equations 4.4 and 4.6 would be very
weak. This is generally not true, as indicated by the profiles of S¢ and C' in Figure 5.17 taken
from computational results for case 1 of the boundary-layer study. The variation in Se over all the
cases investigated is not large (1.7 < Se < 2.7). The velocity profile in physical coordinates is also
affected by changes in the similarity transformation for n due to changes in the density profile, i.e.
y o< [(pedn/p) from Equation 4.2.

The goal in this section is not only to quantify real-gas effects on the skin friction, but also to
understand in detail the physical mechanisms which cause the bchavior observed by computation.
The phenomena are very complex and thus we further subdivide the discussion in this section.
First the degree of nonequilibrium is investigated and quantified by a new nondimensional rate
parameter. Then results for the effect of recombination on skin friction are presented and found
to be inadequately described by previcus analyses. The present computational results are then

examined in detail to elucidate mechanisms for real-gas effects in recombining boundary layers.
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Figure 5.17: Computational boundary-layer results for S¢ and C, at the high-enthalpy condition
of case 1 described in Table 5.3. Also shown in is C*, the value of C evaluated at the reference
temperature based on edge conditions.

Finally, the computational results are also compared to frozen-flow predictions using the analytical

results from Section 4.1.1.

Reaction-Rate Parameter for Nonequilibrium Boundary Layers: Before presenting the
computational results for wall shear stress, it is desired to develop an appropriate nondimensional
reaction-rate parameter that may illuminate trends in the nonequilibrium behavior. The local di-
mensional reaction rate da/d¢, formed from local values of the net mass production rate of N per
unit volume wy and density p computed by the N S code, is shown in Figure 5.18 for the high-
enthalpy cases 1-2 and 5-6. The absolute value of wy is used to show both dissociation (wx > 0)
and recombination (wy < 0) in the same log scale. Note that wy/p varies by at least an order
of magnitude between the boundary-layer edge and the wall. This is one reason we rely on the
N-S code to obtain reasonably accurate predictions of the real-gas effects, instead of the self-similar
boundary-layer equations; even if the streamwise gradients arc small so that local similarity applies,
the third similarity condition in Equation 4.7 is seriously violated by the strong variation of wy/p
with n. In fact, wn/p can even change sign in the boundary layer, as seen in Figure 5.18 for the
high-incidence cases 1 and 2, where the edge condition experiences nonequilibrium dissociation. The
low-incidence cases 5 and 6 have weak nonequilibrium recombination outside the boundary layer, as
noted in Section 5.1.2 in connection with the inviscid computational result for shot 1776.

Where da/dt is small, the gas is close to its local equilibrium composition; in Figure 5.18 this
appears to occur at the dissociation-recombination transition in cases 1 and 2, and throughout
much of the boundary layer in cases 5 and 6. At the wall, however, only the catalytic-wall results
show local equilibrium, where it has actually been enforced by setting a,, = 0, the equilibrium
composition at the wall temperature. For a noncatalytic wall, the imposed boundary condition
(0a/0y)w = 0 causes the composition at the wall to be determined by conditions slightly away

from the wall, where the velocity may be high enough to maintain a nonequilibrium state. In fact,
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Figure 5.18: Sclected computational boundary-layer results for the local reaction rate |[do/dt| =
wy/p|. The break in curves for cases 1 and 2 occurs at transition between net dissociation (wy > 0)
and recombination (wx < 0). Cases are described in Table 5.3.

close to the wall, there are two velocitics which need to be considered in determining the degrec
of nonequilibrium; the streamwise velocity u which may convect the gas downstream at a rate
comparable to the recombination rate, and the normal-direction diffusion velocity vy which may
move atoms towards the wall at a rate comparable to the recombination rate. Close examination of
the computational results shows that vy is only comparable to u very close to the wall, and only
dominates u in the catalytic-wall results. The latter observation may explain the narrow peak in
recombination rate observed near a catalytic wall for all cases in Figure 5.18, i.e. the high diffusion
velocity causes a higher degree of nonequilibrium.

It is difficult to definc a global Damkéhler parameter for reacting boundary-layer flows because
there arc scveral phenomena of importarce; convection, diffusion, and wall boundary condition. One
might nondimensionalizc the reaction rate by a time scale based on either the streamwise velocity and
distance from the leading edge, or the normal diffusion velocity and boundary-layer thickness. But
since both of these velocities vary significantly through the boundary layer, it is not clear what values
best characterize the time scales for convection and diffusion. Fay and Riddell (1958) introduced
a rate parameter for nonequilibrium gas-phase recombination in stagnation-point boundary layers;

Inger (1964, 1995a,b) and Inger and Elder (1991) presented in addition Damkohler parameters to
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characterize nonequilibrium wall recombination for an arbitrarily catalytic wall in stagnation-point
boundary layers and nonequilibrium dissociation in flat-plate boundary layers. Recombination-
dominated flat-plate boundary layers, however, have not becen considered. After trying several
formulations, the following simplified gas-phase Damkohler parameter, similar to one given by Rae
(1963), was found to best correlate the present computational results for nonequilibrium effects on

the wall shear stress:
z [ do
' = —{— 5.22
Ue < df >w, a=c, 7 (O )

where the reaction rate is evaluated at the wall temperature and density but the free-stream com-
position, and z/u. is used to characterize the streamwise flow time. This gives an indication of the
initial reaction rate, relative to the external flow rate, when the free-stream gas is brought instanta-
neously to the wall condition at the leading edge of the boundary layer. In this way I is analogous
to the paramcter A given in Section 5.1.1 for inviscid flow, which concerns the initial reaction rate
immediately downstream of a chemically frozen shock wave. Because the recombining gas in the
boundary layer is flowing at a much smaller velocity than u., I' ~ 1 does not correspond to strong
nonequilibrium as A ~ 1 does for inviscid flow; I' — 0 and I' — oc do, however, correspond to
frozen and equilibrium flow respectively. The convention I' < 0 for recombination is maintained for
consistency with A. This boundary-layer Damkohler parameter I' is only useful for noncatalytic
walls, because for catalytic walls, a,, is forced immediately to its equilibrium value even at the

leading edge.

Computational Results for Skin Friction: The effect of recombination on wall shear stress
is prescnted in Figure 5.19 by plotting the ratio of reacting-to-frozen results for C, the local skin
friction coefficient defined by Equation 4.13, against —I", the gas-phase recombination Damkdhler
number defined by Equation 5.22. Perhaps the most important (and immediately obvious) result is
that under the present conditions, recombination in the boundary layer has only a minor effect on
the wall shear stress, causing not more than a 5% increase. The increase found here for the high-
incidence cascs 1 and 2 may even overestimate the effect under experimental wedge-flow conditions
where a. actually increases continuously from the leading edge to reach the valuc at station 1 used
for the boundary-layer computation free stream. For catalytic-wall cases, the increase in wall shear
depends only on a., which is ~ 0.22 for cases 1-2 and ~ 0.11 for cases 5-6 and 12; the catalytic-
wall cases at smaller I' have ncgligible dissociation to begin with. For a noncatalytic wall, the
reacting-to-frozen wall-shear ratio gradually increases with increasing —T' for the range —I' 2> 100.
The low-enthalpy high-incidence cases 3 and 4 show a very slight (< 1%) decrease in wall shear for
reacting flow compared to frozen flow despite negligible recombination (except at the wall, which
should cause the opposite effect); the only observable difference which might explain this behavior is

that the edge conditions in the reacting-flow computations for these cases are slightly changed from
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those in the frozen-flow computations due to vibrational nonequilibrium, i.e. the discrepancy may
disappear if the frozen-flow frec stream for cases 3 and 4 is modified as it was done for cases 1 and
2. Cases 9 and 10 have extremely small I' and are not shown in Figure 5.19. Since Lgep is inversely
proportional to the square of the wall shear according to the general scaling in Equation 4.46, the
present results suggest that when there is significant dissociation in the external flow, recombination
in the boundary layer causes a slight decrease in separation length.

The above result that skin friction increases with recombination is not consistent with the sugges-
tion of Mallinson et al. (1996b, 1997b) that boundary-layer thickness § and displacement thickness §*
should increase for a recombination-dominated boundary layer (and hence increase L., according to
the various scalings which show a direct proportionality between L., and § or §*, ¢f. Equations 1.7
1.12) based on their analysis of real-gas effects in boundary layers (Mallinson, 1994; Mallinson et al.,
1997b). This analysis considers the chemical energy released or absorbed along a streamline in the
boundary layer, and the effect this has on the temperature and density profiles which determine
boundary-layer thickness in the physical plane. The endothermic process of dissociation is found
to increase the density and hence decrease the thickness by the dilatational mechanism mentioned
earlier; the opposite is assumed to occur for gas-phase recombination. The relationship between
boundary-layer thickness and the wall shear used to scale L., in the present study appears to he
straightforward; at constant Reynolds number, increasing the thickness stretches out the velocity
profile in the physical normal coordinate, resulting in a lower shear stress at the wall. The compu-
tational results in Figure 5.19 for the reacting-to-frozen ratio of §, however, show iustead a decrease
in é due to recombination, and only for the highest values of o, found in cases 1 and 2 despite the
recombination occurring in cases 5-6 and 12. There is also no difference between the catalytic and
noncatalytic results. Interestingly, the decrease is less for the higher-density case 2 than for case 1.

A completely different analysis of reacting boundary-layer flow was undertaken by Ikawa (1979),
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Figure 5.19: Comparison between frozen and reacting computational boundary-layer results for Cy
and 0, plotted against the nondimensional reaction-rate parameter I given by Equation 5.22. ¢
are catalytic-wall results, e are noncatalytic-wall results, and the numbered cases are described in
Table 5.3.
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who extended Klineberg’s momentum integral method to include the species conservation equation
and considered a fully dissociated edge condition and fully recombined wall condition (ef. Scc-
tions 1.5.1.1 and 1.5.4.1). He assumes that diffusion dominates over nonequilibrium chemistry, i.e.
that wy >~ 0 and the last term in Equation 4.4 can be neglected, and finds a large decrease in 6
for reacting flow compared to frozen flow as well as a decrease in Lgep. (Strangely, he also shows
negligible increase in Uy upstream of separation but a large increase at reattachment with respect
to frozen flow.) This result is consistent with the idea that diffusion of high-speed atoms towards
the wall and low-speed molecules away from the wall acts to make the velocity profile fuller and the
thickness smaller, and taken together with the analysis of Mallinson et al. (1997b) described above
(which entirely neglects diffusion and considers instead the cnergy released by recombination), sug-
gests that diffusion and recombination have compensating effects on the boundary-layer thickness
and wall shear, with diffusion dominating the present results which show decreased thickness and
increased wall shear for recombination.

In fact, the problem is more complicated than implied by either of these approximate methods.
For example, in the analysis of Mallinson et al. (1997b), the difference between equilibrium flow and
frozen flow inside the boundary layer is given by an exchange between chemical energy and thermal
energy at constant pressure, constant enthalpy, and constant specific heat; thus for recombination
with respect to frozen dissociated flow, the temperature increases and the density decreases. Inside
a boundary laycr experiencing strong recombination, however, the specific heat cannot be approx-
imated as a constant, and energy released by recombination can be carried away by conduction or
diffusion due to the presence of gradients in temperature and mass fraction. Conduction can be
particularly important very close to a cold wall, where the temperature is constrained. It is not
immediately obvious what effect recombination has in general on the temperature and density in a
boundary layer, or how these effects translate into changes in shear stress. A deeper understanding
of the physics involved is desired in order to extrapolate the present results for recombining cold-wall
boundary layers to other situations such as dissociation-dominated boundary layers, hot walls, and

flow in the separated shear layer downstream of separation.

Detailed Examination of Boundary-Layer Recombination: We use the present computa-
tional boundary-layer results to look first at the effect of recombination in the main part of the
boundary layer away from the wall. Figures 5.20-5.22 present boundary-layer profiles from the
reacting-flow solutions normalized by the frozen-flow solution profiles, and plotted against physical
distance from the wall normalized be the frozen-flow boundary-layer thickness. This makes clear
what changes occur due to chemistry. Cases 2 and 6 are shown because they exhibit different be-
havior (these cases are described in Table 5.3; sce also Figurc 5.15 for mass-fraction profiles and

Figure 5.16 for cdge-normalized temperature profiles). In Figure 5.20, the temperature is secn to
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increase for case 2 but decrease over a large part of the boundary layer for case 6. Under the as-
sumptions used in the analysis by Mallinson et al. (1997b), recombination is expected to cause a
tempcerature rise by the conversion of potential chemical energy into thermal energy. The magnitude
of temperature increase for a given degree of recombination depends on how the specific heat changes

with recombination; in fact, ¢, decreases with respect to frozen boundary-layer flow according to
Cp 3o+ 7

_ , 5.23
Cpjr Bag+7 (5:23)

This effect may be important in the lower region of the boundary layer for case 2, where o, — « is
largest.

In order for the temperature to decrease with recombination, the assumption of constant local
enthalpy used by Mallinson et al. (1997b) must be violated. From the boundary-layer equation
for conservation of energy (Equation 4.6), it is apparent that if Le # 1, the effect of chemistry
on the temperature depends on the species and enthalpy gradients, in particular, 8h/8y, da/dy,
and 8%a/0y?. In addition, the conduction term depends on the second derivative of enthalpy.
An obvious difference in this regard between cases 2 and 6 can be seen in the cdge-normalized

temperature profiles (Figure 5.16); only case 6 has a region wherc 07 /0y < 0, which coincides with
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Figure 5.20: Boundary-layer profiles of reacting-to-frozen ratios of 7' and p taken from computational
boundary-layer results for cases 2 and 6 described in Table 5.3.
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the region of temperature decrease, at least for the catalytic solution, scen in Figure 5.20. The
outer part of the boundary layer in case 6 is also the only region where 92T/9y? > 0; for case 5
in Figure 5.16, it appears that T'/T}. < 1 only where 9°T/9y? > 0. The temperature decrease in
the noncatalytic solution for case 6 extends down to y ~ 0.265 where 7' = T, and all derivatives
are of the same sign as in case 2, suggesting that the relative magnitudes of the derivatives are as
important as their relative signs. Though they do not change sign, the mass-fraction derivatives
are smaller for casc 6 due to less dissociation at the boundary-layer edge. While it can be shown
by expanding the conduction and diffusion terms in Equation 4.6 that the sign and magnitude of
the various derivatives are important in detcrmining the sign and magnitude these terms overall,
it is not clear exactly what trends should be expected for the effect of recombination on the local
temperature. In addition, a nonequilibrium boundary layer may have streamwise derivatives of
temperature and species concentration, particularly near a noncatalytic cold wall, which contribute
to the energy balance (c¢f. Equation 3.4). The result for case 6 suggests that having Oa /Oy and
T /8y of opposite sign, 52T /8y? > 0, or Ha/Oy small relative to 0T /0y may cause a change in the
energy balance that results in decreased temperature with recombination.

The effect a change in temperature due to reactions has on the density is simply given by the
thermal equation of state. When this is written as in Equation 3.23, it is quite evident that the

direction of change depends strongly on the degree of recombination:

P Ty (14 ae
ETf<1+a>" (5:24)

since the pressure remains essentially constant across the boundary layer. Thus whether density
increases or decreases with recombination depends on a balance between the change in a and the
change in 7". The former can be significant in the lower region of a recombining boundary layer, and
clearly dominates the effect on density for case 2 in Figure 5.20. The density increases for casc 6 as
well, controlled by the decrease in temperature where the change in « is relatively small.

It was mentioned at the beginning of this section that real-gas effects on the velocity profile may
arise from changes in the Chapman-Rubesin parameter C' and changes in the physical scale related
to changes in the density profile. The density was seen in Figure 5.20 to increase with recombination
over much of the boundary layer. The effect of recombination on C and « is shown in Figure 5.21,
causing an increase in C but different results for » in each case. The effect of changes in C' on the
velocity profile may be seen by considering the approximate houndary-layer formulation wherein C
is taken to be constant and is moved into the similarity transformation. From Equation 4.9, this
gives y o< VC, w.e. increasing C reduces the fullness of the velocity profile by enlarging the physical
coordinate. Since we also have y o« [(p.dn/p), increasing the density has the opposite effect. The

change in velocity for case 2 in Figure 5.21 is dominated by the change in C' which is larger than
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Figure 5.21: Boundary-layer profiles of reacting-to-frozen ratios of C' and u taken from computational
boundary-layer results for cases 2 and 6 described in Table 5.3.

for case 6. The change in velocity for case 6 is dominated over much of the boundary layer by the
increasc in density (cf. Figure 5.20), particularly because it is the integral of the density that is
important, and the profile of p/p is fuller than in case 2.

Ultimately we are interested in the shear stress, which depends on the velocity gradient and the
viscosity; all three are shown in Figure 5.22 for cases 2 and 6. The reacting-to-frozen ratios of du/dy
and 7 are indeterminate at the boundary-layer edge where they both become zero. The behavior in
this region depends on small numerical errors and has no physical significance: the ratios are plotted
this way to quantify the local relative changes due to recombination inside the boundary layer. It
was shown in Section 4.1.4 that the viscosity of dissociating nitrogen increases with temperature
and atomic mass fraction, but is most sensitive to the temperature; hence the similarity between
profiles of p/puys. in Figure 5.22 and T/T}. in Figure 5.20. Results for the reacting-to-frozen ratio
of du/dy are consistent with the results for u/ug. in Figure 5.21. The uniform decrease in fullness
of the velocity profile for case 2 decreases the gradient in the lower part of the boundary layer and
increases it in the outer part of the boundary layer; vice versa for case 6 (except near the wall).
The shear stress is seen to increase across the boundary layer for case 2, dominated by the increased

viscosity in the lower region. For case 6, 7 follows the behavior of Ou/dy, the decreasc in viscosity
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Figure 5.22: Boundary-layer profiles of reacting-to-frozen ratios of s, Ou/dy, and 7 taken from

computational boundary-layer results for cases 2 and 6 described in Table 5.3. The curves for du /Oy

and 7 have no significance near y = §5 where the ratios are indeterminate.

causing only a shift in the point 7 = 74 to lower y /6.

The effect of recombination on the shear stress in the middle part of the boundary layer is of
interest for the discussion in the next section concerning the behavior of 7 in the scparated shear
layer. The skin friction of the incoming boundary layer, however, depends on what happens near the
wall, which is difficult to discern in Figures 5.20-5.22. Near-wall (y < 0.184,) profiles of reacting-to-
frozen ratios of various parameters are presented in Figure 5.23 using a log coordinate. Only case

2 is shown because case 6 has similar, though less prodigious, behavior in this region. The curves
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end at the center of the computational cell adjacent to the wall, and points corresponding to the
other cell centers are shown on the catalytic-wall solution for mass-fraction gradient. To correctly
compute derivatives, it was necessary to add a datum on the wall and to avoid the use of curve
fits for data-smoothing (all results in Figures 5.20-5.23 involving derivatives were computed from a
shape-preserving cubic-spline interpolant).

The effect of recombination on the temperature becomes quite significant in the region near, but
slightly away from, the wall. For a noncatalytic wall condition, the increase is twice that found for
a catalytic wall. Since a is not much different in this region betwcen the two cases (¢f. Figure 5.15),
the difference in temperature increase cannot be attributed to the effect of recombination on ¢p given
by Equation 5.23. Instead, we look for differences in the temperature and mass fraction gradients
which as indicated earlier, may play an important rolc in determining the magnitude and direction of
temperature change due to recombination. The gradient of &, nondimensionalized in F igure 5.23 by
using the frozen-flow boundary-layer thickness, is seen to behave quite differently near the wall, as
expected, for catalytic and noncatalytic boundary conditions. Note that in the noncatalytic solution,
the location where 92a/dy? changes sign coincides with the location of maximum temperature.
This suggests that the curvature of the mass-fraction profile is determining the degree to which
temperature increases from recombination. The temperature rise for the noncatalytic wall is large
enough to dominate the decrease in a (c¢f. Equation 5.24) and produce a region where plpm < 1.
Very close to the cold wall, however, the temperature is constrained and the density increases duc
to the decrcase in «, while the chemical energy released by recombination is conducted to the wall
by the large gradient in temperature. The increase in density very close to the wall dominates the
effect of recombination on velocity and velocity gradient; for the noncatalytic wall u/ug > 1 and
Ou/dy > 1 at the wall-adjacent computational cell despite the large value of C'/C},. and the region
of decreased density a slight distance away from the wall. Because the viscosity increases due to
an increase in temperature over the same region where du/0y < 1, the shear stress turns out to be

nearly constant across the inner part of the boundary layer.

Summary of Internal Mechanisms Arising Upstream of Separation: Under the conditions
of the present study, skin friction is found to increase at high enthalpy with respect to a frozen-flow
boundary layer with the same edge conditions (c¢f. Figure 5.19), hence causing a decrease separation
length. The cffect is too small to be detected using the present experimental techniques. The increase
in skin friction is due entirely to the dilatational effect of increased density at the wall which occurs
for recombination under the condition of constrained temperature at the wall. The change in o also
dominates the effect of recombination on density throughout much of the boundary layer, leading
to the decrease in boundary-layer thickness seen in Figure 5.19. This decreasc is less for case 2 than

case 1, probably becausc the near-wall temperature increase and corresponding density decrease is
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greater for case 2 and the integral quantity é is sensitive to changes near the wall where the density is
highest. According to the above mechanism, flows with no free-stream dissociation and a catalytic
wall but with dissociation occurring inside the boundary layer should not experience an increase
in skin friction duc to real-gas effects, because a,, = 0 regardless of whether the flow is frozen or
reacting. For flows with an isothermal wall hot enough to cause dissociation, the skin friction may
decrease over frozen flow due to increased o at constrained T,,. For an adiabatic wall, however, T,
is not constrained, and Cy may depend on how the flow behaves a short distance from the wall. The
present results for increased skin friction at a cold wall cannot necessarily be extrapolated to flight
conditions, for which the wall temperature is typically much greater.

Aside from the work of Ikawa (1979) mentioned previously, the present author knows of no other
literature giving computed results for a recombination-dominated flat-plate boundary layer. Of
those authors considering dissociation-dominated flat-plate boundary layers (Blottner, 1964; Inger,
1964, 1995a,b; Moore, 1952; Rae, 1963), only Moore (1952) looked at the effect of reactions on
skin friction, finding an increase for very high wall enthalpy. Debestrian and Anderson (1993)
and Ott and Anderson (1993) compared skin friction computed for dissociating boundary layers to
predictions using the reference temperature, but not to frozen-flow results. It should also be noted
that Blottner (1964) found a decreased boundary-layer thickness due to dissociation over a catalytic

wall, consistent with the analysis of Mallinson et al. (1997b).

Comparison Between Computation and Theory: The computational boundary-layer results
may also be used to study the error involved in approximating C and 6 by applying the reference-
temperature concept under the assumptions of local similarity, flat-plate flow, and chemically frozen
flow. These are the assumptions used to obtain the scaling for separation length in Equation 4.48.
Comparisons between the computational result (labeled CFD) and the result from this simple theory
for Cy (Equation 4.18) and é (Equation 4.23) using edge conditions taken from the computations
are shown in Figure 5.24 as a function of M,. The corresponding case number for each datum can
be found by referencing M., in Table 5.3.

As expected from the results in Figure 5.19, the theory-to-computation ratio of C'y is smaller for
reacting flow than for frozen flow in those cases where significant recombination occurs. Even for
frozen flow, however, the error remains small only at moderate Mach number; the theory overpre-

dicting Cy by more than 5% at M, ~ 5 and 15% at M, > 7. The prediction for & is within +10% at

low Mach number, but falls off almost linearly with increasing Mach number, underpredicting the
computational result by 50% at M, ~ 9. The main difference between low- and high-Mach-number
cases is the degree of viscous interaction. This causes an increased favorable pressure gradient which

acts to increase skin friction and decrease thickness according to self-similar boundary-layer theory

(e.g. Cohen and Reshotko, 1956 or Rogers, 1992). In Figure 5.24, however, the opposite holds true;
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Figure 5.24: Comparison between frozen-flow flat-plate theory and computational boundary-layer

results for (a) C;y and (b) 8, plotted against M.,

which can be used to reference cases in Table 5.3.

m arc frozen-flow results, ¢ arc catalytic-wall results, and e are noncatalytic-wall results.

(s is lower than predicted and § is higher than
predicted. The only other candidates for er-
ror sources are the reference-temperaturc for-
mulation, which Dorrance (1962) suggests is less
valid at high Mach number for cold isother-
mal walls, or the viscosity model. The viscos-
ity computed by the method in Section 4.1.4 is
compared in Figure 5.25 with the viscosity out-
put by the N-S code, which has been computed
by the more advanced model mentioned in Sec-
tion 3.1.2, using the computational boundary-
layer result for case 9 which has the highest
Mach number (M, ~ 9). The simpler model
does give a higher value for the viscosity, but

not cnough to account for the difference scen in
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Figure 5.25: Comparison between viscosity mod-
els for computational boundary-layer case 9 in Ta-
ble 5.3. fitheory is the simplified model given in
Section 4.1.4, pcrp is the advanced model used

in the N-S code.

Figure 5.24 for case 9. In the present experiments for which separation length was measured, M; <5

and the reference-temperature method provides an adequate approximation for the wall shear stress,

as was also indicated by the comparisons in Section 4.1.1.3.

5.2.2.2 Separated Shear Layer

We now turn our attention to internal mechanisms for real-gas effects on separation length which

arise downstream of separation. These cannot be included in the present scaling for scparation length

which relies on an asymptotic multi-deck structure, developed for perfect-gas flow, to describe flow
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about the dividing streamline. Such a structure would need to be developed that includes the encrgy
and species equations for reacting flow. Several authors have included the energy equation in triple-
deck theory for flow at separation (Brown et al., 1990; Kerimbekov et al., 1994; Rizzetta, 1979), and
Inger (1997) also gencralized this theory for nonequilibrium flow with an arbitrarily catalytic wall.
It may be possible to extend these more complete theories to the region downstream of separation
in a manner similar to that used by Stewartson and Williams (1973), but such an undertaking is
beyond the scope of the present work. Instead, we consider the problem only qualitatively, using
the viscous double-wedge computations (¢f. Section 3.5) as an aid to interpretation. A separated
flow region was computed for the high-enthalpy experimental conditions corresponding to shots 1741
and 1796. Unfortunately, they could not be recomputed with frozen chemistry because either the
reattachment shock or leading-edge shock is detached for frozen flow on these configurations. The
nonequilibrium computations are still useful, in and of themselves, for obtaining information on how
reactions proceed downstream of separation.

Figure 5.26a shows how a profile of flow properties through the shear layer is extracted from the
viscous double-wedge computation of shot 1796. In Figure 5.26b, the Mach number and dissociation
fraction along this extraction line are plotted against normal distance from the wall nondimension-
alized by the distance yy- to the dividing streamline. The flow at +* is in the high subsonic regime,
and reversed flow occurs for y < 0.5y,~. Recombination occurs in the shear layer above ¥*, but
« and T remain constant over much of the separation bubble before falling to a low value at the
noncatalytic wall. Note that the temperature inside the recirculating region is still more than half its
value outside the shear layer, and does not equilibrate with the wall temperature. The dissociation
fraction along the wall and along the dividing streamline (approximated in the computational re-
sults by taking a strecamline very close to the wall upstream of separation) are shown in F igure 5.27
for both shots 1741 and 1796. Upstream of separation, «,, falls from the frec-stream value due
to nonequilibrium gas-phase recombination in the boundary layer near the noncatalytic wall. This
recombination is stronger for shot 1796 due to higher density. Downstream of scparation, ., drops
precipitously to a low value and then increases very slightly; this may correspond to a reverse-flow
boundary layer with weak nonequilibrium departure from equilibrium conditions, being fed by the
more highly dissociated gas near the wall at reattachment. The gas that has recombined near the
wall upstream of separation is seen to begin dissociating as soon as it leaves the wall and follows the
dividing streamline, which becomes insulated from the wall by the recirculating region and thus rises
in temperature. The degree of dissociation attained is higher for shot 1796 because it has higher «
in region 2 outside the shear layer. At rcattachment, the dissociated gas near ¢¥* is brought back
close to the wall, resulting at lcast initially in a significantly higher mass-fraction gradient at the
wall downstream of reattachment than existed in the boundary layer upstream of separation.

For flows with dissociation in the free stream, or occurring downstream of the leading-edge shock,
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Figure 5.26: Viscous double-wedge computational results in the separation region for shot 1796
(condition C2, A¢/A, = 100, 6, = 40°, 6,, = 15°); (a) Mach number contours, dividing streamline

(a)

¥", and line from which shear-layer profile is extracted; (b) profiles of M (solid curve), a (dashed
curve), and T/T,, (dash-dot curve) through the separated shear layer (T, = 6940 K).
L ‘ b 0.120 ‘
%121 Shor 1741 SHOT 1796 !
0.10] 0.10% ]
0.08 i 0.08ﬁ ]
s 0.06] J 5 0.0GF ?
0.047 j 0.04ﬁ . ]
[ ‘ | £ ! Tl
- - along wall | /\\ j - e
0.02 @ I 0.02 =
[--- along " L ] f | f\\*ﬁfj
0.00 . : . i 1 0.00: \ S S
0.0 0.5 1.0 1.5 0.0 0.5 1.0 1.5
x/Ly, x/Ly,

Figure 5.27: Viscous double-wedge computational results for a near the wall (solid curve) and
along the dividing streamline ¢* (dashed curve); shot 1741 (condition C2, A./A, = 225, 6, = 30°,
0y = 25°) and shot 1796 (condition C2, A./A, = 100, 6; = 40°, §,, = 15°). The distance along the
streamline is projected on the wall in a direction perpendicular to the first wedge surface.

recombination in the recirculating region may cause a change in Lg., with respect to frozen flow
which has constant mass fraction everywhere. The mass-fraction gradients are seen in Figure 5.26b to
be very small over much of the recirculating region, which, as suggested by the near-wall noncatalytic
boundary-layer result in Figure 5.23, may result in a temperature rise due to recombination high
enough to dominate the change in density, giving a lower density and hence a larger separation
bubble. The present model for separation length described by Equation 4.41, however, considers
only the shear stress along the dividing streamline, and the boundary-layer results of the previous
section also show that changes in shear stress due to recombination are not nccessarily related in
a direct manner to the dilatational effect of changes in density, but depend as well on changes in

the viscosity and the density—viscosity product C. In any case, the mechanism which increases the
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wall shear stress in a recombining boundary layer was found to arise from an extreme thermal wall
condition that does not exist for the dividing streamline in a shear layer. Thus the shear stress Ty
at the dividing streamline ¢ might be expected to follow the same trends as found in the previous
section for the outer part of the boundary layer where the temperature and mass-fraction gradients
are smaller. Based on the results in Figures 5.20-5.22, 7~ should increase due to recombination.
except for one particular situation. A decrease in 7,- can only occur if u/ g < 1, which requires
that T/Ty- < 1, and if the resulting velocity increase (due to increased density) is greater below v*
than above 9™ so that (0u/dy)- decreases. In other words, the behavior must mimic that found in
Figures 5.20-5.22 for the outer part of the boundary layer in case 6.

Because the experimental results for separation length in the present study, discussed in Chap-
ter 6, indicate an increased separation length due to internal mechanisms for real-gas effects (and
hence a decreased 7y-), it is desirable to consider whether or not the situation described above
could indeed occur for a recombination-dominated separation zone. In the previous section, it was
suggested that the temperature decrease in the outer part of the boundary layer for casc 6 is linked
to the fact that, unlike in the lower part of the boundary layer (or the centire boundary layer in
case 2), 0T/0y < 0 and 8°T/0y*> > 0. In fact, it can be noted from the temperature profile in
Figure 5.26b that §°7/8y? > 0 near ¥* in the shear laycr, though 0T /By > 0. Another important
difference can be seen in the mass-fraction profile; whereas 8%a/9y? < 0 throughout the outer part
of a recombining boundary layer, 9?c/dy? > 0 near ¢* in the recombining shear layer. This latter
condition was found in the previous section to coincide with a large temperature increase near a
noncatalytic wall for boundary-layer case 2. The situation in that case, however, is different in
terms of the other derivatives, i.e. 32T/9y* < 0 near the wall. The flow near ¥* also has significant
strcamwise derivatives in mass fraction and temperature, and as evident in Figure 5.27, these are
not only larger than the streamwise derivatives near the wall upstream of separation, but of opposite
sign as well. A possible consequernce of the particular combination of temperature and mass-fraction
gradients found near ¢* is that the energy balance (¢f. Equation 4.6 or 3.4) results in a decrcasc
in temperature, and hence viscosity, due to recombination. Since the second derivatives of T and y
change sign again a short distance above ¢*, the resulting increase in velocity may be greater below
¥", giving a decrease in 7y-. As seen in Figurc 5.22 for boundary-layer case 6, however, a decrease
in 7 does not require a decrease in Ou/0y if the viscosity also decreases. The present computations
cannot be used to verify the effect of recombination on temperature or shear stress along the dividing
streamline. We can only speculate that the present experimental results in Section 6.1, as well as
some previous results discussed in the next section, may be explained by a decrease in tempcerature
and shear stress with recombination, due to the gradients acting on the energy balance.

The laminar shear layer in compressible flow has been studied by a number of authors, but

not in the context of a dissociating or recombining gas. Crane (1957) discussed the effects of the
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change in scale between incompressible and compressible flow; as elaborated upon in the previous
section for boundary layers, real-gas cffects on the change in scale are more complicated. Mills
(1968) showed that for a zero-velocity low-speed side with lower temperature than the high-speed
side (which has some semblance to the present free-shear flow), decreasing the temperature ratio
across the layer has the effect of slightly decrcasing the maximum shear stress and moving the
location of maximum shear stress (which he found lies within the low-speed side) closer to *.
Denison and Baum (1963) included the effect of finite initial thickness in self-similar solutions for
the separated shear layer downstream of a backward-facing step; finite initial thickness is even more
important for boundary-layer separation upstream of a wedge, where the shear layer may still be
in the ncarfield at reattachment. Their solutions indicate that the maximum shear occurs outside
the dividing streamline and increases with distance downstrcam of scparation. Most interesting,
however, is their result that a hot recirculating region gives a significantly longer separation length
than a cold recirculating region; recombination inside the recirculating region with respect to the
external flow (as seen in Figure 5.26b) may cause the same effect with respect to frozen flow. An

excellent review of previous analysis of shear layers is given by Kennedy and Gatski (1994).

5.2.2.3 Summary of Internal Effects on L,

Internal mechanisms for rcal-gas effects on separation length are very complex. Under the present
experimental conditions of partially dissociated external flow and a cold wall, internal mechanisms
can only arise from recombination in the boundary layer or the separated region. Recombination at
the wall is shown to increase the skin friction of the boundary layer upstream of separation which
should act to decrease separation length, but only by a slight amount and only at the highest-density
conditions for a noncatalytic wall. Recombination in the recirculating region and the shear layer is
speculated to cause an increase in separation length, but this cannot be proven using computations
undertaken in the present study. It is not clear whether conditions without free-stream dissociation
but with significant dissociation in the boundary layer and shear layer should exhibit the opposite
effects on separation length.

Many of the previous computational results for shock/boundary-layer interaction in reacting flow
(¢f. Section 1.5.4.1) show increased skin friction downstream of reattachment compared to frozen
flow (Ballaro and Anderson, 1991; Furumoto et al., 1997; Grasso and Leone, 1992; Grumet ef al.,
1994), regardless of free-stream dissociation, whether dissociation occurs in the outer part of the
boundary layer, whether the wall is catalytic or noncatalytic, or whether the wall temperature is
the same as the free-stream temperature or lower. With the present results indicating increased
skin friction as well, this suggests that reactions in the boundary layer act to increase the wall shear
stress under any situation, except perhaps for a very hot wall as noted previously. The decrease in

separation length for reacting flow observed by Furumoto et al. (1997) and Grasso and Leone (1992)
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may be partially due to dissociation occurring in the separation region, though the behavior can be
explained by external mechanisms. Grumet et al. (1994) found a large increase in L., when strong
recombination occurs in the separation region, consistent with the idea proposed in the previous
section. They also showed a slight decrease in L., at the low-pressure condition for a catalytic
wall compared to a noncatalytic wall, consistent with the present boundary-layer computational
results showing higher skin friction for a catalytic wall when the reaction rate is not high. The
case computed by Ballaro and Anderson (1991), however, also has recombination occurring in the
separation region, but shows a slight decrease in L., for reacting flow. The difference between the
work of Ballaro and Anderson (1991) and Grumet ei al. (1994) is that Grumet et al. consider much
higher pressures and densitics. Recombination might also be expected to occur in the separated
region in hyperboloid-flare flow studied by Brenner et al. (1993); they show a decrease in L., as
well, but in this case the bchavior may be dominated by external mechanisms because the frozen
flow remains undissociated behind the leading-edge shock.

It is very important to note that the intcrnal mechanisms discussed here describe changes in
Lep with respect to frozen flow with the same local external conditions, not frozen flow with the
same free-stream conditions; this distinction can be important for double-wedge fows. Thus it is
not clear from the present analysis what is the combined effect of internal and external mechanisms

for real-gas effects on scparation length.

5.2.3 Reattachment Heat Flux

It was noted in Section 5.1.3.3 that internal mechanisms for real-gas effects on reattachment heating
appear from existing results in the literature to dominate cxternal mechanisms. In terms of the
expression for peak heating given by Equation 5.21, the only direct effect of reactions in the boundary
or shear layer upstream of reattachment is to change the thickness of the reattaching shear layer
and thus the growth length for peak heating. Chemistry effects on the boundary-layer thickness
upstream of separation were shown in Figure 5.19 to be quite small under the present experimental

~conditions. Of course, reactions upstream of reattachment also indirectly affect the peak heating
downstream of reattachment; for example, dissociation occurring along the dividing streamline (cf
Figure 5.27) causes a drastic change in the atomic mass-fraction profile at reattachment, making it
much fuller than it would be on a flat plate with the same edge conditions.

From Equation 4.6 it is evident that direct coupling between the mass-fraction profile and the
enthalpy profile, which determines wall heat flux, exists for Le # 1. If Le = 1, the two are coupled
only indirectly through the effects of reactions on the Chapman- Rubesin parameter. As shown in
Figure 5.28, the Lewis number is not only significantly different from unity, it also varies across the
boundary layer. For completeness, a profile of Prandt] number for the same case is also given in

Figure 5.28. Computational boundary-layer results for the effects of recombination on total heat flux
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Figure 5.28: Computational boundary-layer results for Le and Pr at the high-enthalpy condition of
case 1 described in Table 5.3.

to the wall ¢ are plotted in Figure 5.29 against the Damkéhler parameter I' defined by Equation 5.22.
Clearly, real-gas effects on heat flux can be quite significant compared to real-gas cffects on skin
friction (¢f. Figure 5.19); ¢ increases by almost a factor of two over frozen flow for the high-enthalpy,
high-incidence case 2. The increase appears to depend primarily on the amount of recombination at
the wall, as indicated by the decreasing difference between catalytic and noncatalytic results as —I°
increases; «y, for a noncatalytic wall approaches oy, for a catalytic wall as —T" increases. For smaller
values of —I', dissociation at the edge of the boundary layer is negligible to begin with, and thus
all reacting-flow computations give the same result as frozen-flow computations. Note that these
computations were undertaken for edge conditions derived from the flow upstream of separation on
a double wedge in T5; increased density and dissociation in region 3 downstream of reattachment
may cause even larger differences in reattachment heat flux between reacting and frozen flow.

A mechanism commonly cited to explain increased heat flux for a catalytic wall when there is
dissociation present, either external or internal to the boundary layer, is the diffusion of atoms to the
wall where they recombine, releasing their chemical energy to the wall. It can be seen most clearly
from Equation 3.4 that mass diffusion does indeed create an additional heat flux term when there arc
significant differences in enthalpy between the different species; > . pshsvs, is a diffusion heat flux
analogous to the translational-rotational heat flux ¢; and vibrational heat flux ¢,,, and proportional
to the mass fraction gradients instead of the temperature gradient. At a catalytic wall, the diffusion
velocities are of opposite sign (v, > 0 and vy < 0), but px = 0 and thus the summation reduces
to

Qdiff, catalytic = PwhwUNy w = puwhwDio <gj> : (5.25)

w
The second cquality shows a simplification from applying Fick’s Law; in the present computational
results, v, is given by Equation 3.11. The proportionality between diffusion heat flux and wall
gradient of mass fraction, together with the result in Figure 5.27, suggests that the diffusional

contribution to wall heat flux downstream of reattachment can be quite large for a catalytic wall.
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Though the viscous double-wedge computations in Figure 5.27 are for a noncatalytic wall, the result
that gas near the dividing streamline dissociates downstream of separation should not depend on
wall catalyticity. Upon reattachment, this dissociated gas is brought quickly back to the wall,
inducing a mass-fraction gradient close to the wall of much higher magnitude than found upstream
of separation. This mechanism for increased heating depends only on changes in the wall gradient of
mass fraction with respect to frozen flow, and thus may be expected also to occur for a dissociating
boundary layer with «, = 0 and catalytic wall.

While the above mechanism explains in-

creased heat transfer for a catalytic wall, it is 2.0 — w P
[ . ]
. . . [ *
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from the discussion in Section 5.2.2.1 regarding Figure 5.29: Comparison between frozen and re-

the role of temperaturc and species gradients acting computational boundary-layer results for ¢,

in determining recombination effects on the lo- plotted against the nondimensional rcaction-rate

cal thermal state. As shown in Figure 5.23, the Parameter I' given by Equation 5.22. ¢ and e are

temperature rise near the wall duc to recombi- catalytic-wall and noncatalytic-wall results respec-

tively, and the numbers refer to cases described in

Table 5.3.

nation is significantly higher for a noncatalytic
wall than for a catalytic wall. Compared to
frozen flow, reacting flow with a catalytic wall
shows increased wall heat transfer due to both the presence of diffusion heat flux and a slight increase
in the conduction hcat flux, while reacting flow with a noncatalytic wall shows increased wall heat
transfer, if recombination occurs near the wall, due to a large increase in the conduction heat flux.

As mentioned in Section 5.2.2.1, results in the literature for recombination-dominated flat-plate
boundary layers are practically nonexistent. Using a momentum-integral technique, Tkawa (1979)
showed large increases in ¢ both upstrcam of separation and downstream of reattachment due to
diffusion at a catalytic wall. East et al. (1980) prescnted experimental heat-transfer results from the
13 shock tunnel for flat-plate flow at 0° and 12° incidence using air, which includes the possibility of
endothermic reactions in the boundary layer. The high-enthalpy measurements were consistent with
predictions for a nearly frozen flow with noncatalytic wall at 0° incidence, but lower than predicted

at 12° incidence.
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Recombination-dominated stagnation-point boundary layers have been considered more exten-
sively; a small sample of the work includes Lees (1956), Fay and Riddell (1958), and Inger and
Elder (1991). Lees (1956) looked at the two limiting cases of a fully catalytic wall with no reactions
(ws = 0) and equilibrium flow in which there is no diffusion at the wall, and showed that the maxi-
mum difference in ¢ between these two cases goes as Le 2/%; if Le = 1, then ¢ is the same in both
cases, independent of the mechanism for energy transfer. Fay and Riddell (1958) extended the anal-
ysis to finite-rate gas-phase recombination and Le # 1, showing a phenomenon very similar to that
seen in Figure 5.29 for the present nonequilibrium flat-plate computations. While the catalytic-wall
heat transfer remains almost constant for a given «,, the fraction of it due to conduction depends
on the recombination rate parameter; ¢ consists entirely of conduction for equilibrium but includes
both conduction and diffusion as the boundary layer freezes. The hecat transfer for a noncatalytic
wall follows a trend similar to the conduction part of the catalytic-wall heat transfer, but falls off
at a much lower value of the overall reaction-rate parameter due to the build-up of a blanket of
atoms at the wall which keeps the reaction rate locally high. (The latter effect can clearly be secn
in Figure 5.18 for the present noncatalytic solutions.) This result is consistent with the explanation
above for the behavior of case 2 in Figure 5.29. Inger and Elder (1991) considered as well the de-
pendence of heat transfer on a surface reaction-rate parameter describing the degree of catalyticity.
For stagnation-point flow, the boundary-layer cquations are made self-similar by the approximation
M. ~ 0, which is certainly not the case near reattachment in double-wedge flow. It seems, however,
that mechanisms for real-gas effects in a boundary layer with dissociated edge conditions and a cold
wall are the same for flat-plate flows or stagnation flows.

Equilibrium—dissociating flat-plate boundary layers were considered by Moore (1952) who found
that chemistry effects on heat transfer appear only when the wall temperature is high enough to
cause dissociation there, in which case the sign of the change in ¢ depends on the Mach number.
For nonequilibrium, dissociation-dominated flat-plate boundary laycrs, Rae (1963) showed that the
heat flux for a noncatalytic wall falls below that for a catalytic wall with distance downstream of
the leading edge; Blottner (1964) indicated that the catalytic-wall heat flux is no different from the
frozen-flow heat flux because dissociation lowers the conduction heat flux (due to lower maximum
temperature in the boundary-layer) and raises the diffusion heat flux simultaneously. Similar results
were found by Inger (1964, 1995a).

To summarize internal mechanisms for real-gas effects on reattachment heating, it is clear that if
dissociation occurs either external or internal to the boundary layer, and either the wall is catalytic
or the reaction rates near the wall are high, then the heat flux for reacting flow increases over that
found for frozen flow. Additional mechanisms for increasing the peak heating in reacting flow are
dissociation of gas along the dividing streamline which is brought close to the wall at reattachment,

and a possible reduction in the growth length of the reattaching boundary layer due to reduced



168
upstream boundary-layer thickness. The only conditions which might produce a lower heat flux
for reacting flow are thosc of a very hot catalytic wall or moderately hot noncatalytic wall, and no
dissociation external to the boundary layer but dissociation occurring inside the boundary layer.
As discussed in Section 1.5.4.2, only the computational study of Furumoto et al. (1997) shows a
decrease in ¢y, for reacting flow. This result also shows dissociation of oxygen occurring along the
wall downstream of separation and reattachment, although the wall is isothermal at only 1200 K.
Though not stated, the wall boundary condition in this study is noncatalytic (G. H. Furumoto, priv.
comm. ).

As was done in the previous section for skin friction, the computational boundary-layer results
may be compared to the prediction methods presented in Section 4.1.1.3. The comparisons are shown
in Figure 5.30a for the frozen-low assumption where oy, = o, is assumed in evaluating the Stanton
number in Equation 4.14, and in Figure 5.30b for the catalytic-wall/equilibrium-flow approximation
where o, = 0 is assumed in Equation 4.14. As expected, the first assumption grossly underpredicts
g for reacting flow when o, < a, while the second assumption grossly overpredicts g for frozen flow
when ae > 0 and for a noncatalytic wall when the reaction-rate paramecter is small. The ay =0
approximation still underpredicts the heat flux both for a catalytic wall and for a noncatalytic wall
close to equilibrium, suggesting that there is no connection between this approximation and the
division of heat {lux into parts due to conduction and diffusion. Considering the frozen-flow results
in Figure 5.30a, the same general trend is found, of increasing overprediction with increasing Mach
number, as for the skin friction in Figure 5.24a because the predicted skin friction is used in the

Reynolds analogy (Equation 4.20) to predict heat flux.
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Figure 5.30: Comparison between computational boundary-layer results and frozen-How flat-plate
theory for ¢ with h,, in Equation 4.14 evaluated assuming either (a) v, = a, or (b) a,, = 0, and
plotted against M., which can be used to reference cases in Table 5.3. m arc frozen-flow results, ¢
arc catalytic-wall results, and e are noncatalytic-wall results.
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5.3 Summary

Real-gas cffects on separation length and reattachment heating consist of many complex phenomena
that cannot be described in a single statement. In this chapter, a classification was introduced
to separate these physical phenomena into mechanisms arising external and internal to viscous
regions of the flow such as the boundary layer and scparation zone, with internal mechanisms
further subdivided into those arising upstream and downstream of separation. Analysis of the
external and internal flow using various computational models gave some quantitative results bearing
on the conditions of the present experimental work, and much qualitative insight into the various
mechanisms.  The mechanisms, and their effects on separation length and reattachment heating
in nonequilibrium double-wedge flow with respect to a frozen flow with cither the same free-stream
conditions (when describing external mechanisms) or same external flow conditions (when describing

internal mechanisms), are outlined in the following list:
e External mechanisms due to reactions in the external inviscid flow

1. Effects on separation length

(a) For low 6, and high 8,,, dissociation downstream of the reattachment shock lowers
p3 and decreases Lqp; this mechanism is not important in the present experiments.

(b) For high 6, dissociation downstrcam of the leading-edge shock increases Rey, M,
and Ay, but the effect on (p3 — p2)/p1 depends on an, and Lg., may increase or
decrease; results indicate that the only effect arising in the present experiments is a
decrcase in Lg.p at the highest incidence.

(¢) Under conditions where ) < o (recombination shock), separation length decreases
with recombination downstream of the leading-edge shock but increases with recom-
bination downstream of the reattachment shock.

2. Effects on reattachment heating

(a) For low 6, and high 6,,, dissociation downstream of the reattachment shock causes a
slight decrease in ¢y due to lower T3 and higher Res; this mechanism may exist in
the present experiments becausc T3 is sensitive to dissociation.

(b) For high 61, dissociation downstream of the leading-edge shock results in smaller § for
a reacting boundary layer (shortening the reattachment length scale) and a stronger
increase in pz, both of which can lead to a slight increase in Gpx; the highest-incidence

cxperiments are in this regime.
e Internal mechanisms due to reactions in the boundary layer, shear layer, or separation bubble

1. Effects on separation length
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(a) For ey > 0, recombination at a cold wall (due either to catalyticity or high reaction
rates) increases C'y,, and decreases Li,,; in the present experiments this effect does
not cause more than a 5% change in Cy,,.

(b) Tt is speculated that for a; > 0 and a cold wall, recombination in the scparation
region may cause a decrease in 7. and hence an increase in Lgep; this mechanism

cannot be verified using the present computations.
2. Effects on reattachment heating

(a) For a3 > 0, or a dissociating boundary layer with catalytic wall, recombination at
a cold wall (due either to catalyticity or high reaction rates) increases ¢py; in the
present experiments, this mechanism can cause at least a twofold increase in Gpr; at
high incidence.

(b) For a; > 0 and recombination occurring at a cold wall, § may decrease (shortening the
reattachment length scale) and cause a further slight increase in Gpi; this mechanism

is unimportant in the present experiments.

This framework for describing real-gas effects provides some insight when applied to previously pub-
lished results for scparated, high-enthalpy corner flows or shock-impingement flows, but in general
it is difficult to separate external and internal mechanisms using the limited data reported. In the
next chapter, the present experimental results for scparation length and reattachment heating are

examined in light of the knowledge gained in the present chapter.
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Chapter 6 Experimental Results

The experimental data on separation length and reattachment heating in high-enthalpy double-wedge
flows, obtained by the methods in Chapter 2, are now presented with the aid of computational and
theoretical results from Chapters 3 and 4. Interpretation of the data benefits from the framework
developed in Chapter 5 to describe real-gas effects on these phenomena. Separation length is con-

sidered in Section 6.1 and reattachment heating in Section 6.2.

6.1 Separation Length

From the review in Section 1.5.2, it was clear that the length of separation due to shock /boundary-
layer interaction depends in a nonsimple manner on the local flow conditions at separation and on
the strength of the pressure rise causing the separation to occur. The raw experimental data on
separation length, measured as described in Section 2.4.4, is useless without additional knowledge of
the local flow conditions; the motivation for undertaking the computations described in Scctions 3.2
and 3.3 was to obtain estimates for local properties in the external flow field under conditions of
a nonuniform free-stream flow and thermochemical nonequilibrium. The existing scaling laws for
scparation length (cf. Section 1.5.2.2) do not include the effect of wall temperature, an important
parameter in the present experiments; this was the motivation for the development presented in
Section 4.2 of a new scaling law based on results from triple-deck theory. In Section 6.1.1, the new
scaling is applied to cxperimental data on separation length to show the importance of the new
scaling parameter A; and to determine the dependence on reattachment pressure ratio. Then in
Section 6.1.2, the behavior of separation length with Reynolds number is considered. Finally, in

Section 6.1.3, experimentally observed real-gas effects on separation length are discussed.

6.1.1 Application of Triple-Deck Scaling Result

This section is divided into several parts. First, in Section 6.1.1.1, the scaling law is used to show a
linear dependence of separation length on the reattachment pressure ratio, consistent with previous
results in the literature for supersonic interactions. Then in Section 6.1.1.2, the new scaling param-
eter for the effects of wall temperature is shown quantitatively to result in better collapse of the
experimental data while at the same time segregating the high- and low-enthalpy data (the latter
is discussed further in Section 6.1.3). In Scction 6.1.1.3, experimental data on separation angle are

compared to a result from triple-deck theory.
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Figure 6.1: Experimental L., data correlated against (p3 — p2)/p1 from computations. Different
symbols represent the different shock tunnel conditions described in Table 2.1, as indicated by
the legend. Error bars include measurement uncertainty in L., and uncertainty in the computed
parameters due to uncertainty in reservoir conditions; horizontal error bars arc given only for the
two experiments with the largest and smallest values of (p3 — p2)/p1. Lines represent fits to select
sets of conditions (dash dot for A1-2, solid for B1-3, dashed for C1-4), and n is the slope of each

line in log-log coordinates.
6.1.1.1 Dependence on Reattachment Pressure Ratio

Consider first the scaling given in Equation 4.48, which assumes a flat-plate nonreacting bound-
ary layer approximately described using the reference-temperature method. The cxponent on the
pressure ratio factor does not match previous experimental or computational results which suggest
either a linear dependence (c¢f. Equation 1.10) or a quadratic dependence (¢f. Equation 1.5). For the
present experiments, this exponent is found by empirical correlation of the separation length. scaled
by the other paramecters in Equation 4.48, against the pressure ratio factor; this correlation is shown
in Figure 6.1 using log-log coordinates. The only parameter measured directly from experiment is
Lsep/x1. All other parameters in Figure 6.1 are obtained from the inviscid triple-wedge computa-
tions, with the viscosities in A; evaluated using the model in Section 4.1.4. When plotted this way,
the data do not collapse to a single line; there is clearly some additional dependence not accounted
for, such as Reynolds-number or real-gas effects. When the data are divided into subscts based
on stagnation cnthalpy, however, straight lines fit to each subset in log-log coordinates indicate an
average dependence on the pressure ratio factor that is extremely close to linear. The scarcity of

data at conditions A1-2 prevents a useful fit in this range, the slope of the line being controlled
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heavily by a single datum. (Note that the sets for conditions C1 and C4 include a couple shots which
were significantly departed from nominal operating conditions and labeled as C0 in Appendix D.)
Though experimental pressure measurements appear to have large uncertainty and unknown
reliability (cf. Section 2.6.3), it was noted in Section 3.3.3 that the computed pressure has a tendency
to underpredict the measured pressure in the flap region. The question arises as to what effect the
use of experimental pressure data, instcad of computational pressure data, has on the correlation
presented in Figure 6.1. Only ps = pp can be obtained consistently from the experiments by
the method mentioned in Section 2.6.3, thus p; must still come from the inviscid triple-wedge
computations. The plateau pressure p2 can be estimated from the triple-deck result in Equation 4.50
using computational results for region 1. In Figure 6.2, the values of (ps — p2)/p; thus obtained are
used to correlate separation length data as in Figure 6.1. The values from Figure 6.1 based entirely
on computational results are also shown, with dotted lines connecting the two sets of results. For
most, but not all, of the shots, use of the experimental reattachment pressure shifts the data to
higher pressure ratio (ps — p2)/p1. The difference varies from shot to shot with no apparent trend.
Use of p3 = pr from experiment increases the relative scatter of the data, but has virtually no effect
on the slope obtained from linear fits in log-log coordinates, 4.¢. the average dependence on pressure
ratio is still very close to linear. This suggests that external flow conditions obtained from the
present computational results are indeced appropriate for studying the behavior of separation length.

The computed results for (p; — p2)/p1 are used exclusively for the other plots in this chapter.
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Figurc 6.2: Comparison between use of compu- Figure 6.3: Correlation of experimental L.,
tational and experimental data for p3 in corre- against M from computations; symbols, error
lation of L., against pressure ratio; large sym- bars, lines, and n are described in Figure 6.1.

bols defined in Figure 6.1 represent use of exper-
imental p3 with ps found from computed p; and
Equation 4.50, small > represent use of com-
putational p3 and ps, and dotted lines connect
corresponding pairs of data. The linear fits, giv-
ing slope n in log-log coordinates, include only
data based on experimental ps.
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A linear dependence on the pressure ratio has previously been found for supersonic interactions
(Katzer, 1989) and for transitional or turbulent interactions (Kumar, 1995). The cxperimental
data prescnted here for a double wedge with #; > 15° is shown in Figure 6.3 to encompass only
1 < M; <5 and not extend into the hypersonic regime. As mentioned in Scction 1.5.2.2, previous
results in the literature indicate a linear dependence on the pressure ratio for supersonic interactions
and a quadratic dependence for hypersonic interactions, but not exclusively; Needham (1965) found
a quadratic dependence on pressure ratio for the data of Hakkinen et al. (1959) at M, = 2. A
difference in power-law behavior might be explained by a change in the reattachment process from
an cssentially isentropic process in supersonic interactions to a nonisentropic process in hypersonic
interactions, for which the reattachment shock forms closer to the wall; in the latter case, a loss
in total pressure at reattachment requires a longer scparation length to overcome the same rise
in pressure. Experiments were performed with #; = 0° in order to verify this hypothesis, but
reliable measurements of separation length could not be obtained from them (cf. Section 2.4.4),
and difficulties arise in any case with application of the inviscid computational technique to this
configuration. Also shown in Figure 6.3 is the cubic dependence on Mach number recovered when

Lgep is scaled by Ay and (p3 — p2)/p1.

6.1.1.2 TImportance of Wall Temperature Parameter A

The scatter in Figures 6.1 and 6.3 is relatively large, in fact larger than the error bars, which include
measurement uncertainty in L., and the reservoir conditions but none of the other uncertaintics
due to approximations involved in the computations (¢f. Scction 3.3.3) or in the derivation of A,
from flat-plate boundary-layer theory using the reference temperature. If A; is removed from the
scaling, however, the relative scatter becomes worse, as shown in Figure 6.4b. The value of A is
seen in Figure 6.4a to vary by more than an order of magnitude over the experimental conditions.
There is a tendency for high-enthalpy cxperiments to have low Ay and low-cnthalpy experiments
to have high A;, with some overlap in between. Thus it is not surprising to see that when A; is
removed from the scaling for L., used in Figure 6.1, the high-enthalpy and low-enthalpy data which
were segregated now fall mostly in the same region. It is mercly coincidence that the curve fits in
Figure 6.4b without A; give an exponent for the pressure ratio factor that is close to the triple-deck
result of 3/2; because A; tends to be smaller at high incidence where (p3 — py)/p1 is also smaller,
removing A; from the correlation results in a steeper rise than found in Figure 6.1.

The apparent incrcase in relative scatter for each subsct of data when A; is removed from the

scaling can be quantified using statistical analysis of the relative root-square deviations,

L—La\°
d = —_— .
( L ) ’ (6.1)
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Figure 6.4: Effect of A; on correlation of experimental L,.p; (a) correlation of scaled L., against
A1, (b) repeat of the pressure correlation in Figure 6.1 with A; removed from the L, scaling.
Symbols, error bars, lines, and n are described in Figure 6.1.

with Aj without A,

condition d o d o v {t] P
B1-3 0.293 0.288 | 0.533 0.631 | 36.4 1.80 0.081
C1+4 0.157 0.155 { 0.318 0.248 | 55.2 3.21 0.002

Table 6.1: Statistical analysis of scatter in L., correlations; the scatter is quantified by the mean d
and standard deviation o of the relative deviations d defined by Equation 6.1, and P is the two-sided
probability, based on a test statistic using Student’s t-distribution, that the increase in d when A,
is removed has no statistical significance.

where £ are data for the ordinate of scaled separation length in Figures 6.1 or 6.4b, and Lg; arc
values for the ordinate predicted by the curve fits. In Table 6.1 are given the mean d and standard
deviation o for each set of relative deviations; low-enthalpy and high-enthalpy conditions, with and
without inclusion of A; in the scaling. The mean deviation from each curve fit is clearly smaller when
A; is included in the scaling. The statistical significance of the difference in d can be determined
by a statistical test of the null hypothesis that both sets of deviations have the same population
mean. For unknown population standard deviations and unequal sample standard deviations, the
appropriate test statistic relies on Student’s two-sided ¢-distribution parameterized by the degrecs

of freedom v (Dieter, 1991);

dy — d.
b= e ot : (6.2)
\/01/17\[1 + O’%/J\/TQ
1 0'2/N1
~ . o= .
Sy S Y oZ/NT + o2/, (6:3)

where subscripts 1 and 2 are deviation data with and without A; in the scaling, o are the known
sample standard deviations, N; = Ny = N is the sample size, and v; = 1, = N — 1 is the number of

degrees of freedom. For a specific v given by Equation 6.3, the area under the two-sided ¢-distribution
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for |t| greater than the value given by Equation 6.2 is the probability P that the null hypothesis is
true. In other words, 1 — P is the confidence level that the difference in scatter with and without
A1 in the scaling is statistically significant. From the results in Table 6.1, the confidence that the
reduction in scatter (when A, is employed) is statistically significant is approximately 92% for the
low-enthalpy data and > 99% for the high-enthalpy data.

In Section 4.2.2 it was pointed out that A; reduces to (7},/71)%/? for an idcal (Chapman) fluid
with g oc T'. To see if the reference-temperature approximation used in A; provides any improved
accuracy for the present data over the simpler assumption of an ideal fluid, correlations are given in
Figure 6.5 using T,,/T} instead of A;. A power law with exponent 7/5, instead of 3/2, is suggested by
the curve fits in Figure 6.5a; this deviation gives the departure from ideal-fluid conditions. Scaling
Lsep by (T, /T1)%/? instead of A as in Figure 6.5b results in a large shift upwards of the data but
only small changes in their positions relative to each other, compared to Figure 6.1. While use of the
reference-temperaturc approximation for arbitrary viscosity law in the scaling for wall temperature
effects on separation length does not improve the scatter of the present data, it is expected in general
to provide improved accuracy over the simpler model with g ox T

Review of the analysis in Section 4.2.2 reveals an assumption worthy of further comment: the
assumption that the viscosity on the dividing strcamline, gy, equals the viscosity at the wall
upstream of separation, p.,, does not appear to accurately reflect the situation in a real flow where
My~ = by ab separation and then increases significantly along ¢* as the temperature increases. The
assumption is, however, self-consistent within the framework of the asymptotic theory used to obtain
the present scaling for Ay in Equation 4.49. Substituting a viscosity more representative of I
such as the viscosity p5 at the reference temperature based on the edge conditions of the shear layer,

into Equations 4.43-4.46 to arrive at a different formulation of A; only accentuates the difference
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Figure 6.5: Correlation of experimental Lep using To, /T instead of Ay; (a) correlation of scaled Lgep
against Ty, /Ty, (b) repeat of the pressure correlation in Figure 6.1 with A; replaced by (Tow/Ty)3/2.
Symbols, error bars, lines, and n are described in Figure 6.1.
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in A; between high- and low-enthalpy conditions, and gives a power-law relationship Lgep x Ai‘/ o

inconsistent with the theory.

Previous empirical correlations in the literature do not encompass the range of wall-to-edge tem-
perature ratios existing in the present experiments. Because its use recovers the linear dependence
on pressure ratio found in previous results for supersonic interactions, the new factor A; introduced
in the present work appears to at least approximately account for wall temperature effects on sepa-
ration length. The fact that A; also appears to segregate the high- and low-enthalpy data from each
other is discussed further in Section 6.1.3. The factor v3/2 does vary in the present experiments,

but only a small amount.

6.1.1.3 Separation Angle

Since experimental measurements of Osep are

available, it is of some interest to sec how well 107

these arc correlated by the triple-deck result 8 a

in Equation 4.51, which predicts a weak de- fg\ r

pendence on Reynolds number and Mach num- Eon 6

ber. The data are plotted in Figure 6.6, where % 4-

it is seen that the constant of proportionality S 2:»

in Equation 4.51 gives a line that passes near I

the middle of the experimental results. This (g),oo 0'65 0_110 0_‘15 020

: C"(M3~1)/Re_ |'/*
plot also emphasizes, however, the large scat- e/ €]

ter and uncertainty in measurcments of 6..,.

This uncertainty may be partially responsible Figure 6.6 Correlation of experimental 0

for the discrepancies between computed and —2gainst triple-deck theory result given by Equa-

experimental flap pressures (cf. Section 3.3.3). tion 4.51 (solid line). The paramecters in the ab-

The uncertainty in experimental measurcment SCissa are obtained from computations. Symbols

of Lgep, obtained by measuring L, and 6.y, is and error bars are described in Figure 6.1.
dominated by the uncertainty in measured L,,,

not in measured f,.p,.

6.1.2 Reynolds-number effects

Thus far we have not considered the Reynolds number as a parameter, which may be a source for the
segregation seen in Figure 6.1. Separation length scaled by all the other parameters, using the lincar
pressure ratio dependence found for the present experiments instead of the 3 /2-power law suggested
by the triple-deck scaling, is plotted against e, in Figure 6.7. This plot looks in some ways very

similar to one presented by Needham and Stollery (1966a,b) which correlates several authors’ results
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against Reynolds number and shows a precipitous drop in scaled separation length duc to transition
occurring upstream of reattachment (as expected by the physical argument in Section 1.4). A sharp
decrease is seen in Figure 6.7 to occur in the range 1 x 105 < Re,, < 4 x 10°, which is significantly
lower than the range 1 x 10° < Re,, < 4 x 10° found by Needham and Stollery. There are several
clues, however, indicating that transition is also causing the decrease in scaled separation length
observed for the present experiments. One is that the present data exhibit the same behavior with
respect to flap deflection angle as was found by Needham and Stollery, namecly that transition occurs
at a smaller Re,, as 8, is increased while the conditions in region 1 are kept constant. This result is
simply explained by the increase in L., with increasing 6,,; the location of transition in a free-shear
layer depends on distance from its origin at scparation. Some of the interferograms presented in
Appendix F also show what appear to be instabilitics or turbulent structures in the boundary layer
downstream of reattachment (particularly noteworthy examples are shots 1294 1298).

The most reliable indicator of transition, however, is comparison of measured heat flux in the
reattachment region with predictions based on laminar and turbulent models, as described in Sec-
tion 4.1.3. This comparison was made for every shot in Figure 6.7, as shown on the Stanton-number
plots in Appendix F. For shots with significant dissociation in the external flow, the laminar and

turbulent predictions were also computed under the wall recombination approximation described in
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Figure 6.7: Correlation of experimental Lgep against Re,, from computations. Symbols, error
bars, lines, and n arc described in Figure 6.1. Flagged symbols indicated suspected transitional
interactions, which are excluded from the fits for conditions B1-3 and C1- 4. Dotted lines are a
visual aid to show possible transitional paths.
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Section 4.1.1.3 by setting au, = 0 when evaluating ¢ from the Stanton-number definition. For all
shots, further predictions were obtained by correcting the coniputed conditions in region 3 to account
for the experimental pressure measurements as also described in Section 4.1.3. Any shot showing
heat flux measurements that fall above the laminar predictions by more than about about 25% of
the difference between laminar and turbulent predictions was assumed to be transitional, and the
corresponding data in Figure 6.7 are flagged as indicated. In making the determination, the «,, = 0
approximation was used if it provided a better prediction of the measured heat flux upstream of sep-
aration. If both laminar results underpredicted the heat flux upstream of separation, then they were
assumed to underpredict the heat flux downstream of reattachment as well. The pressure-corrected
predictions were preferred over those based entirely on computational results. In some cases the
measured reattachment heat flux is obscured by the effects of a strong shock—shock interaction, such
that an otherwise laminar reattachment appears to be transitional; these shots were not considered
transitional. Care must also be cxercised interpreting cases with strong shock -shock interactions for
which the computational result is commonly nonconverged in much of region 3 (cf. Scction 3.3.2).
Bascd on the results of this comparison, it is clear in Figure 6.7 that the experiments at moderate
to high Reynolds number suffercd transition upstream of reattachment, causing the observed drop
in separation length. A few transitional cascs are also observed at lower Reynolds number for the
high-cnthalpy conditions, perhaps due to transition occurring downstrcam of reattachment where
it does not influence L,.,. The transitional high-enthalpy datum for condition C4 which falls far
above the others is shot 1320, which had an unusually large separated region. The experiment at the
highest Reg, is shot 1757, which appears in Appendix F to be transitional upstream of separation.

The large difference in transition Reynolds number between the present results and those of
Needham and Stollery (1966a,b) was thought to be possibly due to a difference in the characteristic
boundary-layer temperature, as given by the reference temperature. While 7% /T; < 1 for most of the
present expcriments, the experiments of Needham (1965) were in the hypersonic regime where the
Eckert number is large and T* /Ty > 1. It was shown by Adam (1997) that boundary-layer transition
is well correlated by a Reynolds number Rej  evaluated at the reference conditions; transition in
the boundary layer on a cone was found to occur at approximately the same Rej, for both flight
experiments and shock tunnel experiments, though the values of Re,, at transition were different
by more than an order of magnitude. While cvaluation of Rej does show Rel > Re,, for the
present experiments and Re} < Re;, for the experiments of Needham (1965), this accounts for
only a small part of the difference in transition Reynolds number between the two studies. Though
the disturbance levels in the different experimental facilities may be quite different, a more likely
explanation for the discrepancy is the stabilizing effect of a higher Mach number in Needham’s
experiments. Larson and Keating (1960) studied transition of a separated shear layer over a cavity

on an axisymmetric (ogive-cylinder) body, and found a marked increasc in transition Reynolds
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number with increasing Mach number, as did Chapman et al. (1958) for two-dimensional separation
at steps and corners. Compilations of data on compressible shear-layer transition by Birch and
Keyes (1972) and by King et al. (1991) show the same trend.

The Reynolds number of interest, here de-
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2 x 10°, corresponding to 2 < M, < 5. Both Figure 6.8: Correlation of experimental L.,
Birch and Keyes (1972) and King et al. (1991) against Rep,  from computations; see Figure 6.7
indicated transition Reynolds numbers on the for a description of symbols, etc.
order of 10° but varying by at least a factor of
four over this range in Mach number. Larson and Keating (1960) showed in addition that the transi-
tion Reynolds number can decrease well below 105 with decreasing T, /T o, and also decreases with
decreasing unit Reynolds number. Even the low-enthalpy conditions in the present experiments
have T\, /T4, an order of magnitude lower than investigated by Larson and Keating (1960), suggest-
ing that the temperature ratio is an important factor in producing the small transition Reynolds
numbers seen in Figure 6.8. The wall temperature cffect also explains the somewhat earlier tran-
sition observed for high-enthalpy conditions. The present experiments have much smaller M, and
T /T g than the experiments of Needham (1965), thus resulting in transition Reynolds numbers an
order of magnitude smaller. The unknown acoustic disturbance levels are probably not a factor; the
experiments of King et al. (1991) with laminar and turbulent nozzle wall boundary layers showed
virtually no effect of the noisc environment on transition of a separated shear layer over a two-
dimensional cavity. They also found disturbances being convected upstream through the separation
region, presumably originating from reattachment, and postulated that these disturbances dominate
the transition process. Such disturbances can also be seen in the present heat flux measurements
(cf. Figure 2.23a), but no attempt has been made to correlate them. In a computational study,
Gathmann et al. (1993) showed that acoustic wall modes are not important for transition, lending
further credence to the idea that disturbances from reattachment are driving transition.
Correlation of the present experiments against Re;, as shown in Figurce 6.7 does not recover the

squarc-root dependence on Reynolds number for laminar interactions found by Needham (1965).
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In fact, even with the known transitional cases disregarded, the linc fits show on average a slight
decrease in scaled L., with increasing Re,. One possible contribution to the difference in behavior
is the dependence on T,, /T accounted for in the present study by use of A;; the data of Needham
at My = 9.7 are fit very well by the square-root dependence in Equation 1.5 but also have T, /T
increasing with Re; . Removing A; from the scaling in Figure 6.7, however, results only in much-
increased scatter. The present laminar interaction data cover a limited range in Re,, and have a
high degree of scatter, thus making it very difficult to obtain an empirical corrclation with Re,, to
any reasonable accuracy. Unfortunately, as pointed out in Section 1.5.2.2, the functional dependence
of L., on Reynolds number has not been well established even for perfect-gas flows. An important
observation from Figure 6.7 is that the dependence on Re,, is not significantly different between
high- and low-cnthalpy experiments with laminar interactions, i.e. a Reynolds-number effect cannot
account for the shift in high-enthalpy data above the low-enthalpy data seen in all of Figures 6.1-6.3,
6.4b, and 6.5-6.8.

6.1.3 Real-Gas Effects

This leads us to a central topic of the present work; real-gas effects on separation length. We propose
that the shift in high-enthalpy data is due to an internal mechanism for real-gas effects. The upward
shift is likely due to either an increase in the measured separation length that is not accounted
for in the scaling, or an overprediction of the parameter group .qu/s/ 2/A; due to phenomena not
accounted for in the external-flow computations. It is very important to note that the scaling of
separation length by local flow parameters found by computation of the nonequilibrium external
flow already includes external mechanisms for real-gas effects; any differences between low- and
high-enthalpy cases due to reactions occurring in the external inviscid flow have been scaled out
of the data presented in this Sections 6.1.1 and 6.1.2. As discussed in Section 5.1.2.3, the present
experiments in T5 are not useful for verification of external mechanisms in any case. To be sure that
the observed shift is in fact due to real-gas effects, other possible causes must be eliminated; this is
done below in the Section 6.1.3.1. Then in Section 6.1.3.2, the obscrved discrepancy between high-
and low-enthalpy data is attributed to an internal mechanism arising downstream of separation, and
previous results are discussed in light of this. Finally, in Section 6.1.3.3, the data are reconsidered in
terms of scaling parameters evaluated for frozen external flow in order to investigate the combined

effects of external and internal mechanisms.

6.1.3.1 Elimination of Other Causes for the Observed Discrepancy

The discrepancy between low-enthalpy conditions A1-2 and other data in Figure 6.1 is clearly due
to the effects of transition to turbulence as Reynolds number increases, as shown in Figure 6.7.

Transition cannot, however, explain the difference between high- and low-enthalpy results because
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this difference exists as well in the low- Re range, where therc are a significant number of data clearly
showing fully laminar interactions for both high- and low-enthalpy experiments. The difference also
cannot be accounted for by any reasonable systematic error in the methods used to predict the
external flow parameters; the largest uncertainty in the values of these parameters arises from
uncertainty in the reservoir conditions, the effect of which is already included in the error bars
shown in each figure. Other sources for error in the computations have been considered in Chapter 3
and were shown to be no greater than that due to uncertainty in the reservoir conditions.

Some of the flow-quality issues addressed in Section 2.7 may be of concern. There is no reason to
believe that the effects of three-dimensional flow discussed in Section 2.7.5 should have a significant
dependence on stagnation enthalpy. While the flow was shown by two different estimation procedures
to be fully established well before the time at which separation-length data were obtained, the margin
for error is smaller at high-enthalpy. If steady separated flow has not been established, however, the
resulting measurcment of L., would be smaller, not larger. The only flow-quality issue which may
be of importance is contamination of the test-section flow by helium from the driver section of the
shock tunnel. In Section 2.7.2.2, results from driver-gas detection studies in T5 at hg ~ 20 MJ/kg
were applicd to the present test conditions at higher enthalpy to show that only condition C4 is likely
to harbor significant contamination. It is possible, but unlikely, that the results at ho ~ 20 M.J/kg
cannot be extrapolated to higher enthalpy: verification requires further detection experiments under
the present conditions at hg > 24 MJ/kg. Condition C1, however, has the same stagnation enthalpy
(though a higher stagnation pressurc) as examined by Sudani et al. (1998), vet is well correlated
with the other high-enthalpy conditions in Figure 6.1. This indicates two possibilities; cither the
degree of contamination in condition C4 is not significant, or contamination has only a weak cffect
on separation length.

A simple analysis was performed to gauge the magnitude of contamination effects on the param-
cter grouping used to scale scparation length in Figure 6.1. This consisted of a perfect-gas nozzle
expansion followed by a perfect-gas wedge flow, using a gas composition with various mass fractions
of helium (0.0, 0.1, 0.25, and 0.5) and setting the mass fractions of N and Nj to keep the same
degree of dissociation as found in the free stream for condition C2. This procedurc neglects any
effect of the helium diluent on the nitrogen recombination rate which may produce a different frozen
composition in the free stream. Although perfect-gas nozzle flow is clearly a poor assumption for
predicting free-stream conditions, it should provide a useful estimate bounding relative changes in
the flow conditions due to changes in the ratio of specific heats v as the fraction of helium in the gas
is increased. As helium is added, ~ increases from 1.43 for the 10% dissociated free stream with no
helium to 1.52 at 50% contamination. The cffects this has on the nozzle free stream and on the wedge
flow tend to compensate each other; for a fixed free stream, the shock angle on the wedge increases

with v, but M also increases with v, driving the shock angle back down. Due to these competing
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effects, changes duc to contamination do not exhibit a monotonic behavior with wedge angle 6. At
low 61, Th decreases with increasing contamination but Af; remains essentially unchanged. At high
61, T1 actually increases slightly with contamination, and the effect on M; becomes more impor-
tant. Taking A1 to be approximately (T,,/T1)%/2, the largest overall relative change in the parameter
grouping ]\[fvf/z(TI/T‘M)3/2 due to contamination was found to be on the order of a 15% reduction.
This means that L., measured in contaminated flow but scaled by parameters computed under the
assumption of helium-free flow would result in an erroncous upward shift of the data in Figure 6.1.
While the direction is consistent with the observed shift, the magnitude of the crror is far too small to
account for the difference, which is approximately a factor of two increase in scaled separation length
for high-cnthalpy cases compared to low-enthalpy cases. A full nonequilibrium computation of the
nozzle and wedge flows including helium is required to verify that chemistry cffects (e.g. changes in
the reaction rates due to helium dilution) do not significantly alter the present conclusion. The flow
history may also be important in determining the cffects of contamination on separation length; if
the separated flow is well established when helium arrives, then most of the helium flows past the
separation zone without entering the recirculating region. Evidence for an increase in Ly, at late
time, long after the expected time of driver-gas contamination, can be seen in Figure 2.23b.

The results in Figures 6.1 and 6.4 might be construed as suggesting the discrepancy between low-
and high-enthalpy data is due entirely to scaling of L., by the parameter A;. We assert instead that
the new scaling parameter actually serves to clucidate real-gas effects on separation length. It has
already been pointed out that while the introduction of A; in Figure 6.1 results in a shift of the high-
enthalpy data away from the low-enthalpy data, it also results in significantly reduced scatter among
each set of data independently of the other. It has been shown qualitatively by numerous previous
investigations in perfect-gas flows that L., increases with increasing T,,/71 (c¢f. Section 1.5.2.1).
The new parameter A; quantifies this effect by linking 7.,/ to the skin friction of the incoming
boundary layer using the reference-temperature method and the scaling from triple-deck theory,
producing a dependence on T,,/T; consistent with previous qualitative results. The large range
in T,,/T) evident in Figurc 6.5a suggests that any dependence of Lsep on To,/T4 is important in
the present experiments. This dependence is at least approximately scaled out with normalization
by Ay, leaving only internal mechanisms for real-gas effects as the likely cause for the discrepancy

between low- and high-enthalpy data in Figure 6.1.

6.1.3.2 Internal Mechanism Causing the Observed Discrepancy

By the above arguments, all potential sources, other than real-gas effects, for the observed shift in
high-enthalpy data have been climinated. The question now arises as to what internal mechanism
in particular is responsible for the increase in scaled separation length measured for high-enthalpy

flows. The correlation of high-enthalpy data in Figure 6.1 includes experiments at both high and low
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incidence angles as well as large and small nozzle area ratios. The main thing they have in common
that differentiates them from the low-enthalpy conditions B1-3 is the presence of partial dissociation
in the free stream, suggesting that recombination is responsible for the observed difference. It was
shown using nonequilibrium computations of boundary layers in Section 5.2.2 that under the present
experimental conditions, dissociation in the boundary layer is entirely negligible and changes in the
skin friction of the undisturbed boundary layer upstream of separation due to recombination are
relatively unimportant, inducing no more than a 5% increase in C'y. The generalized scaling for L,
in Equation 4.46 indicates an inverse-square dependence on the wall shear, so that the corresponding
relative decrease in Lg., may be larger than 5%. The effect is too small to account for the observed
difference and acts in the wrong direction.

The internal mechanism causing the difference must, by elimination, be a mechanism arising
in the region downstream of separation. In Section 5.2.2 it was speculated that differences in the
species and temperature gradients between flow near the dividing streamline in a shear layer and
flow near the cold wall in the boundary layer may lead to a large decrease in 7~ while 7, increases
slightly with recombination. This would result in a larger separation length for recombination-
dominated flows with respect to frozen flow. Such a mechanism could explain the cffect observed
in the present experiments. The ratio of high- to low-enthalpy scaled separation length seen in
Figurc 6.1 is approximately a constant factor three over a wide range of pressures; for the high
enthalpy experiments, the computed pressure in region 2 external to the shear layer (¢f. Appendix E)
ranges from ~ 15 kPa at high A./A, and 6; = 15° to =~ 170kPa at low A4./A, and #; = 40°. This
suggests that nonequilibrium effects which depend on the reaction rate are not important, since it
was shown in Section 5.2 that the cases with 6; = 15° and high A, /A, have ncarly frozen boundary
layers. On the other hand, no computations in the present study have been performed for the
flow downstreamn of separation under these conditions. It is possible that nonequilibrium cffects
are important in the region downstream of separation even when they are not important in the
boundary layer upstrcam of separation, due to the presence of slow recirculation close to a cold wall.
The constancy of the ratio of high- to low-enthalpy L., also suggests that the magnitude of the
effect does not depend strongly on the degree of dissociation at separation, since the high-enthalpy
results in Figure 6.1 include high-incidence cases with 0.11 < ay < 0.25.

The mechanism described above may explain the computational results of Grumet et al. (1994)
for shock-impingement flows with o1 > 0. At a low-pressure condition where only a small amount
of recombination occurs in the free-shear layer, they found a slight decrease in L., for a catalytic
wall which may be attributable to the increase in Cy upstream of separation. At a high-pressure
condition with p;, of the same order as in the present experiments, they found a large increase in
L ep, suggesting that an internal mechanism in the free-shear layer causes a decrease in Ty« much

stronger than the increase in 7, upstream of separation.
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While such computational results are expected to include the relevant physics, it is also important
to consider previous experimental results on high-enthalpy shock/boundary-layer interaction to see
if they exhibit the samc behavior. Several experimental studies were discussed in Section 1.5.4.1,
but the information on local external flow conditions necessary for application of the new scaling
law was available to the present author only for the compression-corner experiments of Mallinson
(1994). External mechanisms are negligible for these experiments, but the high-enthalpy cases do
have free-stream dissociation of oxygen which may recombine in the separated region and cause a
change in separation length. The information supplied by S. G. Mallinson (priv. comm.} for cight
experiments at three different operating conditions of T3 included free-stream conditions, the local
conditions pi, v1, My, Re,,, and C* (different from the free stream due to viscous interaction at
high Mach number on a flat plate), the wall temperature, and the distance L, between the corner
and the location of separation observed from flow visualization. The local temperature Ty was
found by assuming (77 — To)/Toe = 0.3(p1 — Poo) /P based on the correction method discussed
in Section 4.1.3 applied to very weak shock waves, and the viscosities in A; were calculated using
the model in Section 4.1.4. The reattachment pressure py was taken from measurements presented
in graphical form (Mallinson, 1994), and po was calculated using Equation 4.50. Although the
present scaling was developed to describe the behavior of Ly, the behavior of L, is expected to be
qualitatively similar.

In Figure 6.9a, Mallinson’s data for L, is plotted in the same form as used in Figure 6.1 for
the present data. Interestingly, the dependence on pressure ratio is closer to a linear one than the
quadratic one expected for hypersonic interactions based on previous work in perfect-gas flows (cf.
Section 6.1.1). This may be due in part to the use of L, instead of Lge, since OLgep/0L, > 1.

The shock tunnel conditions B, D, and G for T3 arc listed in order of decreasing stagnation en-
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Figurc 6.9: Correlations of L, data from experimental study of Mallinson (1994); (a) against pressure
ratio, (b) against Reynolds number. Conditions B, D, and G in T3 have the indicated free-stream
mass fractions of O and NO. Lines are linear fits in log—log coordinates giving slope n.
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thalpy. The experiments used air, resulting in free-streamn composition which includes dissociated
oxygen and some nitric oxide as indicated, but negligible dissociation of nitrogen. The plot against
Reynolds number (assuming a linear dependence on pressure) in Figure 6.9b suggests that the dif-
ference between condition G and the other conditions might be a Reynolds-number effect. The same
magnitude of reduction in scaled separation length, however, was found in the present experiments
at somewhat higher Re,. . The increase in separation length with increasing free-stream dissociation
might be explained by recombination in the shear layer. Unfortunately, the very limited number of
data makes it difficult to verify that the same trend is occurring for the T3 experiments as found for

the present experiments in Figure 6.1, particularly when the uncertainty and scatter are considered

as well.

6.1.3.3 Combined Effect of Internal and External Mechanisms

As mentioned previously in Section 5.1.2.3, external mechanisms cannot be separated from internal
mechanisms. We may, however, consider the net effect of internal and external mechanisms by
evaluating the scaling parameters for a thermochemically frozen external flow. This is done in
Figure 6.10 by use of the frozen-flow IDG model presented in Section 5.1.1. The model assumes a
uniform free stream with properties taken from the nozzle centerline at the double-wedge leading
edge, and is further limited by the approximation that gives constant vibrational excitation. Thus

the separation length scaled in this manner

cannot be directly compared to the separation

[ ] length scaled by parameters from the nonequi-

. 103; El librium computations; only relative differences
§£ & within the results from each scaling provide
m§<:- 102k _7 additional information. Furthermore, some of
z i - v o o n=1.12 the high-incidence, high-enthalpy conditions do
= g e 2 Zz?gz : not admit a frozen-flow solution with attached
0 160 T 161 | shocks, although these are the conditions most
[(Pa=p2)/Pilps likely to show external mechanisms for real-gas

Figure 6.10: Correlation of experimental Lsep Us-  effects. These conditions have the lowest values
ing paramcters from IDG frozen flow; sce Fig- (ps—p2)/p1, and it can be seen by comparing
ure 6.1 for a description of symbols, efc. Figure 6.1 to Figure 6.10 that some data in this

regime arc missing from the latter. The com-
parison also shows very little difference in the positions of data relative to each other. Only two
experiments at high incidence under condition C4 (1) show a noticeable difference, with scaled sep-
aration length smaller than the corresponding experiments at lower-enthalpy condition C2 (o) when

Lgep is scaled by frozen-flow parameters. This is consistent with the result in Section 5.1.2.3 that dis-
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sociation in region 1 relative to the free strcam canses a decrease in L., if ase > 0. The decreasc in
this regime relative to the low-incidence regime causes a slightly steeper slope for the high-enthalpy
curve fit seen in Figure 6.10 compared to Figure 6.1. It is important to note, however, that the
decrease is found not by experimental observation but by substituting different models (frozen and
reacting) for the external flow, and that the decrease is no larger than the existing scatter among
high-enthalpy data.

It is thus evident from Figure 6.10 that the increased separation length for high-enthalpy data,
attributed to an internal mechanism for real-gas effects, holds also with respect to frozen external
flow at the same free-stream conditions, because external mechanisms are unimportant for most
of the present experiments. Only very high-incidence, high-enthalpy conditions indicate significant
external mechanisms, and these act to reduce the increase due to internal mechanisms. The internal
mechanism elucidated by the scaling in Figure 6.10 thus appears to depend largely on the free-stream

dissociation level.

6.2 Reattachment Heat Flux

The experimental heat flux measurements described in Scction 2.5 may be used together with local
external-flow parameters from the inviscid triple-wedge computations described in Section 3.3 to
see if the various correlations from previous work in perfect gas flows, presented in Section 1.5.3,
produce any interesting results for the present experiments. The maximum measured heat flux g,
from each cxperiment was not useful due to very large scatter and the obscuring phenomenon of
strong shock—shock interaction. Only the averaged heat flux measurement ¢r from downstream of
reattachment (cf. Section 2.5.3) is used in this section. The experimental data are applied to two of
the previous correlations from Section 1.5.3; the results of Simeonides ef al. (1994) are considered

in Section 6.2.1, and the results of Bushnell and Weinstein (1968) are considered in Section 6.2.2.

6.2.1 Correlation using results of Simeonides et al

Because it successfully correlated a wide range of data from perfect-gas flows, the result presented
by Simeonides et al. (1994) appears the most promising. In particular, they give a plot of the
scaled heat flux (Gpr/dm) (Pt /Ppitipr)™ (Lpk /Zpx)' ™, with n given by Equation 1.18, against the
Reynolds number Re;pk evaluated in region 3 at reference conditions, in which laminar interaction
data are found to be independent of Re;pk within +20%, while transitional and turbulent data
correlate within +£20% of a power-law in Re;pk. No such behavior, however, can be discerned from
the present experimental data, the scatter being much too large. In Figure 6.11 we do not consider
at all, but instead look at the scaling used by Simeonides et al. (1994) to nondimensionalize

Re*

T Tpk

the peak heating. While Simeonides et al. reference the measured heat flux to a value predicted
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for a flat plate at the same distance x,; from the leading edge as reattachment, here the measured
heat flux ¢p from the reattachment region is referenced to the measured heat flux ¢; upstream of
scparation. This scales out internal mechanisms for real-gas effects on heat transfer to the extent
that they induce the same magnitude change in ¢ relative to a frozen boundary layer for both regions
1 and 3. The growth length L, for the reattaching boundary layer is estimated, after Bushnell and
Weinstein (1968), using Equation 1.14 with the thickness &, at reattachment taken to be the sum
of the upstream boundary-layer thickness and the additional growth of a zero-initial-thickness shear

layer over the distance L.y, i.e.

Oy = 0z, + 5L58P,2 , (6.4)

where § is estimated from Equation 4.23 using computed external flow propertics for region 1 or 2
as appropriate. Other parameters in Figure 6.11 are taken directly from the inviscid triple-wedge
computations. Note that external mechanisms for real-gas effects are also scaled out by use of
local external flow solutions from nonequilibrium computation. Experiments suspected of having
transitional interactions according to the criterion discussed in Section 6.1.2 are flagged and used for
separate curve fits from the laminar interaction data. The error bars arc based on the experimental
uncertainty (described in Section 2.5.3) for the largest single heat flux measurement ¢, from the
ramp, cven when this measurement was not included in the averaging to obtain gg.

As shown in Figure 6.11, a curve fit to all of the data, including those suspected of being
transitional, reproduces the squarc-root dependence found by Simeonides et al. (1994). The scatter
about this curve fit, however, is on the order of £50%, greatly exceeding the scatter in perfect-gas
data presented by Simeonides et al. When the present data are divided into subsets based upon high
or low enthalpy and laminar or transitional interactions, only the line fit to high-enthalpy laminar
data shows a similar slope to the line fit to all data. Worse yet, the fits to transitional data indicate
a power law weaker than a square root, not stronger as given by the result of Simeonides et al. (cf.
Equation 1.18). Onc contribution to the scatter may be the estimation for L,; it was shown in
Section 5.2.2.1 that Equation 4.23 underpredicts the boundary-layer thickness by 20% at M; ~ 5,
and L, also depends on the measured angle ¢,., which was shown in Section 6.1.1 to have large
uncertainty. This source of crror cannot on its own account for +£50% scatter. Though ¢r was
averaged from heat flux measurements which appeared to be upstream of any influence due to a
strong shock-shock interaction, there remains some question concerning the consistency of these
measurements because in some cases the influence approached close to reattachment. Removing all
data seen from the interferograms in Appendix F to have a strong shock-shock interaction, however,
has no effect on the scatter. There is also no discernible trend for differences between results with and
without a strong shock—shock interaction. Other sources for scatter are the uncertainty in effective

thermal properties which appear to differ from thermocouple to thermocouple, and the possible
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Figure 6.11: Experimental data for the ratio of reattachment heat flux gr to heat flux ¢; measured
Just upstream of scparation, plotted against the parameter grouping suggested by Simeonides et al.
(1994). Symbols denote different reservoir conditions as given in Figure 6.1. Flagged symbols
indicate experiments suspected of having a transitional interaction. Error bars are given by the
measurement uncertainty in ¢px. Lines are fits to various subsets of the data as indicated, giving
slope n in log-log coordinates.

presence of vortical structures in the boundary layer downstream of reattachment (¢f. Section 2.5.3).
Possibly the most important cause of scatter in the data is the prediction method for external flow
conditions at reattachment, i.e. the inviscid triple-wedge computations. Various sources of error
in this method were discussed in Section 3.3.3, and it was shown in Section 4.1.3 that modifying
the edge conditions in region 3 according to the experimentally measured pressure gives a heat-flux
prediction that is usually closer to experiment. The correction method is not used in Figure 6.11
becausc it does not work consistently for all shots.

If the reattachment heat flux data are normalized by a reference value predicted by nonreacting
boundary-layer theory, then it may be possible to discern internal mechanisms for real-gas effects.
This is done in Figure 6.12 using a correlation otherwise similar to that used in Figure 6.11. The
length z,.¢ is equal to L, plus the distance from the corner to reattachment, and is used with
local flow paramecters in region 3 from the nonequilibrium computations to calculate Gref from
Equations 4.14 and 4.20. For Figure 6.12a, the wall enthalpy in Equation 4.14 is computed using
Qp = e, while for Figure 6.12b, it is computed using v, = 0. The latter approximation is applied
only to the high-enthalpy shots with #; > 15°, under the assumption that a noncatalytic wall better

represents the experiment and gives at most a moderate degree of recombination for §; = 15° (see
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Figure 6.12: Ratio of reattachment heat flux measurements to theoretical flat-plate reference values
assuming (a) a,, = a. for all shots, or (b) @, = 0 for high-enthalpy shots with #; > 15° and
oy = @ for remaining shots, plotted against parameter grouping suggested by Simeonides et al.
(1994). Shots suspected of having transitional interactions are not shown. Symbols are described in
Figure 6.1. Lines are fits to high- and low-enthalpy data as indicated.

Section 5.2.1, as well as the comparisons between experiment and prediction for high-enthalpy low-
incidence shots in Appendix F). Only the laminar interaction data are presented. On average, the
high-enthalpy data fall slightly higher than the low-enthalpy data in Figure 6.12a, which may be
explained by the increase in ¢r, due to recombination, over that expected for a frozen boundary
layer (cf. Section 5.2.3). The scatter, however, is much larger than the average difference between
the two sets of data. On the other hand, use of the a,, = 0 approximation in Figure 6.12b, shown
in Sections 4.1.1.3 and 4.1.3 to provide a rcasonable estimate for the effect of recombination in the
boundary layer, reduces the scatter somewhat and brings the curve fits to low- and high-enthalpy
data into better positional agreement (though worse agreement in terms of the slope). In short, the
present data do show that reattachment heat flux increases due to recombination, but do not yicld

any useful information concerning the magnitude of this increase.

6.2.2 Correlation using results of Bushnell and Weinstein

Bushnell and Weinstein (1968) found that laminar reattachment heating data in perfect-gas flows
from a number of authors was well correlated by Equation 1.15, though the total number of exper-
iments included was far fewer than used by Simeonides ef al. (1994). This correlation essentially
states that the Stanton number at reattachment depends on the Reynolds number evaluated at the
wall conditions, instead of the edge conditions as in Equation 4.20, because the peak heating at
reattachment depends on the growth of a sub-layer downstream of the stagnant reattachment point.
The present data, again using the averaged measurements ¢g, are plotted in Figure 6.13 to sec how
well they fit Equation 1.15. Again, since the low-incidence high-enthalpy shots have nonequilibrium

boundary layers closer to frozen flow than to equilibrium fow, they arc excluded from the o, = 0
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Figure 6.13: Reattachment heat flux data ¢r correlated according to the result of Bushnell and
Weinstein (1968) given in Equation 1.15, using «,, = 0 when evaluating p,, and A, in St,, for high-
enthalpy experiments with 6; > 15°. See Figure 6.11 for description of symbols, flags, error bars,

lines, and n.

approximation for the effect of recombination.
The «,, = 0 approximation is also used to find
pw and g, though the effect on viscosity is min-
imal. The length scale L,y is calculated as de-
scribed previously for Figure 6.11. A curve fit
to all of the data in Figure 6.13 gives an inverse
square-root dependcnce as found by Bushnell
and Weinstein (1968) for laminar interactions.
The same dependence is found when fitting
curves to various subsets of the data, except for
the low-enthalpy laminar interactions. These
are on average independent of py,usLpk /s, but
have very large scatter. The data suspected of
transitional interactions have the least scatter,
across low- and high-enthalpy conditions. Tran-

sitional data are not expected to adhere to the
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Figure 6.14: Reattachment heat flux data ¢g cor-
related according to the result of Bushnell and
Weinstein (1968) given in Equation 1.15, using
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result in Equation 1.15 for fully turbulent interactions, but they clearly show higher heat flux than
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expected for purely laminar interactions.

The importance of approximately including internal mechanisms for rcal-gas cffects by sctting
o, = 0 where appropriate is evident from Figure 6.14, in which the data are replotted without this
approximation. The high-enthalpy high-incidence data shifts to the left and upward due to smaller
values of p,, and h, — h,,, and also shows increased scatter. A curve fit to all the data now gives an
exponent n for Equation 1.15 which is significantly smaller than -1/2. Possible rcasons for the large
scatter in Figures 6.13 and 6.14 werc discussed earlier in connection with Figure 6.11. As done for
separation length in Section 6.1.3, the combined effect of internal and external mechanisms could be
studied by using frozen-flow solutions to evaluate the scaling parameters. The present data, however,
offer no useful information in this regard because the scatter is large and, as discussed in Section 5.1.3,
the effects of external mechanisms are relatively small. The striking difference between laminar low-
enthalpy data and laminar high-enthalpy data seen in Figure 6.13 is also evident in Figures 6.11 and

6.12. It is not clear why the low-enthalpy laminar-interaction data should behave diffferently.

6.3 Summary

The present experimental data on separation length and reattachment heating in double-wedge
flows in T5 have been investigated using various correlations, including the new scaling law for
separation length developed in Chapter 4. In particular, the new parameter A; in Equation 4.48,
which approximately accounts for wall temperature effects on the skin friction, was shown to provide
a better collapse of the experimental L., data while at the same time illuminating a difference
between low- and high-enthalpy data. External mechanisms for real-gas cffects were scaled out
by the use of local external flow parameters found from the inviscid nonequilibrium computations
discussed in Chapter 3, and other possible causes for the observed discrepancy between high- and
low-enthalpy data were considered and eliminated, leaving us with the conclusion that the result is
due to an internal mechanism for real-gas effects. The mechanism increases Lgep at high enthalpy,
which is not consistent with the effects of recombination occurring upstream of separation, but
is speculated to be consistent with a mechanism duc to recombination occurring downstream of
scparation, as discussed in Chapter 5. The magnitude of the increase is, on average, a factor of three
in scaled separation length.

The reattachment heat flux data was found on average to reproduce the behavior given by previ-
ous correlations in the literature, but with much larger scatter. This scatter prohibits investigation of
external mechanisms for real-gas effects, but the existence of an internal mechanism, whereby recom-
bination in the boundary layer increases the wall heating, is shown by comparison of experimental
heat flux to heat flux predicted using approximate methods for frozen and equilibrium recombining

boundary layers.
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Chapter 7 Conclusions

The following list itemizes the most important goals accomplished in the present study.

e Experiments were performed in the T5 Hypervelocity Shock Tunnel to investigate the interac-
tion between a shock and a boundary layer at the upstrecam-facing corner on a double wedge
under conditions of high-enthalpy flow in nitrogen test gas. Separation length was measured

using flow visualization and heat flux distributions were measured using surface thermocouples.

e The local flow properties near separation and reattachment could not be measured and were
instead estimated for each experiment by use of an advanced computational code to predict
the inviscid external flow over the experimentally measured scparated-flow geometry, under

conditions of thermochemical nonequilibrium and nonuniform free stream.

o The scaling originally introduced by Burggraf (1975) was decoded, generalized, and cxtended
to include arbitrary viscosity law by the application of results from multi-deck asymptotic
boundary-layer theory to a simple model regarding the balance of forces on the scparation
bubble, using the reference-temperature method to account approximately for wall temperature
effects on the skin friction. A new parameter A; gives the functional dependence of separation

length on wall-to-edge temperaturc ratio.

e A framework for describing real-gas effects on separation length and reattachment heating was
introduced which classifies mechanisms into those arising in the external inviscid flow and in
the internal viscous flow, the latter divided further into mechanisms arising in the boundary
layer upstream of separation or in the shear layer and recirculating region downstream of
separation. External mechanisms were investigated by application of the ideal dissociating gas
model to the new scaling law. Intcrnal mechanisms were further subdivided into those arising
upstream and downstream of separation, and the former were investigated by application
of a thermochemical nonequilibrium Navier-Stokes code to flat-plate boundary layers. The
framework provides a context in which previous, present, and future results for real-gas cffects

on separated flow may be discussed.

o The experimental data on separation length and reattachment heating werc investigated by
use of various correlations in the literature as well as the new scaling law developed in the
present study. For separation length, a linear dependence on the reattachment pressure ratio
was found, in accordance with previous results for supersonic interactions in perfect-gas flow.

A Reynolds-number effect due to transition moving upstream of reattachment was found for
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some of the low-enthalpy experiments. The Reynolds-number dependence of previous perfect-
gas results for laminar interactions, however, could not be reproduced. A significant increase in
scaled separation length was observed for high-enthalpy laminar-interaction data with respect
to low-enthalpy laminar-interaction data, and attributed to recombination occurring in the
separated shear layer. Reattachment heat flux was found to agree roughly with previous
scaling results, but excessive scatter prevented verification of real-gas effects aside from the

qualitative result that heat flux increases when recombination occurs in the boundary layer.

Specific conclusions regarding internal and external mechanisms for real-gas cffects from computa-
tional analysis and experimental observation arc listed in Sections 7.1 and 7.2 on separation length
and reattachment heating respectively. It is important to note that while external mechanisms
induce changes with respect to a thermochemically frozen flow at the same free-stream conditions,
internal mechanisms are considered in terms of the changes they induce relative to a frozen flow with
the same local external flow conditions. The practical relevance of the present results is discussed

in Section 7.3, and recommendations for future work are presented last in Section 7.4.

7.1 Separation Length

7.1.1 External Mechanisms
Analysis

e If dissociation occurs downstream of the reattachment shock but not in the region downstream
of the leading-cdge shock, then the reattachment pressurc decreases with respect to frozen
flow and causes a decreasc in separation length, by as much as 50% for equilibrium flow at
high enthalpy. This mechanism may in general be important at low incidence and high flap
deflection, but not under the conditions of the present experiments where the reaction rate

downstream of reattachment remains small for such configurations.

e If dissociation occurs downstream of the leading-edge shock, then the local Reynolds number,
Mach number, and wall-to-edge temperature ratio at separation all increase with respect to
frozen flow, but these have competing effects on the separation length. In addition, whether
the reattachment pressure increases or decrcases depends on the free-stream dissociation level.
Thus the separation length may in general either increase or decrease, but appears to be affected
under conditions of the present high-enthalpy experiments only at very high incidence, where

a slight decrease is expected.

¢ Under conditions where recombination or other exothermic processes occur instead of dis-

sociation, reactions downstream of the reattachment shock decrease separation length while
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reactions downstream of the leading-edge shock increase separation length.

Experiments

o Bixternal mechanisms could not be studied independently from internal mechanisms using
the present experiments. Furthermore, the scaling for separation length used to investigate
experimental results depends on local external flow conditions, which were computed for the
present experiments to account for nonuniform, nonequilibrium flow. The combined effects of
internal and external mechanisms were considered by computing the local external conditions
for frozen flow, which showed that external mechanisms were important only for the very

high-incidence cases and acted to decrease separation length.

7.1.2 Internal Mechanisms
Analysis

o If the local external flow is dissociated, either due to reactions occurring downstream of the
leading-edge shock or to dissociation in the free stream, recombination near a cold wall in the
boundary layer can increase the skin friction upstream of separation (relative to frozen flow
with the same external dissociation level) and decrease separation length. For a noncatalytic
wall, the magnitude of the change depends on the degree of nonequilibrium near the wall.
This mechanism has a relatively small effect (less than 5% increase in skin friction) under the
present experimental conditions which include up to 25% dissociation in the local external flow

at separation.

¢ Recombination occurring in the separated shear layer and recirculating region with respect to
a dissociated external flow condition is expected to have an effect on the shear stress along the
dividing streamline. The existence, let alone the direction and magnitude, of this mechanism
could not be verified using the present computational analysis, but it was speculated that the
shear stress along the dividing streamline may decrease relative to frozen flow, the difference
in behavior from the wall shear upstream of separation being attributed to differences in the

gradients of temperature and specics concentration.
e Other conditions, such as a dissociating boundary layer with no dissociation in the external
flow or an adiabatic wall, were not considered in detail.

Experiments

e Scaled properly by local parameters computed for nonuniform, nonequilibrium flow, the cxper-

imental measurements showed an increasc in separation length, approximately by a factor of
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three, for high-enthalpy experiments relative to low-enthalpy experiments. The increase could
only be recognized when the new parameter A; was included in the scaling to account for wall
temperature cffects on a nonreacting, separating boundary layer. The increase could not be
explained by driver-gas contamination and was attributed to an internal mechanism due to
recombination occurring downstream of separation, the effects of which cannot be included in

the present scaling law.

7.2 Reattachment Heat Flux

7.2.1 FExternal Mechanisms
Analysis

e If dissociation occurs downstream of the reattachment shock but not in the region downstream
of the lcading-edge shock, then the temperature decreases downstream of reattachment and
reduces the heat flux relative to frozen flow. This mechanism may in general occur at low
incidence and high flap deflection, but induces a change no larger than 20% even for equilibrium
high-enthalpy flows. For these configurations in the present experiments, this mechanism may
cause a weak cffect because temperature is sensitive to nonequilibrium dissociation (unlike the

pressure which determincs the effect on separation length).

e [f dissociation occurs downstream of the leading-edge shock, the boundary-layer thickness is
reduced relative to frozen flow and the density downstream of reattachment increases beyond
that for dissociation occurring only downstream of reattachment. Thesc both lead to slightly
increased heat flux at high enthalpy and high incidence, but can result in a slight decrease
at modcrate enthalpy if the free stream is partially dissociated. Under the conditions of the

present experiments at high incidence, this mechanism produces a slightly increased heat flux.

Experiments

e External mechanisms could not be studied independently from internal mechanisms using the
present experiments because correlations for heat flux depend on local external flow conditions,
which were computed for the present experiments to account for nonuniform, nonequilibrium
flow. In any case, the external mechanisms are expected to produce only small effects which

would be obscured by the large scatter in experimental heat flux data.
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7.2.2 Internal Mechanisms
Analysis

o If the local external flow at reattachment is dissociated, either due to rcactions occurring
downstream of the reattachment shock or to dissociation in the free stream, recombination near
a cold wall in the boundary layer can increasc the heat flux relative to frozen flow regardless
of whether the wall is catalytic or noncatalytic, though for a noncatalytic wall the degree
of recombination depends on the degree of nonequilibrium in the flow near the wall. This
mechanism can cause up to a factor of two increase in heat flux under the conditions of the
present high-incidence experiments which include up to 25% dissociation in the local external

flow.

e If the local external flow upstream of separation is dissociated, either due to reactions occurring
downstream of the leading-edge shock or to dissociation in the free stream, recombination in
the boundary layer can reduce the boundary-layer thickness and increase the peak heating at
reattachment by shortening the length scale for growth of the sub-layer at reattachment. This
mechanism produces only a very small effect under the conditions of the present high-incidence

experiments.

o If the local external flow both upstrcam and downstream of scparation is dissociated. and
recombination occurs at the wall upstream of separation, then subsequent dissociation along
the dividing streamline results in an increased mass-fraction gradient at the wall near reat-

tachment, which may also contribute to increased heat flux.

Experiments

e An increased heat flux was observed in the experiments by comparison to predictions for a
frozen boundary layer under the same external flow conditions. The magnitude of the increase,
however, could not be gleaned from experimental data due to the large scatter. When the effect
of recombination was approximately accounted for in the predictive method by considering the
enthalpy difference between external conditions and a fully recombined state at the wall, the
experimental measurements better matched existing correlations for reattachment heating in

perfect-gas flows.

7.3 Relevance of Present Results

Though the exact mechanism responsible for the present experimental observation of increased scpa-

ration length at high enthalpy has not been determined with certainty, much progress has been made
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in understanding the physics of real-gas effects on separation in general. The framework introduced
in the present work to describe mechanisms for real-gas effects, and the limited parametric studies
presented to quantify these effects, should prove useful in future investigations of shock/boundary-
layer interaction. The ideas developed here may be applied to separated flows found in many different
situations, including external flow on control surfaces of a reentry vehicle, internal flow in a high-
speed propulsion system, or flow on a test article in a ground-testing facility. It is important to
cmphasize that real-gas effects were investigated in the present work under free-stream conditions
obtainable in the T5 Hypervelocity Shock Tunnel, and that these conditions do not exactly duplicate
flight conditions for reentry vehicles. In particular, the shock tunnel experiments at high enthalpy
have partial free-stream dissociation, and have a wall temperature much lower than typically found
in flight even for a vehicle with surface cooling. Furthermore, the main real-gas effcct observed in
the present experiments, of increased separation length at high enthalpy, appears to arisc from the
combined presence of frce-stream dissociation and recombination near a cold wall. It is not entirely
clear from the present study how this observation relates, for example, to a flight condition with

dissociation downstrcam of the leading shock but no dissociation in the free stream.

7.4 Recommendations for Future Work

Though much has been accomplished in the present study to clucidate the effects of dissociation
and recombination on the phenomenon of shock/boundary-layer interaction, further research in this
arca is required to extend the present work to regimes not yet considered in depth, and to provide
supporting evidence confirming (or disproving) the present results. The following ideas are listed

approximately in order of decreasing importance by this author’s opinion.

e A mechanisﬁ for the experimentally observed increasc in separation length at high enthalpy
shock tunnel conditions has been proposed, but consistency with the Navier-Stokes equations
for flow in thermochemical nonequilibrium could not be proven with the computations under-
taken in the present study. Computations of a laminar free shear layer under both frozen-flow
and noncquilibrium-flow conditions are required to shed light on how the shear stress on the

dividing streamline changes with recombination, and why it does.

e A very limited number of experiments were performed with carbon dioxide test gas, but these
were not analyzed in the present study due to time constraints. A nonequilibrium computa-
tional code for carbon dioxide is required in order to repeat the methods used for nitrogen Aows
in the present study. Because carbon dioxide is more easily dissociated than nitrogen, real-gas
effects on separation length may be stronger than found for nitrogen. In addition, interesting

but uncxplained phenomena were found by Adam (1997) for heat transfer in carbon dioxide
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flows. All of the data necessary to analyze the carbon dioxide experiments by the methods of

the present work arc presented in Appendix G.

The present study did not include experiments at moderate enthalpy which may give nonneg-
ligible dissociation in the flap region while the flow upstream of separation remains at a very
low dissociation level. Additional experiments under such a flow condition may be useful to

verify external mechanisms for real-gas effects on separation length.

The present experiments included configurations at zero incidence to obtain high interaction
Mach numbers, but these presented difficulties for measuring separation length or heat flux.
An experimental study in perfect-gas flow spanning a large range in local interaction Mach
number, from supersonic to hypersonic, could be performed by using a double wedge of variable
incidence in several different supersonic and hypersonic flow facilities. If the separation length
could be measured using a consistent method over the entire Mach number range, then this
data could be used to verify the apparent change in the functional dependence of separation
length on reattachment pressure ratio, found in previous results, as the Mach number increases

from the supersonic to the hypersonic regime.

The transition Reynolds number for the frec-shear layer between separation and reattachment
is much lower for the present experiments than has been found for previous experiments in
hypersonic perfect-gas flows. There is evidence in the literature that the difference may be
due to Mach-number and wall temperature effects, but further work is needed to verify and

quantify these phenomena.

It is clear from critical review of the existing literature that the state-of-the-art in computa-
tional techniques cannot consistently predict viscous separation even for nonreacting flow. An
exhaustive investigation is needed of grid-convergence issues for these types of computations.
It is apparent from the present work that there is difficulty also in predicting the external
inviscid flow downstream of reattachment on double-wedge configurations. Though many pos-
sibilities were advanced for the cause of this difficulty, additional work is needed to quantify

the improvement in accuracy when these are eliminated.

Further work is required to prove beyond any doubt that driver-gas contamination is not a
factor in the present results. A series of driver-gas detection experiments should be performed
in T5 under the present high-enthalpy experimental conditions because they are outside the
range previously investigated for driver-gas contamination. In addition, a computational code
similar to the one used in the present study could be set up to include helium as a third species

and used to investigate the effect of contamination on double-wedge flow.
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¢ The test model used in the present experiments was prepared for the installation of thermocou-
ple instrumentation densely packed in the spanwise direction, both upstream of separation and
downstream of reattachment. Thus this model could be used to study spanwise variations in
heat flux due to three-dimensional instabilities in the concave flow at reattachment, to confirm
their existence under particular flow conditions in T5. Especially important is the magnitude
of the possible uncertainty that results from taking measurements along a single strecamwise

array of thermocouples as was done in the present study.
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Appendix A Drawings of Test Model

In Figure A.1 is pictured a three-dimensional view of the assembled test model, including new
support hardware which was created for the present study. On the following pages are reproduced

a few of the original engineering drawings used to build this model. There are three sub-assemblies;
1. front plate enclosure,
2. rear flap enclosure, and
3. support structure.

Assembly drawings are given for each sub-assembly, but detailed, dimensioned drawings are only

given for the three parts which are wetted by the test flow of interest;
1. leading edge,
2. front instrument plate, and
3. rear instrument plate.

The drawings have been scaled to 75% of their original size, and any written scale is affected

accordingly. All dimensions are in inches.

Figurc A.1: Assembly drawing of test model with new support structure.
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Appendix B Heat Flux Instrumentation

The thermocouple instrumentation and methods to deduce heat flux from thermocouple signals were
discussed in Section 2.5. Further details, of particular interest to experimenters using high-enthalpy
shock tunnels, are provided in this appendix; methods to deconvolve heat flux from temperature
signals are discussed in Section B.1, microscopy results regarding the thermoelectric junction are

presented in Section B.2, and issues regarding the thermal properties are dealt with in Section B.3.

B.1 Methods to Deconvolve Heat Flux

The thermocouples measure a rise in temperature over time at the surface of the test model in T5. In
order to deduce heat flux from this signal, it is assumed that the problem of heat conduction ncar the
surface of the test model is well approximated by the theory of one-dimensional heat conduction in a
semi-infinitc body, as given by Equations 2.4-2.6. The approximation of a semi-infinite body is valid
as long as the instrument plate is thicker than the thermal penetration depth during the test time
of interest. This depth is typically no more than 0.5 mm for T5 flows. The approximation of onc-
dimensional heat conduction is assumed to be reasonable, despite multiple materials in and around
the thermocouple with differing thermal properties. The properties do not vary widely between the
different materials, and an accurate result is presumably obtainable by considering average thermal
properties. Thermal properties are discussed further in Section B.3.

An analytical solution to Equations 2.4- 2.6 requires that the thermal properties remain constant
with temperature, i.e. that Equation 2.4 is linear. Schultz and Jones (1973) used Laplace transforms
to obtain the following solution for the heat flux at the surface as a function of the temperature at

the surfacec:

. pck [TdT(r)y dr . \/p? T, — T4
t) — n = — , B.1
i) \/—Tr—/o o vier O T ;n\/tn = i, B

where the second expression gives the discretized form which may be applied to a digitally acquired

temperature time history with n + 1 samples to find the heat flux ¢, at each time. Equation B.1 is
referred to as the direct method for computing heat flux from a time-resolved temperature signal. A
slightly different method due originally to Kendall et al. (1967), referred to as the indirect method,

is obtained by first integrating the temperature rise to find the total heat accumulated,
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~ pck [FT(r)dr _|pck - T(t;) — T(ti-1)
Q) = 4/ /O T o Q=% ;Wrmm_ml(t,,,-f,,,,l). (B.2)

then differentiating to find the heat flux,

q(ﬂ _ dgif) or Qn _ 2Qn+8 + antllofACfn,fﬁl - QanS ) (BS)

Again, the second cxpression gives a discretized version suitable for use with digital signals. The
indirect method has been most popular with shock tunnel experimenters because it tends to remove
noise from the signal by the integration in Equation B.2 and the wide differencing scheme in Equa-
tion B.3. Approximate and empirical means of including the effects of variable thermal propertics
have been considered by a number of authors (see, for example, the review by Hollis, 1995), but these
require ecither that only the thermal conductivity k varies while the thermal diffusivity o = k/pc
remains relatively constant (which is a poor approximation for the materials in a type E thermo-
couple), or empirically derived correction factors (which have not been found for the materjals in a
type E thermocouple).

A method introduced to T5 by Sanderson (1995) is the spectral method for deconvolving heat
flux. The equations are given in Scction 2.5.2 and not repeated here. The potential advantages of
this method over the direct or indirect methods described above are several; the effect of a finite
junction thickness on the gauge response can be included, the filtering of noise in the original signal
can be specified more exactly, and the computational effort is much reduced. For these reasons, the
spectral method was preferred for the present study. The only disadvantage is that the application
of spectral deconvolution to a finite nonperiodic time series of temperature using the fast Fourier
transform technique can introduce acausal anomalies. Press et al. (1992) indicate that such anomalies
can be entirely avoided by padding all time serics to twice their original length with zeros, so that
the deconvolved signal is not corrupted by wrap-around of the response function under the periodic
assumption. It was found in the present study, however, that the spectral deconvolution process
applicd to thermocouple measurements gives corrupted results even with zero-padding to twice the
original length of the time series. The effect is shown in Figure B.1la, in which the spectral method
has been applied to an artificial time history, the latter obtained by direct numerical integration of
Equation 2.7 for a specified heat flux corresponding to a step function (also shown in Figure B.1a).
The sample rate and data length are the same as used in actual T5 experiments, and only the first
few milliseconds are shown because this is the time of interest in the experiments. The spectral
method, with 2x zero-padding, is scen to give a heat flux that is up to 20% too low, both before and
after the initial rise in temperature. This error is somewhat smaller if the heat flux falls off quickly
after the initial rise, as it typically does in high-enthalpy experiments.

In Figure B.1b, the spectral method is again applied to the same problem, but with padding of
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Figure B.1: Effect of increasing the amount of zero-padding in the spectral deconvolution method,
from (a) two times the original record length to (b) four times the original record length. Solid curve
is specified heat flux history, dash—dot curve is corresponding theoretical temperature history, and
dashed curve is the result of spectral deconvolution applied to the temperature history.

all time series to four times their original length; this drastically reduces the crror but still shows
some acausal cffect. Further increasing the padding to eight times the original length gives very
little improvement, thus 4x padding is uscd in the present study. (Only padding to 2x, 4x, 8x,
ete. is used because, for best efficiency of the fast Fourier transform algorithm, the data length must
be a power of two.) The cause for this effect is not entirely clear, but may be due to the use of a
response function that is discontinuous on both ends. The thermocouple response function g(z,t)
given by Equation 2.8 does not go to zero by the end of the time serics. Repeating the exercisc in
Figure B.1 with an arbitrary response function which does go to zero before the end of the time
series shows a very accurate result with 2x padding.

The solution of Equations 2.4 2.6 can also be obtained using a finite-volume numerical technique.
The principle advantage of this method is the ease with which variable thermal properties can be
included; given a curve fit or model for the various