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Abstract 

We have measured inclusive electron-scattering cross sections for targets of 4 He, 

C, Al, Fe, and Au, for kinematics spanning the quasi-elastic peak, with squared, four­

momentum transfers (q2 ) between 0.23 and 2.89 (GeV fc?. Additional data were 

measured for Fe with q2 's up to 3.69 (GeV fc?. These cross sections were analyzed 

for the y-scaling behavior expected from a simple, impulse-approximation model, and 

are found to approach a scaling limit at the highest q2's. The q2 approach to scaling 

is compared with a calculation for infinite nuclear matter, and relationships between 

the scaling function and nucleon momentum distributions are discussed. Deviations 

from perfect scaling are used to set limits on possible changes in the size of nucleons 

inside the nucleus. 
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Introduction 
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Inclusive quasi-elastic electron scattering offers a unique opportunity to probe 

the interactions of nucleons within the nucleus. This is so because the electron in­

teracts with the nucleus only via the exchange of photons, which is a feeble, yet well 

understood process in contrast with the strong interaction. The fact that it is weak 

means that, to a good approximation, the electron interacts with only one "particle" 

in the nucleus, via the exchange of one virtual photon. Thus, final-state interactions 

(FSI) between the scattered electron and the nucleus are not a problem. The fact 

that the electron-photon vertex is exactly described by quantum electro-dynamics [1) 

is of obvious advantage. Furthermore, the quasi-elastic peak appears to be dominated 

by a simple reaction mechanism. The "particles" turn out to be only the A nucleons, 

which behave very much like free, albeit moving, nucleons. Since the elastic scattering 

of electrons from free nucleons is a very well-studied problem [2-4), we are thus able 

to probe the nuclear structure with little theoretical ambiguity. 

The physics interests addressed by quasi-elastic scattering therefore fall into three 

categories. These are: the validation and understanding of the reaction mechanism, 

nucleon momentum distributions within nuclei, and the properties of nucleons in a 

nuclear medium. 

Understanding the reaction mechanism is vital if any conclusions are to be drawn 

from such measurements. The simple knockout of bound nucleons is, in fact, an 

oversimplification. Final-state interactions of the recoiling nucleon are large, since it 
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is a hadron. Because neither it nor the residual A - 1 nucleons are detected in an 

inclusive measurement, this effect is largely abated. Furthermore, the effect of FSI 

should diminish as q2 (the square of the four momentum transfer) increases, and at 

sufficiently large q2 cease to be a problem. Meson exchange currents, in which the 

photon couples to a meson instead of a nucleon, are known to be important in the "dip 

region" between the quasi-elastic peak and the delta resonance [5]. The contribution 

to the top and low w (energy transfer) side of the quasi-elastic peak is expected to be 

small, but this is by no means a fully understood subject. Lastly, there is the problem 

of contributions from inelastic electron-nucleon scattering, primarily from the delta 

resonance. These peaks are also smeared out by the moving nucleons, and at high 

momentum transfers can overwhelm the quasi-elastic scattering on the high w side of 

the peak, or even at the top of the peak! Luckily, these inelastic contributions die off 

rapidly as one moves over to the low w side, where they become negligible. But as 

we shall see, these contributions are an obstacle to be overcome in the interpretation 

of some of our results. 

The appropriateness of an impulse approximation (LA.) description for quasi­

elastic scattering, despite the above-mentioned effects, can be gauged by a kind of 

scaling, called y-scaling [6-9], that is predicted by such a model. Basically, at a 

high enough momentum transfer, the quasi-elastic cross section can be written as 

the product of an electron-nucleon cross section times a scaling function, F(y) [9]. 

The scaling variable, y, is essentially the nucleon's momentum along the direction of 

Q, the three-momentum transfer, assuming that transverse momentum components 

can be neglected. (More precisely, y is the smaller in magnitude of the two solutions 

allowed by kinematics for the nucleon's longitudinal momentum when the transverse 

components are exactly zero. The absolute value of y is the lowest momentum the 

nucleon may have, regardless of direction, for there to be a solution of the kinematics.) 
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F (y ) is closely related to the nucleon momentum distribution , and is independent of 

the details of electron-nucleon scattering. Thus, the particle physics and nuclear 

physics aspects of quasi-elastic scattering are neatly separated. (This is a general 

feature of convolution models. For example, the parton model of nucleons leads 

to the Bjorken scaling of deep inelastic scattering [10).) By dividing the measured 

quasi-elastic cross sections by the well-known, elementary cross section ( UeN ), we 

should therefore obtain a q2 independent scaling function. Since none of the alternate 

reaction mechanisms has a q2 dependence like u eN, their presence would cause a 

breakdown of this y-scaling. Thus , if the data scale properly, we have strong evidence 

that the I.A. description is sufficient. 

Implicit in the simple LA. model of quasi-elastic scattering is the assumption 

that the bound nucleons are the same as free nucleons, and in particular that they 

have the same elastic-scattering form factors. But in nuclei, the average internucleon 

separation can approach the rms radius of the nucleons, which might have an effect 

on the nucleons themselves. Some authors have conjectured that the nucleons might 

swell [11-14), or coalesce into 6 (or more) quark objects [15), as an explanation of 

the widely discussed EMC effect [16-19). This would cause the form factors involved 

in quasi-elastic scattering to change from the free nucleon values, significantly alter­

ing the cross section. Such modifications of the nucleon's properties by the nuclear 

medium can also be studied through they-scaling analysis. As we will show, a change 

in the form factors consistent with a change in the nucleon radius has little impact 

on the quality of scaling, but has a major effect on the normalization of the scaling 

function. Thus, the normalization of experimentally determined F(y )'s provides a 

sensitive test for any such swelling. 
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Finally, if the data do indeed scale, we can interpret the results to learn about the 

momentum distribution of the nucleons in the nucleus. Of particular interest are the 

high momentum components, which arise because of the short-range, repulsive part 

of the nucleon-nucleon interaction [20], and are closely linked to the pair correlation 

function [21-24]. This short-range behavior of the wave function is generally not well 

described by mean-field shell models, in which each nucleon interacts only with an 

average field produced by the other nucleons. Such models can correctly describe 

only the long-range behavior responsible for momenta ~ kt, the Fermi momentum. 

Fork > kt, the momentum distribution is dominated by the short-range correlations, 

which therefore must be included in any proper microscopic description of the nucleus. 

To illustrate some of these ideas, we consider previous measurements of quasi­

elastic scattering from 3He [25]. These data were taken at SLAC, with a scattering 

angle of 8 deg , for incident electron energies ranging between 2.81 and 14.7 GeV. 

Four of these cross sections are plotted in Figure 1.1, vs. the energy transfer, w. 

The prominent peak in the lower energy spectra is the quasi-elastic peak; at higher 

energies , the peak disappears into the side of a rapidly rising, featureless background 

from deep-inelastic scattering. We have extracted F(y) 's from all of the cross sections 

(8 spectra in all); these are plotted in Figure 1.2. 

Although the cross sections vary over several orders of magnitude, we can see 

that the derived F(y) 's collapse impressively onto a universal scaling curve, at least 

for y ~ 0, corresponding to the low w side of the peak. In this region, the LA. reaction 

mechanism serves very well to describe the data. For y > 0, we see deviations from 

perfect scaling that grow larger as the momentum transfer increases. This is the result 

of the inelastic background that dominates the cross section there. The theoretical 

F(y), however, is symmetric about y = 0. Thus, the background can be ignored by 
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Figure 1.1 - Differential cross sections ( du I dO I dw) in units of 
nBisteriMeV for electron scattering from 3 He at an angle of 
8 degrees. 

reflecting F(y) about the y axis. The normalization of these scaling functions is close 

to that predicted for standard nucleons, and has been used to set stringent limits on 

nucleon swelling [26]. 

As we will show, the momentum distribution n(k) is related to the scaling func-

tion through: 

(
k) = -1 . dF(-k). 

n 21rk dk ' 
k ~ 0. (1.1) 

Examination of Figure 1.2 shows that we can therefore probe the momentum dis-

tri bu tion at large momenta ("" 0.5 Ge V /c). This regime is not easily accessed with 

hadronic probes, since multistep reactions with nucleons of lower momenta will ob-

scure the desired single-step reaction. The Fermi momentum is "" 0.15 ·GeV /c (for 

heavier nuclei it saturates at about 0.26) [27], so that at the higher momenta we see 
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Figure 1.2 - F(y) scaling functions derived from the 3 He cross 
sections. F has units of GeV- 1 , andy has units GeV fc. (Only 
data with w more than 50 MeV above the elastic peak are plot­
ted.) 

0.2 

that there is significant strength that is due to the short range correlations. Thus, 

we see that quasi-elastic scattering at high q2 and low w is a useful probe of nuclear 

structure. 

Previous experimental work has focused on light nuclei such as 2H, 3He, and 

4He [28,29] at high q2 , and on 4°Ca [7] for low q2 and IYI < 0.3 GeV/c. We have 

attempted to address these physics issues for a broad range of nuclei by measuring 

quasi-elastic cross sections from targets of 4 He, C , Al, Fe, and Au, and performing 

a y-scaling analysis of the results. This work was performed at SLAC during the 

spring of 1985, under the auspices of the NPAS (Nuclear Physics At SLAC) program, 

with an additional data run one year later. We made use of the NPI injector, which 

provided beams of 2.020 and 3.6 GeV ( 4.0 GeV for the later run) to our targets 
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in end station A. Scattered electrons were detected with the 8 GeV spectrometer, 

at angles between 15 and 39 degrees, and energies between 1.6 GeV and the beam 

energy. The 1986 data run used only the Fe target, at a scattering angle of 30 deg. 

Our measurements therefore cover a range 0.25 < q2 < 3.7 GeV and extend y-scaling 

results to heavy nuclei. 

We will show that the data do indeed scale, although the approach to scaling 

becomes worse with increasing A. The approach to scaling will be shown to com­

pare qualitatively with a calculation for infinite nuclear matter, including FSI [30]. 

A renormalization of the calculated F(y) 's is needed, however, to achieve detailed 

agreement, which we take to be an indication that the calculation, based on the Paris 

potential [31], overestimates the strength of the hard-core repulsion. Implications of 

the shape of the scaling function will be discussed, and finally, limits on changes to 

the nucleon radius will be presented. 

The organization of this paper is as follows. Chapter 2 discusses the details 

of the experimental equipment, and Chapter 3 covers the off-line data analysis per­

formed at Caltech for the data taken in 1985. The 1986 data run, which made use 

of an upgraded detector package in the spectrometer, was analyzed with the same 

algorithm, and largely the same software as the 1985 data. Its analysis is therefore 

not separately discussed. Chapter 4 reviews the systematic corrections applied to 

the data, as well as the systematic uncertainties in the cross-section measurements. 

Chapter 5 develops the theoretical framework of they-scaling formalism, and Chap­

ter 6 presents the results for the cross sections and scaling functions, with conclusions 

drawn in Chapter 7. Two appendices are included. The first covers details of the 

unfolding of radiative effects from the cross sections; the second presents tables of all 

the cross sections and derived F(y)'s. 
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Our electron beam was produced by the SLAC accelerator, which is an RF 

linac, operated in a pulsed mode. At the time of our experiment, it could provide 

approximately 1 Ge V of energy gain per linac sector to beam pulses of up to 1.6 flS 

duration, at pulse rates of up to 180 Hz. The full linac is 30 sectors long, and thus 

is capable of delivering very high energy beams. Low-energy beams of a few GeV, 

however, suffer from significant losses in the linac due to the low RF power levels, 

and could be delivered only at very low beam currents. For this reason, a new beam 

injector (NPI) was built for the Nuclear Physics program at SLAC (NPAS). This 

injector was located six sectors from the linac exit, and thus could provide beams of 

up to rv5 GeV in energy, at very high beam currents. Our experiment, (NE3), was 

the first experiment to make use of this injector. After some adjustments, the NPI 

was able to provide beams of 60 rnA peak current at 3.6 GeV into full width pulses 

at 180 pulses per second (PPS), as measured in the experimental hall. Most ofthe 

data, however, were taken at 120 pps with rv40 rnA peak current and 1.6 flS pulse 

width. 

The beam pulses from the linac were directed into the A-beamline, which served 

end-station A (ESA). The layout of the A-line is shown in Figure 2.1. The energy 

and profile of the beam at the target were determined by the A-bend. Eight identical 

dipole magnets in the A-bend (B10-17) defined the beam energy. A ninth dipole, 
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in series with the other eight , was used to monitor the beam energy. This magnet, 

not part of the beam transport, had a rotating wire coil (flip-coil) mounted in the 

nominal beam position. The flip-coil was used to monitor the dipoles' magnetic field, 

which determines the central energy of the beam. The energy spread of the beam 

was limited by the slits SL10 and SL11. These slits were typically set to a full width 

of 0.75%. The actual energy spread was "'0.5% (FWHM), verified by closing the slits 

until the beam current dropped. Quadrupoles Q10-14 were used to shape the beam 

spot at the target. These magnets were given a standard excitation for each beam 

energy to produce a spot ,..._.3 mm vertical by 10 mm horizontal. 

C1 
010 B10 • B13 

CO PM1 - PMS d.5° 011 

C Collimator 
PM Pulsed magnet 
a Quadrupole 
B Bending magnet 

Sl Slit 
A Steering magnet 
RS Roller screen 

Figure 2.1 - Diagram of the beamline used to transport electrons 
from the linac to the end station. The locations of the magnets 
and slits refered to in the text are shown. 
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The final beam steering was under the experimenter 's control, via magnets A10-

13. Two ZnS-coated plastic "roller screens" (RS1-2) could be remotely inserted into 

the beam and viewed by TV camera to inspect the beam steering visually. In addition, 

two arrays of thin Al wires (0.005 inch diam., 0.0156 inch spacing) were permanently 

mounted in the beam's path (Figure 2.2). Secondary emission from these wires when 

struck by the beam produced currents in external circuits to which the wires were 

connected. An LSI minicomputer was used to monitor the wire array currents on a 

pulse by pulse basis, and to control two of the steering magnets to keep the beam 

spot centered on the target. The other two magnets were manually adjusted to keep 

the beam's trajectory straight along the beam centerline, as verified periodically with 

the roller screens. 

Electron Beam 

(22 channels) 

(22 channels) 

Camac 
elec­
tronics 

Al2, Al3 
steering 
supplies 

Figure 2.2- Secondary emision wire arrays used to monitor the 
beam steering. 
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Beam current was integrated on a pulse by pulse basis as well, usmg two in-

dependent, non-intercepting toroidal transformers (TORo and TORI). The electron 

beam itself serves as the primary winding of these transformers. The secondary wind-

ings are connected to a resistor and capacitor to form a resonant circuit. A beam 

pulse will excite a damped oscillation in this circuit, as shown in Figure 2.3. 

1.0 

0.5 

-0.5 

-1.0 

0 50 

Integration region 

~ 

100 

Sampling point 

150 
Time (J..Lsec) 

-- / -----

200 250 

-t/T e 

Figure 2.3 - Typical voltage waveform from toroidal charge mon­
itors. 

300 

Two separate systems monitored this signal from each toroid. The first and 

original system sampled the amplified waveform at a fixed time after the start of the 

beam pulse. The delay time was chosen to minimize sensitivity to the pulse width. 

The second system integrated the toroid signal over its first negative portion. Each 

system was independently calibrated by passing a known pulse through a tertiary 

winding. Thus, we had four independent measurements of the beam current: TO and 
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T2 from TORo, Tl and T3 from TOR1, with TO and Tl from the original monitoring 

system. Typically, these four values agreed to better than 0.5%. Figure 2.4 shows 

a diagram of the associated electronics for both the new and the old toroid readout 

systems. 

Beam quality was monitored with two plastic scintillators, each coupled to a 

phototube. The bad-spill monitor was located in the upstream alcove, near RSl , 

adjacent to the beam pipe. This scintillator was used to minimize beam halo when 

tuning the beam. The good-spill monitor was mounted "'10 m from the target, 

at a scattering angle of "' 70 degrees. This scintillator was used to observe the 

time structure of the beam current with each beam pulse. Anode signals from each 

phototube were viewed on an oscilloscope, and were provided to the main control 

center (MCC) as a diagnostic for beam tuning. Ideally, no signal should be observed 

in the bad spill, while the good spill should be a square wave. Actual beam tunes 

usually came very close. 

2.2 Pivot Area 

The three spectrometers in the end station share a common pivot, as shown in 

Figure 2.5. The pivot itself is a modified naval gun mount, the top of which is a 

flat deck "'8 ft. in diameter. Attached to this deck was the scattering chamber and 

target assembly. The scattering chamber itself was an aluminum cylinder 32 inches in 

diameter, with l-inch thick walls. The electron beam entered the chamber through a 

5-inch circular aperture, in which was mounted a 0.001 inch aluminum window. This 

window isolated the chamber vacuum(~ 10-7 torr) from the beamline vacuum ("-'10 

micron Hg.) A manually operated vacuum valve and bleed bypass were located just 

upstream of the window to protect it from damaging pressures during idle periods. 
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Beam pulse 

Proqrammable 
qain 

Proqrammable 
delay and width 
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Figure 2.4- Schematic of toroid electronics. The pulse integrat­
ing system was read by an LSI-11 microcomputer linked to the 
Vax. The older system was directly read by the Vax computer. 

The electron beam exited the scattering chamber through a 0.008 inch Al win-

dow, and traversed ""3 ft. of room air before entering the downstream beampipe's 

endcap. Electrons scattered by the target would also pass through the exit window, 

traverse a 73-inch air gap, and enter the 8 GeV spectrometer's entrance window. The 

exit window covered an angle of ±90 degrees in scattering angle, and was 4 inches 

tall, so that it did not restrict the spectrometer's angular acceptance. 

During the checkout phase of this experiment, we observed a non-zero event rate 

with no target in the beam. This was due to electrons scattered from the beam by the 

chamber's exit window, which was within the spectrometer's acceptance at forward 

angles. To eliminate these events, we constructed a wedge-shaped shield from a 
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Wire arrays 
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Figure 2.5 - Overhead view of the pivot area showing the three 
spectrometers in the end station, the scattering chamber, and 
the pivot area shielding. Also shown are the locations of the 
toroids, roller screens, and wire arrays discussed in the text. 

machinable alloy of tungsten and copper. This shield was attached to an Al frame, 

which rested on anAl shelf bolted to the scattering chamber, as shown in Figure 2.6. 

In operation, the electron beam passed between the shield and its support frame. 

Electrons scattered by the window were intercepted by the shield, while electrons 

scattered by the target were unimpeded on the way to the spectrometer. Because of 

the change in geometry when the spectrometer angle was changed, it was necessary to 

move the shield to a different location for each angle. This shielding strategy proved 

completely effective: electrons scattering from the targets were unobstructed, yet the 

"no target" event rate was reduced to an undetectable level. 



- 15 -

End view of shield 

Figure 2.6 - Details of the scattering chamber exit window 
shield. 

The targets for the spectrometer were located on a carriage suspended from the 

target assembly housing. This carriage could be remotely raised, lowered, and rotated 

about a vertical axis by compressed air motors, to bring any target into the beam. 

Movement of the targets was monitored by digital encoders driven by toothed belts 

attached to the drive mechanism. The encoder settings for the proper positioning of 

each target were initially determined by survey with a theodolite with the targets at 

room temperature and the entrance and exit windows removed. The correct target 

alignment was also marked on a TV picture of the targets, which were viewed through 

a Lucite flange on the upstream side of the scattering chamber. 

The filling of the cryogenic targets and heat exchanger caused the target positions 

to change because of thermal contraction of the carriage. Thus, new encoder settings 
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that restored the target positions in the TV picture were found. Soon afterwards, 

the horizontal encoder settings were lost when the encoder's drive belt broke. After 

replacing the belt, we again used the TV camera to re-establish the encoder settings. 

Finally, we used a weak electron beam to check the centering of the solid targets by 

slowly moving the targets until the beam began to hit the target holder. This event 

was easily observed through a large increase in the good spill signal. These beam­

survey and TV-survey results were averaged to obtain the final encoder settings. 

Disassembly of the targets after the experiment revealed beam burn spots in the 

exact centers of the solid targets, and within 5 mm of the cryogenic target centers. 

The change in effective target thickness caused by this misalignment was negligibly 

small. 

2.3 Target Construction 

The arrangement of the target assembly is shown in Figure 2.7. Uppermost are 

the four cylindrical cryogenic cells. Gaseous 4He at 25 atm. (absolute pressure) was 

recirculated through the top cell, and liquid hydrogen at 2 atm. (absolute pressure) 

was recirculated through the cell next to the top. Both targets were maintained at 

""21 deg K by passing the return flow through a heat exchanger immersed in a reservoir 

of liquid hydrogen at atmospheric pressure. The 1 atmosphere overpressurization of 

the hydrogen target raised its boiling temperature by "'2 deg K over the reservoir to 

prevent boiling in the target. To insure uniform flow throughout each cell, a 1.43 inch 

diameter cylinder of 0.001 inch thick Al foil was mounted inside, concentric with the 

cell walls. In operation, the target fluid would flow inside this tube from the target 

inlet to the end of the cell, then back to the target outlet in the space between the 

tube and the cell wall. The target fluid flows were effected by centrifugal, fanlike 

pumps that could maintain axial flows of > 1 m/s in each target. 
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Figure 2. 7 - Target assembly showing the cryogenic target cells 
and the solid target carousel. The two lower dummy cells were 
fitted with additional aluminum endcaps to achieve the same 
total thickness in radiation lengths as the real cells. 

The temperature and pressure of each cell were carefully monitored throughout 

the experiment. Inlet and outlet temperatures were each measured by a hydrogen 

vapor pressure cell and a platinum wire resistor. The 4He target also had a platinum 

wire resistor mounted near the end of its cell. Cell pressures (measured with a pressure 

transducer) and temperatures were used to compute a nominal average target density 

on a run-by-run basis. Testing revealed that the actual 4 He target density deviated 

from the nominal value because of heating by the beam. This deviation was linear 

with respect to the average beam current, and was corrected for in the data analysis, 

as we discuss in Chapter 4. The largest (but not typical) correction was 18 percent. 

No such effects were observed for the hydrogen target at any beam current. 
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The two lower cells, of identical construction, were always kept evacuated. These 

dummy targets were used to measure the contribution of the target entrance and 

exit windows to the. scattering rates of the real targets. These dummy rates were 

subtracted from the real target rates during the data analysis, as we describe in 

Chapter 3. The radiative effects of the fluid in the real targets were simulated in the 

dummies by fitting additional aluminum endcaps to the front and rear of the dummy 

cells. These endcaps made the thickness in radiation lengths of the real and dummy 

cells equivalent. Table 2.1 lists all of the relevant parameters for the cryogenic cells. 

Component Hydrogen 4He 

Cell length (internal) 14.930 em 24.973 em 
Cell diameter (external) 2.00 in 2.00 in 
Outer wall thickness 0.0045 in 0.0167 in 
Internal tube diameter 1.43 in 1.43 in 
Internal tube thickness 0.001 in 0.001 in 
Upstream endcap diameter l.OOin 1.00 in 
Upstream endcap thickness 0.0027 in 0.008 in 
Downstream endcap thickness 0.004 in 0.016 in 
Solder thickness 0.0018 in 0.0020 in 
Solder width 0.4in 0.4 in 
Dummy preradiator thickness 0.0302 in 0.0296 in 
Dummy postradiator thickness 0.0297 in 0.0217 in 

Table 2.1 - Target cell dimensions. All materials are aluminum, 
except for a ring of Sn-Pb-Ag solder attaching the downstream 
endcap to the cell wall. Target lengths were measured under 
pressure at 20° K and corrected for endcap thicknesses. 

Mounted directly below the cryogenic cells was the carousel of solid targets. The 

carousel consisted of a horizontal Cu plate to which were bolted in a circular arc seven 

vertical Al target holders. Clamped in each holder were two solid targets, to give us 

two horizontal rows of targets. Several of the targets had a small thermocouple glued 
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to it with heat sink grease near a corner. These thermocouples were used to monitor 

the target temperature rise because of beam heating. Because the solid targets were in 

relatively poor thermal contact with the H2 reservoir, the temperature rise was much 

larger than in the cell targets. Under worst case conditions, the beam deposited 

"'30 watts in the carbon target, which raised its temperature rv50 degrees K. These 

temperature rises were easily withstood and had an insignificant effect on the target 

densities. 

The solid targets had originally been obtained by the American University group 

at SLAC for a previous experiment [19], and were lent to us for NE3. Data were taken 

for five solid targets of natural isotopic composition: carbon (pyrolytic), Al, Fe (two 

thicknesses), and Au. Each target was rectangular in shape, with nominal transverse 

dimensions of 1.50 by 1.25 inches. The thicknesses were chosen to be close to either 

2% of a radiation length (C, Al, Fe) or 6% r.l. (Fe, Au). The targets were weighed 

on an analytic balance before and after this experiment, and the thicknesses were 

measured with a micrometer in several spots near the center and corners. Similar 

measurements were undertaken by the A.U. group for their experiment [32). All 

of the weights and dimensions were averaged, and a density extracted assuming a 

rectangular shape. Table 2.2 summarizes these averages and the standard deviations 

of the measurements (combined in quadrature for p). The true densities of the metallic 

targets are well known [33) and are also listed in Table 2.2. The data analysis used 

the calculated density for the carbon target, the known density for the others, and 

the average thickness in the center of the targets to calculate the scattering cross 

sections. 

Three positions m the solid target carousel were reserved for diagnostics. In 

two of these spots, a piece of roller screen material was mounted so that we could 
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c Al Fe (2% r.l.) Fe (6% r.l.) Au 

wt. 10.885 (14) 6.348 (13) 3.5577 (87) 10.140 (13) 4.687 (12) 
X 3.8092 (00) 3.8706 (58) J.8887 (10) 3.8177 (91) 3.8166 (10) 
y 3.1772 (26) 3.221 (11) 3.2305 (31) 3.194 (27) 3.1995 (40) 
z .41040 (63) .18978 (58) .03669 ( 43) .10760 (64) .02039 (38) 

Z ( cntr) .41036 (54) .18988 (69) .03681 (50) .10748 (73) .02047 (45) 
p 2.1914 ( 44) 2.683 (14) 7.719 (92) 7.729 (82) 18.84 (35) 

p (book) N/A 2.699 7.86 7.86 19.32 

Table 2.2- Summary of dimensional measurements for the solid 
targets. Wt is the weight, in grams; X, Y, and Z are the width, 
height, and thickness in em; p is the derived density in gm/ cc; 
and p (book) is the true density. The numbers in parentheses 
are the standard deviations of the measurements, applicable to 
the last two significant digits. 

observe the beam position and profile at the target location. The third position was 

left empty, in order to check for scattering of any beam halo from the target frame. 

No such contamination was ever observed. 

2.4 Downstream Beamline 

After passing through the target chamber, the electron beam traversed a three 

foot air gap and entered an evacuated pipe, which carried the beam towards a beam 

dump rv 100 meters downstream. At several locations, (> 25 meters downstream), 

this beam pipe was interrupted by air gaps of several feet, because of the installation 

of magnets and other hardware for a following experiment. All the air gaps and 

associated windows contributed significantly to the multiple scattering of the beam 

on its way to the beam dump, resulting in a substantial amount of radiation at 

the rear wall of the end station. This had no effect on the measurements with the 

spectrometer, which was well upstream, and heavily shielded. 
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2.5 Spectrometer 

Electrons scattered from the targets were detected by the 8-GeV spectrometer, 

pictured in Figure 2.8. It is a vertical bend spectrometer, with magnets arranged in 

a QQDDQ pattern. Electrons entering the spectrometer beam pipe were focused by 

the magnets into the detector package residing inside the concrete shielding hut. The 

detectors consisted of a subatmospheric, nitrogen gas, threshold Cerenkov detector 

and a segmented lead glass, total absorption counter [34], used for triggering and 

particle identification, and ten planes of wire chambers [35] to determine particle 

trajectories. 

o 1 2 3 Meters 

MNPC chambers 

Threshold C.rankov 
detector 

Shower counter 

Figure 2.8- Horizontal view of the 8 GeV /c spectrometer. 
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The entire spectrometer rests on steel rails set in the concrete floor, with its nose 

attached to the pivot. Movement of the spectrometer is effected by electric motors 

that drive several of the load bearing steel wheels. A toothed encoder is driven by 

one of these wheels and is read by computer to determine the spectrometer central 

angle. The precision of this encoder is 0.001 degrees, although evidence exists that 

the accuracy of the system is somewhat worse [36]. Calibration of the encoder was 

done by optical survey for the preceding experiment on this spectrometer (37], and 

we used this calibration ourselves. The spectrometer was operated at six different 

angles from 15 to 39 degrees during the course of the experiment. Because we needed 

to enter the end station to adjust the exit window shield with each angle change, we 

operated the spectrometer drive manually. Remote control from the counting house 

is also possible. 

The optical properties of the spectrometer [38] are such that there are separate 

momentum and horizontal scattering angle focal planes, both contained within the 

wire chambers. The track position at these focal planes is only slightly disturbed 

by multiple scattering in the nearby Cerenkov mirror, so that the momentum and 

production angle can be reconstructed with good resolution (0.13% rms for P, and 

0.18 mrad rms for 0). The interaction point in the target and the vertical scatter­

ing angle are most strongly correlated with the direction of the track through the 

wire chambers , so that multiple scattering degrades the resolution with which these 

quantities are reconstructed (5.8 em rms for projected horizontal scattering origin, 

1.12 mrad rms for <fl). However, both of these are implicitly integrated over, in the 

calculation of our cross sections, and high resolution is not needed. 
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2.6 Detector Package 

The Cerenkov detector was the simplest component of the detector package. It 

consisted of a large iron tank, inside of which was a spherical mirror that focused 

Cerenkov radiation from charged particles transiting the tank onto a phototube. The 

tank could be evacuated and filled with nitrogen at subatmospheric pressures, to 

provide a medium to generate the Cerenkov light. The tank was 310 em long, with 

.016 inch Al entrance and exit windows, through which the scattered particles passed. 

The mirror was constructed from 0.25 inch thick slumped lucite, with an evaporated 

Al backing. For uniform efficiency, the mirror was placed in the path of the moving 

particles. This thick mirror is the source of most of the multiple scattering in the 

Cerenkov detector. 

In operation, the nitrogen pressure was maintained at 550 mm Hg, for which the 

index of refraction is 1.00020. This corresponds to a Cerenkov threshold of 7 GeV fc 

for pions, which is well above our highest beam energy. The ultrarelativistic elec­

trons are well above threshold and are efficiently (c = 0.999) detected. Thus, the 

Cerenkov detector was used to separate electrons from pions-the only background 

of significance in this experiment. 

Additional pion rejection was provided by a segmented lead glass shower counter 

at the rear of the detector package. Blocks of F-2 lead glass were arranged into two 

layers, designated PR (preradiator) and TA (total absorption), as shown in Figure 

2.9. The PR layer was constructed from six blocks with dimensions 15.8 em wide by 

32 em tall by 10.4 em thick. Each PR block was individually wrapped in aluminized 

mylar and was viewed by a 5 inch Amperex XP2041 phototube mounted on the top. 

TheTA layer was constructed from four blocks with dimensions 25 em wide by 36 em 

tall by 54 em thick. Each TA block was also individually wrapped and was viewed 
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by a 9 inch Amperex 60DVP phototube mounted on the rear. The two layers were 

housed in separate boxes of cold-rolled steel bolted to an aluminum table. 

0 25 50 em PR1 

TA1 

TA2 

TA3 

TA4 

Side View 
PR6 

Top View 

Figure 2.9 - Side and top views of the lead glass shower counter. 
Incident particles enter the counter from the left in both views. 
Details of the steel support around the lead glass has been omit­
ted for clarity. 

Expressed in radiation lengths, the PR and TA layers are 3.23 r.l. and 16.77 r.l. 

thick, respectively. The total thickness (20 r.l.) is sufficient to contain > 98% of a 

9 GeV electromagnetic shower. Pions interact in the lead glass primarily by inducing 

a hadronic shower [39], for which the interaction length is ""35 em. Thus, a significant 

amount of a hadronic shower's energy is not contained by the lead glass, resulting in 

a smaller pulse height than an electromagnetic shower of the same energy. (It should 

be noted that this shower counter was upgraded with a new lead glass array featuring 

finer segmentation during a subsequent experiment [40].) 
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Located between the Cerenkov and shower detectors were ten planes of propor­

tional wire chambers with 20 em between planes. In operation, the chambers were 

filled with "magic gas"-a mixture of 65.75% argon, 30.0% isobutane, 0.25% freon 

13B1, and 4.0% methylal [35]. The chambers were labeled 1-10, starting with the 

one nearest the Cerenkov detector. Those with even numbers were P-type chambers 

(CH2 = Pl, CH10 = P5) with 176 horizontal wires 93 em long, spaced by 2 mm, with 

an insulated vertical support wire in the middle. The odd-numbered chambers were 

T-type (CHI = Tl, CH9 = T5), with 480 wires spaced by 2 mm, rotated by +30° 

from the vertical for Tl, T3, and T5, and -30° for T2 and T4. Adjacent wires in the 

T chambers were electrically connected together, creating an effective wire spacing of 

4mm. 

Wire chamber "hits" were recorded via a digital readout system built by Nano­

metrics, Inc. [41] The pulse induced in each wire or wire pair by a passing charged 

particle was amplified, discriminated, and fed into a dual flip-flop, delay circuit ( 450 ns 

delay /flip-flop). The delayed signal could be latched into a bit-register by a coinci­

dent "fast-load" signal (rv75 ns wide) from the event trigger, and subsequently read 

out and cleared by a CAMAC module before the next beam pulse. The pattern of 

struck wires was later analyzed by software to determine the path of charged particles 

through the wire chambers. Each particle's momentum vector at the target was then 

reconstructed from its wire chamber track with a second-order optics transformation. 

2. 7 Fast Electronics 

All of the fast electronics and data-acquisition equipment were located in a build­

ing called the counting-house, situated "' 50 feet above RSl in Figure 2.1. Heliax 

coaxial cables (low loss, low dispersion, fast propagation) were used to route signals 

between the spectrometer and the counting house. Figure 2.10 below is a simplified 



-26-

diagram of the fast electronics, showing the trigger logic, deadtime scalers, and signal 

ADC's. 
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Figure 2.10 - Simplified electronics diagram. Bold lines show 
the digital signal paths contributing to the event trigger. Not 
shown are additional coincidence circuits, feeding scalers not 
used in the data analysis. 

Each phototube anode signal was passed through a cable delay, an attenuator 

(TA signals only) and into a linear fan-out. The cable delays were adjusted to provide 

proper signal timing for the coincidence logic to follow. TheTA attenuators were used 

to compensate for the change in signal amplitude that occurred when the spectrom-

eter's momentum setting was changed. (No such compensation was required for the 

PR signals, which were insensitive to the spectrometer momentum.) The fanned-out 

signals were fed into ADC's, discriminators, and fan-in units that summed the signals 
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for the six PR and four TA phototubes. The individual ADC values were used later 

during the data analysis to set cuts for each event. 

The discriminator outputs were used to increment scalers, stop TDC counters, 

set bits in latch registers, and were passed to the trigger logic. The signal timing was 

such that the Ck and summed PR discriminator signals were coincident, with the 

summed TA discriminator occurring 4 ns later. Thus, the trigger and TDC timings 

were determined by theTA signal. The trigger itself was composed of a coincidence 

between theTA and either the PR or CK (or both), with a 20 ns coincidence width. 

This coincidence signal fed a scaler (EL) and generated a pre-trigger signal that 

subsequently generated a trigger. A 12 J.lS veto was also generated by the pretrigger, 

to inhibit additional triggers during the same beam pulse. 

Two other TA·(P+C) coincidences, EL-long and EL-Vlong, with coincidence 

widths of 40 and 60 ns, respectively, were counted in scalers to measure the electronic 

deadtime. Because multiple coincidences within these times were not resolved, the EL, 

EL-long, and EL-Vlong scaler values differed, and an extrapolation to zero coincidence 

width could be made. A third coincidence, between EL and a delayed copy of itself, 

was also used in the deadtime calculation. 

In addition to the electron trigger, the pretrigger logic was presented with a 

random trigger. This was a random coincidence between a pulser and a discriminator 

attached to the good-spill phototube signal (not shown in Figure 2.10). The purpose 

of this trigger was to monitor ADC pedestals by initiating event readouts at random 

moments during good beam pulses. The pulser rate was adjusted to provide a low 

random-trigger rate, and random-trigger events were unambiguously identified by a 

latch bit that they set. 
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2.8 Data Acquisition System 

The experimental data can be divided into three broad catagories: time critical 

event mode data, such as the ADC's and latches; cumulative data, such as the scalers 

and toroid values; and monitoring data, such as target temperatures. These data 

were collected by an array of CAMAC devices and were passed to a central Vax-780 

computer via several readout paths. A diagram of the principal pathways is shown 

below in Figure 2.11. 

A special problem was presented by the event mode data, since its hardware 

needed to be read out and reset in the time between beam pulses, which the Vax was 

incapable of doing. Instead, a dedicated PDP-11 computer responded to the event 

triggers and serviced the CAMAC hardware. With its superior real-time capabilities, 

the PDP-11 could easily handle the maximum event rate of 180 hz-the beam pulse 

frequency. These incoming data were buffered by the PDP-11 in memory shared with 

the Vax, which could then process the data with little overhead per event (42). 

The other categories of data were collected at periodic intervals, either directly 

by the Vax, or indirectly by an LSI-11 computer that communicated with the Vax 

through a CAMAC "FIFO" serial link. The scalers and the old toroid hardware were 

self-cumulative, and were read out only at the end of a data run, or during a mid­

run checkpoint. The LSI-11 responded in real time to each beam pulse to monitor 

and control the beam steering, and to read and clear the peak integrating toroid 

electronics. At the Vax's request, the LSI returned cumulative toroid values and 

beam-steering diagnostics over the serial link. Monitoring and control of hardware 

such as the high-voltage supplies or spectrometer magnet supplies were also handled 

by the Vax through CAMAC interfaces. 
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Figure 2.11 - Diagram of the data acquisition system with the 
principal data paths shown. 

All data upon arriving in the Vax were first copied to magnetic tape in unpro-

cessed form for later, off-line analysis. This was the highest priority task for the Vax, 

to insure that no data was lost. At lower priority, the Vax performed an on-line 

analysis of as many incoming events as it had time for. This analysis was similar in 

nature to what was eventually done off-line, and was used to monitor the progress of 

the experiment as we took data. 

Software for the various computers was obtained from an extensive base devel-

oped by the various end station experimenters over the years. Unfortunately, the 

many existing software components were poorly organized, with a lack of flexibility, 

excessive interdependency, and constant revision precluding any guarantee of mutual 

compatibility. Consequently, a major effort was made to patch the on-line software 
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together and insure sufficient functionality to run the experiment. Even more effort 

was invested in debugging the off-line software, which ended up being largely rewrit­

ten. (This "band~aid" approach to software persists to this day because replacing 

the whole system is not expedient.) Although painful to use, the software proved 

adequate to the task of running the experiment and analyzing the data. 

- -- ----------------------



Chapter 3 

Data Ana lysis 

3.1 Overview 
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The reduction of the logtape data to experimental cross section spectra proceeded 

through three main steps, called Pass-1, Pass-2, and Pass-3. Each pass through the 

data performed a distinct set of tasks. Pass-1 performed the event-by-event analysis 

of the experiment's logtapes and created histograms of the events for each run. This 

pass also collected hardware information, such as integrated beam current and scaler 

values, and performed a great deal of consistency checking to insure the integrity of the 

data. Pass-2 analysis corrected the histograms of Pass-1 for the acceptance function 

of the spectrometer, and combined this with other information from Pass-1 to yield 

the experimental cross-section spectrum for each run. The acceptance function used 

in this step was obtained from a Monte-Carlo simulation of the spectrometer optics as 

discussed below. Finally, Pass-3 analysis combined the overlapping spectra of Pass-2 

to yield the entire inelastic spectrum observed for each combination of incident energy, 

scattering angle, and target. These results were then corrected for radiative effects, 

using an iterative scheme based on the formulae of Stein, et al. [43], as discussed in 

Appendix A. 
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3.2 Pass-1 

Pass-1 was by far the most complicated and time-consuming part of the analysis. 

The complexity of this step reflected the complexity of the on-line data acquisition 

software, which recorded the many kinds of data in a complicated order on the log­

tapes. The Pass-1 software, an adaptation of the on-line system, required a very 

robust algorithm to properly unlog these data. Pass-1 was also very CPU-intensive, 

because of the event-by-event analysis. Part of the event processing was to recon­

struct the trajectories of all charged particle tracks from the pattern of hits among 

the wire chambers. This was a highly iterative procedure and accounted for most of 

the computer time used by Pass-1, which was about one CPU-month on a VAX-750 

computer. 

For each event, SIX types of data were recorded on tape. These were: ADC 

pulse heights of the Cerenkov and shower-counter phototubes, TDC information on 

the phototube signal timing (relative to the event trigger), 32 bits of Latch data in 

which selected bits were set when corresponding discrimators in the electronics were 

triggered, wire chamber information, the event time within the beam gate, and the 

good and bad spill ADC pulse heights. Only the ADC and wire chamber data were 

used in the calculation of cross sections; the other information either is of a diagnostic 

nature or can be derived from the ADCs. 

3.2.1 Cerenkov and Shower-Counter Analysis 

The Cerenkov and shower-counter signals were used to separate unwanted pion 

from electron events, while the wire chamber data were used to reconstruct the scat­

tering angles and energy of good electron events. A total of four cuts were applied to 

each event: a cut on the Cerenkov energy, on the shower energy, a track multiplicity 
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cut, and a fiducial cut on the track position. Only events that passed all four cuts 

were included in the cross-section histogram. 

Figure 3.1 shows the Cerenkov pulse-height spectrum for a run taken with the 

4 He target at kinematics for which the pion to electron ratio was highest. The sharp, 

low-energy peak that appears in the uncut spectrum is due to pions, which must have 

left some energy in the shower counter in order to have produced an event trigger. 

This peak is greatly reduced when a cut is placed on the shower energy, leaving the 

broad electron peak. The shape of the electron peak reflects the Poisson statistics of 

photoelectron collection. The dashed line in the figure is a Poisson distribution , fit 

to the data between channel 40 and 520, with a x2 per degree of freedom of 1.52, in 

which the mean number of photoelectrons is 9.18. Two photoelectrons are required 

to exceed the Cerenkov cut at channel 40, implying that the cut has an efficiency of 

99.9%. 

The shower-energy cut was more complicated because of the segmentation of 

the lead glass. First, each phototube ADC pulse height had its pedestal subtracted 

and was multiplied by a gain-matching coefficient associated with that tube. Next, 

each TA pulse height was corrected for the attenuator upstream from its ADC in the 

electronics. Lastly, these gain-matched PR and TA signals were summed together and 

then divided by the spectrometer central momentum to yield a normalized shower 

energy called SHSOFT. Figure 3.2(a) shows the SHSOFT distribution of the single 

track events in the previous figure; in 3.2(b) these data have been additionally cut 

by the Cerenkov and good fiducial cuts. The gain-matching coefficients for each 

phototube were chosen through an iterative fitting procedure to yield a peak at 1.0 

with minimum width, for single-track events passing the Cerenkov cut. This peak 

position is then independent of the spectrometer momentum, because of the way in 
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Figure 3.1 - Cerenkov pulse height spectra for the He target 
with Eo = 3.595 GeV, 8 = 30 deg., E' = 1.6 GeV. (a) single­
track events; (b) single-track events cut on good SHSOFT. 

800 

which SHSOFT is calculated. The peak width, however, shows a 1/vE variation, 

reflecting the statistical fluctuations of shower development. We achieved a resolution 

of 24%/ JE(GeV) FWHM, which compares favorably with the"' 30%/VE obtained 

in previous experiments [44] with this detector package. At our lowest momentum of 

1.6 GeV, this gives a resolution of 19.0%. 

The second peak seen in Figure 3.2(a), at an SHSOFT of 0.5, is due to the 

hadronic shower of pions in the lead glass. As mentioned previously, this peak is 

at a lower energy than the electron peak because the hadronic shower wasn't fully 

contained in the lead glass. By placing a cut on SHSOFT between the two peaks, at 

an SHSOFT of 0. 72, we could provide additional pion rejection, while maintaining 
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Figure 3.2 - SHSOFT distribution of the data shown in the 
previous figure: (a) single-track events; (b) single-track events 
that passed the good-fiducial and Cerenkov cuts. 

1.5 

good efficiency for electrons. The dashed line in Figure 3.2 is a Gaussian fit to the 

data between 0.80 and 1.28. Less than 0.1% of the Gaussian lies below the SHSOFT 

cut; hence, we assigned an efficiency of 99.9% to this cut. A high shower-energy cut 

was also made: events with SHSOFT greater that 1.36 were rejected. The Cerenkov 

spectrum of these events looks like that of the good electrons, although no good 

reason could be found for their excessive shower energy. Since these events were not 

completely understood, they were excluded from the cross-section histogram, with 

a correction being made if they passed the other three cuts. This correction was 

typically 0.2%. 
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Figure 3.3 - Cerenkov ADC vs. SHSOFT histogram. SHSOFT 
increases from 0.0 at the lower left corner to 1.6 at the upper 
left corner. 

In Figure 3.3 is shown the two-dimensional distribution of the Cerenkov ADC 

and SHSOFT energy for the data of the previous two figures. It can easily be seen that 

the pion and electron peaks are well separated. A slight modification was made to the 

Cerenkov cut for events with an SHSOFT between 0.72 and 0.80. For these events, the 

cut was raised to ADC channel 75. This adjustment was done to avoid contamination 

from a band of events near channel 60, with a pionlike SHSOFT distribution. It is 

important to note that there was no specific pion trigger; all pion events had to satisfy 

the electron trigger, which was deliberately made inefficient for them. Thus, the real 

pion rate and pion rejection factor were not directly measured in this experiment. 

Previous experiments [44], using the same detectors with a plastic-scintillator based 

trigger, have achieved pion rejection factors of > 10-4 . Our worst case 1r I e ratio was 

expected to be< 10, for our most inelastic runs at 3.6 GeV and 30 deg. In our region 

of interest between the elastic and quasi-elastic peaks, the 1r I e ratio should be smaller 



-37 -

by at least an order of magnitude. Since our pion rejection factor should be similar to 

that of previous experiments, the pion contamination in our final data is negligible. 

3.2.2 Wire Chamber Analysis 

The wire chamber data can be thought of as a very large binary number, with 

each bit signifying whether or not the corresponding wire was fired. (Data compres­

sion techniques were used in the logging of events to reduce the size of this sparse 

bit pattern.) The track reconstruction algorithm tried to find the particle trajec­

tories that best fit the pattern of wire hits, using the known location of each wire 

chamber. This task was especially complicated by the fact that the wires were not 

arranged along orthogonal directions. Fortunately, the average number of tracks per 

event was always near unity, so that the misidentification of tracks was extremely 

unlikely. Four numbers were used to specify each track found by this procedure: the 

X and Y coordinates at which the track intersected a given plane Z = const., and 

the derivatives dXfdZ and dYfdZ of the projections of the track into the (X, Z) and 

(Y, Z) planes. (In this notation, the Z axis is the spectrometer central ray, and X 

and Y are orthogonal directions, with Y in the plane of the dipole bend.) 

When more than one track was found, an attempt was made to identify one of 

them uniquely as an electron track. This was done using the segmentation of the 

shower counter. Each track was extrapolated to the lead glass to find which block 

it had entered. If a significant pulse height was found in the corresponding PMT's, 

then that track was tagged as an electron. This test was made by multiplying the 

corresponding PR and TA signals by a normalization coefficient and summing them. 

Although similar to the way SHSOFT was calculated, this sum was different in two 

important respects. First, only the PR and TA blocks hit by the track (and the 

adjacent ones when near a boundary) were used in the sum. Second, a vertical 
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segrnentation was introduced, and the horizontal segmentation was doubled, to give 

an array of "shower segments" 4 rows high and 12 columns wide. This segmentation 

was used in an attempt to improve the shower resolution by accounting for any 

position dependence of the ADC signals caused by the attenuation of light in the 

lead glass. (Such a segmentation was not used in the SHSOFT calculation, to avoid 

depending on wire chamber information in the shower energy cut.) For a given track 

to be tagged as an electron, this restricted shower energy needed to be at least 0.72. 

If only one such track was found, the others in the event were ignored and analysis 

continued. Otherwise, the event failed the multiplicity cut, and was discarded. 

If a single track or one electron track was found, it was checked against a fiducial 

cut. This was a cut on the intersection point of the track with the front face of the 

PR lead glass. The purpose of this cut was to reject tracks for which some of the 

shower energy might leak out of the detector sides because of the lateral spread of 

· the shower. The cut was a rectangle centered on the lead glass, with borders inset 

by 4.0 ern (one-half of a shower segment) from the edges. This gave the rectangle 

dimensions of 87.45 ern wide by 24.15 ern high, with the center located 1.5 ern above 

the spectrometer central ray. If the track passed through this rectangle, it successfully 

passed the fiducial cut. 

3.2.3 Event Histogramming 

Events that passed all four cuts were histograrnrned in terms of their scattering 

angle and energy, which were derived from the wire-chamber track information. There 

are five independent quantities that determine what a scattered electron's trajectory 

in the wire chambers will be. These are the electron's fractional excess momentum 

!::,.Pf Po= (Pe- Po)/ Po, with Po the spectrometer central momentum, and four quan­

tities that describe the track from the target: the X andY coordinates at Z = 0 (the 
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target midplane), which are called Xtgt and Ytgt, and the angles f:lf} _ tan- 1(dXIdZ) 

and !:l¢> _ tan- 1(dYidZ). f:lf} is the angle between the two vertical planes intersecting 

at the pivot containing the incident and scattered electron momentum-vectors, while 

!:l¢> is the angle between a horizontal plane and the scattered electron's momentum. 

With only the four parameters of the wire-chamber track, the five parameters 

above could not be simultaneously determined. However, the beam was always in­

cident on the target at Y = 0, and had a vertical spot size of "' 3 mm. Thus, 

Ytgt was always presumed to be zero, and the other four scattering quantities were 

reconstructed from the wire-chamber track parameters, using a second-order trans­

formation, with matrix elements determined from a fit to optics test data taken in 

1967 [45-4 7]. The resolutions of the reconstructed quantities were checked with a 

Monte-Carlo model of the spectrometer (discussed below) for our conditions of beam 

spot and target dimensions. Averaged over the spectrometer acceptance, we obtained 

rms resolutions of 0.13% (.6.PIPo), 0.18 mr (flO), 1.12 mr (!:l¢>), and 5.8 em (Xtgt)· 

Since Xtgt and !:lc/> are not needed in the calculation of a cross section, events 

were binned in a two-dimensional histogram of !:lP I Po and .6.(}. These quanti ties are 

independent of the angle and central momentum settings of the spectrometer, which 

facilitates correction for the acceptance function. The quantity .6.¢> is approximately 

the azimuthal scattering angle ¢>, while .6.(} is approximately the difference between 

the scattering angle, fJ, and the spectrometer central angle, Oo. A correction for 

the exact transformation between these spectrometer angles and the polar scattering 

angles (0, ¢>) was applied during Pass-2; this will be discussed below in Chapter 4. 

The event histogram binning spanned ±5.0% in !:lPI Po, and ±12.0 mr in .6.0, with 

64 bins in each dimension. This binning was fine enough to insure that at least three 

dP I Po bins would contribute to each 15 MeV wide energy-loss bin in which the data 
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would eventually be placed, thus minimizing the bin-splitting that Pass-2 would have 

to do. 

3.3 Pass-2 

The goal of the Pass-2 analysis was to compute an inelastic cross-section spec-

trum for each run, based on the results of Pass-1. These cross sections were to be 

binned in equal steps of energy loss, whereas the event histograms were binned in 

terms of fractional excess momentum. Consequently, it was necessary to rebin the 

data at some stage. This rebinning was delayed until the event histogram had been 

transformed into a scattering rate histogram, which encompassed most of the Pass-2 

processmg. 

First, a multiplicative correction for the spectrometer acceptance was applied 

on a bin-by-bin basis to the event histogram. This correction was calculated with 

a Monte-Carlo model of the spectrometer, as described below. After the correction, 

each bin contained the number of counts that would have been seen with an ideal 

spectrometer. Next, each bin was divided by the total incident-beam charge and was 

corrected for the electronic dead time and various inefficiencies of the hardware and the 

off-line analysis. (For the hydrogen or helium target, these steps were repeated for the 

corresponding dummy-target run, and the dummy-target histogram was subtracted 

from the real target.) The resulting scattering-rate histogram was then rebinned into 

15 MeV bins of energy loss, summed over the~() binning, and divided by the target 

thickness, Monte-Carlo solid angle, and energy-loss bin width to yield the inelastic, 

cross-section spectrum. 

This processing is summarized by: 

"' {h · . . A· . . Cdt Cetr _ [hP.. A · . . C£ C~]}. M. 10
33 

nb/cm
2 

L.....t IJ IJ Q IJ IJ QD N L f),.fL6.£ ' . . aP •,J 
window 

(3.1) 
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in which hij is the event histogram, Aij is the acceptance-function correction, Cdt and 

Cetr are the dead time and efficiency corrections, Q is the number of incident electrons, 

M is the atomic wt. of the target (g/mole), Na is Avogadro 's number, p and L are 

the target's density (g/cm3 ) and length (em), .6.0 is the solid angle of the summing 

window, and .6.c: is its energy-loss width. (Dummy target quantities are denoted by 

the superscript D.) 

3.3.1 Acceptance Correction 

The electrons that scatter from the target populate a five-dimensional phase 

space determined by .6.P/Po, .6.0, .6.¢>, Xtgt, and Ytgt· An ideal spectrometer would 

accept events within a five-dimensional hypercube in this space with 100% efficiency, 

and would reject all events outside. However, the physical apertures of the 8-GeV 

spectrometer, combined with the fiducial cut, define a more complicated region of 

good acceptance than a hypercube. Furthermore, the boundaries of this region are 

not perfectly sharp-they are smeared out by multiple scattering in the spectrometer's 

beam-pipe windows and the Cerenkov mirror. Thus, there is an acceptance function 

of these five variables that represents the probability density for accepting an event 

with these coordinates. 

In practice, three of these coordinates are of little interest. With unpolarized 

beams and targets, we expect no azimuthal dependence for the cross section. The X 

and Y coordinates are also of no use in calculating a cross section. Therefore, the 

scattering events were histogrammed in only a two-dimensional space. The correc­

tion for finite acceptance then becomes an average of the five-dimensional acceptance 

function over the three unobserved coordinates, weighted by the actual event distri­

bution. This calculation was done via Monte-Carlo techniques, using a "transport" 

model of the spectrometer optics. 
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The Monte-Carlo program generated trial events with a phase-space distribution 

given by the product of six separate distributions. First, a scattering location in the 

target was chosen. The scattering position along the length of the target was chosen 

from a uniform distribution, while the horizontal and vertical positions were chosen 

from Gaussian distributions, truncated at ±3o-, to simulate the beam-spot shape. 

This scattering location was rotated about the pivot axis to change to spectrometer­

fixed coordinates; then the scattering angles !:!:..() and b..<f>and the momentum b..P I Po 

were chosen from uniform distributions. 

The resulting trajectory was then propagated through the spectrometer model, 

using second order coefficients from the 1967 optics data. At the Cerenkov mirror and 

the vacuum windows, multiple scattering was simulated by randomly adjusting the 

values of dXIdZ and dYidZ. The track was checked against each aperture through 

which it passed: the entrance to Q81, an octagon between B81 and B82, an octagon 

between B82 and Q83, and the entrance to the Cerenkov detector. These apertures 

restrict the accepted phase space sufficiently so that no check against the internal 

beam-pipe needed to be made. Tracks that survived all the apertures were then 

smeared by Gaussians to simulate the wire-chamber resolution and were checked 

against the good fiducial cut we applied to real events. If this cut was passed, the 

event was reconstructed back to the target and histogrammed in b..P I Po and !:!:..() , 

using the same analysis applied to real events. 

This histogram was then used to calculate the acceptance-correction function. 

In Figure 3.4 are shown the projections of a typical histogram onto the b..P I Po and 

b._() axes. The b..P I Po acceptance falls off sharply at ±3%, because of the fiducial 

cut , while the shape of the central portion is governed by the apertures inside the 

spectrometer. The shape of the !:!:..() projection is less affected by the fiducial cut, 
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which is located near the aperture defined limits. For each bin in the full histogram, 

we expect to find m = p · 6.p 6.t counts, where 6.p and 6.t are the 6.P I Po and /::).() 

bin widths, and p is the density of trials in the histogram space. If n counts are 

observed for a given bin, then the multiplicative correction function used in Pass-2 

has the value min for that bin. To avoid large systematic uncertainties, we used only 

the bins within ±2.97% 6.P I Po and ±6.0 mr 6.() in Pass-2, for which the projected 

acceptance is at least 50% of the maximum. 

-4 -2 0 2 4 -10 -5 0 5 
~P/P in pet. ~8 in mrad. 

Figure 3.4 - Projections of the solid-target Monte-Carlo his­
togram onto the ~p /Po and ~8 axes. 

10 

This Monte-Carlo was run for a variety of target thicknesses and spectrometer 

angles and momenta to investigate sensitivity of the averaged acceptance function 

to these quantities. Comparisons were made by dividing one correction function by 
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another and projecting the results onto the tlP /Po axis. No significant variation was 

observed in the results for a 0.5 em target over the NE3 angles and momenta. This 

was to be expected, since the target's scattering volume was much smaller than the 

physical acceptance of the spectrometer. Effectively, all the events emanated from a 

single point at the spectrometer pivot. 

A different result was obtained in the tests for the 15 em and 25 em targets. In 

these cases, the target's scattering volume is essentially a line source for the spec­

trometer. The transverse extent of this line, as viewed by the spectrometer, becomes 

significant at large spectrometer angles. This causes a mild angular dependence to 

the correction function, so that at large angles the function deviates from that for 

a thin target as shown in Figure 3.5. Therefore, separate correction functions were 

calculated for the 15 em target at 39 deg, and for the 25 em target at 25 and 30 deg. 

All other runs were corrected with the thin (solid target) correction function, which 

was obtained by combining all the Monte-Carlo results to minimize the statistical 

fluctuations. 

3.3.2 Acceptance Test Runs 

Scattering data were obtained for a set of solid-target runs for the purpose of 

testing the acceptance function. These runs were taken with an incident energy of 

3.6 GeV and a spectrometer angle of 30 degrees, and they span a range in energy 

loss from 1.35 to 2.04 GeV. In this kinematic region, the cross section is dominated 

by deep inelastic scattering, and is a featureless, smooth function of the energy loss. 

Any non-uniformities in the Pass-2 results that correlate with the event histogram 

binning would indicate a problem with the acceptance function. 

To obtain the best statistics, the Pass-2 cross sections (before the energy loss 

rebinning) were summed over all the solid targets at each spectrometer setting to 
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Figure 3.5- The 25 em target's correction function, divided by 
the 0.5 em target's, and averaged over 1l.8 for each Ll.P /Po bin. 
The Monte-Carlo spectrometer angle is 30 degrees for the 25 em 
target; the solid target's correction is independent of angle. 

yield the aggregate cross section shown in Figure 3.6. The solid line through the data 

points is a quadratic polynomial least-squares fit to the data, with a reduced x2 of 

1.07. The fractional deviation of the data points from this fit was then computed, and 

the deviations for data points that came from the same fj.p /Po were averaged. These 

average deviations from the fit are plotted in Figure 3.7 versus fj.pj Po. Although 

some structure can be seen in this plot, the deviations are contained within a band of 

±2%, which will be taken as the systematic uncertainty of the acceptance function. 



0 .8 

0 .6 

"d -(I) 
:;:: 0 .4 

0 .2 

0.0 

- 46-

1.6 1.8 2 2.2 
E' (GeV) 

Figure 3.6 - Aggregate cross section in arbitrary units, summed 
over all solid-target acceptance runs, plotted versus the scat­
tered energy, E'. The solid line is a fit to the data as discussed 
in the text. 

3.3.3 Dead-time Corrections 

The event readout trigger in this experiment consisted of the coincidence El2o = 

~TA x (C + ~PR) with a gate width of 20 ns. These coincidences were counted in a 

scaler, the value of which was called N2o· Because of the finite gate width, coincidences 

separated by less than 20 ns were not resolved and were counted as a single coincidence 

by the scaler. To correct for this dead-time, we used three additional scalers. Two 

of them, with values N4o and N6o, also scaled trigger coincidences, with gate widths 

of 40 and 60 ns, respectively. The third one, with value Na, scaled the accidental 

coincidences between El2o and a copy of the same signal, delayed by 50 ns. From 

these scalers we extrapolated the zero dead-time, trigger coincidence rate, as follows. 
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Figure 3. 7 - Average fractional deviation of the data in the 
previous figure from the quadratic fit, plotted versus AP / P0 , in 
percent. The deviations imply a 2% systematic uncertainty in 
the acceptance function over the range of interest between the 
dashed lines. 

3 

Suppose the mean time between electron events is r. If an electron event opens a 

gate of width t, then the mean number of additional electron events that occur during 

this gate is n = tjr. (The actual number of additional events that occur during a 

given gate are distributed by the Poisson distribution.) If we observe Nt gates of 

width t , then an estimate of the total number of events, No, is: 

No = Nt · ( 1 + t / r). (3.2) 

We have Nt 's for t =20, 40, and 60 ns, as shown in Figure 3.8. It is important to note 

that the statistically independent quantities are the differences between the scalers , 
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plus one of the scalers themselves (which we take to be N2o), as well as the accidental 

scaler, Na. It is in terms of these statistically independent quantities that we estimate 

the dead-time correction, f3 = No/N2o-

and 

______ _. ____ l _ 
_ nl4~--- _.--- _l_ 

nso . T---- -·----- -

0 20 40 60 

Scaler gate width 

Figure 3.8 - Example of the relationship between scaler values 
and gate widths. No is the true number of events. The values of 
the different scalers are plotted versus their coincidence width. 

In terms of the mean event-spacing, r, we have 

20/r 
No· (1 + 20/r)(1 + 40/r) 

f3 1 + 20/r. 

(3.3) 

(3.4) 
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0'40 

so that one estimate of f3 is 

Next, we form 

This yields a second estimate of f3 
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20/r 
1 + 40/r' 

1 - 0'40 
f34o = --....::..:.... 

1 - 20'40. 

f3a = 1 - ~ ln(1 - aa)· 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

Lastly, we defined a quantity 0'60 = n6o/ N2o and formed a third estimate of f3 from 

it. Table 3.1 lists these estimates for all the hydrogen target runs, among which were 

the largest dead-times for the entire experiment. Inspection of these values shows 

that f36o is often inconsistent with the other two. It is suspected that there was some 

defect in the electronics feeding the N6o scaler, so that the corresponding dead-time 

estimate is too large. Thus, f36o was not used in computing the dead-time correction. 

The standard uncertainties in the quantities N2o, n4o, and Na were taken to be 

..jlii;, Jn4o N4o/ N2o, and F., respectively. These uncertainties were combined in 

quadrature to form the uncertainties b../340 and b.f3a. A weighted average of the two 

estimates was then used for the dead-time correction: 

""ff = f34o(b.f3a) 2 + f3a(b.f34o? 
(b.f3a) 2 + (b.f34o)2 

b.,""ff2 _ b../340 
2 
b.f3a 

4 + b.f3a 
2 

b../340 
4 

- (b.f3a 2 + b.f34o2)2 
(3.9) 



- 50-

Run f3a f34o f36o (not used) (3 

10602 1.03193 ± .00062 1.03260 ± .00085 1.03799 ± .00088 1.03217 ± .00050 
11303 1.03275 ± .00078 1.03143 ± .00103 1.03928 ± .00110 1.03227 ± .00062 
11408 1.00460 ± .00044 1.00523 ± .00066 1.00396 ± .00058 1.00479 ± .00037 
11410 1.01003 ± .00033 1.00973 ± .00046 1.01078 ± .00048 1.00992 ± .00027 
13702 1.01067 ± .00031 1.00995 ± .00042 1.01169 ± .00045 1.01041 ± .00025 
13710 1.00912 ± .00027 1.00816 ± .00036 1.01054 ± .00040 1.00877 ± .00022 
14501 1.01475 ± .00037 1.01631 ± .00054 1.01538 ± .00052 1.01526 ± .00031 
16001 1.00364 ± .00020 1.00308 ± .00026 1.00446 ± .00032 1.00343 ± .00016 

19285 1.00181 ± .00013 1.00145 ± .00017 1.00192 ± .00019 1.00167 ± .00011 
19344 1.00139 ± .00026 1.00169 ± .00041 1.00150 ± .00038 1.00148 ± .00022 
19369 1.00016 ± .00008 1.00008 ± .00008 1.00025 ± .00014 1.00012 ± .00006 
19402 1.00015 ± .00015 1.00000 ± .00029 1.00030 ± .00030 1.00012 ± .00013 

Table 3.1- Electronic dead-time estimates for all hydrogen runs. 

The dead-time corrections obtained in this manner for the hydrogen runs are also 

listed in Table 3.1. 

3.3.4 Efficiency Correction 

In this section we consider the corrections for the lack of perfect efficiency with 

which electron events were detected and analyzed. There are three basic kinds of 

efficiencies to consider, which combine multiplicatively to give the total efficiency. 

These are: the hardware efficiency of the trigger concidence, the fraction of trigger 

concidences that were logged to tape, and the software cut efficiencies of the data 

analysis. The total efficiency was corrected for by estimating it for each run, and 

dividing it out of the scattering-rate histogram. 

First, let's consider the trigger efficiency. The trigger was a coincidence between 

the ETA and the C + EPR signals. Assuming that their individual efficiencies are 

uncorrelated, the trigger efficiency is given by: 

ctrig =eTA· [1 - (1 - cc) · (1 - cPR)], (3.10) 
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in which c:c, EPR, and ETA are the Cerenkov, PR, and TA hardware efficiencies. 

Because the PR lead-glass blocks are relatively thin, there is a non-negligible 

probability that an electron will pass through without showering. Examination of the 

latch bits shows that the PR discriminator fired in only 95-97% of the triggers, which 

makes it the least efficient part of the detector package. We will use EPR = 0.95 in 

calculating the trigger efficiency. 

The Cerenkov hardware efficiency was measured during the checkout phase as 

a function of the nitrogen gas pressure and the phototube voltage. These data were 

taken at kinematics for which the tr/e ratio was low. The CK efficiency is the fraction 

of events passing the SHSOFT, wire chamber, and good fiducial cuts, for which the 

CK latch had fired. Figure 3.9 shows the results of these tests. The operating pressure 

and tube voltage were chosen to yield an efficiency near unity, with low double-pulse 

rate (also shown in Figure 3.9), and a high pion threshold. Based on these data, 

we used a pressure of 550 mm Hg and a tube voltage of 2330 volts, which gave an 

efficiency of 0.999 ± 0.001, with a pion threshold of 7 GeV jc. 

The TA efficiency is, in principle, a function of the spectrometer momentum, 

because the average number of photoelectrons is proportional to the showering elec­

tron's energy. In Figure 3.10 is shown a histogram of the TA ADC for single-track 

events that passed the Cerenkov and good-fiducial cuts, taken with a spectrometer 

momentum of 1.8 GeV. The bold line is a Gaussian least-squares fit to the data 

between channels 80 and 360, with a x2 / DF of 1. 79, for 56 data points. The :ETA 

discriminator threshold lies near channel 60, so that all bins below this point are zero. 

99.98% of the Gaussian lies above this point, which we take to be the TA efficiency 

at this momentum. For higher momenta, the efficiency should be even better. At the 
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Figure 3.9- Cerenkov efficiency and double-pulse rate as a func­
tion of nitrogen pressure and tube voltage. The data were taken 
with the AI target, at an incident energy of 2.02 Ge V, a spec­
trometer momentum of 1.8 GeV, and an angle of 15 degrees. 
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lowest momentum (1.6 GeV), a similar analysis yields an efficiency of 99.95%. Com­

bining this with the PR and Cerenkov efficiencies, we find that the overall trigger 

efficiency is at least 99.94% for all spectrometer settings. 

Next, let's consider the software cut efficiencies. We have previously found the 

SHSOFT and CK cuts each to have an efficiency of 99.9%. The fiducial cut has no 

associated efficiency-it is an acceptance defining cut that is properly accounted for 

by the acceptance function. This leaves only the wire-chamber track multiplicity cut 

to be discussed. 

Typically, there was an average of 9.5 of the ten chambers that fired for each 

track, indicating that the individual chamber efficiencies are 95%, on average. Each P 
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Figure 3.10 - I:TA ADC histogram for single-track events pass­
ing the Cerenkov cut. The data were taken with the He target, 
at an incident energy of 2.02 Ge V, a scattering angle of 20 de­
grees, and a spectrometer momentum of 1.8 GeV. The bold line 
is a fit to the data as described in the text. 

600 

chamber has a region of poor efficiency "' 1 em wide centered on (and caused by) the 

support wires (35]. To assure uniform overall efficiency, the chambers were positioned 

so as to stagger the support wires by 2.5 em, so that no track originating from the 

target could pass through all the dead zones. The track reconstruction algorithm 

required at least two P chambers, at least two T chambers, and at least five all told 

to have been hit, in order to find a track. Assuming an equal efficiency of c for each 

chamber, the efficiency for all ten chambers should be 

(3.11) 
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which, for c = 0.95, yields ewe = 99.994%. However, we find typically that no track 

is found in 0.2% of the events (cut on eerenkov and SHSOFT). This was assumed to 

be due to an inefficiency of the track reconstruction algorithm, and was corrected for. 

An efficiency correction was also made for the shower-energy cut applied to 

multitrack events, described above. This correction assumes that the fraction of 

events with three or more tracks is insignificant, which is the case for this experiment. 

In Figure 3.11 are shown the ADe and wire-chamber gates that are opened by an 

electron event. If a second electron occurs in region III, then only one track will 

be found, and no correction is needed. If it occurs in region II, then "" 1/6 of the 

time it enters the same PR block as the first electron, and the event fails the we 

cut , but passes the eK and SHSOFT cuts. (The other 5/6 of the time, the first 

track is correctly retained.) The multiplicative correction for this effect is given by 

( N mlte + Ngood) / Ngood, where Ngood is the number of events that passed all the cuts , 

and Nmlte is the number of events that pass the eK and SHSOFT cuts, but appear 

t o have two electron tracks. If the second electron occurs in region I, then the event 

will fail both the we and SHSOFT cuts, but will pass the eK cut. This effect is 

corrected for by the factor (Ngood + Nck,;;;:;;;_)/Ngood, where NcK,sH,wc is the number 

of multielectron track events passing the eerenkov cut, but failing the SHSOFT cut. 

If the second particle happened to be a pion, then the electron track is correctly 

retained if the pion arrived in region III. Hit arrived in region I or II, then "" 1/6 of 

the time it enters the same PR block as the electron, causing the event to fail the we 

cut , while passing the eK and SHSOFT cuts. The above MLTE correction accounts 

for these events as well. 

The last efficiency to calculate is the event-sampling efficiency. This is given by 

the ratio Ntape/ N2o, where Ntape is the total number of events recorded on the logtape, 
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Figure 3.11 - Time structure of ADC and wire chamber gates 
within a beam pulse. 

and N2o is the trigger coincidence scaler value discussed above. To summanze, the 

efficiency correction is obtained by dividing the observed counting rate by the total 

efficiency, which is given by: 

ctot = [ctrig cck cshsoft] · C¥hishsoft €sample C¥2trk · (1 -!mite - fnotrk), (3.12) 

m which ctrig, Eck, and cshsoft are, respectively, the trigger efficiency, Cerenkov cut 

efficiency, and SHSOFT cut efficiency; and 

C¥hishsoft = Ngood/(Ngood + Nhishsoft) 

€sample = Ntape/ N2o 
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while fnotrk and fmlte are the fraction of events passing the Cerenkov and SHSOFT 

cuts for which no track and multielectron tracks, respectively, were found. The quan­

tity in brackets should be equal to 0.997, but was in practice set to 0.985 ± 0.015 in 

order to make the elastic-scattering cross sections agree with the world average [3], 

as discussed below in the chapter on systematic corrections. 

3.3.5 Toroid Charge Integration 

The toroidal charge monitors provided four independent measurements of the 

total incident charge, measured in pet a-electrons (PE's), for each run. Each toroid 

monitor was separately adjusted periodically during the experiment to maintain a 

calibration accurate to better than 1%. For the majority of runs, these four numbers 

could simply be averaged to obtain the incident charge used in Pass-2. However, 

in some runs one or two of the toroids failed to work correctly, either because of 

experimenter error or problems with the hardware and software of the newer monitors 

(T2 and T3). Therefore, an algorithm was developed to deal with the problem of 

deviant toroid values. 

The first step was to compute the average (Q) and standard deviation (.0-Q) 

of the four toroid values. If .0-Q / Q was less than 0.5%, then no further processing 

was done. Otherwise, the toroid value that deviated farthest from the average was 

rejected, and the average and standard deviations were recalculated. This process 

was repeated once more, if .0-Q/Q was still more than 0.5%. If both TO and T1 , 

or T2 and T3 had been rejected, or if .0-Q/Q was still greater than 0.5%, then the 

run was flagged for inspection by hand. Otherwise, the final average was used in the 

cross-section calculation, with an uncertainty given by the final standard deviation. 

Twenty-nine runs were flagged for hand inspection, out of a total of ""500. Sev­

eral kinds of problems were uncovered by the inspection. In some cases, it was known 
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that the old toroid monitors (TO and Tl) had been incorrectly operated or turned 

off during part of the run. In these cases, the average of T2 and T3 was used. In 

other runs , it was discovered that the signal applied to the ADC 's of T2 and T3 was 

close to the saturation level. The old monitors had a higher saturation level and did 

not suffer from this problem; hence, the average of TO and Tl was used for these 

runs. The remaining runs had nearly equal values for T2 and T3 that were lower 

than TO and Tl (themselves nearly equal), typically by a few pet. In one extreme 

case, T2/TO = 0.808. The overlap between the data of this run and adjacent runs is 

best when the old monitors' values are used. It is conjectured that the LSI computer, 

which needed to read the T2 and T3 ADC's on each beam pulse, was too slow and 

occasionally missed pulses when it was overloaded. (It has since been replaced with 

a faster computer.) The old toroid monitors were designed to function at 360 Hz and 

would not miss pulses. Furthermore, the old monitors , part of the original equipment 

of SLAC, have a long history of reliable use. Therefore, the values of T2 and T3 were 

ignored in these cases. 

3.3.6 Dummy Subtraction 

The data taken with the hydrogen and helium targets contained a contribution 

from electrons scattering in the Al endcaps. To subtract this contribution, we took 

data with empty dummy-targets for identical kinematics as the real targets. These 

dummy runs were subjected to the same chain of analysis as for the real targets , to 

form a ~p f Po vs. ~() scattering rate histogram. To simulate the effects of energy 

straggling in the hydrogen or helium material, additional Al endcaps, each ~ 1/2 the 

thickness in radiation lengths of the target material, were fitted to the dummy cells , 

which were otherwise identical to the real cells. Because the straggling effects per 
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unit radiation length vary only logarithmically with the Z of the material [48], they 

are well simulated by this arrangement [49]. 

The thicknesses of the hydrogen cell entrance and exit windows were 0.0027 in. 

and 0.0040 in., respectively, and the additional endcaps on the hydrogen dummy 

totaled 0.0599 in. Therefore, the hydrogen dummy target's rate histogram was mul­

tiplied by the ratio of aluminum thicknesses, 

0.0067 
(0.0067 + 0.0599) = 

0
"
101

' 
(3.13) 

and subtracted from the hydrogen target's histogram to remove the endcap contribu-

tion. Similarly, the Helium cell entrance and exit windows were 0.008 in. and 0.016 

in. thick, respectively, and the additional endcaps on the helium dummy cell totaled 

0.0513 in. The dummy subtraction weighting factor in this case was given by 

0.024 
- (0.024 + 0.0513) = 

0
"
319

• 
(3.14) 

3.3. 7 Energy Loss Reb inning 

To facilitate the combination of runs into extended spectra, the Pass-2 scattering-

rate histograms were rebinned in terms of energy loss (w). The bins were chosen to 

be 15 MeV wide, with the center of the lowest bin at w = 0. The edges of bins 

from different runs will thus always line up, regardless of the actual values of Po or 

the incident energy (Eo). Binning in terms of w also minimizes the sensitivity of the 

y-scaling analysis to small shifts in Eo occurring between different runs. (This is not 

true for a binning defined solely in terms of E', the scattered electron's energy.) 

For each run, the edges of the energy-loss bins were computed in terms of ~pI Po. 

The ~pI Po bins between and containing the edges were summed together, weighted 
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by the fraction of the !:lP /Po bin lying inside the w bin. Thus, the bin splits were 

made in a linear fashion. The number of !:lP/ Po bins (of width 0.15625%) that fit into 

a 15 MeV bin varied from 2.7 (for Po= 3.6) to 6.0 (Po= 1.6), thus insuring that each 

energy-loss bin contained at least one unsplit !:lP I Po bin. Statistical uncertainties 

associated with each bin were combined in quadrature, with the same weighting as 

the bin values. 

3.3.8 Hydrogen Data 

The hydrogen elastic cross sections were calculated slightly differently during the 

Pass-2 analysis. Instead of rebinning the !:lP I Po vs. fl() scattering-rate histogram into 

energy loss bins, the events within a special window were directly summed. For a 

given !:l() bin index, this window extended from 2% in !:lP/ Po below the elastic peak, 

up to the histogram upper limit. (The fl() range covered by the window was the same 

±6.0 mr used for the other targets.) The elastic peak position varies with scattering 

angle, and over the acceptance of the spectrometer, it is well approximated by a linear 

function of !:l(). The slope and intercept of this function were extracted from the data, 

as described in the next chapter, and the !:lPI Po window limit was set accordingly. 

(This same 2% window was used in the calculation of radiative corrections.) 

The cross section da I dO. was calculated from this sum in the same manner as 

a 15 MeV energy loss bin (Eq. 3.1), except that no division by an energy bin width 

was needed. As a final step, multiplicative radiative corrections, computed prior 

to Pass-2, were applied. (The calculation of the radiative corrections is described 

in Appendix A.) These cross sections are well known for our momentum transfers , 

and were used to check the absolute normalization of the inelastic cross sections we 

measured. 
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3.4 Pass-3 

The Pass-3 analysis was responsible for combining the separate cross-section 

results of each run into extended spectra. Because of the complete overlap of the 

bins , this procedure was quite simple. Overlapping bins were simply averaged, with 

weights equal to the integrated beam current of each run, thus treating each incident 

electron of the overlapping runs in an unbiased manner. 
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Figure 3.12- Histogram of incident energies for (a) 2 GeV runs, 
(b) 3.6 GeV runs. 

A slightly more complicated task for the Pass-3 software was to decide which 

runs to include in each spectra. In Figure 3.12 is shown a histogram of incident 

energies for all of the data runs. There are three peaks in the histogram, at energies 

of 2.020 , 3.595, and 3.605 GeV, with widths of a few MeV. The 3.605 GeV energies 
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were due to imprecise linac tuning during the last few days of the experiment. To 

reduce systematic errors, it was decided not to combine these runs with the 3.595 GeV 

runs. Thus, the Pass-3 software separated runs into spectra of four different beam 

energies, six different angles, and six different targets ( 42 spectra in all) by requiring: 

I
Erun _ Espectruml < { 0.014 GeV, if E~pectrum = 3.595 GeV; 

0 0 - 0.003 GeV, otherwise, 

and IOrun- espectruml ~ 0.010 degrees. 
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Chapter 4 

Systematic Corrections and Uncertainties 

4.1 Spectrometer Coordinates 

The spectrometer angles ()' = eo+!:::.() and ¢/ = 1::::.</J are not the usual polar angles 

()and <Pin terms of which we calculate cross sections. Figure 4.1 shows the relationship 

between these angles and the conventional polar angles. The transformation between 

the two coordinate systems is given by: 

cos () = cos ()' . cos <P' 

- tan <P = tan <P' / sin ()'. 
( 4.1) 

Note that a differential element of solid angle in the spectrometer coordinates is given 

by: 

dO.' = cos <P' • d<P' d()'' (4.2) 

which reflects the fact that ()' and </J' are related to polar angles about the fJ (instead 

of the z) axis. 

Curves of constant O' therefore reach a minimum (} when <P' = 0. The finite <P' 

acceptance thus implies that the effective angle of the spectrometer is greater than Oo, 

necessitating a correction. This and other effects arising from the finite acceptance 

are discussed below. 
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Spectrometer angles 

X= cos( 41' ) ·sin( e') 
Y = -sin( 41' ) 
z = cos ( •' ) •cos ( e' ) 
41'= 'I' -Tt/2 

Figure 4.1 - Relationship between spectrometer angles ( 8', ¢') 
and conventional polar angles (8, ¢). The beam direction is 
along %, and -fi is the vertical direction. 

4.2 Corrections for Finite Acceptances 

Consider a single bin in the l:!.P/ Po vs. ()' event histogram. If we were to use 

this single bin (with labels i,j) to measure the cross section, we would observe: 

O'obs = J O'true · P dEo dE' dD.' 
' 1 J p dEo dE' df!' 

( 4.3) 

in which p is the complete acceptance function. The integration limits are given by 

the bin edges, the width of the incident-energy-defining slits, and by the ¢/ limits of 

the spectrometer. We now expand O'true in a second-order Taylor series: 
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· · - I - I - - · m wh1ch x = Eo- Eo, y = E - E, z = cos()- cos(), and Eo 1s the central beam 

energy, E1 is the center of the 15 MeV energy loss bin into which the t:lP/ Po bin 

falls , and 1J is an angle near eo, yet to be determined. This Taylor series should be 

an excellent approximation for our data. With Eo integration limits of Eo ±a, we 

obtain: 

As confirmed by the Monte Carlo, we will now assume that p can be factored: 

p = f( ¢/) · g(E1
, ()

1
). (4.6) 

The function g doesn 't vary significantly over the small range of integration and can 

be factored out of the integrals: 

Finally, the O"fr are averaged over a range of y and ()' to form the 15 MeV energy 

loss bin. After some algebra, we obtain: 

( 4.8) 

in which c; = 7.5 MeV, and 

( 4.9) 

with fl() integration limits of ±()lim. 
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Bspec ( deg) 7J ( deg) 

15.000 15.023 
16.000 16.021 
20.000 20.017 
25.000 25.013 
30.000 30.011 
39.000 39.008 

Table 4.1 - Nominal spectrometer and effective scattering angles. 

Substituting for z, we have: 

111" r8o+8:im 
In = d¢/ Jo (cos 01 cos¢/ -cos 7J)n · J( </>1

) cos </>1 d()1
• 

-1r Oa-o:im 
( 4.10) 

Further simplification yields: 

h 1 sin 0{- -
"T = cos Bo • (cos</>) · ()1 Im - cos(), 
10 lim 

( 4.11) 

in which 

1 J COS </>1 
• !( </>1

) COS </>1 d</>1 

(cos </> ) = J f ( </>1 ) cos </>1 d </>1 
( 4.12) 

Lastly, we have a more complicated expression for !2/ Io: 

h 2 0- ( cos
2 

</>
1

) [ ( 2 () ) sin B{im cos B{im] - = - COS + 1 + 2 COS 0 - 1 " I • 
~ 2 ~m 

( 4.13) 

In order to eliminate the Aa term from the expression for O"obs, we therefore 

choose 7J to make h / Io equal to zero. This is the effective central angle discussed 

above and is always greater than Bo for forward angles. With J( </>1
) taken from the 

Monte Carlo, we find: 

(cos </>1
} = cos </>~f£; </>~f£ = 14.253 mrad. ( 4.14) 

The resulting values of 7J for each of the nominal spectrometer angles for which we 

took data are given in Table 4.1. 
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The cross section we wish to report is the value er, but what we have actually 

measured is O"obs· Therefore, we applied a correction factor that was calculated from a 

model of the experimental cross section, which devolved from the radiative correction 

computations. For a given 15 MeV bin, the model was calculated at seven different 

combinations of incident energy, scattered energy, and scattering angle. These values 

were fit to extract er, B1, B2, and B3, from which the correction factor er/aobs was 

calculated. This ratio varied between 1.00 to a minimum of 0.95 at the small energy 

loss end of several spectra. In some cases, this correction was not significant compared 

to the statistical error bars of the data. However, Figure 4.2 shows one spectrum 

(C tgt, 3.6 GeV, 16 deg) for which this wasn't so. Regardless of the size of the cross­

section error bars, these correction factors were multiplicatively applied to all of the 

cross sections. 

The systematic uncertainty of these corrections was estimated from their sen­

sitivity to changes in the model's parameters. Small changes, of similar size as the 

statistical fluctuations in the measured cross sections, caused the correction factors to 

change by up to 1%. Furthermore, the correction factors for different targets at the 

same kinematics differed by no more than 1%. Therefore, we assigned a systematic 

uncertainty of 1% to these correction factors. 

4.3 Spectrometer and A-bend Calibration 

The positions of the hydrogen and helium (at the three lowest q2 's) elastic peaks 

were used to determine the energy calibration of the spectrometer and beam switch­

yard. The peak positions were compared with those expected from kinematics, and 

the deviations were minimized in a least-squares procedure to find the energy cali­

bration factors. This procedure was also used to check for a possible offset to the 

spectrometer's angle encoder. No evidence for such an offset was observed. 
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Figure 4.2 - Relative error bars for the 3.6 Ge V, 16 deg. data 
taken with the carbon target. The solid error bars are statistical 
only; the dashed extensions were obtained by adding to them 
3% errors in quadrature. The solid curve is the ratio iT/ u oba 

discussed in the text. 

4.3.1 Theoretical Peak Locations 

The incident energy (EI), scattered energy (E2), and scattering angle (0) of 

elastic scattering are related through the familiar equation: 

1 1 2 0 2 
- =- + -- sm (0/2), 
E2 E1 Mtgt 

( 4.15) 

in which Mtgt is the mass of the target nucleus. Because of energy loss in the target, 

we have the relationship: 

E1 = EtB- q 

E2 = E~P + t:2, 

( 4.16) 
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in which EtB and E~P are the true A-bend and spectrometer energies respectively, 

and c1 and c2 are the most probable energy losses before and after the scattering. 

Let E!~as and E~~as be the measured A-bend and spectrometer energies. A linear 

relationship between the true and measured energies was assumed: 

E AB C EAB 
true = 1 · meas and E SP C ESP Eof£ 

true = 2 · meas + 2 · (4.17) 

Thus, the expected elastic peak location (E~xp) is given by: 

1 1 2 . 2 ( () + ()of£) 
ex = +--Sill ' 

C2 · E2 P + E2f£ + c2 C1 · E~~as - c1 Mtgt 2 
( 4.18) 

in which 00 ff is an offset to the spectrometer angle. 

4.3.2 Energy Loss 

The most probable energy loss ( Emp) for an ultrarelati vistic electron traversing 

x em of material of atomic number Z, atomic weight MA, and density p, is given 

by [50]: 

_ 21ra
2
(nc)

2 
Ao (~). . [l (amc

2 
) 0 37] 

Emp - 2 M px n i: x + . . 
me A nc 

(4.19) 

To compute c1 and c2 for the hydrogen and helium targets at the various scatter-

ing angles, we assumed that the elastic scatter took place in the center of the target. 

Thus, q is the same for all angles: 1.73 MeV for hydrogen, and 1.23 MeV for helium. 

Because the postscattering path length through the target varied with angle, c2 also 

varied with angle. These numbers are listed below in Table 4.2. 
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Run Tgt EAB 
me as 1J ESP 

me as c1 6"2 

10602 H 2.0202 15.022 1.8771 ± 0.001 0.0017 0.0017 
11303 H 2.0200 20.016 1.78n7 ± 0.001 0.0017 0.0017 
11408 H 2.0200 20.016 1. 7819 ± 0.001 0.0017 0.0017 
11410 H 2.0200 20.016 1. 7825 ± 0.001 0.0017 0.0017 
13702 H 3.5946 16.020 3.1219 ± 0.001 0.0017 0.0017 
13710 H 3.5942 16.020 3.1212 ± 0.001 0.0017 0.0017 
14501 H 3.5946 16.020 2.9123 ± 0.001 0.0017 0.0017 
16001 H 3.5945 25.012 2.6396 ± 0.001 0.0017 0.0014 
19285 H 3.5945 30.013 2.3701 ± 0.001 0.0017 0.0012 
19344 H 3.6056 30.011 2.3743 ± 0.001 0.0017 0.0012 
19369 H 3.6040 39.008 1.9365 ± 0.001 0.0017 0.0009 
19402 H 3.5962 39.007 1.9354 ± 0.001 0.0017 0.0009 
10802 He 2.0203 15.022 1.9802 ± 0.0015 0.0012 0.0010 
12001 He 2.0200 20.016 1.9529 ± 0.0015 0.0012 0.0007 
14101 He 3.5943 16.020 3.4560 ± 0.0025 0.0012 0.0009 

Table 4.2- Observed elastic peak postions and the most probable 
energy losses. All energies are in Ge V, and angles in degrees. 

4.3.3 Hydrogen Elastic Peak Location 

The Hydrogen elastic peak locations were determined from the !:::..PI Po vs. !:::..(} 

scattering-rate histograms, after the dummy-target subtraction. Because both the 

peak position and the cross section are functions of the scattering angle, the observed 

peak in the projection onto the !:::..PI Po axis is shifted from the true peak at !:::..(} = 0. 

To eliminate this effect, the peak in !:::..PI Po was located for each !:::..() bin index, and 

these values were fit to a linear function of !:::..(} and extrapolated to !:::..() = 0. For 

each !:::..() index, the peak was taken to be the centroid of a contiguous group of bins 

surrounding and including the bin with the most counts. Each bin in the group was 

required to have at least 70% of the counts in the biggest bin. The uncertainty in the 

final peak position was estimated (by eye) to be 1 MeV. Table 4.2 lists the observed 

peak positions and other kinematic information for both the hydrogen and helium 

data (discussed below). 
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4.3.4 4He Elastic Peak Location 

The 4He elastic peaks could be discerned in the dummy-subtracted, scattering­

rate histograms at the three lowest q2's when projected onto the ~p /Po axis. These 

peaks are shown in Figure 4.3. Because of the poor statistics, the unprojected his-

tograms could not be fit for the peak positions as was done for hydrogen. Instead, 

the peak positions were extracted from the projected spectra, and were taken to be 

the centroid of the bins with at least 70% of the maximum counts, as above. Larger 

uncertainties were assigned to these peaks because of the poorer statistics. 
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Figure 4.3 - Elastic peaks in the 4 He t:t..P /Po scattering rate 
histogram: (a) Eo= 2.02 GeV, 80 = 15 deg, P 0 = 1.97 GeV; (b) 
E 0 = 2.02 GeV, 80 = 20 deg, Po= 1.95 GeV; (c) Eo= 3.60 GeV, 
80 = 16 deg, P 0 = 3.51 GeV. 
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4.3.5 Fitting Procedure 

A non-linear fitting procedure was used to vary the four parameters, C1 , C2 , 

E~ff, and ()off in order to minimize the x2 given by: 

( 4.20) 

Three kinds of fits were considered: one with all parameters free, one with ()off fixed at 

zero, and another with ()off and E~ff both fixed at zero. These fits were applied to three 

data sets: the original one described above, one in which the tl.E~eak uncertainties 

were scaled by E~eak /3.4560, and one with the same scaled uncertainties in which the 

data point with the worst x2 was thrown out. The fit results are listed in Table 4.3, 

and the values of C1 vs. C2 are plotted in Figure 4.4. Also shown in the figure is the 

contour for which the x2 of fit 1 is increased by 1 over the minimum; this gives the 

standard uncertainty in the fit parameters. 

Fit c1 c2 £Off 2 ()off x2 /DF 

1 1.000328 1.001571 N/A N/A 0.615 

2 1.000356 1.001690 -0.233 MeV N/A 0.663 

3 1.000487 1.001878 -0.305 MeV -.003 deg 0.724 

4 1.000665 1.001832 N/A N/A 1.712 

5 1.000668 1.001696 0.304 MeV N/A 1.844 

6 0.998961 0.999181 1.295 MeV 0.045 deg 1.911 

7 1.001036 1.002049 N/A N/A 0.964 

8 1.001059 1.002384 -0.710 MeV N/A 0.998 

9 1.000634 1.001756 -0.448 MeV 0.011 deg 1.092 

Table 4.3- Energy-calibration fit parameters: fits (1-3) use orig-
inal error bars, (4-6) use modified error bars, (7-9) use the same 
modified error bars with the worst x 2 point thrown out. "N /A" 
indicates parameters not used in the fit. 
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Figure 4.4 - C 1 vs. C2 for the nine different fits. The solid line 
is the x 2 = X~in + 1 contour for fit 1. 

1.004 

It can easily be seen that the point cl = c2 = 1 is excluded by all the fits. 

The uncertainties in C1 and C2 are highly correlated, but in such a way that the 

uncertainty in the energy loss is small. For example, if we consider a test case with 

E!~as = 3.595 GeV, and Efeas = 3.450 GeV, we find that the true energy loss 

calculated with the different fits (excluding fit 6) varies only between 141.7 MeV 

and 140.6 MeV. This is negligible compared with the bin width of 15 MeV. With 

no evidence of any significant offset in either the spectrometer angle or energy, the 

results of fit 1 were used to correct the incident and scattered energies in the analysis 

of Pass-2. 
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I I 

! I 

1 3 

Figure 4.5 - Radiatively corrected (e,p) elastic cross sections (in­
cluding the normalization correction) divided by the theoretical 
value, vs. q 2 • 

4.4 Absolute Normalization of Cross Sections 

l 
I 

The radiatively corrected ( e,p) elastic cross sections we measured with the hy­

drogen target were compared with a fit by Simon, et al. [3] to the world's data as 

a check on our analysis procedure. Our measured values were typically lower than 

the world's data, with a weighted average ratio Umeas/ O"world of 0.985. To bring our 

data into agreement, we applied a correction factor of 1.015 to the cross sections of 

every target during the Pass-2 analysis. The resulting elastic cross sections, divided 

by Simon's fit are shown in Figure 4.5 , plotted vs. q2 . (The error bars shown are sta­

tistical only.) A mild q2 dependence to these ratios can be seen, although it does not 

correlate well with either the spectrometer energy or angle. To accommodate this , 
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we assigned an uncertainty of 1.5% to this correction. When all sources of systematic 

and statistical uncertainty are included, the elastic cross sections are consistent with 

the world data. 

4.5 4He Density Correction 

As mentioned in Chapter 2, the effective density of the 4 He target was observed to 

deviate from the nominal density because of heating by the incident electron beam. 

We investigated this effect by taking a series of runs at the same kinematics with 

various beam pulse rates, from 10 Hz to 180 Hz, under stable operating conditions. 

For each run, we computed the deadtime-corrected electron scaler rate per peta-

electron of incident beam. This rate is proportional to the effective target density, 

which is assumed to be equal to the nominal density in the limit of zero beam current. 

We observed variations in the density of as much as 18% at the highest power level, 

as shown in Figure 4.6. 

These test runs were taken under stable conditions, whereas the beam current 

could and did change during ordinary running conditions. To compute a cross section, 

we needed to know the average density, with the average taken with equal weight for 

each incident electron: 

1 {T 
(p) = Q Jo p(t) I(t) dt; Q = 1T l(t) dt. (4.21) 

Presupposing the linear relationship p(t) = po ( 1-A·I(t)) between p and I, Eq. ( 4.21) 

becomes: 

(p) =PO (1- ~ 1T l 2(t)dt) 

= Po ( 1 - A ( /)), ( 4.22) 
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Figure 4.6 - 4 He density divided by the nominal density, as a 
function of the (beam-weighted) average beam current. The 
straight line is a least-squares fit to the data (xl / DF = 1.13). 

0.08 

in which (J) is the beam-weighted average beam current. (This is actually what we 

plot as the abscissae in Figure 4.6.) To compute such beam-weighted averages, the 

data acquisition system logged toroid data to the logtapes at intervals of I'V 15 sec. 

This allowed us to replace the integral in Eq. ( 4.22) with a discrete sum, using a very 

fine time step. 

As can be seen from the test runs, the assumed linear relationship between 

<p> and <1> is substantiated. The solid straight line is a linear least-squares fit 

t o the data, with slope A = 2.16 ± 0.15 sec/PE. Therefore, we used this value, in 

conjunction with (J) calculated for each run, to correct the target density in all the 
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4He runs. At the highest beam power levels, the uncertainty in the correction leads 

to an uncertainty of 1.3% in the density. 

4.6 Systematic Uncertainties 

Here we summarize the systematic uncertainties, which are mentioned elsewhere 

in this paper. There were six sources of uncertainty, shown below in Table 4.4: target 

thicknesses, the acceptance function, efficiency corrections, the toroid calibration, 

radiative corrections, and the finite binning correction. These were added together in 

quadrature to produce the total systematic uncertainty. 

4He c Al Fe(2% rl) Fe(6% rl) Au 

Target thickness 1.3 0.1 0.4 1.4 0.7 2.2 
Acceptance function 2.0 2.0 2.0 2.0 2.0 2.0 
Efficiency 1.5 1.5 1.5 1.5 1.5 1.5 
Toroid calibration 0.5 0.5 0.5 0.5 0.5 0.5 
Radiative correction 2.0 2.0 2.0 2.0 2.0 2.0 
Finite bin correction 1.0 1.0 1.0 1.0 1.0 1.0 

Total 3.6 3.4 3.4 3.7 3.5 4.0 

Table 4.4 - Systematic uncertainties for each target, in pet. The 
total uncertainty is the sum in quadrature of the numbers in 
each column. 

The target thicknesses in g/ cm2 were not precisely known because of uncertainty 

in the target lengths (all targets), and target densities (4 He and C targets). The target 

dimensions were independently measured four times, and the standard deviations were 

used for the uncertainties. In the case of the C target, the density was determined 

from its dimensions and its measured weight, with the standard deviation of the 

several weighings added in quadrature to the dimensional uncertainties. For 4He, the 

density was determined from its nominal pressure and temperature, with a correction 
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for the (beam-weighted) average beam current. Uncertainty in the density correction 

is the dominant uncertainty in target thickness for 4 He. 

The Monte-Carlo-generated, acceptance function was checked by fitting some of 

the deep-inelastic cross sections to a polynomial, and looking for systematic deviations 

from the fit that correlated with b.P /Po. The observed deviations were less than 2%, 

which we take as the systematic uncertainty in the acceptance function. 

A correction was made to all cross sections in order to make the hydrogen elastic 

cross sections agree with the world average. This correction may reflect a normal­

ization problem with the acceptance function, or we may have overestimated our 

efficiency. This correction was made by setting the product of the trigger, CK-cut, 

and SHSOFT-cut efficiencies numerically equal to 0.985, with an uncertainty of 1.5%, 

which is equal to the size of the correction. 

The four toroidal charge monitors were independently calibrated at periodic 

intervals during the experiment, to a typical accuracy of 0.5%. The data analysis 

averaged the toroid values, requiring that the standard deviation be within 0.5%. 

Thus, we take 0.5% to be the systematic uncertainty in the beam-current integration. 

Uncertainties in the radiative corrections were investigated by comparing the 

corrected data for iron targets of two thicknesses, and by checking the numerical 

sensitivity to the form of requisite model cross sections. The observed deviations were 

compatible with systematic errors of up to 2%. Accordingly, we assign an uncertainty 

of 2% to the radiative corrections. 

Finite-binning corrections were calculated from the model cross sections used in 

the radiative corrections. The multiplicative corrections range between 0.95 (at the 

small energy loss limits) to 1.00, and show a sensitivity to the model parameters of 

up to ,....,_ 1% (for the corrections near 0.95). Although the model sensitivity varies 
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with the kinematics, we conservatively assign a systematic uncertainty of 1% to all 

the cross sections. 
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Chapter 5 

Theoretica I Considerations 

5.1 Overview 

In this chapter, the y-scaling formalism will be developed within the context of 

the plane wave impulse approximation (PWIA). Several different definitions of the 

scaling function, F(y), exist in the literature. The approach taken here closely follows 

the approach of Pace and Salme (9], yielding a scaling function simply defined in terms 

of the spectral function. This will be compared with an alternative approach, which 

exhibits better scaling, but has a less transparent interpretation. 

5.2 Quasi-elastic Cross Section 

The inclusive quasi-elastic cross section will be obtained by integrating the ex-

elusive cross section over the unobserved nucleon's phase space. Under PWIA, the 

exclusive cross section is an incoherent sum over the individual nucleons: 

L O"eN • S!v(E, P), (5.1) 
nucleons 

in which c: is the scattered electron's energy, E, P are the energy and momentum of 

the initial state nucleon, and E' , P' are the energy and momentum of the final state 

nucleon. O"eN is the fully relativistic, elementary cross section for elastic scattering 

from a moving, off-shell nucleon (51], and S!v is the spectral function, which is the 

probability density for finding a nucleon with energy E and momentum P. 
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With unpolarized beams and targets, we may take S/v to be spherically sym-

metric, with normalization: 

(5.2) 

In addition, we will make the approximation that neutrons and protons have the same 

spectral function. Thus, the inclusive cross section is given by: 

d
2

0' J I .... 3 .... , 
dO de = (zO'ep +nO' en)· S (E, P) d P. (5.3) 

We now define the following kinematic variables: 

incident electron energy 

scattered electron energy 

() electron scattering angle 

q/J (w, Q) 4-momentum transfer (5.4) 

'lj; angle between P and Q 

c.p angle between the (P, Q) plane and 

the electron scattering plane. 

Since P' = P + Q, with Q fixed, then d3 P' = d3 P. Using spherical coordinates 

('lj;, c.p), we have: 

d20' J dO de = (zO'ep +nO' en) · S' (E, P) · P 2 dP dc.p d( cos 'lj;) 

= 27r J d'o · S'(E, P) · P2 dP d(cos 'lj;), 
(5.5) 

in which we have defined: 

1 1271' 
d'o = - (zO'ep + nO'en) dc.p. 

27r 0 
(5 .6) 
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In general, for a given qiJ, cio will be a function of P and cos 1/J. 

For the nucleonic system, we define: 

m1 invariant mass of target nucleus 

m2 invariant mass of A-1 recoil fragment 

m = nucleon mass (5.7) 

E' energy of the recoil nucleon 

separation energy. 

The final state particles must be on mass-shell, and we must conserve energy and 

momentum. These constraints yield: 

(5.8) 

(5.9) 

For fixed values of P, cos 1/J, and qiJ, these equations determine a unique value 

for Es and E. Thus, Eq. (5.5) can be rewritten as: 

d~~e: =211' J cio·S'(E,P)·8(Arg)·P2 dPd(cos'lj;)dE, (5.10) 

in which the argument of the delta function is: 

Arg = E + w- (m2 + P 2 + Q2 + 2PQcos'lj;) 112
. (5.11) 

We now use the delta function to perform the cos '1/J integration, which yields: 

(5.12) 
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It is more convenient to work with a spectral function defined in terms of E9 ; 

under this change of variables we have: 

S'(E, P) dE= -S(Es, P) dEs, (5.13) 

in which the Jacobian has been absorbed into the definition of S. We now define 

i7 = tio · (E' /Q) to obtain: 

(5.14) 

The P integration limits are given by Pmin = IYIJ, and Pmax = IY2J, in which Yl and 

Y2 are the solutions of: 

(5.15) 

E~in is determined by putting the A-1 fragment into its ground state, while the limit 

E~ax (for which Pmin = Pmax) occurs when the final state nucleon is at rest: 

(5.16) 

As discussed below, a is an extremely slow function of P and E9 • Furthermore, 

S(Es, P) is expected to be sharply peaked about Es = E2 and P = 0 [52]. Thus, we 

can ignore the variation of a over the range of integration. Defining a= a(E2, Pmin), 

we have: 

(5.17) 
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5.3 Scaling Limit 

It is instructive to see how the integration limits behave as the momentum trans-

fer is varied. Figure 5.1 shows the 12 C integration boundaries in the (Es, P) plane 

for each of the incident energies and scattering angles that we took data. Values 

were chosen for c2, so that each curve passes through the point Yl = -0.25 GeV, 

Es = 0.03 GeV. As the momentum transfer increases, the integration region also 

expands. Because of the localized nature of the spectral function, the limits Er:ax 

and Pmax effectively become oo. Pmin approaches a shallow, linear function of E 8 • 
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Es in GeV 

Figure 5.1 - The integration regions of Eq. (5.17) for a 12C 
target and the incident and scattered energies and scattering 
angles discussed in the text. 
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Again, because the spectral function is sharply peaked about Es = E2, we will 

make the further approximation that Pmin ~ IYI(Es = E2)1 = IYI to yield: 

in which the scaling function F(y) is given by: 

F(y) = 21r r=. r= S(Es, P) ·PdP dE8 • 

j Er;un }IYI 

Since the nucleon momentum distribution is given by: 

we can write F(y) in terms of n(P): 

F(y) = 21r r= n( P) PdP. 
}IYI 

Differentiating with respect to y yields: 

(P) = -=-!._ . dF(P) 
n 21rP dP . 

The normalization of S(E8 , P) implies: 

r= r= d 
1 = 47r Jo n(P) P

2 
dP = -2 Jo P dPF(P) dP. 

Integrating by parts , we have: 

1 21
00 

F(P) dP - [2P F]~, 

(5.18) 

(5.19) 

(5.20) 

(5.21) 

(5.22) 

(5.23) 

(5 .24) 

in which the term in brackets vanishes for a reasonably well behaved scaling function . 
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5.4 Off-shell Elementary Cross Sections 

Unfortunately, the relationship between the off-shell and on-shell form factors 

and operators is an open question, and leads to an ambiguity in calculating 0". An 

excellent discussion of the problem is given by De Forest [51), and we use his formula 

(called ay) for CJeN, with form factors determined by the four-momentum transfer, 

q2 = -q~q~ = Q2 _ w2: 

normal to the electron-scattering plane, and the Mott cross section is given by: 

F1 and F2 are related to the electric and magnetic form factors through: 

Ff(n) = (G~(n) + TG~n))/(1 + T) 

Ff(n) = (G~n)- G~(n))/(1 + T) 

q2 
T---

- 4m2 · 

This leads to the expression u = Z ·Up+ N · Un with: 

(5.26) 

(5.27) 

(5.28) 
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Although not immediately apparent, this expression for a is only mildly depend-

ent on P andEs for the kinematics at which we took data. This is illustrated in Figure 

5.2 , in which is plotted level contours of the ratio a/ &max for an incident energy of 

3.6 GeV, () = 16 degrees, and w = 0.5 GeV, with a carbon target. For a given value of 

Es, the average of a, weighted by a phenomenological momentum distribution, was 

found to deviate from the value at Pmin by less than 3%. (The momentum distri-

bution was obtained from a fit to the carbon data F(y) by using Eq. 5.22.) Similar 

results were obtained at different kinematics, so that the error involved in factoring 

out 0' in Eq. (5.17) is a few percent. 
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Figure 5.2 - Contours of the ratio u / Umax for the conditions 
discussed in the text. The contour interval is 0.03. Pmin(E,) is 
shown as a bold line. 
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5.5 Experimental Scaling Functions 

To derive scaling functions from our measured cross sections, we have solved 

Eq. (5.18) for F(y): 

d20" 

F(y) = dO de . 17 -
1

. (5.29) 

The values of E~ we used to compute y and c7 are listed in Table 5.1 [53]. These 

values are basically an interpolation of those in Ref. 27, increased by '""" 5 MeV to 

compensate for a neglect of the relativistic recoil of the nucleon, as pointed out in 

Ref. 55. 

Nucleus E~ in MeV 

3He 8 
4He 20 

c 30 
Al 37 
Fe 41 
Au 49 

Table 5.1- Values of E~ that were used to compute y and ii" in 
the extraction of the experimental F(y)'s. 

The resulting experimental scaling functions are expected to converge to the true 

F(y) as the momentum transfer is increased. This is true even when final state inter-

actions are considered, although the approach to convergence is considerably altered. 

In the simple LA. model, the experimental scaling functions are expected to converge 

from below, because the integrals in Eq. (5.17) see more of the spectral function as 

q2 is increased. From Figure 5.1, we might expect to have reached the scaling limit 

for q2 '""" 0.4 GeV (the second most restrictive contour). Calculations of FSI, how-

ever, show that the approach to scaling should be from above, with convergence at 
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q2 "'2.0 GeV [30]. As we shall see, the data do approach a scaling limit from above, 

in rough agreement with the FSI calculations. 

5.6 Other Scaling Functions 

An alternate y-scaling formalism was considered in the original analysis of 3 He 

data by Sick, et al. [8] Their method has also been applied to the NE3 data [54], 

resulting in scaling functions that scale better than the present analysis. In their 

formalism, the scaling function is defined through: 

(5.30) 

The scaling variable, y1
, and the derivative ow/ oy' are obtained from the rela-

tionship: 

in which P .l. = v'oA times the Fermi momentum. For the kinematics of our data, 

the difference between y' and they of Eq. (5.15) is negligible. 

The significant difference between their method and the one presented here is 

the factor of ow I oy'. This factor is similar to the I ow I p a cos 'If I that occurs in our 

integration over the delta function in Eq. (5.10). In their analysis, the argument of 

the delta function is obtained from Eq. (5.31), ignoring the relationship between P, 

cos'¢, and E correctly given by Eq. (5.11). As a result, their scaling functions are 

related to those of our analysis through: 

R = F2 = lowfoyl , 
- F low/ Po cos '¢'1 (5.32) 
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which is a function of both q2 and y. Thus, the two scaling functions will exhibit 

different approaches to the infinite q2 scaling limit. The effect of using F2 is to com-

pensate somewhat for the final state interactions, although this is entirely accidental. 

Thus, although it scales better, the use of F2 is somewhat misleading. In addition, 

the relationship between F2 and the spectral function is not as clear as it is for our 

F . As shown in Ref. [9], in the infinite q2 limit we have: 

(5.33) 

which can differ significantly from 1 for light nuclei and large IYI· Thus, despite its 

better scaling, we rejected the use of F2 in our analysis. 
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In this chapter are presented in graphical form the cross sections and derived 

scaling functions, with a discussion of these results. Complete tables of cross sections 

and scaling funtions can be found in Appendix B. 

6.1 Cross Sections and F(y)'s 

In the figures below, all the final cross sections for a given target-unfolded for 

radiative effects and including all systematic corrections-have been plotted versus 

energy loss. The error bars shown are statistical only. The cross sections are given in 

nb/ster/MeV, and the energy loss is in MeV. Also plotted are they-scaling functions 

obtained from the cross sections through Eq. ( 4.18), in units of GeV-1 , for the range 

y < 0.25 GeV. The results for the two Fe targets have been averaged, where applicable, 

with weights determined by the statistical error bars of each data point. 

At the lowest q2 's, the quasi-elastic peak stands out clearly as the dominant 

feature of the cross section. As the momentum transfer increases, we see that the 

peak is broadened and shifts to a larger energy loss. It is also disappearing into a 

background of more inelastic processes, such as delta excitation, and deep inelastic 

scattering. 

For a given q2 , there is also a strong A dependence to the cross sections. Aside 

from the rough proportionality to A, we can see that the quasi-elastic peak becomes 

broader with increasing A, as one would expect from the increasing Fermi momen­

tum (55}. Thus, the inelastic background becomes even more significant for the heavy 
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nuclei. Fortunately, this background falls off extremely rapidly with decreasing en­

ergy loss, almost exactly at the top of the quasi-elastic peak. Thus, the low-w side 

of the peak is free from background and should exhibit y-scaling, according to the 

impulse approximation. 

This is exactly what is observed in the figures below. At large negative y, 

the F(y) 's appear to approach a scaling limit at the higher momentum transfers. 

The scaling is particularly impressive for the light nuclei, 4He and C. Near y = 0, 

however, the F(y)'s diverge wildly with increasing y. (We have plotted only the 

y :::; 0.25 region.) This is because of the inelastic contributions coming into play. 

The fundamental electron-nucleon cross sections for these processes have different q2 

dependencies than the elastic scattering that was "factored out" to obtain the F(y) 's. 

Thus, the F(y)'s for inelastic cross sections will have a residual q2 dependence, which 

destroys the scaling. 

As mentioned previously, the quasi-elastic F(y)'s should be a symmetric function 

about y = 0, and it can be seen that the inelastic contribution becomes significant 

for y > -0.1 GeV jc, at worst. Furthermore, we have a good parameterization of the 

inelastic cross sections for the free proton and neutron [56). If we could use these 

results to subtract the inelastic background from our cross sections for y :::; 0, we 

would know F(y) everywhere because of its symmetry. To do this requires that we 

Fermi-smear the elementary cross sections, to obtain the cross sections for nuclear 

targets. This involves forming a convolution model of the inelastic cross sections, 

for which there is at present no rigorous theory. Nevertheless, we have attempted 

to smear and subtract these contributions, using an approximate smearing formalism 

suggested by Bodek and Ritchie [57). This work, which is still in progress, is discussed 

below. 
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6.2 Approach to Scaling 

For a given value of y, the approach to scaling with increasing q2 in our data 

is from above. This is in contrast to the prediction of the simple LA. model, which 

approaches scaling from below, since its integral over the spectral function sees more 

of the function with increasing q2 . Clearly, there is a breakdown of the LA. at small 

q2 , especially for the heavier nuclei, Fe and Au. This is believed to be due to final 

state interactions (FSI), which are not included in the impulse approximation. 

Recent theoretical work in Kellogg Lab has focused on this problem by calcu­

lating F(y)'s for infinite nuclear matter, including FSI (30). (Infinite nuclear matter, 

unlike finite nuclei with A > 4, is an exactly calculable system.) This was done by 

Malcolm Butler and Steve Koonin via Bruckner-Goldstone, Hartree-Fock g-matrix 

techniques, using the Paris potential. For IYI > kf, the spectral function is domi­

nated by two-body correlation effects, which should not differ very much between Fe 

or Au and infinite nuclear matter. Thus, with the intention of comparing their re­

sults with our data, the calculations were performed for a subset of our experimental 

kinematics. Their results are shown along with our data below. 

In Figure 6.11 are plotted values of F(y, q2), at fixed values of y, as a function of 

q2 . (Squares are for Fe; circles for Au.) Since we binned our cross-section data in w, 

the corresponding values of y differ slightly between nuclei. We have interpolated our 

data to obtain the values plotted in Figure 6.11, and assigned error bars typical of the 

data in the region of interpolation. Evidently, the data do seem to be approaching 

some kind of a scaling limit. 

The solid lines in Figure 6.11 are the result of Butler and Koonin's calculation. 

Although they follow the general trend of our data, the lines are consistently too high, 

by up to a factor of t"V 4. This may be evidence that the hard-core repulsive part 
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of the potential is too strong-it would be very interesting to see what would result 

if a softer potential, such as the Bonn potential was used [58]. By renormalizing 

the calculation to pass through the lowest q2 Fe data, (dashed lines), we see that 

the approach to scaling is reasonable well reproduced. Thus, we conclude that final 

state effects, which dominate the approach to scaling, appear to be unimportant at 

momentum transfers above 2.5 (GeV/c?, where the data are approaching a scaling 

limit. 

6.3 Subtraction of Inelastic Background 

The inelastic contributions to the cross section grow rapidly with increasing y 

from their threshold, while the quasi-elastic cross section decreases for y > 0. Thus, 

any attempt to subtract the background faces rapidly increasing statistical and sys-

tematic uncertainties in this region. Moreover, the systematic uncertainty is difficult 

to estimate, since one can account only approximately for the Fermi broadening of 

the background one is subtracting. As a check, we expect the resulting F(y)'s to be 

symmetric about y = 0, and to scale for positive y. Fortunately, we need only to 

correct the data for y < 0 to obtain a complete F(y). Also, the smearing is smaller 

and the background less important for the lighter nuclei. Thus, we obtain sensible 

results for 4 He and C. 

6.3.1 Fermi-smearing Formulae 

We have used corrected verswns [59] of the smearing formulae of Bodek and 

Ritchie. The differential scattering cross section from the nucleus is given by: 

(6.1) 
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in which the nuclear response functions are .written in terms of off-shell nucleon re-

sponse functions smeared by the momentum distribution: 

wt =Z j I</>(P)I 2 (wf + 
2
::2 (P2

- P3 2
)) d3P 

+similar terms for the neutrons, (6.2) 

J [ ( p 2 ) 2 ( I) 2 p2 p 2 ( . 2 ) ] wt =Z I<P(P)I 2 1 + mp~'Q : + 2:,p/ ~2 Wf d3 p 

+similar terms for the neutrons. (6.3) 

P is the initial state nucleon 's momentum, with component P3 along the three­

momentum transfer, Q. The energy transfer is w, with w' = (Eiw- P3Q)jmp, in 

which Ei is the initial state nucleon's energy, defined via the quasi-deuteron approx-

imation: 

(6.4) 

For Wf(n) and Wf(n), we use the values from scattering off a free nucleon at 

the same four-momentum transfer and the same final-state invariant mass, M 1
2 = 

(Ei +w?- (P + Q) 2 • The free nucleon structure function values were obtained from 

Bodek's fit to to SLAC hydrogen and deuterium data, which used a parameterization 

suggested by Atwood and Stein [60], and which included deep-inelastic scattering, 

the four most prominent nucleon resonances, x-scaling violations, and non-resonant 

behavior near the pion production threshold. The fit describes the data over the 

entire SLAC q2 range from 0.1 to 20 (GeV /c) 2 . 

To implement these smearing equations, we needed a momentum distribution, 

<P (P) , which we obtained from the resulting F(y)'s through Equation (4.22) via an 

iterative, self-consistent approach. At each iteration, the background subtracted F(y) 
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for a given target with Eo 3.595 GeV, () = 20 deg. and y < 0.1 was fit with the 

function: 

{ 
C · e-..\((y-y')/yo)

2 
if IY - y'i < Yo; 

F(y) = C · e ..\(I-21y-y'I/Y;), otherwise, 
(6.5) 

in which C, >., y', and yo were free parameters. The resulting function was used to 

obtain a momentum distribution with which to do the smearing in the next iteration. 

This rapidly converged to a self-consistent momentum distribution in a few itera-

tions, with which we smeared and subtracted the inelastic cross sections for the other 

kinematics. 

6.3.2 Background Subtracted F(y)'s. 

The F(y)'s we obtained from these subtracted cross sections are shown in the 

figures below, this time on a linear scale. 4He stands out as being exceptionally 

improved for y > 0, with good symmetry and scaling extending out toy,....., 0.18. The 

situation degrades with increasing A, however. For Fe and Au, it is evident that too 

much has been subtracted from the cross sections at the higher momentum transfers, 

resulting in misshapen F(y) 's that do not scale. Clearly, this approximate smearing 

formalism is not valid for the heavier nuclei. However, the results for C and especially 

4He scale far enough into the positive y region, that for y ~ 0 we should be OK. 
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Figure 6.16- F(y) for Au (quasi-elastic only.) 

6.3.3 Integrals of F(y) 

0 

As shown in Chapter 5, the theoretical F(y)'s obey the sum rule 

2 l~ F(y) dy = 1. 

0 .2 

(6.6) 

This result is extremely sensitive to underlying assumptions of the I.A. model from 

which it was derived, namely, that the form factors for a nucleon in a nucleus are 

the same as for a free nucleon. If, for example, the rms radius of a nucleon were to 

increase when placed in a high density nuclear medium, the form factors at a given 

q2 would be reduced, as would the measured F(y). In that case, the integral of the 

experimental F(y) 's (in the scaling limit) would come out less than 1. This kind 

of analysis has been used in the past to set limits on the swelling of nucleons from 

quasi-elastic data on 3 He (26]. Any such swelling is expected to show an enhancement 
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in heavy nuclei [12,13]. We have investigated this possibility by computing similar 

integrals for our F(y) 's. 

These integral::: were computed from the background-subtracted F(y)'s, usmg 

two different methods. In the first case, integrals were derived from individual fits 

to each data set for y :::; 0.05 GeV jc, using either the parameterization of Eq. 6.5 or 

A.19 (with an extra parameter analogous toy'). Because small errors in the value we 

used for Es would principally cause an offset in y, we integrated the fitted functions to 

their peak at y'. These peaks are typically within 0.01 GeV jc of y = 0, and F(O) ~ 3, 

so that the uncertainty in the integral from locating the peak is at most 6%. This 

method assumes that the F(y) to be integrated is well fit by its parameterization. 

The second method of integration was less model-dependent. In this case, an 

Akima cubic-spline function [61,62] (which minimizes the under and overshoots com­

mon to ordinary cubic splines) was fit to the data, and then integrated from the 

minimum y value up to the value of y1 from the first method. This method could not 

be used for spectra in which the minimum value of y was too high, causing a signifi­

cant portion of the integral to be left out. Where both methods were applicable, the 

integrated F(y) 's agreed to better than 2%. 

The results of these integrations are shown in Figure 6.17, plotted versus the 

value of q2 at y = 0. The solid lines are curves to guide the eye. We have not 

included values for Fe above q2 = 2.4 (GeV fc?, or Au above q2 = 1.8, since there 

are obvious problems with the background subtraction. 

For 4 He, there is an obvious decrease in the integral with increasing q2 , saturating 

for q2 > 1.2 at a value near 1. This decrease is to be expected from the q2 approach 

to scaling induced by the final-state interactions, as discussed earlier. Above a q2 

of ,....._ 1.5 , where we are in the scaling region, the saturation of the integral near 1.0 
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3 

implies that strict limits on the swelling of nucleons can be set. The case for heavier 

nuclei is less clear, since only C appears to be approaching any sort of limit. The 

observed trends certainly reflect the fact that we are overestimating the background 

subtraction, although it is difficult to estimate by how much. 

The dotted curves in Figure 6.17 are the values we would expect to obtain with 

swollen nucleons of various sizes. These curves were generated by considering the 

effect of a radius change on the elementary form factors for elastic scattering. For a 
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free nucleon, these form factors closely follow the empirical dipole formula [63], 

(6.7) 

with Mv 2 = (0.84 GeV?. This expression is consistent with an exponential charge 

and magnetic moment distribution of rms radius Vf2/ Mv = 0.80 fermi. Since the 

form factors are squared in the cross sections, an increase in the rms radius by a 

factor of a would therefore decrease the cross section by a factor of R, given by the 

ratio of two dipole terms, squared: 

(1 + q2 / Mv 2)4 
R = (1 + a2q2fMv2)4. (6.8) 

This is also the factor by which F(y) is reduced, since F(y) is proportional to the 

elementary cross sections. And since q2 varies very little with y over the range where 

F(y) is significant, the integral of F(y) would be reduced by R as well. We have 

therefore used Eq. (6.8) to draw the dotted curves above, for a =1.005, 1.015, 1.025, 

1.050, and 1.100. 

For 4He, we see that the results, given an uncertainty of 6%, are consistent with 

a= 1.0. For an upper bound on any radius change, we take the value of a for which 

R(q2 ) = 0.91, at q2 = 1.8. This gives an upper bound of a ~ 1.017. None of the 

other nuclei demonstrates a saturation along one of the dotted lines, so that we cannot 

interpret the large deviations from 1.0 as evidence for a change in the nucleon radius. 

However, since a correct subtraction of the background would tend to increase the 

integrals, we can use the results to set loose upper limits on the change in the size of 
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Nucleus 2 f~oo F(y) dy a 

4He 0.97 ± .06 < 1.017 
c > 0.90 < 1.019 
Al > 0.89 < 1.020 
Fe > 0.71 < 1.029 
Au > 0.69 < 1.065 

Table 6.1 - Limits on a obtained from the integral of the back­
ground subtracted F(y)'s at ql = 1.8 (GeV/c)l. 

a nucleon. Since 4 He has saturated at q2 = 1.8, we will use the q2 = 1.8 values (with 

6% uncertainty) to set these limits. The results so obtained are listed in Table 6.1. 

As a final note, if one really believed in a change in radius by a factor of a, then 

the correct F(y)'s (in the sense of Eq. 4.19) should be extracted from the data, using 

modified form factors: Gswollen = Grree · ../li. In addition to affecting the integral of 

F(y) , this also affects the shape, since q2 and y are not independent for fixed Eo and 

0. Thus, the q2 approach to scaling will be altered by a change in radius (and, in fact, 

improved for a > 1). The size of this effect is very small, however. For example, it 

t akes a= 1.10 to make the F(y ) 's of 4He independent of q2 for y S -0.05-a subtle 

change, since it already scales quite well. But this increases the integral of F(y) by 

about 70%, which is not so subtle! Thus, the dominant effect of a =I 1 is simply a 

renormalization of F(y). 
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Chapter 7 

Summary and Conclusions 

We have measured inclusive electron-scattering cross sections as a function of 

the electron's energy transfer w, for nuclear targets of 4He, C, Al, Fe, and Au, with 

incident beam energies between 2.0 and 4.0 GeV, and scattering angles from 15 to 

39 degrees. The cross sections extend from as low in was was practical, over the quasi­

elastic peak, to the region of the delta resonance, and into the deep-inelastic scattering 

regime in some cases. The four-momentum transfer of these measurements spans the 

range 0.25::::; q2 ::::; 3.7 (GeV/c)2 . Details of the measurement and subsequent data 

analysis were presented in Chapters 2 through 4. 

F(y) scaling functions were extracted from these cross sections, using the for­

malism of a simple, impulse-approximation model for the reaction mechanism, as 

described in Chapter 5. The data were presented in Chapter 6 and were seen to ap­

proach a scaling limit for y < 0 at momentum transfers above 2.5 (GeV /c)2 , with 4He 

exhibiting the least dependence on q2• For y ;:::: 0, other inelastic processes dominate 

over the quasi-elastic scattering, and the scaling is destroyed. The q2 approach to 

scaling at negative y is from above, in contradiction to the LA. model, but in qual­

itative agreement with a calculation for infinite nuclear matter, including final-state 

interactions. Detailed agreement was possible only after renormalizing the calculated 

F(y) 's, implying that the repulsive part of their nucleon-nucleon potential may be 

too strong. 
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The existence of a y-scaling limit is strong evidence that the simple LA. model 

1s sufficient to describe quasi-elastic scattering at high q2 • We can therefore draw 

conclusions regarding nucleon momentum distributions and effects of the medium on 

the nucleons. For IYI < 0.15 GeV /c, the F(y)'s behave like Gaussians, consistent with 

a Gaussian momentum distribution. For large negative y, the scaling functions have 

an exponential behavior: F(y) ex:: e-ay. This implies that the momentum distribution 

for large momenta has a Yukawa-like character: n(k) ex:: e-ay jy. 

To investigate possible changes in the size of the nucleons in a nucleus required 

that we integrate the scaling function from y = -oo to y = 0. At momentum 

transfers high enough to be in the scaling limit, there is a background from more 

inelastic processes that must be subtracted from F(y) near y = 0 in order to do the 

integration. Lacking a correct theoretical treatment of these cross sections, we have 

performed an approximate calculation by Fermi-smearing a parameterization of the 

free nucleon, inelastic cross sections. This was partially successful, and reasonable 

results were obtained for 4 He and C. However, the calculation clearly overestimates 

the background for the heavier nuclei. By assuming that the properly corrected F(y) 's 

will lie above our values, we were able to set upper bounds on an increase in the size 

of the nucleon radius. The 4He and C limits are particularly stringent: the integrals 

are inconsistent with an increase any larger than 1. 7% for 4He, or 1.9% for C. 

Future work in this field is possible in both the experimental and theoretical 

arenas. Theoretically, we would like to see calculations of scaling functions, using 

different nucleon-nucleon potentials. In addition to nuclear matter, we would like to 

see realistic calculations for 4 He. Experimentally, one can consider doing exclusive 

measurements at high q2 to determine the spectral function itself instead of an in­

tegral over it. Such experiments traditionally have been much harder, both because 
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of the small counting rates, and because one must deal with the strong final-state 

interactions of the detected recoiling nucleons. However, with the next generation 

of high-current accelerators- such as CEBAF -these experiments will likely become 

possible. 
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Appendix A 

Radiative Corrections 

A.l Quasi-elastic Data 

Radiative corrections for the quasi-elastic data were calculated using the formu­

lae of Stein, et al. [43], which are based on the work of Mo and Tsai [64], and Tsai [48]. 

These expressions allow the calculation of the observed cross section in terms of a 

theoretical, non-radiative cross section, which one would observe in the absence of 

radiative effects. It is customary to unfold experimental data to remove the effects of 

bremsstrahlung and energy straggling in order to yield results that are independent 

of target thickness and are directly comparable with theoretical calculations, which 

always ignore radiative effects. This unfolding is non-trivial, because the equations 

cannot be solved directly for the non-radiative cross section. 

The approach we have taken is an iterative scheme in which the parameters of a 

model, non-radiative cross section are adjusted until the radiated model is consistent 

with the observed cross sections. The measured cross sections are then multiplied 

by the ratio of the non-radiative over radiative models to obtain the unfolded cross 

sections. The sensitivity of this method to the form of the model is discussed below. 

A.l.l Radiative Correction Formulae 

The radiative cross section is related to the non-radiative cross section in the 

angle-peaking approximation through the following equation: 
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in which c1, c2 are the incident and scattered electron energies, () is the electron-

scattering angle, 8 = 5 MeV, m1 is the mass of the target nucleus, me is the electron 

mass, and 

Clmin = 2 
m1- 2c2 sin (B/2) 

m1 Cl 
C2max = ml + 2cl sin2( Bf2) 

R = m 1 + 2c1 sin:( Bf2). 
m1- 2c2 sin (8/2) 

(A.2) 

(A.3) 

(A.4) 

(A.5) 

(A.6) 

Let tb and ta be the thickness in radiation lengths of the material before and after 

the scatter, using the half-path-length approximation in which the scatter occurs in 

the center of the target. Then, 

The bremsstrahlung spectrum, <P( v ), is: 

(A.7) 

(A.8) 

(A.9) 



With the definitions [65]: 

L1 = ln( 1194 z-213
) 

L2 = ln( 184.15 z-113
) 

we have: 

~ _ ( 7r me) . ta + tb 
- 2 a ( Z + TJ) L2 

4[ 1 (Z+1)] 
b = 3 1 + 9 ( Z + 77) L2 . 

Lastly, 
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with crnr the non-radiative cross section, and 

2 a [ ]2 U(q' ) = 1 + 0.5772 b(ta + tb)-
2

7r ln(c:~/c:~) 

2a [ 14 13 ( q
1
2 )] a [7r2 ( )] -- +--- ln - +- --<I> cos2(B/2) , 

7r 9 12 me 2 7r 6 

in which q'2 
= 4c:~c:~ sin2(B/2), and <I>(x) is the Spence function: 

<I>(x) = r -ln 11- Yi dy. 
lo Y 

A.1.2 Model Cross Section 

(A.10) 

(A.ll) 

(A.12) 

(A.13) 

(A.14) 

(A.15) 

(A.16) 

(A.17) 

To implement Equation (A.l), we needed an accurate model cross section, CT'nr· 

We have used 

(A.18) 
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in which O"ys is a (modified) y-scaling model .of the quasi-elastic peak, O"dis is Bodek's 

model of deep inelastic scattering [56], to which we have (crudely) added Fermi-

smearing, and K(w2 ) is an arbitrary function of w 2 , the missing mass. Initially, 

I<( w 2 ) = 1. As the correction procedure is iterated, J( is adjusted as needed until a 

convergence test is passed. 

For our model's F(y), we used the functional form: 

c1 .1< 1 )2 c2 F ( y) - _ e- 2 Y Yo + ----:----:----:-
- Yo 2 cosh(C3y)' 

(A.19) 

in which the parameters C1, C2, C3, and Yo were determined by a fit to our data. We 

found that the scaling deviations observed in the data's F(y)'s could be reduced by 

adjusting m and Es in the definition of y. The resulting scaling functions have no 

simple connection with the spectral function, but do provide the basis for a good 

empirical model of the cross section. The final parameters used for each target are 

listed in Table A.l. 

4He c Al Fe Au 

Yo 0.07727 0.1288 0.1541 0.1586 0.1587 

c1 0.1058 0.1058 0.1058 0.1058 0.1058 

c2 6.381 6.381 6.381 6.381 6.381 

c3 11.2302 11.2302 11.2302 11.2302 11.2302 
A 0.16 0.2 0.2 0.2 0.2 

m* 0.88 0.88 0.88 0.88 0.88 
E* 0.00 0.00 0.00 0.00 0.00 

Table A.l - Parameters for the model cross sections used in 
the radiative corrections. C 1 -C3 and A are defined in the text. 
E* and m • are adjusted values for the separation energy and 
nucleon mass used in the definition of the scaling variable for 
these models only. 
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Since Equation (A.l) involves integrals over the model cross section, it was not 

feasible to do a full smearing calculation of the deep inelastic contribution. Instead, 

we computed: 

(A.20) 

using a 25-point numerical method. This convolution integral is not justified on 

theoretical grounds; nevertheless, its results agree reasonably well with our data, 

and it is a definite improvement over the unsmeared model. As shown below, the 

radiative correction factors are insensitive to changes in the model. Thus, the use of 

these models for radiative corrections is proper. 

A.1.3 Unfolding Procedure 

Each spectrum for a given incident energy, angle, and target was unfolded inde-

pendently. Only data points with an energy loss at least 50 MeV greater than that of 

the elastic peak and with statistical uncertainties of less than 50% were considered. 

In each iteration, the radiative cross section, u;ad, was computed from the model for 

each energy-loss bin, (superscript i), through Equation (A.l). From this, the ratio of 

the measured cross section over the radiative model, R~, was then computed. With n 

data points in the spectrum, and statistical uncertainty !:iui for each measured cross 

section, this ratio was deemed statistically significant if: 

(A.21) 

in which case the adjustment factors Ki(wi
2

) were multiplied by R~. If the conver­

gence criteria were not met in this iteration, the Ki were smoothed and fitted with a 

cubic spline as a function of w 2 , to yield K( w 2 ) for use in the next iteration. 
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Two quantities were checked in the convergence test. The first was the x2 of the 

radiated model at each iteration: 

(A.22) 

If x2 jn had decreased by less than 1/s between successive iterations, then the conver-

gence test was passed. 

The second quantity involved the difference between radiative correction factors 

in successive iterations: 

6.f = ~( a~r _ a.~r I )
2 

L....t a 1 a 1 prev . 
a=1 ra.d rad 1ter. 

(A.23) 

If the x2 test had failed, but 6.f < n/104, then the convergence test would still be 

passed. Thus, convergence was achieved if either the radiated model was consistent 

with the data, or if the radiative corrections were not changing very much between 

iterations. No run was allowed to terminate without making at least two iterations. 

Typically, three were sufficient for convergence, with no more than five needed for the 

worst case. 

A.1.4 Sensitivity to Choice of Model 

The second integral in Equation (A.l) reqmres knowlege of the cross section 

over only the same energy loss range, with fixed incident energy, for which we made 

measurements. If it were not for the first integral, then any model consistent with the 

data would yield the correct radiative corrections. As Equation (A.l) stands, we need 

to extrapolate the model cross section to kinematics for which we have no data to 

compare with. Thus, the possibility of model-dependent results must be considered. 

We have examined this problem in two different ways: by altering the model and 
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seeing what happened, and by comparing the unfolded cross sections of the thin and 

thick Fe targets taken at duplicate kinematics. We have found that the radiative 

corrections are quite stable, perhaps attributable to the fact that the integrands in 

( A.l) are strongly peaked near c~ = c1 and c~ = c2. 

0.0 
0 

'\ 

I I 
I \ 

\ 

500 1000 
Energy Loss in MeV 

1500 

Figure A.l - 4 He radiatively unfolded data at £ 1 = 3.595 GeV, 
9 = 16.020 degrees, with three model cross sections described 
in the text. 

In Figure A.l is show the 4 He radiatively corrected cross section taken with 

c1 = 3.595 GeV, and () = 16.020 deg., along with several test model cross sections, 

before adjustment. The solid line is the model with which we unfolded the raw data 

to produce the plotted data points. The dashed line was obtained by altering the 

parameters of this model's F(y) and suppressing the convolution integral, while the 

dotted line is just O"mott (times a constant). After convergence is reached, each model, 
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when radiated, will reproduce the observed cross sections. However, the radiative 

correction factors could, in principle, be quite different, since the models have different 

c- 1 dependences. 
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Figure A.2 - Comparison of test model radiative correction fac­
tors: (a) Unr/Urad for the data of the previous figure using the 
standard model; (b) radiative correction factors for the other 
two models divided by the curve in (a). 

In Figure A.2( a) is shown the radiative correction factor O'nr/ O'rad as a function 

of energy loss for the 4He data of the previous figure, using the standard model. In 

A.2(b) are shown the correction factors obtained with the other two models, divided 

by the curve in A.2(a). The cusps in the dashed line are a result of kinks in the 

unsmeared, Bodek cross section, which are suppressed in the smeared model. At 

worst, the radiative corrections from this altered model deviate by 5%, in the region 
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of the delta resonance. On the quasi-elasti~ peak, the deviations are smaller. The 

deviations of the featureless Mott cross-section model are also in the range of 5%, 

except for the smallest energy loss point. 
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Figure A.3 - Comparison of the radiative corrections for the 
two Fe targets: (a) Radiative correction factors for 2% r.l. Fe 
(dashes) and 6% r.l. Fe (solid line) targets; (b) ratio of unfolded 
cross sections (6%/2% targets) 

The unadjusted standard model never deviates from the unfolded cross section 

as badly as the curves in Figure A.l. Consequently, the adjustment factors, K( w 2 ), 

are smaller, and the errors in extrapolation should be less. This is corroborated by 

the comparison between the thick and thin Fe data at 3.6 GeV and 16 degrees. In 

Figure A.3(a) are shown the radiative correction factors for the the 2% r.l. Fe target 

(dashes) and 6% r.l. Fe target (solid line), which are quite different. In Figure A.3(b) is 
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shown the ratio of the unfolded cross sections (thick/thin). The observed fluctuations 

are caused by fluctuations in the data, not by fluctuations in the smooth correction 

factors. No evidence of smoothly varying deviations from 1.0 can be seen, and the 

average cross-section ratio is 0.993, with x2 = 101.5, for 90 data points. Based on 

these tests, we assigned a systematic uncertainty of 2% to the quasi-elastic radiative 

corrections. 

A.2 Elastic Data 

Since the non-radiative elastic cross section is a delta function of energy loss, 

the radiative corrections are (in principle) exactly calculable. In practice, only the 

corrections for one-photon diagrams are directly computed, and they take the general 

form [64]: 

do-jd!1lmeas = (1 + 8)(do-jd!1)!Born· (A.24) 

Multiple photon emission is accounted for by replacing the (1 +8) above with e6 , which 

is strictly valid only for the infrared divergent part of the corrections [65]. However, 

the error in the approximation has been estimated [64] at 0.7% at a q2 of 20 GeV2 , 

and should be much smaller at our kinematics. Thus, the exponential approximation 

is well justified. 

We computed the radiative corrections via Equations (II.6) and (II.9) of Ref­

erence [64]. These are equations for 8, including effects that are due to recoil and 

photon emission by the proton, and straggling by the electron before and after the 

primary scattering. The latter depends on the amount of material before and after 

the scattering. Thus, radiative corrections were computed at 2 mm intervals along 

the length of the target, using a model of the target's geometry [66], and averaged to 
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Eo e F 

2.020 15.023 1.388 
2.020 20.017 1.389 
3.595 16.021 1.410 
3.595 20.017 1.410 
3.595 25.013 1.408 
3.595 30.011 1.406 
3.595 39.008 1.402 

Table A.2 - Radiative correction factors for the hydrogen elas­
tic cross sections. Eo is the incident energy in Ge V, 8 is the 
scattering angle, and F is the correction factor. 

yield a correction to apply to our data. Table A.2 lists the multiplicative corrections 

for all of our kinematics. 
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Listed below are tables of the final, radiatively unfolded cross sections and the 

F(y )'s obtained from them. The cross-section units are nB/MeV /steradian, and 

are tabulated versus the energy loss (w, in MeV) for each target. The statistical 

uncertainty in the two least significant digits is the number in parentheses (e.g. , 

1.234(56) ~ 1.234 ± 0.056). Empty boxes in the tables indicate unmeasured data, 

or data that was rejected because it was within 50 MeV of the elastic peak or had 

uncertainty greater than 50%. The units of F(y) are GeV-1 , and are tabulated versus 

y , in GeV /c. 

w "He c AI Fe Au 
60 4.58 11 E+Ol 9.04 24 E+Ol 3.058 69 E+02 
75 2.798 48 E+ 01 6.48 13 E+Ol 1.290 29 E+02 4.064 78 E+02 
90 1.131 16 E+Ol 3.759 56 E+Ol 8.38 15 E+ 01 1.619 33 E+02 5 .145 89 E+02 

105 1.770 55 E+Ol 5.08 12 E+Ol 1.018 32 E+02 2.175 82 E+02 6.33 21 E+02 
120 2.296 61 £+01 5.69 12 £+01 1.159 34 E+02 2.320 84 E+02 7.34 22 E+02 
135 2.893 47 E+Ol 6.468 99 E+Ol 1.290 27 E+02 2.463 65 E+02 7.57 17 E+02 
150 2.971 48 E+Ol 6.70 10 E+Ol 1.331 27 E+02 2.593 66 E+02 7.95 17 E+02 
165 2.901 62 E+Ol 6.79 15 E+Ol 1.347 39 E+02 2.713 98 E+02 8.13 26 E+02 
180 2.482 55 E+Ol 6.43 14 E+Ol 1.333 37 E+02 2.580 92 E+02 8.12 25 E+02 
195 2.019 47 E+Ol 5.77 13 E+Ol 1.221 35 E+02 2.434 86 E+02 7.62 23 E+02 
210 1.668 26 E+ 01 5.376 98 E+Ol 1.150 25 E+02 2.377 59 E+02 7.38 15 E+02 
225 1.326 23 E+ 01 4.869 93 E+Ol 1.029 24 E+02 2.168 57 E+02 6.96 14 E+ 02 
240 1.064 24 E+Ol 4.01 12 E+Ol 9.11 30 E+Ol 2.000 69 E+02 6.34 16 E+02 
255 8 .81 21 E+OO 3.42 11 E+Ol 8.48 29 E+Ol 1.763 63 E+02 5.96 15 E+02 
270 7.52 20 E+OO 2.95 10 E+Ol 7.47 27 E+ 01 1.653 61 E+02 5.73 15 E+02 
285 6.82 14 E+OO 2.832 74 E+Ol 7.17 19 E+Ol 1.503 41 E+02 5.24 12 E+02 
300 6.76 19 E+OO 2.90 10 E+Ol 6.96 26 E+Ol 1.619 59 E+02 5.17 19 E+02 
315 6.73 19 E+OO 2.614 98 E+Ol 6.81 26 E+Ol 1.426 54 E+02 4.68 18 E+02 
330 7.21 19 E+OO 2.92 10 E+Ol 6.59 25 E+Ol 1.330 51 E+02 4.82 18 E+02 
345 7.73 21 E+OO 2.94 11 E+Ol 6.92 27 E+ 01 1.405 55 E+02 4.98 19 E+02 
360 8.17 22 E+OO 2.79 11 E+Ol 7.27 28 E+Ol 1.392 57 E+02 4.98 20 E+02 

Table B.l- du/dO.fd~ vs. w for Eo= 2.020 GeV, 8 = 15.023 deg. 
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w '~He c AI Fe Au 
60 6.44 28 E- 01 1.245 65 E+OO 5.10 26 E+OO 
75 4.64 14 E- 01 1.305 39 E+OO 2.628 93 E+OO 9.51 35 E+OO 
90 8.53 19 E- 01 2.340 53 E+OO 4.80 13 E+OO 1.627 46 E+01 

105 1.364 24 E+OO 3.539 63 E+OO 7.56 15 E+OO 2.604 56 E+01 
120 2.81 37 E- 01 2.03 14 E+OO 5.93 35 E+OO 1.161 67 E+01 3.94 23 E+01 
135 6.54 50 E- 01 3.34 17 E+OO 8.18 39 E+OO 1.556 76 E+01 5.55 26 E+ 01 
150 1.104 51 E+OO 4.30 15 E+OO 1.063 34 E+ 01 2.249 69 E+ 01 6.98 22 E+ 01 
165 1.613 59 E+OO 5.85 17 E+OO 1.401 39 E+ 01 2.691 74 E+01 8.78 24 E+ 01 
180 2.166 52 E+OO 7.64 17 E+OO 1.596 36 E+ 01 3.432 75 E+01 1.026 23 E+ 02 
195 2.999 58 E+OO 9.23 19 E+OO 1.913 40 E+01 3.732 78 E+01 1.159 24 E+ 02 
210 3 .891 79 E+OO 1.055 26 E+01 2.092 54 E+01 4.17 11 E+Ol 1.308 33 E+ 02 
225 4 .697 73 E+OO 1.121 23 E+Ol 2.299 49 E+01 4.660 96 E+01 1.397 29 E+02 
240 4 .805 78 E+OO 1.168 29 E +01 2.401 62 E + 01 4.90 12 E +01 1.464 36 E+02 
255 5.082 73 E+ 00 1.200 23 E+01 2.377 48 E + 01 5.17 10 E+Ol 1.496 30 E+02 
270 4 .716 99 E+OO 1.170 27 E +01 2.523 59 E + 01 4.95 12 E+Ol 1.486 37 E+ 02 
285 4.229 92 E+OO 1.122 26 E+01 2.459 57 E+01 4.80 11 E+Ol 1.428 36 E+02 
300 3.543 84 E+OO 1.063 25 E+01 2.306 56 E+01 4.50 11 E+Ol 1.446 36 E+02 
315 3.03 13 E+OO 9.70 29 E+OO 2.284 70 E+01 4.40 15 E+01 1.464 51 E+ 02 
330 2.716 74 E+ 00 9.35 20 E+OO 2.159 50 E+01 4.030 98 E+01 1.427 34 E+02 
345 2.386 83 E+ 00 8.69 26 E+OO 2.005 68 E+01 4.32 14 E+01 1.411 45 E+02 
360 2 .284 79 E+OO 8.32 25 E+OO 1.930 66 E+01 3.94 13 E+Ol 1.317 42 E+02 
375 2.043 73 E+ 00 7.57 23 E+OO 1.847 63 E+01 3.80 12 E+Ol 1.405 42 E+02 
390 1.886 40 E+OO 7.41 16 E+OO 1.728 40 E+01 3.588 83 E+Ol 1.290 28 E+02 
405 1.970 41 E+OO 7.06 16 E+OO 1.740 40 E+Ol 3.652 85 E+Ol 1.251 28 E+02 
420 1.994 49 E+OO 6.63 21 E+OO 1.722 51 E+ 01 3.77 12 E+Ol 1.275 38 E+02 
435 2.066 50 E+OO 6.94 22 E+OO 1.730 51 E+Ol 3.37 11 E+Ol 1.258 38 E+02 
450 2.152 53 E+OO 7.60 23 E+OO 1.684 52 E+Ol 3.41 11 E+Ol 1.266 40 E+02 

Table B.2- dufdO./d£ vs. w for Eo= 2.020 GeV, 8 = 20.017 deg. 

w "He c AI Fe Au 
60 3.88 32 E- 03 1.26 14 E- 02 
75 3.08 23 E-03 7.45 45 E-03 2.60 20 E-02 
90 6.45 32 E-03 1.658 65 E-02 6.13 30 E-02 

105 3.42 11 E-03 1.279 44 E-02 2.949 85 E-02 1.077 38 E- 01 
120 6.22 16 E-03 2.120 58 E-02 4.48 11 E-02 1.692 49 E- 01 
135 1.031 20 E-02 3.203 72 E-02 7.18 14 E-02 2.686 63 E- 01 
150 1.648 25 E-02 4.645 84 E-02 1.063 16 E-01 3.889 73 E- 01 
165 2.488 31 E-02 7.07 10 E-02 1.509 19 E- 01 5.376 86 E- 01 
180 3.669 40 E-02 9.53 13 E-02 2.088 24 E-01 7.38 11 E- 01 
195 5.206 48 E-02 1.401 16 E- 01 2.867 29 E- 01 1.010 13 E+OO 

Table B.3 - dufdO.jd£ vs. w for Eo= 3.605 GeV, 8 = 16.021 deg. 



w 
180 
195 
210 
225 
240 
255 
270 
285 
300 
315 
330 
345 
360 
375 
390 
405 
420 
435 
450 
465 
480 
495 
510 
525 
540 
555 
570 
585 
600 
615 
630 
645 
660 
675 
690 
705 
720 
735 
750 
765 
780 
795 
810 
825 
840 
855 
870 
885 
900 
915 
930 
945 
960 
975 
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4 He c Al Fe 
5.13 46 E- 03 

1.083 96 E- 02 
1.67 11 E- 02 7.99 42 E- 02 2.066 84 E- 01 4.64 15 E- 01 1.508 
2.22 13 E- 02 1.159 50 E- 01 2.869 99 E- 01 6.36 17 E- 01 1.946 
3.10 15 E- 02 1.621 58 E -01 3.71 11 E- 01 8.08 19 E- 01 2.558 
4.48 18 E- 02 2.154 68 E- 01 5.23 14 E- 01 1.005 22 E+OO 3.51 
5.93 21 E- 02 2.684 79 E- 01 6.99 17 E- 01 1.345 26 E+OO 4.55 
8.42 25 E- 02 3.627 86 E- 01 8.36 17 E- 01 1.823 29 E+OO 6.00 

1.096 28 E- 01 4.709 96 E- 01 1.156 20 E+OO 2.344 32 E+OO 7.68 
1.473 32 E- 01 6.11 11 E- 01 1.434 22 E+OO 2.941 36 E+OO 9.48 

1.99 13 E- 01 7.87 31 E- 01 1.761 99 E+OO 3.72 11 E+OO 1.218 
2.51 14 E- 01 9.84 34 E- 01 1.95 10 E+OO 4.42 12 E+OO 1.518 
3.52 16 E- 01 1.215 38 E+OO 2.81 12 E+OO 5.39 14 E+OO 1.788 
3.95 17 E- 01 1.420 40 E+OO 3.30 13 E+OO 6.24 15 E+OO 1.992 
5.34 19 E- 01 1.598 43 E+OO 3.71 14 E+OO 6.93 15 E+OO 2.214 
6.38 16 E- 01 1.869 38 E+OO 4.19 11 E+OO 8.06 13 E+OO 2.461 
7.33 17 E- 01 2.125 40 E+OO 4.44 11 E+OO 8.59 13 E+OO 2.785 
8.46 18 E- 01 2.283 41 E+OO 4.66 11 E+OO 9.49 14 E+OO 2.949 
9.06 26 E- 01 2.310 63 E+OO 5.34 16 E+OO 1.006 20 E+01 3.129 

1.031 27 E+OO 2.534 64 E+OO 5.53 15 E+OO 1.064 20 E+01 3.336 
1.063 27 E+OO 2.645 65 E+OO 5.45 15 E+OO 1.074 20 E+01 3.431 
1.074 26 E+OO 2.651 64 E+OO 5.45 15 E+OO 1.132 20 E+01 3.544 
1.040 25 E+OO 2.740 64 E+OO 5.34 15 E+OO 1.118 20 E+01 3.618 
1.022 21 E+OO 2.607 49 E+OO 5.58 12 E+OO 1.128 17 E+01 3.653 

9.61 19 E- 01 2.653 49 E+OO 5.61 12 E+OO 1.093 17 E+01 3.488 
9.18 19 E- 01 2.571 48 E+OO 5.71 12 E+OO 1.097 17 E+01 3.599 
8 .56 29 E-01 2.606 74 E+OO 5.61 19 E+OO 1.093 29 E+01 3.66 
7.87 28 E- 01 2.425 70 E+OO 5.27 19 E+OO 1.111 29 E+01 3.74 
7.91 27 E- 01 2.421 67 E+OO 5.35 18 E+OO 1.118 28 E+01 3.80 
7.31 25 E- 01 2.508 67 E+OO 5.65 18 E+OO 1.139 27 E+01 3.77 
7.16 25 E- 01 2.407 66 E+OO 5.31 18 E+OO 1.083 27 E +01 3.80 
7.14 22 E- 01 2.319 56 E+OO 5.33 14 E+OO 1.158 22 E+01 3.66 
7.43 23 E- 01 2.435 57 E+OO 5.61 15 E+OO 1.160 22 E+01 3.89 
7.89 23 E- 01 2.429 56 E+OO 5.73 14 E+OO 1.131 21 E+01 3.99 
8.48 40 E- 01 2.552 92 E+OO 5.55 20 E+OO 1.161 29 E+01 4.34 
8.19 41 E-01 2.497 93 E+OO 5.62 21 E+OO 1.136 29 E+01 4.09 
8.24 40 E- 01 2.738 97 E+OO 5.82 21 E+OO 1.179 30 E+01 4.31 
8.71 40 E- 01 2.636 91 E+OO 6.01 21 E+OO 1.141 28 E+01 4.14 
8.76 41 E- 01 2.766 98 E+OO 5.92 21 E+OO 1.180 30 E+01 3.90 
9.11 22 E- 01 2.745 71 E+OO 6.33 17 E+OO 1.191 23 E+01 4.29 
9.03 21 E- 01 2.557 66 E+OO 6.08 16 E+OO 1.207 22 E+01 4.01 
8.74 21 E- 01 2.693 70 E+OO 5.95 16 E+OO 1.215 23 E+01 4.20 
9.22 24 E- 01 2.440 90 E+OO 5.80 22 E+OO 1.229 33 E+01 4.38 
9.00 24 E- 01 2.781 97 E+OO 6.07 23 E+OO 1.230 33 E+01 4.29 
8.92 23 E- 01 2.675 94 E+OO 6.38 23 E+OO 1.193 32 E+01 4.22 
8.78 23 E- 01 2.593 92 E+OO 6.01 23 E+OO 1.158 32 E+01 4.22 
8.86 20 E- 01 2.505 74 E+OO 6.02 18 E+OO 1.207 24 E+01 3.98 
8.76 20 E- 01 2.736 78 E+OO 5.95 18 E+OO 1.230 24 E+01 4.31 
8.05 19 E- 01 2.674 77 E+OO 6.14 18 E+OO 1.236 24 E+01 4.21 
8.60 36 E- 01 2.85 13 E+OO 5.80 27 E+OO 1.225 33 E+01 4.39 
8.51 35 E- 01 2.65 12 E+OO 6.67 29 E+OO 1.338 34 E+01 4.14 
9.03 36 E- 01 2.80 13 E+OO 6.07 28 E+OO 1.295 34 E+01 4.39 
8.22 35 E- 01 2.53 12 E+OO 6.07 28 E+OO 1.196 33 E+01 4.15 
8.56 27 E- 01 2.614 82 E+OO 6.35 20 E+OO 1.289 26 E+01 4.34 

Table B.4 - dufdO.jd£ vs. w < 975 for Eo = 3.595 GeV, 8 = 
16.021 deg. 

Au 

65 E+OO 
73 E+OO 
84 E+OO 
10 E+OO 
12 E+OO 
13 E+OO 
14 E+ oo 
16 E+OO 
53 E+ 01 
59 E + 01 
63 E+ 01 
66 E+ 01 
70 E+ 01 
52 E+01 
55 E + 01 
55 E+01 
73 E+ 01 
73 E+ 01 
72 E+01 
72 E+ 01 
72 E+01 
68 E+01 
66 E+01 
68 E+01 
16 E+ 01 
16 E + 01 
15 E+01 
15 E+ 01 
15 E+01 
11 E+01 
12 E+ 01 
11 E+01 
16 E+ 01 
16 E + 01 
16 E+ 01 
15 E+ 01 
15 E+01 
11 E+01 
11 E+01 
11 E+ 01 
15 E+01 
15 E+01 
15 E+01 
15 E+01 
11 E+ 01 
12 E+01 
12 E+01 
18 E+01 
17 E+01 
18 E+01 
18 E+ 01 
12 E+01 



w 
990 

1005 
1020 
1035 
1050 
1065 
1080 
1095 
1110 
1125 
1140 
1155 
1170 
1185 
1200 
1215 
1230 
1245 
1260 
1275 
1290 
1305 
1320 
1335 
1350 
1365 
1380 
1395 
1410 
1425 
1440 
1455 
1470 
1485 
1500 
1515 
1530 
1545 

- 126 -

"He c AI Fe 
8.88 28 E- 01 2.598 81 E+OO 6.23 20 E+OO 1.290 25 E+01 4.50 
8.56 41 E- 01 2.80 11 E+OO 6.58 28 E+OO 1.251 36 E + 01 4.14 
8.85 43 E- 01 2.95 12 E+OO 6.43 28 E+OO 1.318 37 E+ 01 4.50 
8.64 42 E- 01 2.74 11 E+OO 6.59 29 E+OO 1.254 36 E+ 01 4.45 
9.68 43 E- 01 2.73 11 E+OO 6.22 27 E+OO 1.347 36 E+ 01 4.39 
8.50 41 E- 01 2.79 11 E+OO 6.50 28 E+OO 1.314 37 £+01 4.49 
9.27 27 E- 01 2.804 82 E+OO 5.98 19 E+OO 1.325 28 E+01 4.19 
9.28 26 E- 01 2.629 78 E+OO 6.31 20 E+OO 1.277 28 £+01 4.41 
8.77 31 E- 01 2.84 11 E+OO 6.21 27 E+OO 1.361 42 E+01 4.53 
9.59 33 E- 01 2.77 11 E+OO 5.91 26 E+OO 1.280 41 E+01 4.26 
9.16 33 E- 01 2.78 12 E+OO 6.23 27 E+OO 1.338 43 £+01 4.30 
9.14 33 E- 01 2.89 12 E+OO 6.47 28 E+ 00 1.244 42 £+01 4.25 
9.47 26 E- 01 3.062 73 E+OO 6.48 20 E+OO 1.322 30 £+01 4.74 
9.56 25 E- 01 3.024 68 E+OO 5.99 18 E+OO 1.289 29 £+01 4.56 
9.53 36 E- 01 2.743 75 E+OO 6.66 26 E+OO 1.374 39 £+01 4.60 
9.84 36 E- 01 2.836 75 E+OO 6.52 25 E+OO 1.268 37 E+01 4.35 
9.94 35 E- 01 2.889 74 E+OO 7.05 26 E+OO 1.273 36 E+01 4.54 
9.54 35 E- 01 2.992 76 E+OO 6.64 25 E+OO 1.394 38 E+01 4.88 
9.14 34 E-01 2.938 75 E+OO 6.68 25 E+OO 1.376 38 E+ 01 4.63 
9.82 26 E- 01 2.965 61 E+OO 6.43 18 E+OO 1.305 27 E+ 01 4.64 
9.36 26 E- 01 2.872 61 E+OO 6.44 19 E+OO 1.311 27 £+01 4.61 

1.007 39 E+OO 2.738 95 E+OO 6.46 26 E+OO 1.337 39 £+01 4.28 
9.38 37 E- 01 2.834 93 E+OO 6.69 26 E+OO 1.321 37 £+01 4.58 
8.65 35 E- 01 2.811 92 E+OO 6.62 25 E+OO 1.332 37 £+01 4.38 
8.61 36 E- 01 3.071 99 E+OO 6.39 26 E+OO 1.280 37 E+01 4.19 
9.03 27 E- 01 2.814 74 E+OO 6.57 18 E+OO 1.304 27 E+01 4.43 
9.06 27 E- 01 2.835 74 E+OO 6.34 17 E+OO 1.279 27 £+01 4.33 
9.16 38 E- 01 2.86 11 E+OO 6.24 22 E+OO 1.272 37 E+01 4.50 
8.97 37 E- 01 3.01 11 E+OO 6.38 22 E+OO 1.283 37 £+01 4.65 
9.09 37 E- 01 2.56 10 E+OO 6.37 22 E+OO 1.217 35 £+01 4.14 
8.83 28 E- 01 2.816 80 E+OO 6.47 18 E+OO 1.220 26 E+01 4.14 
8.76 27 E- 01 2.754 78 E+OO 6.04 17 E+OO 1.283 26 E+01 4.25 
9.56 40 E- 01 2.80 11 E+OO 6.11 25 E+ 00 1.228 34 £+01 4.58 
9.33 39 E- 01 2.60 10 E+OO 6.20 25 E+OO 1.237 34 £+01 4.25 
8.85 39 E- 01 2.66 11 E+OO 5.92 24 E+OO 1.267 35 E+01 4.39 
9.13 39 E- 01 2.67 11 E+OO 5.88 24 E+OO 1.193 34 £+01 4.18 
9.27 40 E- 01 2.73 11 E+OO 5.89 25 E+OO 1.241 35 £+01 4.02 
8.81 39 E- 01 2.52 10 E+OO 6.30 26 E+OO 1.207 35 E+01 4.06 

Table B.5 - dufdO./dt: vs. w > 990 for Eo - 3.595 GeV, 9 = 
16.021 deg. 

Au 
12 £+01 
16 £+01 
17 £+01 
16 £+01 
16 E +01 
16 £+01 
12 £+01 
12 £+01 
18 £+01 
17 £+01 
18 £+01 
18 £+01 
13 E+ 01 
12 E+ 01 
16 E+01 
15 E+01 
16 E+01 
16 £+01 
16 £+01 
12 £+01 
13 £+01 
18 E+01 
18 £+01 
18 £+01 
18 £+01 
14 £+01 
13 £+01 
19 E +01 
19 E+ 01 
18 E+01 
13 £+01 
13 E+01 
18 E+01 
17 E+01 
17 E+01 
17 E+01 
17 £+01 
17 E+01 
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w 4 He c AI Fe Au 
135 1.14 54 E- 04 
150 4.72 92 E- 04 
165 6.0 28 E- 05 2.43 96 E- 04 6.3 11 E-04 1.87 65 E- 03 
180 1.44 36 E- 04 8.0 16 E-04 1.04 17 E -03 2.75 66 E- 03 
195 2.20 40 E- 04 5.0 12 E-04 2.03 22 E-03 5 .81 95 E -03 
210 3.53 49 E- 04 1.05 16 E-03 2.47 23 E-03 8.1 11 E-03 
225 5.97 66 E-04 1.83 22 E-03 3.87 29 E-03 1.47 15 E-02 
240 1.027 89 E- 03 2.31 26 E-03 6.65 39 E-03 2.12 18 E-02 
255 1.35 57)E- 04 1.25 10 E-03 3.50 33 E- 03 8.01 44 E-03 3.19 23 E- 02 
270 1.93 28)E- 04 1.92 11 E-03 5.27 37 E- 03 1.216 47 E-02 3.84 20 E- 02 
285 4.06 33 E-04 2.66 13 E-03 7.18 42 E-03 1.588 53 E-02 5.35 23 E- 02 
300 5.89 41 E- 04 3.77 15 E-03 9.58 48 E-03 2.001 58 E-02 6.91 26 E- 02 
315 8.51 48 E- 04 5.01 38 E-03 1.34 13 E- 02 2.94 14 E-02 9.97 49 E- 02 
330 1.278 57 E- 03 6.71 43 E-03 1.86 16 E- 02 3.71 15 E-02 1.235 54 E- 01 
345 1.909 65 E- 03 8.45 49 E-03 2.56 18 E- 02 4.81 17 E-02 1.638 61 E- 01 
360 2.412 76 E- 03 1.174 58 E-02 3.06 20 E- 02 6.49 20 E-02 2 .043 68 E- 01 
375 3.164 86 E- 03 1.448 65 E-02 4.16 24 E- 02 7.25 21 E-02 2 .507 76 E- 01 
390 4 .213 99 E- 03 1.780 72 E-02 4.84 26 E- 02 9.16 24 E-02 3.170 87 E- 01 
405 5.44 11 E- 03 2.505 80 E-02 5.54 23 E-02 1.165 26 E- 01 4 .087 95 E- 01 
420 6.81 13 E- 03 3.035 88 E-02 7.15 26 E- 02 1.443 30 E- 01 4.96 11 E- 01 
435 8.58 14 E- 03 3.99 10 E-02 9.06 30 E- 02 1.812 34 E- 01 6.13 12 E- 01 
450 1.163 60 E- 02 4.70 23 E-02 1.163 54 E- 01 2.41 11 E- 01 8.50 36 E- 01 
465 1.446 64 E-02 6.10 26 E-02 1.563 61 E- 01 2.83 12 E- 01 1.052 39 E+OO 
480 1.762 71 E- 02 8 .44 30 E-02 1.830 66 E- 01 3.54 13 E- 01 1.239 41 E+OO 
495 2.332 79 E- 02 9.73 32 E-02 2.185 71 E-01 4.65 15 E- 01 1.487 45 E+OO 
510 2 .889 87 E- 02 1.221 35 E- 01 2.746 79 E- 01 5.84 17 E- 01 1.715 48 E+OO 
525 3 .603 90 E- 02 1.438 33 E- 01 3.303 80 E- 01 6.39 16 E-01 2.051 47 E+OO 
540 4.56 10 E- 02 1.677 36 E- 01 3.921 87 E- 01 7.73 17 E- 01 2.384 51 E+OO 
555 5.50 11 E- 02 1.986 40 E- 01 4 .586 95 E- 01 8.81 19 E-01 2.785 56 E+OO 
570 7.00 28 E- 02 2.455 79 E- 01 5.14 21 E- 01 9.89 39 E- 01 3.10 12 E+OO 
585 8.67 31 E- 02 2.818 84 E- 01 5.74 23 E-01 1.155 43 E+OO 3.64 12 E+OO 
600 1.025 32 E- 01 3.143 85 E- 01 6.88 24 E- 01 1.356 44 E+OO 3.87 12 E+OO 
615 1.190 34 E- 01 3.619 89 E- 01 7.24 24 E- 01 1.468 45 E+OO 4.28 13 E+OO 
630 1.379 37 E- 01 3.656 91 E- 01 7.40 24 E- 01 1.542 46 E+OO 4.88 14 E+OO 
645 1.421 34 E- 01 4.168 83 E- 01 8.49 22 E- 01 1.703 44 E+OO 5.01 12 E+OO 
660 1.559 36 E- 01 4.218 83 E- 01 8.80 23 E- 01 1.754 45 E+OO 5.28 13 E+OO 
675 1.609 35 E- 01 4.412 82 E- 01 9.90 23 E- 01 1.708 43 E+OO 5.51 13 E+OO 
690 1.733 71 E- 01 4.55 14 E- 01 9.80 38 E- 01 1.973 86 E+OO 6.09 24 E+OO 
705 1.707 69 E- 01 4.62 14 E- 01 1.028 39 E+OO 2.137 89 E+OO 6.53 25 E+OO 
720 1.759 68 E- 01 4.95 14 E- 01 1.080 39 E+OO 2.276 89 E+OO 6.34 24 E+OO 
735 1.699 67 E- 01 5.12 14 E-01 1.022 38 E+OO 2.076 86 E+OO 6.61 25 E+OO 
750 1.807 37 E- 01 5.21 11 E-01 1.059 29 E+OO 2.132 61 E+OO 6.72 19 E+OO 
765 1.785 35 E- 01 5.18 11 E- 01 1.103 29 E+OO 2.296 61 E+OO 7.02 19 E+OO 
780 1.674 34 E- 01 5.18 11 E -01 1.131 29 E+OO 2.214 60 E+OO 7.53 20 E+OO 
795 1.686 39 E- 01 5.26 15 E- 01 1.136 41 E+OO 2.212 78 E+OO 7.68 28 E+OO 
810 1.746 39 E- 01 5.34 16 E- 01 1.170 42 E+OO 2.382 81 E+OO 7.27 27 E+OO 
825 1.742 39 E- 01 5.44 15 E- 01 1.174 41 E+OO 2.335 80 E+OO 8.40 29 E+OO 
840 1.671 38 E- 01 5.30 15 E- 01 1.203 42 E+OO 2.687 86 E+OO 8.13 29 E+OO 
855 1.681 38 E-01 5.22 15 E-01 1.265 44 E+OO 2.516 84 E+OO 7.94 29 E+OO 
870 1.687 39 E- 01 5.59 16 E- 01 1.187 43 E+OO 2.615 86 E+OO 8.09 29 E+OO 
885 1.731 40 E- 01 5.87 17 E- 01 1.299 46 E+OO 2.596 87 E+OO 8.19 30 E+OO 

Table B.6- dtr/dfl/de vs. w for Eo= 3.595 GeV, 8 = 20.017 deg. 
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w .,He c AI Fe Au 
360 3.0(14)E- 05 8.8 39 E-05 1.20 60 E- 04 
375 1.43 45 E-04 1.42 56 E- 04 8 .7(43 E - 04 
390 4.4 16 E- 05 1.62 47 E-04 1.49 59 E- 04 
405 9.9 31 E- 06 7 .1 18 E- 05 2.37 55 E- 04 3.22 93 E- 04 1.84 44 E-03 
420 8.0 19 E-05 2.79 62 E-04 6.0 11 E- 04 2.55 53 E- 03 
435 1.95 57 E- 05 1.36 24 E-04 2.80 58 E-04 6.7 12 E- 04 3.19 58 E-03 
450 2.36 79 E- 05 1.60 27 E-04 4.33 72 E- 04 1.23 16 E- 03 3.27 61 E-03 
465 2.5 10 E- 05 1.89 29 E-04 6.21 89 E- 04 1.00 14 E- 03 3.80 65 E-03 
480 6.5 10 E- 05 2.66 30 E-04 7.78 87 E- 04 1.74 18 E- 03 5.76 71 E-03 
495 9.1 11 E- 05 4.38 39 E-04 9.87 97 E- 04 1.93 19 E- 03 6.07 72 E-03 
510 8.6 13 E- 05 5.08 43 E-04 1.34 11 E- 03 3.13 24 E- 03 8.40 88 E-03 
525 1.38 16 E- 04 6.35 48 E-04 1.41 12 E- 03 3.72 27 E- 03 1.11 10 E-02 
540 2.32 36 E- 04 8 .9 12 E-04 2.26 29 E- 03 4.19 69 E- 03 1.50 29 E-02 
555 2.39 38 E- 04 1.17 12 E-03 2.48 28 E- 03 5.82 80 E- 03 2.38 35 E-02 
570 2.70 47 E- 04 1.59 15 E-03 2.87 30 E- 03 7.95 91 E- 03 1.80 30 E-02 
585 3.77 48 E- 04 1.86 15 E-03 3.85 35 E- 03 8.92 94 E- 03 2.76 39 E-02 
600 4.17 51 E- 04 2.04 17 E-03 5.32 43 E- 03 9.5 10 E- 03 2.76 40 E-02 
615 5.66 46 E- 04 2.35 15 E-03 5.02 36 E- 03 1.007 93 E -02 3.76 37 E- 02 
630 6.91 50 E- 04 3.07 17 E-03 6.93 42 E- 03 1.49 11 E- 02 4.31 38 E- 02 
645 8.47 77 E- 04 3.20 27 E-03 8.31 81 E- 03 1.71 23 E- 02 5.30 65 E-02 
660 1.172 90 E- 03 4 .68 34 E-03 1.081 94 E- 02 1.91 25 E-02 7.13 79 E-02 
675 1.304 94 E-03 5.87 38 E-03 1.46 11 E- 02 2.53 29 E-02 6.83 75 E-02 
690 1.58 10 E- 03 6.61 39 E-03 1.66 11 E- 02 2.94 30 E- 02 9.87 89 E-02 
705 1.97 11 E- 03 8 .26 44 E-03 2.02 13 E-02 4.04 36 E- 02 1.27 10 E- 01 
720 2.38 11 E- 03 1.067 43 E-02 2.52 11 E-02 5.18 33 E -02 1.670 96 E- 01 
735 3.05 12 E- 03 1.328 47 E-02 2.95 12 E-02 6.18 35 E-02 1.777 95 E- 01 
750 3.51 13 E- 03 1.572 52 E-02 3.56 13 E- 02 7.28 38 E-02 2.17 11 E- 01 
765 4.99 28 E- 03 1.860 96 E-02 4.25 21 E- 02 8.42 61 E- 02 3.03 20 E- 01 
780 6.01 31 E- 03 2.25 11 E-02 5.66 25 E- 02 1.087 69 E- 01 3.11 20 E- 01 
795 6.74 33 E- 03 2.67 11 E-02 6.56 26 E- 02 1.267 74 E -01 3.32 20 E- 01 
810 7.79 36 E- 03 3.40 13 E-02 7.40 29 E-02 1.343 76 E- 01 4.25 23 E- 01 
825 9.89 40 E- 03 3.51 13 E-02 7.58 29 E- 02 1.576 83 E- 01 4.97 25 E- 01 
840 1.181 38 E-02 4.22 11 E-02 8.71 25 E- 02 1.717 62 E- 01 5.21 20 E- 01 
855 1.360 41 E- 02 4.72 12 E-02 9.62 27 E- 02 1.940 65 E- 01 6.20 22 E- 01 
870 1.591 83 E- 02 5.22 19 E-02 1.126 47 E- 01 2.308 95 E- 01 6.80 34 E- 01 
885 1.837 90 E- 02 5.40 20 E- 02 1.271 50 E- 01 2.352 96 E- 01 7.83 37 E- 01 
900 2.073 94 E-02 6.41 21 E-02 1.356 51 E- 01 2.563 99 E- 01 8 .39 38 E- 01 
915 2.25 10 E- 02 7.20 23 E-02 1.522 55 E- 01 2.86 11 E- 01 8.95 38 E- 01 
930 2.79 11 E- 02 7.13 22 E-02 1.521 55 E- 01 3.08 11 E- 01 9.38 40 E- 01 
945 2.580 79 E-02 7.75 18 E-02 1.676 46 E-01 3.078 87 E- 01 1.034 29 E+OO 
960 3.046 84 E-02 8.41 19 E-02 1.715 47 E- 01 3.281 89 E- 01 1.010 28 E+OO 
975 3.30 12 E- 02 8.72 29 E-02 1.988 80 E- 01 3.76 15 E- 01 1.102 39 E+OO 
990 3.35 12 E- 02 9.30 31 E-02 1.866 77 E- 01 3.61 15 E- 01 1.240 43 E+OO 

1005 3.30 13 E-02 1.012 31 E- 01 2.019 81 E- 01 4.13 16 E- 01 1.182 41 E+OO 
1020 3.56 12 E-02 9.37 29 E-02 2.070 79 E- 01 4.19 15 E- 01 1.256 41 E+OO 
1035 3.520 83 E-02 1.028 32 E- 01 2 .227 84 E-01 3.98 15 E- 01 1.299 43 E+OO 
1050 3.583 79 E- 02 1.013 23 E- 01 2 .288 60 E- 01 4.26 12 E- 01 1.380 35 E+OO 
1065 3.602 76 E-02 1.055 23 E- 01 2.310 59 E- 01 4.85 13 E- 01 1.387 34 E+OO 
1080 3.783 92 E-02 1.132 35 E- 01 2.469 84 E- 01 5.19 21 E- 01 1.538 56 E+OO 
1095 3.784 92 E-02 1.141 35 E- 01 2 .608 87 E- 01 4.96 20 E-01 1.555 56 E+OO 
1110 3.753 92 E- 02 1.155 36 E- 01 2.570 88 E- 01 5.21 21 E- 01 1.566 58 E+OO 
1125 3.947 98 E-02 1.220 38 E- 01 2.694 89 E- 01 5.19 21 E- 01 1.670 60 E+OO 
1140 4.05 10 E-02 1.197 36 E- 01 2.810 90 E- 01 5.09 20 E- 01 1. 753 60 E+OO 
1155 4.16 10 E-02 1.308 38 E- 01 2 .853 92 E- 01 6.03 23 E- 01 1.857 62 E+OO 

Table B.7- du/dfl/d£ vs. w for Eo= 3.595 GeV, 9 = 25.013 deg. 



w 
600 
615 
630 
645 
660 
675 
690 
705 
720 
735 
750 
765 
780 
795 
810 
825 
840 
855 
870 
885 
900 
915 
930 
945 
960 
975 
990 

1005 
1020 
1035 
1050 
1065 
1080 
1095 
1110 
1125 
1140 
1155 
1170 
1185 
1200 
1215 
1230 
1245 
1260 
1275 
1290 
1305 
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4 He c AI Fe 
9.3 45 E- 05 

6.3 19 E- 06 
6.3 14 E- 06 1.23 36 E-04 
3.9 13 E- 06 1.99 41 E-04 
3.8 15 E- 06 2.20 41 E-04 
8.7 20 E- 06 2.98 50 E-04 

1.71 39 E- 05 2 .83 70 E-04 
1.30 35 E- 05 3.53 78 E-04 
1.68 41 E- 05 5.4 10 E-04 
2.43 39 E- 05 5.19 73 E-04 
3.41 44 E- 05 7.01 84 E-04 
4.86 49 E- 05 8 .27 94 E-04 
4.77 83 E- 05 1.20 17 E-03 

6.2 10 E- 05 1.23 17 E-03 
8.9 11 E- 05 1.51 18 E-03 

1.02 11 E- 04 1.77 20 E-03 
1.05 13 E-04 1.97 21 E-03 
1.51 13 E- 04 2.91 24 E-03 
1.53 13 E- 04 3.25 25 E-03 
2.58 34 E- 04 3.24 53 E-03 
2.45 34 E- 04 6.15 77 E-03 
3.36 37 E- 04 6.25 74 E-03 
3.42 38 E- 04 7.05 80 E -03 
4.15 43 E- 04 9 .93 97 E-03 
5.89 39 E- 04 2.68 30 E-03 5.68 89 E- 03 1.006 82 E -02 4.17 
7.04 46 E-04 2.55 27 E-03 6.86 93 E- 03 1.227 92 E-02 4 .88 
8.01 71 E-04 2.84 28 E-03 7.04 92 E- 03 1.70 20 E-02 4.48 

1.017 83 E-03 3.67 33 E-03 1.01 12 E- 02 1.92 22 E-02 6.20 
1.288 92 E- 03 5.06 38 E-03 9.6 11 E- 03 2.72 25 E-02 6.40 
1.552 92 E-03 5.44 38 E-03 1.18 12 E- 02 2.24 22 E-02 6.69 

1.98 11 E-03 6.46 42 E-03 1.51 14 E- 02 2.74 25 E-02 8.74 
2.221 88 E-03 7.21 29 E-03 1.727 87 E- 02 3.18 18 E-02 9 .70 
2.758 96 E-03 8.34 31 E-03 1.891 91 E- 02 3.95 20 E-02 1.185 

3.25 15 E-03 9.55 41 E-03 2.36 12 E- 02 4.06 26 E-02 1.332 
3.66 16 E-03 1.124 45 E-02 2.69 13 E- 02 5.03 29 E-02 1.382 
4.37 17 E-03 1.211 48 E-02 2.83 13 E- 02 5.34 31 E-02 1.772 
5.10 19 E-03 1.311 50 E-02 2.85 14 E-02 6.08 33 E-02 1.723 
5.24 17 E-03 1.508 43 E-02 3.25 11 E- 02 6.44 27 E-02 1.941 
6.20 19 E -03 1.675 45 E-02 3.68 12 E-02 7.17 28 E-02 2.142 
7.15 44 E-03 1.802 73 E-02 3.42 16 E-02 7.69 46 E-02 2.27 
7.79 45 E-03 1.941 74 E-02 4.16 18 E- 02 8.68 48 E-02 2.55 
7.46 43 E-03 2.267 79 E-02 4.09 17 E- 02 8.34 47 E-02 2.57 
8.52 45 E-03 2.168 77 E-02 5.10 19 E- 02 8.96 48 E-02 2.68 
9.18 33 E-03 2.317 63 E-02 5.44 17 E- 02 9.93 40 E-02 2.95 
9.95 34 E-03 2.462 65 E-02 5.33 17 E- 02 1.050 42 E- 01 3.36 
9.91 45 E- 03 2.85 11 E-02 5.49 33 E- 02 1.134 69 E- 01 3.38 
9.63 48 E-03 2.79 11 E-02 5.50 34 E- 02 1.104 68 E- 01 3.84 

Table B.S - dufdO.fck vs. w ~ 1305 for E 0 = 3.595 GeV, 8 = 
30.011 deg. 

Au 

55 E-02 
57 E-02 
53 E-02 
65 E- 02 
65 E-02 
62 E-02 
74 E-02 
49 E- 02 
54 E- 01 
71 E- 01 
72 E- 01 
84 E- 01 
83 E- 01 
66 E- 01 
69 E- 01 
10 E- 01 
11 E- 01 
11 E- 01 
11 E- 01 
10 E- 01 
11 E- 01 
24 E- 01 
25 E- 01 



w 
1320 
1335 
1350 
1365 
1380 
1395 
1410 
1425 
1440 
1455 
1470 
1485 
1500 
1515 
1530 
1545 
1560 
1575 
1590 
1605 
1620 
1635 
1650 
1665 
1680 
1695 
1710 
1725 
1740 
1755 
1770 
1785 
1800 
1815 
1830 
1845 
1860 
1875 
1890 
1905 
1920 
1935 
1950 
1965 
1980 
1995 
2010 
2025 
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4 He c Al Fe 
1.020 48 E- 02 2.93 11 E-02 5.92 34 E- 02 1.192 70 E- 01 3.94 
1.018 46 E-02 3.14 11 E-02 6.78 36 E- 02 1.351 73 E- 01 4 .13 
1.002 37 E-02 3.211 91 E- 02 7.29 27 E- 02 1.368 61 E- 01 4 .14 
1.184 40 E-02 3.331 93 E-02 6.96 27 E- 02 1.621 68 E- 01 4.56 
1.382 63 E-02 3.40 13 E-02 7.87 38 E- 02 1.56 11 E- 01 4.79 
1.237 59 E-02 3.59 14 E-02 8.02 38 E- 02 1.76 12 E- 01 4.81 
1.276 60 E-02 3.72 14 E-02 8.73 39 E-02 1.80 11 E- 01 4.98 
1.382 64 E-02 3.81 14 E-02 8.75 40 E- 02 1.91 12 E- 01 6.13 
1.382 47 E- 02 4.34 11 E-02 9.79 30 E- 02 1.768 70 E- 01 5.77 
1.521 50 E- 02 4.40 11 E-02 1.035 31 E- 01 1.925 72 E- 01 5.95 
1.531 71 E-02 4.66 16 E-02 1.017 41 E- 01 2.062 91 E- 01 6.47 
1.715 73 E-02 5.18 17 E-02 1.070 42 E- 01 2.058 88 E- 01 6.53 
1.598 71 E- 02 4.97 16 E-02 1.122 43 E- 01 2.108 89 E- 01 6.64 
1.821 55 E- 02 5.29 12 E-02 1.192 33 E- 01 2.273 74 E- 01 7.11 
1.921 57 E- 02 5.55 12 E-02 1.222 33 E- 01 2.390 76 E- 01 7 .74 
1.900 81 E-02 5.59 16 E-02 1.182 47 E- 01 2.39 12 E- 01 7.99 
2.022 81 E-02 6.22 17 E-02 1.321 49 E- 01 2.78 13 E- 01 8.44 
2.218 83 E-02 5.89 16 E- 02 1.322 47 E- 01 2.57 12 E- 01 8.49 
2.223 86 E-02 6.11 17 E-02 1.445 51 E- 01 2.78 13 E- 01 9.10 
2.238 57 E-02 6.66 15 E-02 1.452 40 E- 01 2.666 84 E- 01 1.019 
2.425 77 E-02 6.56 25 E-02 1.559 62 E- 01 2.99 12 E- 01 1.006 
2.474 77 E-02 7.46 27 E-02 1.661 64 E- 01 3.13 12 E- 01 1.164 
2.528 78 E-02 7.74 28 E-02 1.674 65 E-01 3.34 12 E- 01 1.099 
2.709 79 E- 02 7.39 27 E-02 1.769 66 E- 01 3.34 12 E-01 1.161 
2.655 68 E-02 7.86 22 E-02 1.816 47 E- 01 3.585 98 E- 01 1.201 

2.67 12 E- 02 8.66 36 E-02 1.830 65 E- 01 3.52 14 E-01 1.250 
2.83 12 E-02 8.88 35 E-02 1.918 64 E- 01 3.82 14 E-01 1.281 
3.13 12 E-02 8.53 33 E-02 2.019 64 E- 01 3.94 14 E- 01 1.310 
2.95 12 E-02 9.26 35 E- 02 2.017 64 E- 01 4.34 15 E- 01 1.324 

3.085 86 E-02 9.95 26 E-02 2.168 53 E- 01 4.28 13 E- 01 1.463 
3.222 28 E-02 1.010 25 E- 01 2.176 53 E- 01 4.13 13 E- 01 1.463 
3.286 28 E-02 1.041 35 E- 01 2.142 81 E- 01 5.00 27 E- 01 1.567 
3.396 28 E-02 1.105 36 E- 01 2 .354 85 E- 01 4.60 26 E- 01 1.544 
3.445 28 E -02 1.082 35 E- 01 2.389 85 E- 01 5.13 27 E- 01 1.536 
3.523 29 E- 02 1.067 26 E- 01 2 .501 65 E- 01 5.05 17 E- 01 1.728 
3.700 30 E-02 1.171 39 E-01 2.492 93 E- 01 5.51 21 E- 01 1.742 

3.79 15 E-02 1.129 38 E -01 2.667 96 E- 01 5.24 21 E- 01 1.809 
3.86 15 E-02 1.204 39 E -01 2.605 94 E- 01 5.37 21 E- 01 1.688 
3.96 15 E-02 1.183 39 E -01 2.794 99 E- 01 5.45 22 E- 01 1.845 
4.00 11 E-02 1.256 27 E- 01 2.728 75 E- 01 5.76 16 E- 01 1.837 
4.08 14 E-02 1.294 35 E- 01 2.88 11 E- 01 6.00 23 E -01 1.992 
4.07 14 E-02 1.344 34 E- 01 2.85 11 E- 01 6.02 22 E -01 2.018 
4.19 14 E-02 1.326 34 E- 01 2.93 11 E- 01 6.03 22 E -01 1.979 

4.452 84 E-02 1.421 29 E- 01 3.117 80 E- 01 6.14 16 E- 01 2.142 
4.61 10 E-02 1.436 48 E- 01 2.97 10 E- 01 6.21 23 E -01 2.030 

4.549 98 E-02 1.479 49 E- 01 3.27 11 E- 01 6.77 24 E- 01 2.125 
4.59 10 E-02 1.446 48 E- 01 3.20 11 E- 01 6.41 23 E- 01 2.145 
4.48 10 E-02 1.451 49 E- 01 3.40 11 E- 01 6.36 24 E- 01 2.203 

Table B.9 - dufdO.fch vs. w 2: 1320 for Eo = 3.595 GeV, 9 = 
30.011 deg. 

Au 
25 E- 01 
25 E- 01 
17 E- 01 
18 E- 01 
23 E- 01 
23 E- 01 
23 E- 01 
26 E- 01 
20 E- 01 
21 E- 01 
36 E -01 
35 E- 01 
35 E- 01 
25 E- 01 
27 E- 01 
37 E- 01 
37 E- 01 
36 E- 01 
39 E- 01 
29 E+OO 
38 E+OO 
41 E+OO 
40 E+OO 
41 E+OO 
35 E+OO 
59 E+OO 
57 E+OO 
56 E+OO 
57 E+OO 
43 E+OO 
43 E+OO 
60 E+OO 
59 E+OO 
58 E+OO 
50 E+OO 
77 E+OO 
78 E+OO 
75 E+OO 
79 E+OO 
58 E+OO 
85 E+OO 
84 E+OO 
81 E+OO 
57 E+OO 
71 E+OO 
72 E+OO 
72)£ + 00 
75)£ + 00 



w 
825 
840 
855 
870 
885 
900 
915 
930 
945 
960 
975 
990 

1005 
1020 
1035 
1050 
1065 
1080 
1095 
1110 
1125 
1140 
1155 
1170 
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w Fe w Fe 
1290 2.88 65 E-04 1590 8.45 50 E- 03 
1305 3.61 72 E-04 1605 8.74 50 E- 03 
1320 5.19 83 E-04 1620 9.95 54 E-03 
1335 5.75 80 E- 04 1635 1.021 45 E-02 
1350 7.36 93 E-04 1650 1.120 48 E-02 
1365 7.95 96 E-04 1665 1.355 85 E-02 
1380 9.26 66 E-04 1680 1.504 89 E-02 
1395 1.324 77 E-03 1695 1.658 96 E-02 
1410 1.430 99 E-03 1710 1.615 75 E-02 
1425 1.59 10 E-03 1725 1.99 13 E-02 
1440 1.98 11 E-03 1740 2.07 13 E-02 
1455 2.36 12 E-03 1755 2.41 14 E-02 
1470 2.64 11 E -03 1770 2.30 13 E -02 
1485 3.17 12 E-03 1785 2.75 12 E-02 
1500 3.65 22 E-03 1800 2.99 19 E-02 
1515 4.19 23 E-03 1815 3.06 19 E-02 
1530 5.17 26 E-03 1830 3.25 20 E-02 
1545 5.53 27 E- 03 1845 3.33 20 E-02 
1560 6.07 24 E-03 1860 3.56 21 E-02 
1575 6.84 27 E-03 

Table B.lO- dufdOfd£ vs. w for Eo= 3.595 GeV, 9 = 39.008 deg. 

Fe w Fe w Fe w 
6.3 30 E- 05 1185 4.97 21 E-03 1545 6.54 26 E-02 1905 2.109 
6.6 30 E- 05 1200 6.00 24 E-03 1560 7.03 27 E-02 1920 2.062 
9.9 31 E- 05 1215 7.96 49 E-03 1575 7.19 21 E-02 1935 2.242 
9.6 31 E- 05 1230 9.20 52 E-03 1590 7.98 22 E-02 1950 2.347 

1.02 30 E-04 1245 9.54 53 E-03 1605 8.20 23 E-02 1965 2.432 
1.03 31 E- 04 1260 1.150 58 E-02 1620 8.57 35 E-02 1980 2.393 
1.92 33 E- 04 1275 1.395 65 E-02 1635 8.31 34 E-02 1995 2.602 
2.23 35 E- 04 1290 1.514 53 E-02 1650 9.15 36 E-02 2010 2.721 
2.80 51 E- 04 1305 1.693 56 E-02 1665 9.58 29 E-02 2025 2.900 
3.39 44 E- 04 1320 2.028 93 E-02 1680 1.067 31 E- 01 2040 2.92 
3.63 47 E- 04 1335 2.190 94 E-02 1695 1.150 47 E- 01 2055 2.97 
5.50 81 E- 04 1350 2.56 10 E-02 1710 1.094 44 E- 01 2070 3.06 

7.5 10 E- 04 1365 2.68 10 E-02 1725 1.136 43 E- 01 2085 3.058 
6.48 91 E- 04 1380 2.98 11 E-02 1740 1.241 46 E -01 2100 3.29 
7.90 98 E-04 1395 3.295 93 E-02 1755 1.318 49 E- 01 2115 3.60 
1.03 11 E-03 1410 3.544 98 E-02 1770 1.319 39 E- 01 2130 3.35 

1.189 90 E -03 1425 3.81 16 E-02 1785 1.456 68 E- 01 2145 3.64 
1.378 98 E -03 1440 4.12 16 E-02 1800 1.533 69 E- 01 2160 3.757 

1.71 11 E-03 1455 4.32 16 E-02 1815 1.551 69 E- 01 2175 3.80 
2.12 16 E-03 1470 4.79 17 E-02 1830 1.576 70 E- 01 2190 3.65 
2.55 18 E-03 1485 5.09 18 E-02 1845 1.722 53 E-01 2205 3.82 
2.85 19 E-03 1500 5.36 15 E-02 1860 1.808 54 E- 01 2220 4.07 
3.85 22 E-03 1515 5.43 15 E-02 1875 1.973 79 E- 01 2235 4.03 
4.26 20 E-03 1530 6.19 25 E-02 1890 2.054 79 E- 01 

Table B.ll - dufdO/dt:. vs. w ~ 1530 for Eo= 3.995 GeV, 9 = 
30.011 deg. 

Fe 
80 E- 01 
80 E- 01 
62 E- 01 
91 E- 01 
93 E- 01 
90 E- 01 
70 E- 01 
71 E- 01 
74 E- 01 
10 E- 01 
10 E- 01 
11 E- 01 
81 E- 01 
12 E- 01 
13 E- 01 
12 E- 01 
13 E -01 
93 E- 01 
13 E- 01 
12 E- 01 
13 E- 01 
14 E- 01 
14 E- 01 
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Eo = 2.020 GeV, 8 = 15.023 deg. 

y F(y) y F(y) y F(y) y F(u) 
-0.169 1.510 22 E+OO 0 .009 4.058 86 E+OO 0.124 1.698 39 E+OO 0.210 1.295 36 E+OO 
-0 .123 2.363 74 E+OO 0 .035 3.544 78 E+OO 0.143 !.455 35 E+OO 0.225 1.448 38 E+OO 
-0 .084 3.082 82 E+OO 0.060 2.953 69 E+ oo 0.161 1.287 33 E+OO 0.239 1.622 44 E+OO 
-0.050 3.922 64 E+OO 0.082 2.506 40 E+OO 0.178 1.211 24 E+OO 0.252 1.792 49 E+OO 
-0.019 4.085 65 E+OO 0.104 2.051 35 E+OO 0.194 1.250 34 E+OO 

Eo= 2.020 GeV, 8 = 20.017 deg. 

y F(y) y F(u) y F(y) y F(y) 

-0.281 2.39 31 E- 01 -0.072 3.262 66 E+OO 0.062 3.197 76 E+OO 0.163 1.930 41 E+OO 
-0.235 5.49 42 E- 01 -0.046 3.967 61 E+OO 0.081 2.79 12 E+OO 0.178 2.067 43 E+OO 
-0.196 9.20 42 E- 01 -0.022 4.098 67 E+OO 0.099 2.544 70 E+OO 0.192 2.147 52 E+OO 
-0.161 1.340 49 E+OO 0.000 4.385 63 E+OO 0.116 2.281 80 E+OO 0.206 2.283 55 E+OO 
-0.129 1.800 43 E+OO 0.022 4.124 86 E+OO 0.132 2.232 78 E+OO 0.219 2.444 60 E+OO 
-0.099 2.500 48 E+OO 0.042 3.754 82 E+OO 0.148 2.042 73 E+OO 

Eo = 3.595 GeV, 8 = 16.021 deg. 

'!I F(v) y F(y) y F (y) y F(y) 

-0.521 2.09 19 E- 02 0.032 4.280 86 E+OO 0.275 5.37 12 E+OO 0.418 8.62 31 E+OO 
-0.471 4.31 38 E-02 0.046 4.079 82 E+OO 0.282 5.40 12 E+OO 0.423 8.82 31 E+OO 
-0.429 6.54 44 E-02 0.059 3.948 82 E+OO 0.290 5.05 12 E+OO 0.428 8.58 32 E+OO 
-0.391 8 .58 49 E-02 0.073 3.73 13 E+OO 0.297 5.49 23 E+OO 0.433 8.34 31 E+OO 
-0.357 1.185 57 E- 01 0 .085 3.48 12 E+OO 0.305 5.53 23 E+OO 0.437 9.08 24 E+OO 
-0.326 1.696 68 E- 01 0.098 3.55 12 E+OO 0.312 5.96 24 E+OO 0.442 8.77 25 E+OO 
-0.297 2.235 81 E- 01 0.110 3.33 11 E+OO 0.319 5.52 23 E+OO 0.446 9.55 37 E+OO 
-0.270 3.163 92 E- 01 0.122 3.31 12 E+OO 0.326 5.85 19 E+OO 0.451 9.01 35 E+OO 
-0.245 4 .11 10 E- 01 0.133 3.36 10 E+OO 0.332 6.17 19 E+OO 0.455 8.41 34 E+OO 
-0.221 5 .53 12 E- 01 0.144 3.55 11 E+OO 0.339 6.04 29 E+OO 0.459 8.49 35 E+OO 
-0.197 7 .47 48 E -01 0.155 3.83 11 E+OO 0.345 6.35 31 E+OO 0.463 9.01 27 E+OO 
-0.176 9.45 52 E- 01 0.166 4.19 20 E+OO 0.352 6.31 31 E+OO 0.467 9.14 27 E+OO 
-0.154 1.331 59 E+OO 0.176 4.11 20 E+OO 0.358 7.18 32 E+OO 0.471 9.34 39 E+OO 
-0.134 1.501 64 E+OO 0.186 4.20 20 E+OO 0.364 6.41 31 E+OO 0.475 9.26 38 E+OO 
-0.115 2.044 74 E+OO 0.196 4.52 21 E+OO 0.370 7.10 20 E+OO 0.479 9.48 38 E+OO 
-0.096 2.457 62 E+OO 0.205 4.62 22 E+OO 0.376 7.22 21 E+OO 0.483 9.32 29 E+OO 
-0 .078 2.845 67 E+OO 0.215 4.89 12 E+OO 0.381 6.93 25 E+OO 0.487 9.34 29 E+OO 
-0.061 3.313 72 E+OO 0 .224 4.93 12 E+OO 0.387 7.69 26 E+OO 0.490 1.031 43 E+01 
-0 .044 3.58 10 E+OO 0.233 4.86 12 E+OO 0.392 7.45 27 E+OO 0.494 1.016 43 E+01 
-0.028 4 .12 11 E+OO 0.242 5.21 14 E+OO 0.398 7.55 27 E+OO 0.498 9.73 43 E+OO 
-0.012 4.29 11 E+OO 0.250 5.18 14 E+OO 0.403 7.95 22 E+OO 0.501 1.015 43 E +01 

0.003 4 .39 11 E+OO 0 .259 5.22 14 E+OO 0.408 8.14 21 E+OO 0.505 1.039 45 E+01 
0.018 4 .30 10 )E+OO 0.267 5.23 14 E+OO 0.413 8.23 31 E+OO 0.508 9.98 45 E+OO 

Table B.12 - F(y) vs. y for 4 He. 
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Eo= 3.595 GeV, (} = 20.017 deg. 

y F(y) y F(y) y F(v) y F(v) 
-0.666 3 .5 15 E-03 -0.318 1.502 28 E- 01 -0.113 1.931 69 E+OO 0.038 4.337 89 E+OO 
-0 .618 4 .84 70 E-03 -0.296 1.887 32 E- 01 -0.097 2.293 72 E+OO 0.050 4.323 85 E+OO 
-0 .577 9 .92 82 E-03 -0.275 2.55 13 E- 01 -0.082 2.675 76 E+OO 0.062 4.089 83 E+OO 
-0 .539 1.409 98 E-02 -0.255 3.17 14 E- 01 -0.067 3.118 83 E+OO 0.073 4.156 95 E+OO 
-0 .505 2.00 11 E-02 -0.235 3.86 15 E- 01 -0.053 3.233 78 E+OO 0.084 4.346 97 E+OO 
-0.474 2.96 13 E-02 -0.216 5.11 17 E- 01 -0.039 3.571 82 E+OO 0.095 4.377 97 E+OO 
-0.444 4 .37 15 E- 02 -0.197 6.33 19 E- 01 -0.025 3.711 81 E+OO 0.105 4.239 96 E+OO 
-0.417 5.47 17 E-02 -0.179 7.91 20 E- 01 -0.012 4.03 16 E+OO 0.116 4.307 98 E+OO 
-0.390 7 .11 19 E-02 -0.162 1.003 22 E+OO 0.001 4.00 16 E+OO 0.126 4.37 10 E+OO 
-0.365 9.40 22 E- 02 -0.145 1.215 25 E+OO 0.014 4.15 16 E+OO 0.136 4.52 10 E+OO 
-0 .341 1.205 24 E- 01 -0.129 1.552 63 E+OO 0.026 4.04 16 E+OO 

Eo= 3.595 GeV, (} = 25.013 deg. 

y F( y) y F [y) y F(v) 11 F( y) 
-0.724 1.68 53 E- 03 -0.362 7.95 65 E-02 -0 .145 1.062 50 E+OO 0.019 4.64 18 E+OO 
-0.656 3.17 93 E- 03 -0.343 9.64 69 E-02 -0.131 1.350 54 E+OO 0.030 5.02 17 E+OO 
-0.625 3.7 12 E- 03 -0.324 1.18 11 E- 01 -0.117 1.613 52 E+OO 0.040 4.98 12 E+OO 
-0.596 3.8 16 E- 03 -0.305 1.62 12 E- 01 -0.103 1.861 56 E+OO 0.051 5.09 11 E+OO 
-0.568 1.00 16 E- 02 -0.288 1.80 13 E- 01 -0.090 2.18 11 E+OO 0.061 5.14 11 E+OO 
-0.542 1.39 17 E- 02 -0.270 2.18 14 E- 01 -0.077 2.52 12 E+OO 0.071 5.42 13 E+ 00 
-0.516 1.28 20 E- 02 -0.253 2.70 15 E- 01 -0.064 2.85 13 E+OO 0.081 5.44 13 E+OO 
-0 .492 2.04 23 E- 02 -0.237 3 .26 15 E- 01 -0.052 3.10 14 E+OO 0.091 5.42 13 E+OO 
-0.468 3.39 53 E- 02 -0.220 4.16 17 E- 01 -0.039 3.86 15 E+OO 0.101 5.73 14 E+OO 
-0.446 3.47 55 E- 02 -0.205 4 .79 18 E- 01 -0.027 3.58 11 E+OO 0.111 5 .90 15 E+OO 
-0.424 3.87 68 E- 02 -0.189 6.80 38 E- 01 -0.016 4.24 12 E+OO 0.120 6.08 15 E+OO 
-0.403 5.36 68 E- 02 -0.174 8 .19 42 E- 01 -0.004 4.60 17 E+OO 
-0 .382 5.89 72 E- 02 -0.159 9.19 45 E- 01 0.007 4.70 17 E+OO 

Eo= 3.595 GeV, (} = 30.011 deg. 

y F( y) y F(v) y F(y) '!/ F(y) 
-0.675 4.8 14 E- 03 -0.216 4.29 28 E- 01 0.068 5.87 22 E+OO 0.264 1.607 68 E+OI 
-0.649 4.7 10 E- 03 -0.202 4.87 43 E- 01 0 .077 6 .93 23 E+OO 0.271 1.771 69 £+01 
-0 .624 2.85 94 E- 03 -0.188 6.15 50 E- 01 0.087 8 .09 37 E+OO 0.278 1.663 67 E+OI 
-0.600 2.7 11 E- 03 -0.174 7.77 55 E- 01 0.096 7.23 35 E+OO 0.285 1.736 49 E+OI 
-0.577 6.3 14 E- 03 -0.161 9.34 55 E- 01 0.105 7.46 35 E+OO 0.291 1.808 16 E+OI 
-0.554 1.20 28 E- 02 -0.147 1.189 66 E+OO 0.114 8.07 37 E+OO 0.298 1.838 16 E+OI 
-0.532 9.0 25 E- 03 -0.134 1.329 52 E+OO 0.123 8.06 27 E+OO 0.304 1.893 15 E+01 
-0.511 1.16 28 E- 02 -0.121 1.647 57 E+OO 0.132 8.86 29 E+OO 0.311 1.913 16 E+OI 
-0.490 1.66 27 E- 02 -0.109 1.938 89 E+OO 0.141 8.92 41 E+OO 0.317 1.948 16 E+OI 
-0.470 2.30 29 E- 02 -0.096 2.176 97 E+OO 0.149 9 .98 43 E+OO 0.323 2.038 17 E+01 
-0.450 3.24 33 E- 02 -0.084 2.60 10 E+OO 0.158 9.29 41 E+OO 0.329 2.081 82 E+OI 
-0.431 3.15 55 E- 02 -0.072 3.02 11 E+OO 0.166 1.058 32 £+01 0.335 2.106 80 E +01 
-0.412 4.04 66 E- 02 -0.060 3.10 10 E+OO 0.174 1.114 33 E+01 0.341 2.155 84 E+ 01 
-0.394 5.78 70 E- 02 -0.049 3.66 11 E+OO 0.182 1.101 47 E+ 01 0.347 2.164 58 E+OI 
-0.376 6 .59 73 E- 02 -0.037 4.22 26 E+OO 0.190 1.170 47 E+OI 0.353 2.195 76 E+OI 
-0.359 6.73 84 E- 02 -0.026 4.60 27 E+OO 0.198 1.282 48 E+01 0.359 2.180 74 E+01 
-0.341 9.61 83 E- 02 -0.015 4.40 25 E+OO 0.206 1.283 49 £+01 0.364 2.228 74 E+ 01 
-0.325 9.66 82 E- 02 -0.004 5 .02 27 E+OO 0.214 1.289 33 £+01 0.370 2.356 45 £+01 
-0 .308 1.62 21 E- 01 0.007 5.40 19 E+OO 0.221 1.395 44 E+01 0.375 2.426 52 £+01 
-0 .292 1.53 21 E- 01 0.017 5.85 20 E+OO 0.229 1.420 44 E+01 0.381 2.379 51 E+01 
-0.276 2.09 23 E- 01 0.028 5.82 26 E+OO 0.236 1.448 44 E+01 0.386 2.387 52 E+OI 
-0.261 2.11 24 E- 01 0 .038 5.65 28 E+OO 0.243 1.549 45 E+01 0.392 2.311 52 £+01 
-0 .246 2.55 26 E- 01 0.048 5.98 28 E+OO 0.250 1.515 39 E+ 01 
-0.231 3.61 24 E- 01 0.058 5.97 27 E+OO 0.257 1.521 68 E+01 

Table B.13- F(y) vs. y for 4 He. 
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Eo = 2.020 GeV, (} = 15.023 deg. 

y F( ') y F(v) y F(u) y F(y) 
-0.239 1.257 22 E+OO -0.040 3.079 46 E+OO 0.089 2.509 48 E+OO 0.186 1.782 64 E+OO 
-0.188 1.679 25 E+OO -0.011 3.169 69 E+OO 0.110 2.130 66 E+OO 0.203 1.676 63 E+OO 
-0.145 2.268 52 E+OO 0.016 3.065 65 E+OO 0.131 1.882 63 E+OO 0.219 1.950 69 E+OO 
-0 .107 2.555 55 E+OO 0.042 2.816 62 E+OO 0.150 1.683 59 E+OO 0.235 2.057 75 E+OO 
-0.072 2.931 45 E+OO 0.066 2.692 49 E+OO 0.169 1.676 44 E+OO 0.250 2.039 78 E+OO 

Eo= 2.020 GeV, (} = 20.017 deg. 

y F( ') y F(u) y F( ') y F(v) 
-0.431 1.396 43 E- 01 -0.144 2.119 47 E+OO 0.027 3.315 77 E+OO 0.154 2.520 55 E+OO 
-0.371 2.496 56 E- 01 -0 .116 2.569 52 E+OO 0.047 3.189 76 E+OO 0.170 2.464 56 E+OO 
-0.323 3.912 69 E- 01 -0.089 2.949 72 E+OO 0.067 2.965 90 E+OO 0.185 2.373 75 E+OO 
-0.280 5.74 39 E- 01 -0.064 3.157 66 E+OO 0.086 2.910 63 E+OO 0.200 2.550 80 E+OO 
-0.242 9.36 47 E- 01 -0.040 3.318 83 E+OO 0.104 2.762 83 E+OO 0.214 2.871 89 E+OO 
-0.207 1.197 42 E+OO -0.016 3.448 65 E+OO 0.121 2.703 80 E+OO 
-0.175 1.624 48 E+OO 0.006 3.406 79 E+OO 0.138 2.516 76 E+OO 

Eo = 3.605 GeV, (} = 16.021 deg. 

y F( y) y F(y) y F(y) 1-0~43416 .923{~~~1- 021 -0.677 5.26(17 E- 03 -0.577 1.482(29)E- 02 -0.500 3.417( 42)E - 02 
-0.623 9.22{23 E- 03 -0.537 2.310{35)E- 02 -0.465 4.951{54)E- 02 

Eo = 3.595 GeV, (} = 16.021 deg. 

y F(y) y F(v) y F y) y F(u) 
-0.401 1.031 55 E- 01 0.047 3.667 69 E+ 00 0.291 5.60 16 E+OO 0.442 9.13 23 E+OO 
-0.372 1.482 64 E- 01 0 .061 3.77 11 E+OO 0.299 6.07 27 E+OO 0.447 9.09 23 E+OO 
-0.345 2.056 74 E- 01 0 .074 3.56 10 E+OO 0.307 5.76 26 E+OO 0.453 9.30 19 E+OO 
-0.320 2.717 86 E- 01 0.087 3.61 10 E+OO 0.315 6.18 28 E+OO 0.458 9.14 19 E+OO 
-0.295 3.37 10 E-01 0.099 3.79 10 E+OO 0.322 5.69 27 E+OO 0.463 8.83 31 E+OO 
-0.271 4.54 11 E- 01 0.112 3.70 10 E+OO 0.330 5.97 19 E+OO 0.467 9.26 31 E+OO 
-0.249 5.89 12 E -01 0.123 3.617 87 E+OO 0.337 6.04 19 E+OO 0.472 9.31 31 E+OO 
-0 .227 7.64 14 E- 01 0.135 3.859 90 E+OO 0.344 6.63 26 E+OO 0.477 1.030 33 E+01 
-0.205 9.86 38 E- 01 0 .147 3.914 90 E+ 00 0.351 7.09 28 E+OO 0.482 9.56 25 E+OO 
-0.185 1.236 43 E+OO 0.158 4.18 15 E+ 00 0.358 6.71 27 E+OO 0.486 9.76 26 E+OO 
-0.165 1.532 48 E+OO 0 .169 4.16 15 E+OO 0.365 6.81 27 E+OO 0.491 9.95 39 E+OO 
-0.146 1.798 51 E+OO 0.179 4.64 16 E+OO 0.372 7.06 28 E+OO 0.495 1.060 40 E +01 
-0.127 2.035 55 E+OO 0.190 4.54 16 E+OO 0.378 7.21 21 E+OO 0.499 9.14 37 E+OO 
-0.109 2.395 49 E+OO 0.200 4.85 17 E+OO 0.384 6.88 20 E+OO 0.504 1.017 29 E+01 
-0.091 2.744 52 E+OO 0.210 4.90 13 E+OO 0.391 7.55 30 E+OO 0.508 1.006 28 E+01 
-0.074 2.974 54 E+OO 0.220 4.64 12 E+OO 0.397 7.47 31 E+OO 0.512 1.034 40 E+01 
-0 .058 3.036 83 E+OO 0.229 4.98 13 E+OO 0.403 7.62 32 E+OO 0.516 9.71 39 E+OO 
-0.041 3.363 85 E+OO 0.239 4.59 17 E+OO 0.409 8.04 34 E+OO 0.520 1.004 40 E+ 01 
-0.026 3.548 87 E+OO 0.248 5.33 18 E+OO 0.415 8.67 21 E+OO 0.524 1.017 40 E+01 
-0.010 3.596 87 E+OO 0.257 5.22 18 E+OO 0.420 8.69 20 E+OO 0.528 1.052 42 E+01 

0.005 3.760 88 E+OO 0.266 5.15 18 E+OO 0.426 8.01 22 E+OO 0.532 9.79 41 E+OO 
0.019 3.622 69 E+OO 0.274 5.06 15 E+OO 0.431 8.40 22 E+OO 
0.033 3.734 69 E+OO 0.283 5.63 16 E+OO 0.437 8.68 22 E+OO 

Table B.14- F(y) vs. y for C. 
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Eo= 3.595 GeV, 8 = 20.017 deg. 

y F( u) y F(y) y F(vl y F(IJ) 
-0 .773 5.7 27 E-04 -0.397 8.83 44 E- 02 -0.171 1.229 26 E+OO 0.001 3.87 11 E+OO 
-0.733 1.33 33 E- 03 -0.375 1.082 48 E- 01 -0.155 1.459 29 E+OO 0.014 4.04 11 E+OO 
-0.697 1.98 36 E-03 -0.354 1.322 53 E- 01 -0.139 1.809 58 E+OO 0.026 4.141 88 E+OO 
-0.662 3.09 43 E-03 -0.334 1.850 59 E- 01 -0.124 2.085 62 E+OO 0.038 4.151 85 E+OO 
-0.630 5 .11 56 E-03 -0.314 2.232 65 E- 01 -0.109 2.335 63 E+OO 0.050 4.189 87 E+OO 
-0.600 8 .60 75 E- 03 -0.294 2.926 76 E- 01 -0.094 2.702 67 E+OO 0.062 4.29 13 E+OO 
-0.571 1.027 83 E-02 -0.275 3.43 17 E- 01 -0.079 2.744 68 E+OO 0.073 4.40 13 E+OO 
-0.543 1.554 91 E-02 -0.257 4.46 19 E- 01 -0.065 3.147 63 E+OO 0.084 4.53 13 E+OO 
-0.516 2.11 10 E-02 -0.239 6.16 22 E- 01 -0.051 3.204 63 E+OO 0.095 4.45 13 E+OO 
-0.491 2.96 12 E- 02 -0.221 7.09 23 E- 01 -0 .038 3.374 63 E+OO 0.106 4.43 13 E+OO 
-0.466 3.88 30 E- 02 -0.204 8.91 26 E- 01 -0 .024 3.51 11 E+OO 0.117 4.79 14 E+OO 
-0.442 5 .14 33 E- 02 -0 .187 1.051 24 E+OO -0.011 3.58 11 E+OO 0.127 5.08 15 E+OO 
-0.419 6.41 37)E- 02 

Eo = 3.595 GeV, 8 = 25.013 deg. 

y F :y) y F( r) y F(v) '!/ F( '!/} 
-0.703 1.72 80 E- 03 -0.388 8.82 73 E -02 -0.182 1.018 48 E+OO -0.016 4.03 13 E+OO 
-0.654 2.43 89 E- 03 -0.370 9.62 79 E-02 -0.168 1.211 51 E+OO -0.004 4.31 14 E+OO 
-0.631 3.9 10 E- 03 -0.353 1.100 71 E- 01 -0.154 1.542 59 E+OO 0.007 4.70 15 E+OO 
-0.608 4.3 10 E- 03 -0.336 1.429 81 E- 01 -0.140 1.589 59 E+OO 0.018 4.37 14 E+OO 
-0.585 7.2 13 E- 03 -0.319 1.48 13 E- 01 -0.127 1.915 52 E+OO 0.029 4.81 15 E+OO 
-0.564 8.3 14 E- 03 -0.303 2.16 16 E- 01 -0.114 2.143 55 E+OO 0.040 4.76 11 E+OO 
-0.542 9.7 15 E- 03 -0.287 2.70 17 E- 01 -0.101 2.372 88 E+OO 0.050 4.98 11 E+OO 
-0.522 1.35 15 E- 02 -0.271 3.03 18 E- 01 -0.088 2.458 89 E+OO 0.061 5.37 17 E+OO 
-0 .501 2.20 20 E- 02 -0.255 3.77 20 E- 01 -0.075 2.925 96 E+OO 0.071 5.43 17 E+OO 
-0.481 2.52 21 E- 02 -0.240 4.86 19 E- 01 -0.063 3.29 10 E+OO 0.081 5.52 17 E+OO 
-0.462 3.12 24 E- 02 -0.225 6.04 21 E- 01 -0.051 3.27 10 E+OO 0.091 5.86 18 E+OO 
-0.443 4.34 56 E- 02 -0.210 7.13 23 E- 01 -0.039 3.558 84 E+OO 0.101 5.77 18 E+OO 
-0.424 5.64 60 E- 02 -0.196 8.43 44 E- 01 -0.027 3.872 87 E+OO 0.111 6.33 19 E+OO 
-0.406 7.61 69 E- 02 

Eo = 3.595 GeV, 8 = 30.011 deg. 

y F(IJ) y F [y) y F(y) y F(r) 
-0.235 5.45 60 E- 01 -0.015 4.22 15 E+OO 0.159 1.017 23 E+01 0.299 1.944 65 E+01 
-0.221 5 .17 56 E- 01 -0.004 4.51 12 E+OO 0.168 1.067 23 E+01 0.306 2.057 66 E+01 
-0.208 5.73 56 E- 01 0 .006 4.78 13 E+OO 0.176 1.073 31 E+01 0.313 2.008 65 E+ 01 
-0.194 7 .39 66 E- 01 0.017 5.53 22 E+OO 0.185 1.192 32 E+01 0.320 1.975 49 E+01 
-0.181 1.015 77 E+OO 0.027 5.41 22 E+OO 0.193 1.129 30 E+01 0.327 2.159 72 E+01 
-0.168 1.086 77 E+OO 0.037 5 .68 22 E+OO 0.201 1.169 32 E+01 0.333 2.075 70 E+01 
-0.156 1.287 84 E+OO 0.047 6 .07 22 E+OO 0.209 1.274 28 E+Ol 0.340 2.204 71 E+01 
-0.143 1.432 58 E+OO 0.057 6.22 18 E+OO 0.217 1.253 48 E+Ol 0.346 2.156 72 E+01 
-0.131 1.653 61 E+OO 0.067 6.45 18 E+OO 0.225 1.423 51 E+01 0.353 2.279 49 E+01 
-0.118 1.887 82 E+OO 0.077 6.57 26 E+OO 0.233 1.474 53 E+Ol 0.359 2.340 63 E+Ol 
-0.106 2.217 89 E+OO 0.087 6 .94 27 E+OO 0.241 1.404 51 E+Ol 0.365 2.417 62 E+01 
-0.094 2.382 94 E+OO 0.096 7 .19 27 E+OO 0.248 1.492 42 E+01 0.372 2.374 61 E +01 
-0.083 2.576 99 E+OO 0.105 7 .36 28 E+OO 0.256 1.641 67 E+01 0.378 2.531 52 E+ 01 
-0.071 2.957 83 E+OO 0.115 8.37 22 E+OO 0.263 1.678 66 E+Ol 0.384 2.545 85 E+ 01 
-0.060 3.278 87 E+OO 0.124 8.49 22 E+OO 0.271 1.609 63 E+Ol 0.390 2.607 86 E+01 
-0.048 3.52 14 E+OO 0.133 8 .98 31 E+OO 0.278 1.743 65 E+01 0.396 2.534 84 E+Ol 
-0.037 3 .79 14 E+OO 0 .142 9 .98 33 E+OO 0.285 1.868 48 E+ 01 0.402 2.528 86 E +01 
-0.026 4.42 15 E+OO 0 .151 9.57 32 E+OO 0.292 1.892 48 E+ 01 

Table B.15- F(y) vs. y for C. 
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Eo = 2.020 GeV, B = 15.023 deg. 

y F( •) y F(y) y F(v) _1/_ Fi1t) 
-0.325 9 .57 23 E- 01 -0.056 2.790 56)E + oo 0.076 2.416 56 E+OO 0.177 1.949 74 E+OO 
-0.259 1.335 27 E+OO -0.026 2.870 83JE + oo 0.099 2.205 74 E+OO 0.194 1.985 75 E+OO 
-0.207 1.713 30 E+OO 0.002 2.898 81)E + 00 0 .120 2.123 73 E+OO 0.211 2.003 77 E+OO 
-0 .163 2.079 65 E+OO 0.028 2.715 77)E + oo 0.140 1.937 70 E+OO 0.227 2.198 85 E+OO 
-0.124 2.379 69 E+OO 0.053 2.625 57)E + 00 0.159 1.931 52 E+ 00 0.242 2.411 93 E+OO 
-0 .088 2. 671 55 E+OO 

Eo= 2.020 GeV, B = 20.017 deg. 

y FJ 1} y FJul y F(y) _1/_ F( •) 
-0 .512 9 .18 40 E- 02 -0.188 1.769 49 E+OO -0.006 3.332 78 E+OO 0.128 2.780 94 E+OO 
-0.438 1.789 54 E- 01 -0.157 2.014 46 E+OO 0.016 3.295 77 E+OO 0.145 2.664 61 E+OO 
-0.382 3.122 70 E- 01 -0.129 2.420 50 E+OO 0.036 3.139 76 E+OO 0.161 2.749 63 E+OO 
-0.334 4.627 83 E- 01 -0.102 2.658 69 E+OO 0.056 3.164 97 E+OO 0.176 2.790 82 E+OO 
-0 .293 7 .64 44 E- 01 -0.076 2.941 62 E+OO 0.075 3 .048 71 E+OO 0.191 2.879 85 E+OO 
-0 .255 1.043 50 E+OO -0.052 3.098 80 E+OO 0.094 2.889 98 E+OO 0.206 2.879 89 E+OO 
-0.220 1.347 44 E+OO -0.028 3.101 63 E+OO 0.111 2.841 97 E+OO 

Eo= 3.605 GeV, B = 16.021 deg. 

'JI F ~ y) y F(y) y F(y) y FJ.yj_ 
-0.777 2.32 17 E- 03 -0.612 1.413(38)E- 02 -0.534 2.945j53_lE- 02 -0.467 5.828j78_lE- 02 
-0.710 4.62 23 E- 03 -0.571 2.078( 4 7)_E- 02 -0.500 4.398j65_lE- 02 -0.437 8.448(95 )E - 02 
-0.657 8.80 30 E- 03 

Eo = 3.595 GeV, B = 16.021 deg. 

y F(y) y_ F(y_l y F [y) _]/_ F_lu_l 
-0.406 1.210 49 E- 01 0 .038 3.673 79 E+OO 0.286 5.79 17 E+OO 0.435 9.55 35 E+OO 
-0.378 1.663 57 E- 01 0.052 3.66 13 E+OO 0.294 5.57 26 E+OO 0.441 9.13 34 E+OO 
-0.352 2.132 65 E-01 0.065 3.49 12 E+OO 0.302 6.51 28 E+OO 0.446 9.31 35 E+OO 
- 0.327 2.988 79 E-01 0.078 3 .59 12 E+OO 0.310 6.04 28 E+OO 0.451 9.10 26 E+OO 
-0.303 3 .977 94 E- 01 0 .091 3 .85 12 E+OO 0.318 6.14 28 E+OO 0.456 9 .24 27 E+OO 
-0.280 4.744 99 E- 01 0 .103 3.68 12 E+OO 0.325 6.54 21 E+OO 0.461 9.39 38 E+OO 
-0.257 6 .55 11 E- 01 0 .115 3.75 10 E+OO 0.333 6.52 21 E+OO 0.466 9 .85 38 E+OO 
-0.235 8 .12 13 E- 01 0 .127 4.01 10 E+OO 0.340 7.01 30 E+OO 0.471 9.89 38 E+OO 
-0.214 9.99 56 E-01 0.139 4.16 11 E+OO 0.347 6.97 31 E+OO 0.476 9.67 39 E+OO 
-0.194 1.108 57 E+OO 0.150 4.10 15 E+OO 0.354 7 .26 31 E+OO 0.481 1.007 27 E+01 
-0.174 1.600 70 E+OO 0.161 4.22 16 E+OO 0.361 6.98 30 E+OO 0.486 9.84 27 E+OO 
-0.155 1.892 76 E+OO 0.172 4.45 16 E+OO 0.368 7.41 32 E+OO 0.490 9.81 35 E+OO 
-0.137 2.139 80 E+OO 0.183 4.67 16 E+OO 0.375 6.93 22 E+OO 0.495 1.014 35 E+01 
-0.119 2.432 63 E+OO 0.193 4.68 17 E+OO 0.381 7.44 23 E+OO 0.499 1.025 35 E+01 
-0 .101 2.590 64 E+OO 0.203 5.09 13 E+OO 0.388 7.44 32 E+OO 0.504 1.053 29 E+01 
-0.084 2.740 66 E+OO 0.213 4.98 13 E+OO 0.394 7.19 32 E+OO 0.508 9.96 27 E+OO 
-0.067 3.172 93 E+OO 0.223 4.95 13 E+OO 0.400 7 .70 33 E+OO 0.512 1.018 41 E+ 01 
-0.051 3.315 92 E+OO 0.232 4.91 19 E+OO 0.406 8.12 35 E+OO 0.516 1.045 42 E+01 
-0.035 3.301 91 E+OO 0.242 5 .23 20 E+OO 0.412 8.26 26 E+OO 0.521 1.008 41 E+01 
-0.020 3.337 91 E+OO 0.251 5.60 20 E+OO 0.418 7 .76 24 E+OO 0.525 1.012 41 E+01 
-0 .005 3.308 90 E+OO 0.260 5 .38 20 E+OO 0.424 8.76 34 E+OO 0.529 1.025 43 E+01 

0.010 3.500 77 E+OO 0.269 5.48 16 E+OO 0.430 8.71 34 E+OO 0.533 1.106 45 E+01 
0.024 3.566 76 E+OO 0 .277 5 .51 17 E+OO 

Table B.16- F(y) vs. y for AI. 
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Eo= 3.595 GeV, () = 20 .017 deg. 

v F v) " FH y F( u) y F y) 
0 .750 1.03 41 E 03 0.401 1.042 68 E 01 0.179 1.297 29 E+OO -0.007 3.80 14 E+ OO 

- 0. 715 3.31 68 E 03 0.380 1.408 80 E- 01 0 .163 1.521 32 E+OO 0.006 3.63 13 E+OO 
-0 .683 2.01 47 E- 03 -0.359 1.625 87 E- 01 -0 .147 1.708 71 E+OO 0.018 3.79 10 E+OO 
-0 .652 4.13 65 E- 03 -0.339 1.852 77 E- 01 -0 .132 1.916 76 E+OO 0.030 3.98 10 E +OO 
-0 .622 7.04 84 E- 03 -0.320 2.379 88 E- 01 -0 .117 2.306 81 E+OO 0.042 4.12 11 E+OO 
-0. 594 8.73 97 E- 03 -0.301 3.005 99 E- 01 -0.102 2.439 81 E+OO 0.054 4.18 15 E+OO 
-0.567 1.30 12 E- 02 -0.282 3.84 18 E- 01 -0.088 2.506 82 E+OO 0.065 4.34 15 E+OO 
-0 .541 1.92 14 E- 02 -0.264 5.16 20 E- 01 -0 .074 2.892 76 E+OO 0.076 4.40 16 E+OO 
-0 .515 2.58 15 E- 02 -0.246 6.03 22 E- 01 -0.060 3.013 78 E+OO 0.088 4.55 16 E+OO 
-0.491 3.40 17 E- 02 -0.229 7.20 23 E- 01 -0.046 3.414 81 E+OO 0.098 4.83 17 E+OO 
-0.468 4.69 47 E- 02 -0.212 9 .06 26 E - 01 -0.033 3.40 13 E+OO 0.109 4.58 16 E+OO 
- 0.445 6.44 55 E- 02 -0.195 1.091 26 E+OO -0.020 3.59 14 E+OO 0.120 5. 06 18 E+OO 
- 0.422 8.80 63 E- 02 

Eo= 3.595 GeV, () = 25 .013 deg. 

y F :Yl _y FfyJ " F(v) y F y) 
-0.692 2.3 10 E- 03 -0.409 6. 20 64 E-02 -0.189 1.156 51 E+OO -0.024 4.13 17 E+OO 
-0.669 3.6 11 E- 03 -0.392 8.25 75 E-02 -0.175 1.339 54 E+OO -0.012 3.89 16 E+OO 
-0.646 4.1 12 E- 03 -0.374 1.133 91 E- 01 -0.161 1.511 58 E+OO -0.001 4.22 17 E+OO 
-0 .624 5.8 14 E- 03 -0.357 1.063 76 E- Ol -0.148 1.547 59 E+OO 0.010 4.34 16 E+OO 
-0 .603 6 .8 15 E- 03 -0.341 1.456 89 E -01 -0.135 1.778 51 E+OO 0.021 4.69 18 E+OO 
-0.582 6 .7 14 E- 03 -0.325 1.74 17 E -01 -0.122 1.967 54 E+OO 0.032 4.84 13 E+OO 
-0 .561 1.02 17 E- 02 -0.308 2.25 20 E -01 -0.109 2.305 96 E+OO 0.043 4.90 13 E+OO 
-0 .541 1.44 21 E- 02 -0.293 3 .03 22 E- 01 -0.096 2.60 10 E+OO 0.053 5.26 18 E+OO 
- 0 .521 1.78 20 E- 02 -0.277 3.42 23 E- 01 -0.083 2.78 10 E+OO 0.063 5 .58 19 E+OO 
-0.501 2.23 22 E- 02 -0.262 4.16 26 E- 01 -0.071 3.13 11 E+OO 0.074 5 .52 19 E+OO 
-0.482 3 .00 25 E- 02 -0.247 5.19 23 E- 01 -0.059 3.14 11 E+OO 0.084 5.81 19 E+OO 
- 0.463 3 .13 26 E- 02 -0.232 6 .06 24 E -01 -0.047 3.464 96 E+OO 0.094 6.08 19 E+OO 
- 0.445 4 .96 64 E- 02 -0.217 7. 28 27 E -01 -0.035 3.555 96 E+OO 0.103 6.21 20 E+OO 
- 0.427 5.39 61 E- 02 -0.203 8 .69 43 E-01 

Eo = 3.595 GeV, () = 30.011 deg. 

y F( u) y F( y) y F(y) _y_ F(v) 
- 0.241 5 .21 82 E- 01 -0.023 4.46 17 E+OO 0.152 1.028 28 E+ 01 0 .295 1.796 68 E+01 
-0.228 6.27 85 E- 01 -0.012 4.75 15 E+OO 0.161 1.054 28 E+Ol 0.302 1.969 71 E+Ol 
-0.214 6.40 84 E- 01 -0.002 4.66 15 E+OO 0.170 1.018 40 E+Ol 0.309 1.991 71 E+Ol 
-0.201 9.1 10 E- 01 0 .009 4 .79 29 E+OO 0.178 1.137 42 E+01 0.316 2.079 54 E+01 
-0.188 8.7 10 E- 01 0 .019 4.80 29 E+OO 0.187 1.137 41 E+Ol 0.322 2.064 77 E+Ol 
-0.175 1.06 11 E+OO 0.030 5 .15 30 E+OO 0.195 1.241 44 E+01 0.329 2.201 79 E+01 
-0.163 1.36 12 E+OO 0.040 5 .90 32 E+OO 0.203 1.246 34 E+ 01 0.336 2.142 77 E+01 
-0.150 1.544 78 E+OO 0.050 6 .34 24 E+OO 0.211 1.336 53 E+01 0.343 2.289 81 E+01 
- 0. 138 1.687 81 E+OO 0.060 6 .05 23 E+OO 0.219 1.421 55 E+Ol 0.349 2.225 61 E+Ol 
-0.126 2 .10 11 E+OO 0.069 6 .84 33 E+OO 0.227 1.431 55 E+Ol 0.356 2. 342 92 E +Ol 
-0.114 2.39 11 E+OO 0 .079 6 .96 33 E+OO 0.235 1.510 56 E+01 0.362 2.305 88 E+Ol 
-0.102 2 .51 12 E+OO 0 .089 7 .57 34 E+OO 0.243 1.547 40 E+01 0.368 2.357 88 E+Ol 
-0.090 2.51 12 E+OO 0.098 7 .58 35 E+OO 0.250 1.556 55 E+Ol 0.375 2.496 64 E+OI 
- 0.079 2.868 97 E+OO 0.107 8.48 26 E+OO 0.258 1.628 54 E+01 0.381 2.369 82 E+Ol 
-0.067 3.24 10 E+OO 0.117 8 .96 26 E+OO 0.266 1.710 54 E+01 0.387 2.591 85 E+Ol 
- 0.056 3.01 14 E+OO 0.126 8 .80 36 E+OO 0.273 1.704 54 E+Ol 0.393 2.520 83 E+Ol 
- 0.045 3 .65 16 E+OO 0.135 9 .25 36 E+OO 0.280 1.827 45 E+01 0.399 2.663 88 E+Ol 
-0 .034 3.58 15 E+OO 0.144 9 .69 37 E+OO 0.287 1.830 45 E+Ol 

Table B.17 - F(y) vs. y for AI. 
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Eo = 2.020 GeV, 8 = 15 .023 deg. 

y F(y) y F(y) y F(y) y F(y) 
0.340 9.38 25 E 01 0.065 2.687 69 E+OO 0.069 2.513 66 E+OO 0.171 2.234 81 E+OO 
0.271 1.316 30 E+ OO 0.034 2.86 10 E+OO 0.092 2.390 82 E+OO 0.189 2.050 78 E+OO 

-0 .218 1.639 34 E+OO -0.006 2.770 98 E+OO 0.113 2.178 78 E+OO 0.205 1.993 77 E+OO 
-0.173 2.199 83 E+OO 0.021 2.673 95 E+OO 0.133 2.115 78 E+OO 0.222 2.197 86 E+OO 

0.133 2.355 85 E+OO 0.046 2.678 67 E+OO 0.153 1.996 55 E+OO 0.237 2.274 93 E+OO 
-0.098 2.521 66 E+OO 

Eo= 2.020 GeV, 8 = 20.017 deg. 

y F(y) y F(v) y F(y) '!I F(y} 
-0.518 8.77 46 E- 02 -0.195 1.675 46 E+OO -0.013 3.219 76 E+OO 0.123 2.807 90 E+OO 
-0.446 1.779 63 E- 01 -0.165 2.134 46 E+OO 0.009 3.162 75 E+OO 0.140 2.717 63 E+OO 
-0.390 3.160 82 E- 01 -0.136 2.325 48 E+OO 0.030 3.011 74 E+OO 0.156 2.834 66 E + oo 
-0.342 4.879 99 E- 01 -0.109 2.608 67 E+OO 0.050 2.994 99 E+OO 0.171 3.003 92 E+OO 
-0 .301 7 .38 43 E- 01 -0.083 2.934(61 E+OO 0.069 2.797 68 E+OO 0.186 2.749 90 E+OO 
-0.263 9 .79 48 E -01 -0.059 3.113 79 E+OO 0.088 3.060 98 E+OO 0.201 2.864 95 E+OO 
-0.228 1.405 43 E+OO -0.035 3.318 65 E+OO 0.106 2.852 92 E+OO 

Eo = 3.605 GeV, 8 = 16.021 deg. 

y F( y) y F( r) y F(y) y F(y) 
-0.848 1.52 13 E- 03 -0.655 9.95 29 E-03 -0.536 3 .311(51)E- 02 -0.471 6.274(73)E- 02 
-0.765 2.73 17 E- 03 -0.612 1.465 35 E-02 -0.502 4.610(59)E- 02 -0.441 8.494(85)E- 02 
-0.705 5.80 23 E- 03 -0.572 2.289 44 E-02 

Eo = 3.595 GeV, 8 = 16.021 deg. 

y F(y) y F( v) y F( y) y F(y) 
-0.410 1.336 43 E- 01 0 .033 3.459 53 E+OO 0.282 5.70 11 E+OO 0.433 8.42 24 E+OO 
-0.383 1.812 48 E- 01 0.047 3.492 92 E+OO 0.290 5.75 16 E+OO 0.438 9.35 25 E+OO 
-0.357 2.282 54 E- 01 0.060 3.601 94 E+OO 0.298 6.39 16 E+OO 0.444 9.36 26 E+OO 
-0 .332 2.822 62 E- 01 0 .073 3.676 91 E+OO 0.306 6.29 17 E+OO 0.449 9 .00 18 E+OO 
-0.308 3.761 74 E- 01 0 .086 3.802 91 E+OO 0.314 5.91 16 E+OO 0.454 9.18 19 E+OO 
-0 .285 5.082 81 E- 01 0 .098 3.670 91 E+OO 0.322 6.48 13 E+OO 0.460 9.48 27 E+OO 
-0.262 6.521 90 E- 01 0 .110 3.986 75 E+OO 0.330 6.60 13 E+OO 0.465 9.50 27 E+OO 
-0.241 8.18 10 E- 01 0 .122 4.056 75 E+OO 0.337 6.51 19 E+OO 0.470 9.71 27 E+OO 
-0.220 1.036 32 E+OO 0.134 4.018 74 E+OO 0.344 6.98 20 E+OO 0.475 9.45 27 E+OO 
-0.200 1.233 34 E+OO 0.145 4.19 10 E+OO 0.351 6.75 19 E+OO 0.479 9.75 20 E+OO 
-0.180 1.507 38 E+OO 0.157 4.17 11 E+OO 0.358 7.38 20 E+OO 0.484 9.68 20 E+OO 
-0.161 1.754 41 E+OO 0.168 4.40 11 E+OO 0.365 7.31 20 E+OO 0.489 9.76 28 E+OO 
-0 .142 1.957 43 E+OO 0 .178 4.33 11 E+OO 0.372 7.50 16 E+OO 0.493 9.96 29 E+OO 
-0.124 2.291 37 E+OO 0 .189 4.56 12 E+OO 0.379 7 .35 16 E+OO 0.498 9.56 28 E+OO 
-0.107 2.460 38 E+OO 0 .199 4.682 89 E+OO 0.385 7 .95 25 E+OO 0.502 9.69 20 E+OO 
-0 .089 2.738 40 E+OO 0.209 4.830 89 E+OO 0.391 7.61 25 E+OO 0.507 1.031 21 E+01 
-0 .073 2.927 59 E+OO 0.219 4.948 93 E+OO 0.398 8.07 26 E+OO 0.511 9.98 28 E+OO 
-0 .057 3.126 60 E+OO 0.228 5.09 14 E+OO 0.404 7.63 26 E+OO 0.515 1.017 28 E+01 
-0.041 3.189 59 E+OO 0.238 5.19 14 E+OO 0.410 8.23 19 E+OO 0.519 1.053 29 E+01 
-0.025 3.397 61 E+OO 0 .247 5.12 14 E+OO 0.416 8.15 18 E+OO 0.524 1.002 28 E+01 
-0.010 3 .392 61 E+OO 0.256 5.06 14 E+OO 0.422 8.82 25 E+OO 0.528 1.053 30 E+01 

0.005 3.466 53 E+OO 0.265 5.37 11 E+OO 0.427 8 .26 24 E+OO 0.532 1.035 30 E+01 
0.019 3.400 52 E+OO 0 .274 5 .57 11 E+OO 

Table B.18- F(y) vs. y for Fe. 
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Eo = 3.595 GeV, 8 = 20.017 deg. 

y F( v) y F(y) y F('l) y F( y) 
-0.819 2.5 12 E- 04 -0.448 6.30(26 E-02 -0.200 1.034 25 E+ 00 -0.012 3.92 15 E+OO 
-0.781 1.01 20 E- 03 -0.426 8.10(29 E-02 -0.184 1.252 28 E+OO 0.001 3.61 15 E+OO 
-0.745 1.32 22 E -03 -0.404 1.083 33 E- 01 -0.168 1.430 31 E+OO 0.013 3.73 11 E+OO 
-0.712 2.11 34 E-03 -0.383 1.202 35 E- 01 -0 .152 1.611 64 E+OO 0.025 4.05 11 E+OO 
-0.680 4 .02 43 E-03 -0.363 1.509 39 E- 01 -0.137 1.887 69 E+OO 0.037 3.94 11 E+OO 
-0 .650 4.76 45 E-03 -0.343 1.909 43 E- 01 -0 .122 2.226 72 E+OO 0.049 3.97 14 E+OO 
-0 .622 7.30 54 E-03 -0.324 2.354 48 E- 01 -0.107 2.419 74 E+OO 0.060 4.32 15 E+OO 
-0.594 1.232 72 E-02 -0.305 2.945 55 E- 01 -0.093 2.555 77 E+OO 0.072 4.27 15 E+OO 
-0.568 1.457 80 E-02 -0 .287 3.90 18 E- 01 -0 .079 2.837 73 E+OO 0.083 4.97 16 E+OO 
-0.542 2.177 84 E- 02 -0 .269 4.58 19 E- 01 -0.065 2.939 75 E+OO 0.094 4.70 16 E+OO 
-0.517 2.800 93 E-02 -0.251 5.72 21 E- 01 -0.051 2.880 72 E+OO 0.105 4.93 16 E+OO 
-0.493 3.48 10 E-02 -0.234 7.50 24 E- 01 -0.038 3 .35 15 E+OO 0.115 4.94 17 E+OO 
-0.470 5.05 23 E-02 -0.217 9.43 27 E- 01 -0.025 3.65 15 E+OO 

Eo = 3.595 GeV, 8 = 25.013 deg. 

y F! ~) y F(v) y F(v) y F (y) 
-0.690 1.52 76 E- 03 -0.412 8.41 96 E-02 -0.193 1.086 69 E+OO -0.028 3.81 15 E+OO 
-0.668 1.77 70 E- 03 -0.395 9.36 99 E-02 -0.180 1.265 74 E+OO -0.017 3.67 15 E+OO 
-0.646 1.83 72 E- 03 -0.378 9.9 11 E-02 -0.166 1.341 76 E+OO -0.005 4.22 16 E+OO 
-0.624 3.9 11 E- 03 -0.361 1.042 96 E- 01 -0.152 1.573 83 E+OO 0.006 4.30 16 E+OO 
-0.603 7 .2 14 E- 03 -0.344 1.53 12 E-01 -0.139 1.715 61 E+OO 0.017 4.10 16 E+OO 
-0.582 7 .8 13 E- 03 -0.328 1.76 24 E -01 -0.126 1.939 65 E+OO 0.027 4.39 13 E+OO 
-0.562 1.42 18 E- 02 -0.312 1.95 26 E -01 -0.113 2.309 95 E+OO 0.038 5.03 14 E+OO 
-0.542 1.13 16 E- 02 -0.297 2.57 29 E- 01 -0.101 2.357 96 E+OO 0.049 5.40 21 E+OO 
-0.522 1.95 20 E- 02 -0.281 2.97 31 E -01 -0.088 2.57 10 E+OO 0.059 5.18 21 E+OO 
-0.503 2.14 21 E- 02 -0.266 4.07 37 E- 01 -0.076 2.87 11 E+OO 0.069 5.46 22 E+OO 
-0.484 3.43 27 E- 02 -0.251 5.21 33 E- 01 -0.064 3.10 11 E+OO 0.079 5.47 22 E+OO 
-0.466 4 .04 29 E- 02 -0.236 6.20 35 E- 01 -0.052 3.109 88 E+OO 0.089 5.38 22 E+OO 
-0.447 4.51 74 E- 02 -0.222 7.29 38 E -01 -0.040 3 .322 90 E+OO 0.099 6.41 24 E+OO 
-0.429 6.21 85 E- 02 -0.207 8.42 61 E -01 

Eo= 3.595 GeV, 8 = 30.011 deg. 

y F! y) 11 F(v) y F(v) '!/ F(v) 
-0 .640 5.3 26 E- 03 -0.232 5.48 41 E- 01 0.045 5.81 26 E+OO 0.247 1.459 58 E+ 01 
-0 .586 6.7 20 E- 03 -0.218 7.54 88 E- 01 0.055 6.87 29 E+OO 0.255 1.582 59 E+01 
-0.568 1.07 22 E- 02 -0.205 8.51 96 E -01 0.065 6.59 46 E+OO 0.262 1.626 58 E+ 01 
-0.550 1.17 22 E- 02 -0.192 1.20 11 E+OO 0.075 7.44 49 E+OO 0.270 1.787 60 E+01 
-0.533 1.56 26 E- 02 -0.180 9.85 96 E- 01 0.084 7.60 48 E+OO 0.277 1.758 53 E+01 
-0.516 1.46 36 E- 02 -0.167 1.20 11 E+OO 0.094 8.08 50 E+OO 0.284 1.692 53 E+01 
-0.499 1.81 40 E- 02 -0.155 1.392 79 E+OO 0.103 7.47 29 E+OO 0.291 2.05 11 E+01 
-0.483 2.76 52 E- 02 -0.142 1.722 88 E+OO 0.112 8.13 30 E+OO 0.298 1.87 10 E+01 
-0.467 2.60 37 E- 02 -0.130 1.76 11 E+OO 0.122 8.70 38 E+OO 0.306 2.08 11 E+ 01 
-0.450 3.48 42 E- 02 -0.118 2.18 13 E+OO 0.131 8.68 37 E+OO 0.313 2.046 68 E+01 
-0.435 4.07 46 E- 02 -0.106 2.31 13 E+OO 0.140 8.88 38 E+OO 0.319 2.225 87 E+01 
-0.419 5.82 82 E- 02 -0.095 2.62 14 E+OO 0.148 9.57 31 E+OO 0.326 2.108 84 E+01 
-0.403 5.94 80 E- 02 -0.083 2.77 12 E+OO 0.157 1.005 32 E+01 0.333 2.153 84 E+01 
-0.388 7.24 87 E- 02 -0.072 3.08 12 E+OO 0.166 1.006 50 E+01 0.340 2.175 86 E+01 
-0.373 8.42 93 E- 02 -0.060 3.30 20 E+OO 0.174 1.169 53 E+01 0.346 2.291 64 E+ 01 
-0 .358 9.31 99 E- 02 -0.049 3.72 21 E+OO 0.183 1.078 49 E+01 0.353 2.377 90 E+01 
-0.343 1.36 11 E- 01 -0.038 3.57 20 E+OO 0.191 1.164 53 E+01 0.359 2.372 87 E+01 
-0.329 1.51 12 E- 01 -0.027 3.83 20 E+OO 0.199 1.116 35 E+01 0.366 2.367 86 E+01 
-0.314 1.50 25 E- 01 -0.017 4.24 17 E+OO 0.207 1.248 49 E + 01 0.372 2.397 64 E+ 01 
-0.300 2.82 35 E- 01 -0.006 4.48 18 E+OO 0.216 1.305 50 E+01 0.378 2.415 90 E+01 
-0.286 2.85 34 E- 01 0.005 4.83 29 E+OO 0.224 1.391 52 E+01 0.384 2.615 93 E+01 
-0 .272 3.20 36 E- 01 0.015 4.69 29 E+OO 0.231 1.391 52 E+01 0.390 2.466 90 E+01 
-0 .258 4.48 44 E- 01 0.025 5.07 30 E+OO 0.239 1.489 41 E+01 0.397 2.432 91 E+01 
-0.245 4.52 37 E- 01 0.035 5.74 31 E+OO 

Table B.19- F(y) vs. y for Fe. 
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Eo = 3.595 GeV, 8 = 39.008 deg. 

F(:v) v F(v) y F(y) y F(y) 
0.340 1.09 25 E 01 0.211 6.80 39 E- 01 -0.093 2.64 16 E + 00 0.015 5.94 37 E + 00 

-0 .327 1.36 27 E- 01 -0.199 8.02 42 E- 01 -0.082 2.7115 E+OO 0.025 6.86 39 E + 00 
-0.314 1.93 31 E- 01 -0.186 8.87 37 E- 01 -0.070 3.06 17 E + 00 0.035 6.49 37 E + oo 
- C. 300 2.12 29 E- 01 -0.174 1.056 41 E + 00 -0.059 3.1114E+OO 0.046 7.69 33 E + 00 
-0.287 2.68 34 E- 01 -0 .162 1.206 73 E + 00 -0.048 3.38 14 E + oo 0.055 8.28 52 E + oo 
-0.274 2.87 35 E- 01 -0.151 1.371 75 E + oo -0.038 4.06 25 E + 00 0.065 8.40 52 E + oo 
-0 .261 3.30 24 E- 01 -0.139 1.676 83 E + 00 -0.027 4.46 27 E + 00 0.075 8.85 53 E + 00 
-0.249 4.67 27 E- 01 -0 .127 1.777 85 E + oo -0.016 4.88 28 E + 00 0.085 8.96 53 E + oo 
-0. 236 5.00 35 E- 01 -0.116 1.932 77 E + 00 -0.006 4.71 22 E + oo 0.095 9.50 56 E + 00 
-0.223 5.49 35 E- 01 -0.104 2.156 86 E + 00 0.005 5.75 38 E+OO 

Eo = 3.995 GeV, 8 = 30.011 deg. 

y F(v) y FH y F(vl y F(y) 
-0.581 7.6 37 E-03 -0.245 4.97 21 E-01 0.015 6.11 24 E+OO 0.216 1.877 71 E+ 01 
-0.565 7.8 36 E- 03 -0.232 5.97 24 E -01 0.024 6.56 25 E+OO 0.224 1.830 71 E+01 
-0.549 1.17 37 E-02 -0.220 7.88 49 E- 01 0.034 6.69 20 E+OO 0.231 1.984 55 E+01 
-0.534 1.12 36 E-02 -0.208 9.07 51 E -01 0.043 7.41 21 E+OO 0.238 2.070 80 E+01 
-0.518 1.18 35 E-02 -0.197 9.37 52 E- 01 0.052 7.60 21 E+OO 0.246 2.138 81 E+01 
-0.503 1.17 35 E-02 -0.185 1.126 57 E+OO 0.061 7.94 32 E+OO 0.253 2.096 79 E+01 
-0.488 2 .17 38 E-02 -0.173 1.360 63 E+OO 0.070 7.68 32 E+OO 0.260 2.272 62 E+01 
-0.473 2.50 39 E-02 -0.162 1.471 51 E+OO 0.079 8.45 34 E+OO 0.267 2.366 62 E+01 
-0.459 3.11 56 E -02 -0.151 1.640 54 E+OO 0.088 8.83 27 E+OO 0.274 2.512 64 E+01 
-0.444 3.73 49 E-02 -0.140 1.959 90 E+OO 0.096 9.82 28 E+OO 0.280 2.519 88 E+01 
-0.430 3.96 51 E-02 -0.128 2.109 90 E+OO 0.105 1.056 43 E+01 0.287 2.553 89 E+01 
-0.416 5.96 88 E-02 -0.118 2.463 98 E+OO 0.113 1.003 40 E+01 0.294 2.620 91 E+01 
-0.402 8.1 11 E-02 -0.107 2.57 10 E+OO 0.122 1.039 40 E+01 0.300 2.606 69 E+01 
-0.388 6.90 96 E-02 -0.096 2.84 10 E+OO 0.130 1.133 42 E+01 0.307 2.79 10 E+01 
-0.374 8.4 10 E-02 -0.085 3.140 89 E+OO 0.138 1.201 45 E+01 0.313 3.04 11 E +01 
-0.360 1.08 11 E- 01 -0.075 3.370 93 E+OO 0.147 1.199 36 E+01 0.320 2.82 10 £+01 
-0.347 1.241 94 E- 01 -0.065 3.61 15 E+OO 0.155 1.322 61 E+01 0.326 3.04 11 E+01 
-0 .334 1.43 10 E- 01 -0.054 3.90 15 E+OO 0.163 1.389 62 E+01 0.333 3.124 77 E+01 
-0.321 1.76 11 E- 01 -0.044 4.08 15 E+OO 0.171 1.402 62 E+01 0.339 3.15 11 E+01 
-0.308 2.17 17 E- 01 -0.034 4.52 16 E+OO 0.178 1.421 63 £+01 0.345 3.00 10 E +01 
-0.295 2.60 18 E- 01 -0.024 4.79 17 E+OO 0.186 1.549 47 E+01 0.351 3.12 10 E+01 
-0.282 2.89 19 E- 01 -0.014 5.03 14 E+OO 0.194 1.622 48 E+01 0.357 3.31 11 E+01 
-0.269 3.88 22 E- 01 -0.004 5.09 14 E+OO 0.202 1.766 70 E+01 0.363 3.25 11 E+ 01 
-0.257 4.27 20 E- 01 0.005 5.79 24 E+OO 0.209 1.833 70 E+01 

Table B.20 - F(y) vs. y for Fe. 
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Eo = 2.020 GeV, fJ = 15.023 deg. 

y F(y) y F(v) '!I F( v) y F(y) 
-0 .382 1.006 23 E+OO -0.083 2.576 56 E+OO 0.055 2.512 50 E+OO 0.158 2.216 82 E+OO 

0.302 1.306 25 E+OO 0.052 2.673 85 E+OO 0.078 2.358 59 E+OO 0.176 2.087 80 E+OO 
0.244 1.635 28 E+OO -0.022 2.721 83 E+OO 0.099 2.290 58 E+OO 0.193 2.239 84 E+OO 

-0.1 96 2 .005 6f E+OO 0.005 2 .611 79 E+OO 0.120 2.280 59 E+OO 0.210 2.412 92 E+OO 
-0.154 2.333 71 E+OO 0.031 2.593 51 E+OO 0.140 2.160 48 E+OO 0.226 2.515 99 E+OO 
-0.117 2.424 55 E+OO 

Eo= 2.020 GeV, fJ = 20.017 deg. 

y F(v) y F(u) '!I F(v) _jJ_ F( ·) 
-0.556 1.129 59 E- 01 -0.212 1.685 46 E+OO -0.026 2.969 74 E+OO 0.111 3.184 95 E+OO 
-0.473 2.008 75 E- 01 -0.181 1.967 44 E+OO -0.004 2.891 73 E+OO 0.128 2.990 66 E+OO 
-0.413 3.330 94 E- 01 -0.152 2.224 46 E+OO 0.017 2.974 75 E+OO 0.144 2.970 66 E+OO 
-0.364 5 .21 11 E- 01 -0.124 2.519 64 E+OO 0.037 3.06 11 E+OO 0.160 3.103 93 E+OO 
-0.320 7 .75 44 E- 01 -0.098 2.706 56 E+OO 0.057 3.039 73 E+OO 0.175 3.142 96 E+OO 
-0.281 1.079 51 E+OO -0.073 2.861 70 E+OO 0.075 3.065 97 E+OO 0.190 3.25 10 E+OO 
-0.245 1.346 43 E+OO -0.049 2.953 60 E+OO 0.094 2.921 92 E+OO 

Eo= 3.605 GeV, (} = 16.021 deg. 

'!I F( y) '!I F(u) '!I F(y) '!I F(y) 
-0.868 1.54 16 E- 03 -0.670 1.118 40 E-02 -0.550 3.711(69)E- 02 -0.484 6.782(98)£- 02 
-0.782 2.95 23 E- 03 -0.626 1.700 49 E-02 -0.516 5.027(80)£- 02 -0.454 9 .14(11)£- 02 
-0.721 6.62 32 E- 03 -0.586 2.625 61 E-02 

Eo= 3.595 GeV, fJ = 16.021 deg. 

y F(v) 11 F(v) '!I F y) y F(y) 
-0.423 1.325 57 E- 01 0.022 3.436 65 E+OO 0.273 5.82 16 E+OO 0.425 8 .96 31 E+OO 
-0.396 1.691 63 E- 01 0.036 3.54 15 E+OO 0.282 6 .19 25 E+OO 0.431 9.77 32 E+OO 
-0.369 2. 205 73 E- 01 0.050 3.66 16 E+ oo 0.290 5.94 24 E+OO 0.437 9.39 32 E+OO 
-0.344 3.007 87 E- 01 0 .063 3.78 15 E+OO 0.298 6.40 26 E+OO 0.442 9 .55 25 E+OO 
-0.320 3.87 10 E- 01 0 .076 3.81 15 E+OO 0.306 6.15 26 E+OO 0.447 9.61 26 E+OO 
-0.297 5.10 11 E- 01 0 .088 3 .90 16 E+OO 0.314 6.54 19 E+OO 0.452 9.03 39 E+OO 
-0.275 6 .50 12 E- 01 0 .100 3 .80 12 E+OO 0.321 6 .91 19 E+OO 0.458 9.80 39 E+OO 
-0.253 8.02 13 E- 01 0 .112 4 .11 12 E+OO 0.329 6.46 25 E+OO 0.463 9.49 39 E+OO 
-0.232 1.031 45 E+OO 0.124 4.29 12 E+OO 0.336 7.13 26 E+ 00 0.468 9.19 39 E+OO 
-0.211 1.288 50 E+OO 0.136 4.73 17 E+OO 0.343 7.17 26 E+OO 0.472 9.84 30 E+OO 
-0.192 1.521 54 E+OO 0.147 4 .54 17 E+OO 0.350 7.20 26 E+OO 0.477 9.75 30 E+OO 
-0.172 1.700 56 E+OO 0.158 4 .86 18 E+OO 0.357 7.48 27 E+OO 0.482 1.025 43 £+01 
-0 .154 1.900 60 E+OO 0.169 4.75 17 E+OO 0.364 7.10 20 E+OO 0.487 1.072 44 E+01 
-0.136 2.124 45 E+OO 0.179 4 .54 18 E+OO 0.371 7.59 21 E+OO 0.491 9.66 41 E+OO 
-0.118 2.420 47 E+OO 0 .190 5.08 14 E+OO 0.377 7.92 31 E+OO 0.496 9.77 30 E+OO 
-0.101 2.582 48 E+OO 0.200 4 .84 13 E+OO 0.384 7.57 30 E+OO 0.500 1.014 30 £+01 
-0.084 2 .763 64 E+OO 0.210 5.15 14 E+OO 0.390 7.76 32 E+OO 0.504 1.106 43 E +.01 
-0.068 2 .973 65 E+OO 0.219 5.47 19 E+OO 0.396 7.78 33 E+OO 0.509 1.035 42 E +01 
-0.052 3.088 65 E+OO 0.229 5.45 19 E+OO 0.402 8.82 25 E+OO 0.513 1.083 43 £+01 
-0.036 3.224 65 E+OO 0 .238 5.45 19 E+OO 0.408 8.60 23 E+OO 0.517 1.041 42 E+01 
-0.021 3.328 66 E+OO 0.247 5.55 20 E+OO 0.414 8.82 31 E+OO 0.521 1.012 43 £+01 
-0.006 3.400 63 E+OO 0.256 5.32 15 E+OO 0.420 8.45 30 E+OO 0.525 1.031 44 £+01 

0.008 3 .286 62 E+OO 0.265 5.87 16 E+OO 

Table B.21- F(y) vs. y for Au. 
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Eo = 3.595 GeV, 8 = 20.017 deg. 

'!/ F lv) '!/ F(y) y F(v) y F(v) 
-0.754 1.19 41 E- 03 -0.415 1.035 35 E- 01 -0.194 1.167 25 E+OO -0 .022 3 .30 12 E+OO 
-0.721 1.70 41 E- 03 -0.394 1.260 38 E- 01 -0.178 1.367 27 E+OO -0 .009 3.46 13 E+ oo 
-0.690 3.50 57 E- 03 -0.374 1.582 43 E- 01 -0.163 1.527 57 E+OO 0.003 3.55 10 E+OO 
-0 .660 4.74 64 E- 03 -0.354 2.028 47 E- 01 -0.147 1.796 62 E+OO 0.015 3.733 99 E+OO 
-0 .632 8.42 84 E- 03 -0.334 2.451 52 E- 01 -0.132 1.917 61 E+OO 0.027 4.04 11 E+OO 
-0 .604 1.19 10 E- 02 -0.315 3.015 59 E- 01 -0.117 2.129 63 E+OO 0.039 4 .15 15 E+ oo 
-0.578 1.76 13 E- 02 -0.297 4.17 18 E- 01 -0.103 2.438 69 E+OO 0.051 3 .97 15 E+OO 
-0.552 2.09 11 E- 02 -0.279 5.15 19 E- 01 -0.089 2.517 62 E+OO 0.062 4.63 16 E+OO 
-0.528 2.87 12 E- 02 -0.261 6.06 20 E- 01 -0.075 2.671 64 E+OO 0.073 4 .52 16 E+OO 
-0.504 3.65 14 E- 02 -0.244 7.26 22 E- 01 -0.061 2.802 64 E+OO 0.084 4.46 16 E+OO 
-0.480 5.20 26 E- 02 -0.227 8 .38 23 E- 01 -0.048 3.12 13 E+OO 0.095 4.59 16 E+OO 
-0.458 6.37 28 E- 02 -0.210 1.003 23 E+OO -0.035 3.37 13 E+OO 0.106 4 .69 17 E+OO 
-0.436 8.37 31 E- 02 

Eo= 3.595 GeV, 8 = 25.013 deg . 

y F[y) y F(y) y F( u) F(v) 
-0.675 3.3 16 E- 03 -0.404 8 .7 12 E- 02 -0.203 9.37 60 E- 01 -0 .037 3.36 12 E + 00 
-0.632 6 .7 16 E- 03 -0.387 8.7 13 E- 02 -0.189 9 .97 61 E- 01 -0.026 3.79 13 E + oo 
-0.611 9 .1 19 E- 03 -0.370 1.18 12 E- 01 -0.175 1.277 70 E + 00 -0.015 3.62 13 E + oo 
-0.590 1.13 20 E- 02 -0.353 1.34 12 E- 01 -0.162 1.494 77 E + 00 -0.004 3.87 13 E + 00 
-0.570 1.14 21 E- 02 -0.337 1.64 20 E- 01 -0.149 1.566 60 E + 00 0.007 4 .01 13 E + oo 
-0 .550 1.30 22 E- 02 -0.321 2 .19 24 E- 01 -0.135 1.865 66 E + 00 0 .018 4 .27 11 E + 00 
-0.531 1.95 24 E- 02 -0.306 2.09 23 E- 01 -0.123 2.05 10 E + 00 0.029 4 .31 11 E + 00 
-0.511 2.03 24 E- 02 -0 .290 3 .01 27 E- 01 -0.110 2.36 11 E + 00 0.040 4.80 17 E + 00 
-0.493 2.78 29 E- 02 -0.275 3 .85 31 E- 01 -0.097 2.53 11 E + 00 0.050 4 .87 18 E + 00 
-0.474 3.65 33 E- 02 -0.260 5 .06 29 E- 01 -0.085 2.70 12 E + oo 0.060 4 .92 18 E + oo 
-0.456 4.89 93 E- 02 -0.246 5 .37 29 E- 01 -0 .073 2.84 12 E + 00 0.070 5.27 19 E + oo 
-0.438 7.6 11 E- 02 -0.231 6 .54 32 E- 01 -0.061 3 .136 89 E + 00 0.080 5.56 19 E + oo 
-0.421 5.73 96 E- 02 -0.217 9 .14 59 E- 01 -0.049 3.071 87 E + 00 0 .090 5.91 20 E + 00 

Eo = 3.595 GeV, 8 = 30.011 deg. 

y F(v} '!/ F! v) '!/ F(v) '!/ F(v) 
-0.254 5 .63 75 E- 01 -0.036 3.43 14 E+OO 0.140 8.94 32 E+OO 0.283 1.910 73 E+Ol 
-0.240 6 .55 76 E- 01 -0.026 3 .78 13 E+OO 0.149 9.73 33 E+OO 0.291 1.876 72 E +01 
-0 .227 5 .99 71 E-01 -0.015 4 .29 14 E+OO 0.157 1.003 46 E+Ol 0.298 1.860 71 E+01 
-0.214 8.25 87 E- 01 -0.004 4 .31 30 E+OO 0.166 1.059 46 E+01 0.305 2.087 60 E+01 
-0.201 8.48 86 E- 01 0 .006 4 .90 32 E+OO 0.174 1.064 45 E+Ol 0.312 2.096 93 E+Ol 
-0.189 8 .83 82 E- 01 0.016 5.01 31 E+OO 0.183 1.138 48 E+01 0.319 2.169 93 E+01 
-0.176 1.149 98 E+OO 0.027 5 .25 32 E+OO 0.191 1.273 36 E+01 0.325 2.016 89 E+Ol 
-0.164 1.272 65 E+OO 0.037 5 .26 21 E+OO 0.199 1.255 48 E+Ol 0.332 2.195 94 E+01 
-0.151 1.550 71 E+OO 0.047 5 .78 23 E+OO 0.207 1.450 52 E+01 0.339 2.176 68 E+01 
-0.139 1.737 93 E+OO 0.056 6 .08 29 E+OO 0.215 1.367 50 E+Ol 0.345 2.35 10 E +01 
-0.127 1.796 93 E+OO 0 .066 6 .09 29 E+OO 0.223 1.442 51 E+Ol 0.352 2.369 98 E+01 
-0.115 2.30 11 E+OO 0.076 6 .31 29 E+OO 0.231 1.488 43 E+Ol 0.358 2.312 95 E+Ol 
-0.104 2 .23 11 E+OO 0 .085 7 .76 33 E+OO 0.239 1.546 73 E+Ol 0.365 2.489 66 E+01 
-0.092 2.506 85 E+OO 0 .095 7 .29 26 E+OO 0.246 1.581 71 E+Ol 0.371 2.347 82 E+01 
-0.081 2.760 89 E+OO 0.104 7 .51 26 E+OO 0.254 1.614 69 E + 01 0.377 2.444 83 E+01 
-0.069 2.92 13 E+OO 0 .113 8.16 45 E+OO 0.262 1.627 70 E+01 0.383 2.452 83)E + 01 
-0.058 3 .28 14 E+OO 0 .122 8 .24 44 E+OO 0.269 1.792 53 E+01 0.389 2.503(85)E + 01 
- 0. 047 3.29 14 E+OO 0.131 8 .36 44 E+OO 0.276 1.788 52 E+Ol 

Table B.22 - F(y) vs. y for Au. 
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