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Abstract

A search for dielectron decays of heavy neutral resonances has been performed using

proton-proton collision data collected at
√

s = 7 TeV by the Compact Muon Solenoid

(CMS) experiment at the Large Hadron Collider (LHC) in 2011. The data sample

corresponds to an integrated luminosity of 5 fb−1. The dielectron mass distribution is

consistent with Standard Model (SM) predictions. An upper limit on the ratio of the

cross section times branching fraction of new bosons, normalized to the cross section

times branching fraction of the Z boson, is set at the 95 % confidence level. This

result is translated into limits on the mass of new neutral particles at the level of

2120 GeV for the Z′ in the Sequential Standard Model, 1810 GeV for the superstring-

inspired Z′
ψ resonance, and 1940 (1640) GeV for Kaluza-Klein gravitons with the

coupling parameter k/MPl of 0.10 (0.05).
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Chapter 1

Introduction

“Eigentlich weiß man nur, wenn man wenig weiß;

mit dem Wissen wächst der Zweifel.”

Maximen und Reflexionen,

Johann Wolfgang von Goethe

“We know accurately only when we know little;

with knowledge doubt increases.”

Maxims and Reflections,

Johann Wolfgang von Goethe

The Standard Model (SM) is one of the most successful theories in modern physics.

It describes a wide spectrum of phenomena, and has been validated experimentally

to a high level of precision. Despite its success many fundamental questions remain

unanswered. To address these questions, certain extensions of the SM propose the

existence of a new heavy neutral boson, generically referred to as Z′.

We search for Z′ at the Large Hadron Collider (LHC), where heavy neutral

resonances can be identified through their dileptonic decays. In this thesis I present

a search for a heavy neutral resonance in the dielectron (e+e−) final state.

This analysis is based on the data set collected by the Compact Muon Solenoid

(CMS) detector during the 2011 proton-proton data-taking period, corresponding to

an integrated luminosity of 5.0 fb−1.

This thesis is structured as follows. The theoretical framework is presented in

Chapter 2, followed by description of the LHC and CMS in Chapter 3. The CMS

Laser Monitoring System is described in more detail in Chapter 4. The details of
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electron reconstruction and identification are presented in Chapters 5 and 6. The

method for validation of the electron energy scale and the estimation of the dielectron

mass resolution is introduced in Chapter 7. The search for new heavy resonances is

detailed in Chapter 8. The results are summarized in Chapter 9, together with a brief

overview of the current results.
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Chapter 2

Theory overview

2.1 The Standard Model

The Standard Model (SM) of particle physics [1, 2, 3, 4, 5, 6, 7] is a highly successful

theory that describes the fundamental interactions between elementary particles. It

has been validated by many experiments to a high degree of precision [8, 9].

The Standard Model successfully describes three of the four fundamental forces:

the electromagnetic, the weak, and the strong force. The gravitational force is not

part of the the SM, and is described by the General Theory of Relativity (no theory

of Quantum Gravity exists to this date).

The fundamental particles of the Standard Model are the quarks, leptons, and the

force-carrying particles - gauge bosons. The quarks and leptons represent building

blocks of matter, which interact via the exchange of gauge bosons to form protons,

neutrons and atoms. Both the leptons and quarks are spin 1/2 fermions, while gauge

bosons have spin 1. Each particle is accompanied by an anti-particle with the same

mass and spin, but opposite internal quantum numbers.

The leptons are the electron e, muon µ, tau τ , and their corresponding neutrinos

νe, νµ and ντ , and are grouped into three generations (e, νe), (µ, νµ) and (τ , ντ ).

Electrons, muons, and taus are charged and interact via the electromagnetic and

weak forces, while the neutrinos interact only via the weak force. Although the SM

assumes that neutrinos are massless, the observation of neutrino oscillation shows

that they are massive, however the mass values are experimentally constrained to be

very small [8]. The properties of the leptons are summarized in Table 2.1 [8].
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Gener- Leptons Quarks
ation Flavors Charge (e) Mass (MeV) Flavors Charge (e) Mass (MeV)

1
e −1 0.511 u +2/3 1 − 4
νe 0 < 2 × 10−6 d −1/3 3 − 7

2
µ −1 105.6 c +2/3 1.15 − 1.35 × 103

νµ 0 < 0.19 s −1/3 70 − 130

3
τ −1 1777 t +2/3 ∼ 173 × 103

ντ 0 < 18.2 b −1/3 4.1 − 4.4 × 103

Table 2.1: Properties of Quarks and Leptons [8].

The quarks are represented by up (u), down (d), charm (c), strange (s), top (t)

and bottom (b) quarks. In addition to the electric charge, quarks possess an internal

degree of freedom called color, which can be red, blue and green. The quarks are

also grouped into three generations (u, d), (c, s), and (t, b). The quarks interact

via the strong, electromagnetic, and weak forces. The properties of the quarks are

summarized in Table 2.1 [8].

In the Standard Model the gauge bosons are the mediators of the forces between

particles. Charged particles interact via the electromagnetic force mediated by the

photon (γ), these interactions are described by Quantum Electrodynamics (QED) [3].

The weak force is mediated by the W± and Z bosons and can act on all leptons and

quarks. In the Standard Model, the electromagnetic and weak interactions are unified

in the Electroweak Theory, first introduced by Glashow, Weinberg and Salam [1]. The

strong force that enables interaction of colored particles is mediated by gluons (g)

and is described by Quantum Chromodynamics (QCD) [2]. The properties of the

gauge bosons are summarized in Table 2.2 [8].

More specifically, the Standard Model is a locally gauge invariant quantum field

theory. The gauge symmetry group of the Standard Model is:

SU(3)C × SU(2)L × U(1)Y , (2.1)

where SU(3)C is the symmetry group of the strong interactions, “C” - stands for

color, and SU(2)L ×U(1)Y is the symmetry group of the unified electromagnetic and
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Force Gauge boson Charge Spin Mass (GeV) Range

Electromagnetic Photon (γ) 0 1 0 ∞
Weak

W± ±1 1 80.4
10−18 m

Z 0 1 91.2
Strong Gluon (g) 0 1 0 10−15 m
Gravity Graviton (G) 0 2 0 ∞

Table 2.2: Fundamental forces and associated gauge bosons with their prop-
erties [8].

weak interactions, “L” indicates that SU(2) acts only on the left-handed part of the

spinors, and “Y” is the weak hypercharge.

Quantum Chromodynamics (QCD) is based on the SU(3)C symmetry group cor-

responding to colors that quarks possess. The requirement of local gauge invariance

under this symmetry requires the existence of 8 massless gauge bosons, the gluons.

Gluons also have color, thus gluons can also interact with themselves. Gluon-gluon

interactions contribute to two phenomenologically important properties of the strong

force. The first is asymptotic freedom - as the energy scale of the interaction increases

the coupling constant becomes small. This property allows for perturbative calcu-

lation to be made for strong interactions at high energies [6]. The second is quark

confinement - the force between quarks increases with distance, leaving quarks either

bound together, or through quark-antiquark pair creation resulting in two separate

hadrons [31]. That explains the absence of free quarks and the formation of mesons

and hadrons which are color-neutral combinations of quarks.

The unified theory of the electromagnetic and weak interactions is based on the

gauge group SU(2)L×U(1)Y and is described by the Glashow-Salam-Weinberg (GSW)

theory [1]. The gauge fields associated to this group are 3 gauge bosons W i
µ (i=1,2,3)

for SU(2)L group and a Bµ for the U(1)Y group, all of which are massless.

The Higgs mechanism [7] (spontaneous symmetry breaking) is used to break the

symmetry of the SU(2)L×U(1)Y group at low energies and to give mass to the vector

bosons. Spontaneous symmetry breaking [7] breaks some of the components of the
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symmetry, and leaves the U(1)em symmetry group unbroken, which corresponds to

electromagnetic interactions and is described by Quantum Electrodynamics (QED).

The U(1)em symmetry group requires the existence of a massless gauge boson, the

photon (γ), as the carrier of electromagnetic force. After symmetry breaking the

gauge bosons mix to form the weak and electromagnetic fields as follows:

W±
µ =

1√
2
(W 1

µ ∓ W 2
µ), (2.2)

Zµ = cos θW W 3
µ − sin θW Bµ, (2.3)

Aµ = sin θW W 3
µ + cos θW Bµ, (2.4)

where θW is the weak mixing angle defined as θW = tan−1 g′/g, where g and g′ are

the coupling constants of SU(2)L and U(1)Y , respectively; Aµ is the electromagnetic

photon field (γ); W±
µ and Zµ are the charged and neutral weak fields, correspondingly.

This mechanism requires the introduction of a complex scalar Higgs doublet. The

potential introduced by this field breaks part of the EW gauge symmetry, after which

only one neutral Higgs scalar H remains. As a result, the W± and Z acquire masses

and the photon remains massless.

In 2012, a Higgs-like particle has been observed independently by both the CMS

and ATLAS collaborations at LHC, CERN [10, 11]. It still remains to be seen if this

particle is exactly the one described by the Standard Model, but if it is indeed the

SM Higgs boson, then this discovery would complete the Standard Model.

2.2 Open questions and beyond the Standard Model

The Standard Model is a highly successful quantum field theory. It has been confirmed

to a high precision [9, 8] (with a few 2 - 3 sigma deviations) by the experimental

measurements. However it still doesn’t answer some fundamental questions and has

a few considerations that don’t come very naturally. I list a few of them below:

• The Standard Model doesn’t include gravity
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• The Hierarchy problem and fine-tuning

• The number of fermion generations is arbitrary

• There are no candidates for dark matter

• There is a lack of explanation for dark energy

To overcome some of these difficulties many theories beyond the Standard Model

have been proposed, such as Grand Unified Theories (GUTs), Supersymmetric The-

ories (SUSY), String Theory, Left-Right symmetric models, etc. In some of these

theories, the existence of one or more extra neutral gauge bosons is predicted. We

will briefly review some of them in the next section.

2.3 Extensions to the Standard Model and Heavy

Neutral Resonances

The electric and magnetic forces, that at first appeared as independent phenomena,

are parts of a unified electromagnetic force. At low energies, the electromagnetic and

weak interactions appear as unrelated phenomena, but above the electroweak scale

the two forces are unified to form the electroweak interaction. It is natural to assume

that at some energy scale the Electroweak Theory is unified with the theory of strong

interactions, Quantum Chromodynamics (QCD), to form the Grand Unified Theory

(GUT), that would describe all three forces within a corresponding GGUT group. At

the electroweak scale such a GUT theory is then reduced to a low-energy effective

theory described by the Standard Model, and GGUT is decomposed to the Standard

Model gauge group (Eq. 2.1).

The simplest extension that includes the SM gauge group is SU(5), however it

was shown to be inconsistent with the proton lifetime and the electroweak mixing

angle measurements [12]. The next simplest GUT groups are SO(10) and E6. E6

group can arise as an effective GUT group in superstrings theories [13]. The E6 can

be decomposed as follows: E6 → SO(10) × U(1)ψ and SO(10) → SU(5) × U(1)χ.
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Each of the extra U(1) groups would have a neutral gauge boson associated to it,

analogous to the SM Z. In the case described above, it would lead to the so-called

Zψ and Zχ neutral gauge bosons [14]. As an additional simplification, an effective

model can be considered were the two U(1) symmetries are further broken down as

U(1)ψ × U(1)χ → U(1)θ where corresponding Zθ is a linear combination of Zψ and

Zχ. For such an effective model, the corresponding mass eigenstate is given by

Z′(θ) = Zψ cos θ − Zχ sin θ (2.5)

where the parameter θ is a priori unknown [16, 15]. As θ is varied, several Z′ models

result. The value θ = 0 corresponds to Z′ = Zψ, while θ = −90◦ corresponds to Z′ =

Zχ. Other Z′ models are sometimes considered, such as Z′ = Zη and Z′ = ZI which

correspond to sin θ =
√

3/8 and sin θ =
√

5/8, respectively, where Zη corresponds to

the case when E6 is decomposed directly to SU(3)C × SU(2)L ×U(1)Y ×U(1)η, and

ZI arises in the SU(6) × SU(2)I decomposition of E6 [15].

Depending on the GUT group and its decomposition, one or more extra U(1)

groups with the associated neutral gauge bosons are introduced. The bosons are

generally referred to as Z′s. The discovery of such a particle could point to the

possibility of grand unification.

A neutral gauge boson Z′ can also be produced in the so-called Stueckelberg Ex-

tension [19, 20] of the Standard Model, that extends the gauge symmetry of the SM

with an additional U(1)X gauge symmetry. The extension is based on the Stueckel-

berg mechanism [21, 22], in which abelian vector bosons can acquire mass without

breaking the gauge invarinace of the Lagrangian. In this extension, there is a non-

trivial mixing of the U(1)Y hypercharge gauge field Bµ with the U(1)X Stueckelberg

gauge field Cµ and an axionic scalar σ. Assuming that scalar field σ couples only to

the abelian gauge bosons Bµ and Cµ, this theory contains a massless photon, massive

Z and one extra massive gauge boson Z′ (denoted as Z′
StSM) after the standard spon-

taneous electron-weak symmetry breaking. The strength of the coupling to the SM

is governed by the dimensionless parameter ǫ. When ǫ → 0, the Stueckelberg sector
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decouples from the Standard Model. An upper bound of 0.061 on ǫ has been derived

from the correction to the Z mass [23].

From an experimental point of view, it is not essential which model is chosen

as the Z′ candidate, they all lead to the same analysis structure. In particular it

is common practice to use the Sequential Standard Model (Z′
SSM) as a benchmark

model among many experiments. In this model Z′ has the same couplings to quarks

and leptons as the SM Z, but an arbitrarily high mass [17, 18].

In addition to Z′ models, heavy neutral resonances can be produced in the con-

text of the Randall-Sundrum theory of extra dimensions [24]. In this theory the ex-

istence of one additional extra-dimension is proposed, which generates the hierarchy

between the Planck and electroweak scales. The Standard Model is confined to a 4-

dimensional subspace ( or “brane”) of the 5-dimensional space. The extra-dimension

is parametrized by the angular coordinate φ (0 ≤ |φ| ≤ π), the compactification

radius rc, and the curvature of the extra dimension k. The Planck brane is located

at φ = 0, while SM is located at φ = π. TeV scales are generated from fundamental

scales of order MPl via a geometrical exponential warp factor: Λπ = M̄Ple
−krcπ, where

Λπ ∼ TeV, M̄Pl = MPl/
√

8π is the reduced Planck scale. The hierarchy is reproduced

if krc ≃ 12 and no additional hierarchies are generated.

The compactification of the extra dimension gives rise to a Kaluza-Klein (KK)

tower of graviton states. The masses of the KK graviton states are given by mn =

kxne
−krcπ, where xn is the nth root of the first-order Bessel function. The decay width

and coupling to SM particles depend on the mass of the first KK graviton excitation

mG = m1 and the constant k/M̄Pl. The value of k is expected to be such that

0.01 ≤ k/M̄Pl ≤ 0.1 [25]. These excitations would result in spin-2 resonances which

can be produced at the TeV scale, and identified though their dilepton decay mode,

among other decay modes. We will consider two benchmark values k/M̄Pl = 0.1 and

k/M̄Pl = 0.05.
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2.4 Production at the LHC and previous searches

At the LHC Z′ resonances can be produced at tree level in quark-antiquark annihila-

tion, and decay to a pair of fermions or W bosons. The cross section, as well as the

decay branching fractions, depends on the particular model and the mass of the Z′.

Among the decay channels, the dilepton final state provides a clean signature with a

relatively low background contribution. In this thesis I consider only the dielectron

final state.

The main background to the dielectron final state comes from the Drell-Yan pro-

cess, forming an “irreducible” background to the search for Z′. This background is

described by an exponentially falling distribution in the invariant mass spectrum, and

a Z′ signal can be easily identified as a peak on the smooth background distribution.

Other sources of background include tt̄, tW and WW production, where dielectron

final states can be produced in semileptonic decays of the W bosons, and QCD multi-

jet and W + Jets production, where a jet can be misidentified as an electron. Relative

contributions of these backgrounds after the analysis selection is applied, and meth-

ods of determining these background contributions, are discussed in more detail in

Chapter 8.

Previous searches for Z′s have been performed both directly by the Tevatron exper-

iments [26], and indirectly by the LEP experiments [33, 27]. The LEP collaborations

have set mass limits on a set of Z′ models, which are summarized in Table 2.3 [28].

At the Tevatron the direct searches for Z′s in the dielectron channel have set mass

limits on some of the benchmark models, as summarized in Tables 2.4, 2.5 [30, 29].

In addition RS gravitons with masses below 848 GeV are excluded at 95 % C.L. for

k/M̄Pl = 0.1, in the dielectron final state by the CDF experiment, based on 2.5 fb−1

of pp̄ data at
√

s = 1.96 TeV [30].
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Z′ model Z′
χ Z′

ψ Z′
η Z′

SSM

Mass (GeV ) 673 481 434 1787

Table 2.3: The 95% confidence level lower limits on the Z′ mass for various
Z′ models, from the LEP experiments [28].

Z′ model Z′
StSM(ǫ = 0.04) Z′

StSM(ǫ = 0.04) Z′
ψ Z′

χ Z′
η Z′

SSM

Mass (GeV ) 417 443 891 903 923 1023

Table 2.4: Observed 95% confidence level lower limits on the Z′ mass for
various Z′ models, in the dielectron final state, obtained by the D0 experiment
based on 5.4 fb−1 of pp̄ data at

√
s = 1.96 TeV [29].

Z′ model Z′
ψ Z′

χ Z′
η Z′

SSM

Mass (GeV ) 851 862 877 963

Table 2.5: Observed 95% confidence level lower limits on the Z′ mass for var-
ious Z′ models, in the dielectron final state, obtained by the CDF experiment
based on 2.5 fb−1 of pp̄ data at

√
s = 1.96 TeV [30].
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Chapter 3

Experimental Apparatus

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [32] is the highest energy superconducting hadron

accelerator and collider, located in the 26.7 km ring tunnel 45 m to 170 m below

the ground, on the border of France and Switzerland, near Geneva. This tunnel

was previously used by the LEP [33] collider and was adopted to host LHC with

minor modifications. The internal diameter of the tunnel is 3.7 m, which made it

extremely difficult to install two completely separate proton rings. This limitation led

to the adoption of a two-bore magnet design, a so called “two-in-one” superconducting

magnet design [34].

To achieve the design energy of 7 TeV per proton beam, the proton bunches

undergo a series of acceleration steps before being injected into the main LHC ring, as

illustrated in Figure 3.1 [35, 36]. First protons are accelerated in the linear accelerator

(LINAC) and injected into the Booster where they can reach a kinetic energy of

1.4 GeV. Then the protons are injected in the Proton Synchrotron (PS) where the

beams are arranged into bunches with 25 ns or 50 ns spacing, and accelerated to

25 GeV. After that proton bunches are injected into Super Proton Syncrotron (SPS)

where they achieve energies of 450 GeV. And finally the proton bunches are injected

into the LHC where both orbits are fed from the SPS. First the desired number of

bunches per orbit is injected in the LHC ring, then through a series of accelerating

RF cavities the beams are brought to desired operating energies.

The design field of the superconducting dipole magnets is 8.33 T, corresponding
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Figure 3.1: A schematic diagram of the LHC accelerator complex. Protons
are first accelerated in the linear accelerator (LINAC), and transferred to the
Booster where they are accelerated to a kinetic energy of 1.4 GeV. Then,
they are injected into the Proton Synchrotron (PS), arranged into bunches,
and are accelerated to 25 GeV. Protons then are transferred to the Super
Proton Synchrotron (SPS), where they are accelerated to 450 GeV. Finally
they are injected into the LHC, where they are accelerated to the operating
energy [35, 36].

to a stored proton beam energy of 7 TeV. This energy level will eventually be reached

once sufficient experience with LHC operation at intermediate energies is attained, in

particular when the quench protection system can guarantee safe operation at these

energies. The LHC suffered a major accident in September 2008, following the start

up of its operation [37]. Several magnets were destroyed after a sequence of magnets

quenched. The damage caused by the accident has been successfully repaired, and

updated quench protection and temperature stability systems have been introduced.

To establish safe LHC operations it was initially operated at the injection energy

in the center of mass of 900 GeV, and then energy was subsequently raised to 2.4 TeV
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Figure 3.2: A schematic diagram of the LHC dipole magnet and cryostat structure.

by the end of 2009. After the initial commissioning the following year, the LHC has

operated at 7 TeV in 2010 and 2011. In 2012 LHC was operated at 8 TeV, which was

agreed upon after additional quench protection system improvements.

The LHC is composed of 1232 main dipole magnets, which are complemented

with roughly 7000 other magnets dedicated to beam focusing and trajectory correc-

tion. One of the main features of the LHC is the two-bore “two-in-one” design of the

superconducting dipole magnets, as shown in Figure 3.2. Both beam pipes are en-

closed in a common cryogenic system and enclosed in the same mechanical structure.

The magnetic field produced by the superconducting coils is in opposite directions in

the two beam pipes, as needed for transporting protons in opposite directions. The

magnets use NbTi superconductors operated at 1.9 K. The 1.9 K operating tempera-

ture is provided by the use of super-fluid helium. Temperature stability is crucial for

safe LHC operation and is closely monitored.
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Figure 3.3: A schematic layout of LHC interaction points.

The LHC hosts four major experiments, two general purpose ones ATLAS [38]

and CMS [39], and two specialized experiments ALICE [40] and LHCb [41]. The

ALICE and LHCb experiments took advantage of already available caverns from the

LEP experiments, while ATLAS and CMS, located at opposite sides of the LHC ring

as illustrated in the Figure 3.3, are located in caverns built specifically for them.

The LHC luminosity can be expressed in terms of the beam parameters as fol-

lows [32]:

L =
N2

b nbfrevγr

4πǫnβ∗ F (3.1)

where Nb is the number of particles per bunch, nb the number of bunches per beam,

frev the revolution frequency, γr the relativistic gamma factor, ǫn the normalized

transverse beam emittance, β∗ the beta function at the collision point, and F the

geometric luminosity reduction fraction due to the crossing angle at the interaction

point (IP).
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The nominal luminosity of the LHC machine is 1034 cm−2s−1, foreseen to be

reached with 2808 bunches per proton beam and 1011 protons per bunch. During the

2010 and 2011 running periods, when the LHC was operated at 7 TeV center of mass

energy, the highest instantaneous luminosity was at about 3.5× 1033 cm−2s−1. It was

achieved with 1380 bunches per beam at 50 ns spacing, with 1.4 × 1011 protons per

bunch.

High proton bunch density and strong focusing at the interaction points leads to

production of multiple interactions per bunch crossing. This effect is referred to as

“pile-up.” During the 2011 running period an average pile-up of 9 interactions per

crossing was observed [103].

The evolution of the luminosity delivered to the CMS during 2011 data-taking

period is presented in Figure 3.4. The corresponding integrated luminosity is shown

in Figure 3.5. A total of 6.1 fb−1 was delivered to CMS and 5.6 fb−1 was recorded.

Figure 3.4: Peak luminosity delivered by the LHC machine to the LHC
experiment during the 2011 run [42].
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Figure 3.5: Integrated luminosity delivered by the LHC machine and recorded
by the CMS experiment [43].
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3.2 CMS

3.2.1 Introduction

The Compact Muon Solenoid (CMS) [39] is a general purpose experiment, designed

to perform searches for physics beyond the Standard Model as well as the precise

measurement of Standard Model processes. In particular the design was optimized

to discover the Higgs Boson, the missing element in the Standard Model (SM).The

first observation of a Higgs-like particle was established in Summer 2012 [11].

The central feature of the CMS apparatus is the 3.8 Tesla superconducting solenoidal

magnet, as can be see in the Figure 3.6. Inside the magnet, tracking and calorimetry

systems are located, and on the outside a set of muon detectors are present. The

iron yokes surrounding the solenoid in layers provide the magnetic flux return. A

muon will therefore follow an “S” shaped trajectory when traveling through the CMS

detector, as illustrated in Figure 3.7.

C ompac t Muon S olenoid

Pixel Detector

Silicon Tracker

Very-forward

Calorimeter

Electromagnetic

Calorimeter

Hadron

Calorimeter

Preshower

Muon

Detectors

Superconducting Solenoid

Figure 3.6: The Compact Muon Solenoid detector [44].
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Figure 3.7: A slice of the CMS detector [45].

CMS has adopted a right handed coordinate system, with the x-axis pointing to

the center of the LHC ring, the y-axis pointing upwards and the z-axis along the

direction of the beam in the anticlockwise direction. The polar angle φ is measured

from the x-axis in the x− y. The polar angle θ is measured from the z-axis. Pseudo-

rapidity1 is defined as:

η = − ln(tan
θ

2
). (3.2)

The momentum and energy measured transverse to the beam direction are denoted

pT and ET , respectively. The imbalance of energy measured in the transverse plane

is denoted by Emiss
T .

The CMS experiment is located at one of the interaction points (IP 5) of the LHC

accelerator (Figure 3.3) in a specially built cavern which hosts the experiment itself

as well as the service facilities. The overall dimensions of the CMS detector are a

length of 21.6 m, a diameter of 14.6 m and a total weight of 12500 tons.

In the following sections I discuss each of the sub-detector systems in more detail.

1Pseudorapidity can also be written as η = − ln( |p|+pz

|p|−pz

), which corresponds to the rapidity,

defined as y = − ln(E+pz

E−pz

), in the limit of high energies, where the masses of the particles can be
neglected.
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3.2.2 Tracker

The innermost detector of the CMS is the tracker system [46, 47]. The tracker system

consists of a pixel detector, located in the direct vicinity of the interaction point,

and a strip tracker detector, which surrounds the pixel detector, as illustrated in

Figure 3.8. The tracker system is used to measure the momentum of the outgoing

charged particles, and to identify the position of the vertex where the interaction

took place. The pixel detector together with the strip tracker provides coverage up

to |η| < 2.5.
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Figure 3.8: The CMS tracker system [44].

The pixel detector consists of 3 barrel layers parallel to the beam direction lo-

cated between the mean radii of 4.4 cm and 10.2 cm. The barrel pixel layers are

complemented by two endcap disks on each side at |z| = 34.5 cm and 46.5 cm. The

individual silicon pixel size is 100×150 µm2 in rφ×z coordinates. The pixel detector

comprises 66 million pixels and has the total area of ∼ 1 m2. The pixel detector

provides high precision of interaction vertex position determination ( ∼ 10 µm in all

three dimensions). Such high precision allows for an effective implementation of b jet

identification (b-tagging), with high efficiency and relatively low fake rates.

The strip tracker covers the region between 20 to 110 cm in r and extends up
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Figure 3.9: The CMS tracker material budget in units of radiation length
as a function of the pseudorapidity η for different sub-detectors (left) and
broken down into functional contributions (right) [44].

to 280 cm in the z direction. It consists of the silicon microstrip detectors arranged

in several layers. The Tracker Inner Barrel (TIB) is made up of 4 layers and the

Tracker Outer Barrel (TOB) comprises 6 layers (Figure 3.8). The endcaps are divided

into the Tracker End Cap (TEC) comprising 9 disks that extend in the the region

124 cm < |z| < 282 cm, and the Tracker Inner Disks consisting of two sets of 3 discs

that fill the gap between TIB and TEC. The silicon sensors’ thickness varies in the

range of 320 to 500 µm and the strip pitch varies from 80 µm in the TIB to 180 µm in

TEC and TOB. Overall the strip tracker comprises 9.3 million silicon strips covering

a total area of 200 m2.

The tracker silicon detectors together with the readout electronics and support

structure presents a considerable amount of material to particles traveling from the

interaction point. Figure 3.9 [44] shows the material budget of the CMS tracker in

units of the radiation lengths (X0). It increases from 0.4 X0 at η = 0 to about 1.8 X0

at η = 1.4, and decreases to about 1 X0 at η = 2.5. This leads to a high conversion

probability for photons in the tracker material.

Figure 3.10 shows the tracker transverse momentum resolution for single muons
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Figure 3.10: The CMS tracker transverse momentum resolution for single
muons with transverse momenta 1, 10 and 100 GeV, as a function of η [44].

at different values of pT , as a function of pseudorapidity. For high pT tracks, the

resolution ranges from 1.5 % at η = 0 to 7 % at η = 2.5.

3.2.3 Electromagnetic calorimeter

The electromagnetic calorimeter of CMS (ECAL) [48] is a hermetic, high-resolution,

high-granularity scintillating crystal calorimeter comprising 61200 lead tungstate

(PbWO4) crystals mounted in the central barrel part (|η| < 1.48), and 7324 crystals in

each of the two endcaps (1.5 < |η| < 3.0) (Figure 3.11). A preshower detector is placed

in front of the endcap crystals in the region 1.65 < |η| < 2.6. Avalanche photodiodes

(APDs) are used as photo-detectors in the barrel and vacuum phototriodes (VPTs)

in the endcaps.

The choice of lead tungstate (PbWO4) for the ECAL crystals is based on the

characteristics of this material, which are suitable for the hadron collider environment,

and for a total absorption ECAL that fits within the design dimensions of the CMS.
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Figure 3.11: The CMS Electromagnetic calorimeter [48].

The high density (8.28 g/cm3), short radiation length (X0 = 0.89 cm) and small

Moliere radius (2.2 cm) allow for a high granularity and a compact calorimeter design.

The crystals are optically clear, fast and relatively radiation-hard [49, 50, 60]. About

80 % of light is emitted in 25 ns. The light output is relatively low: about 4.5

photo-electrons per MeV are collected in both APDs and VPTs. The crystals emit

blue-green scintillation light with a broad maximum at 420-430 nm [50, 59].

The ECAL PbWO4 crystals are radiation resistant but experience dose rate de-

pendent optical transparency loss due to the color center formation [59]. A dose rate

dependent equilibrium is achieved between production of the color centers, and their

thermal annealing [60]. Thus the effect is more pronounced for higher instantaneous

luminosities and for the high pseudorapidity ECAL regions. In order to provide ECAL

uniform response and stable energy measurement the transparency of each individual

crystal in ECAL is monitored by the ECAL Laser Monitoring System [62] that was

built, commissioned and installed, and is now operated by the Caltech group. The



3.2 CMS 25

Figure 3.12: The CMS Electromagnetic calorimeter, barrel region.

change in response to laser light is translated to the change in crystal response to inci-

dent particles, and is corrected for at the event reconstruction step. The ECAL Laser

Monitoring System and its performance are described in more detail in Chapter 4.

The barrel part of the ECAL (EB) has an inner radius of 129 cm and is composed

of 36 identical “supermodules,” 18 in each half of the ECAL barrel as shown in Fig-

ures 3.11 and 3.12, covering the region |η| < 1.479. Each supermodule contains 1700

crystals arranged in quasi-projective geometry to avoid cracks aligned with particle

trajectories originating at the interaction point. Crystal axes make an angle of 3◦

with respect to the direction to the nominal interaction vertex, in both the φ and η

directions. The crystals have a front face cross section of 22 × 22 mm2 and 26 × 26

mm2 at the rear face, corresponding to approximately 0.0174 × 0.0174 in η − φ (or

1◦ × 1◦). The length of the crystals in the barrel region is 230 mm, corresponding to

25.8 X0. Each crystal surface is initially polished to exploit total internal reflection
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Figure 3.13: The ECAL PbW04 crystals with photodetectors attached. A
barrel crystal with the upper face depolished and the APD capsule (left). An
endcap crystal with VPT (right) [44].

for optimum light collection, however the truncated pyramidal shape makes light col-

lection nonuniform along the length of the crystal. The needed uniformity is achieved

by depolishing one of the crystal surfaces. Images of the barrel and endcap crystals

with attached photodetectors are shown in Figure 3.13. The total crystal volume of

the ECAL barrel is 8.14 m3 and the weight is 67.4 t.

The ECAL endcaps (EE) cover the pseudorapidity range 1.479 < |η| < 3.0 and

are at a distance of 315 cm from the interaction point. Each endcap is divided in two

halves (Dees), with each Dee holding 3662 crystals grouped in 5× 5 super-crystals as

illustrated in Figure 3.14. Crystals are arranged in a rectangular x− y grid, with the

crystals pointing at a focus 1.3 m beyond the interaction point, giving off-pointing

angles (with respect to the interaction vertex) ranging from 2◦ to 8◦. The crystals in

the endcaps have a front face cross section of 28.6 × 28.6 mm2 and 30 × 30 mm2 at

the rear face. Each crystal is 220 mm in length, corresponding to a radiation length

of 24.7 X0. The total endcaps crystal volume is 2.9 m3 and the weight is 24 t.

The ECAL Preshower is a sampling calorimeter with two layers. Each layer

consists of lead radiators that initiate electromagnetic showers from incoming elec-

trons/photons, and silicon strip sensors, located after the radiator, that measure the
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Figure 3.14: The CMS Electromagnetic calorimeter, endcap Dee.

deposited energy and transverse shower profile. The Preshower covers the fiducial

region 1.653 < |η| < 2.6 and its total thickness is 20 cm. The material thickness of

the first layer of preshower at η = 1.653 is 2 X0 and 1X0 for the second layer. The

energy measured by the Preshower is added to that measured by the crystal endcap

to form the total electromagnetic energy deposited in the endcap by an incoming

particle.

The ECAL energy resolution can be parameterized as a function of energy (E) as

follows [44]1:

σ(E)

E
=

S√
E

⊕ N

E
⊕ C, (3.3)

where S is the stochastic term, N the noise term, and C the constant term. The
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individual contributions are discussed below:

• Stochastic term. There are three main contributions. First, event-to-event

fluctuations in the lateral shower containment, 1.5 %. Second, the photo-

statistics results in a contribution of about 2.3 %. Last, fluctuations in the

energy deposited in the preshower absorber with respect to the measurement in

the preshower silicon detector result in a contribution of 5 %.

• Noise term. This contribution includes terms due to electronics noise, digitiza-

tion noise, and pileup noise. Pileup noise occurs when additional particles, from

multiple inelastic interactions, reach the calorimeter and their energy deposits

overlap.

• Constant term. The most important contributions to the the constant term

are non-uniformity of the longitudinal light collection, crystal-to-crystal inter-

calibration errors, and leakage of energy from the back of the crystal.

The design ECAL energy resolution parameters are summarized in the Table 3.1 [48].

The ECAL energy resolution as a function of energy of the incident particle is illus-

trated in Figure 3.15 (right), as measured in electron beam tests [51]. Figure 3.15

(left) shows the contribution of the various terms to the total energy resolution as a

function of energy [48].

3.2.4 Hadron calorimeter

The CMS hadron calorimeter (HCAL) [52] surrounds the ECAL system and is mostly

located inside the CMS magnet coil, complemented by an additional layer just outside

of the coil as illustrated in Figure 3.16. Limited by the available volume inside the

magnet coil, the CMS HCAL is designed as a sampling calorimeter consisting of brass

plates, serving as absorber, interleaved with plastic scintillator tiles, serving as the

active medium. Brass has been chosen due to the fact that it has relatively short

interaction length of λI = 16.42 cm, it is relatively easy to manufacture, and it is a

1The symbol ⊕ means sum in quadrature.
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Barrel Endcaps
Contribution (η = 0) (|η| = 2)
Electronics noise 0.15 GeV 0.75 GeV
Leakage current noise 0.03 GeV –
Pileup noise 0.03 GeV 0.18 GeV
Total Noise Term (low luminosity) 0.16 GeV 0.77 GeV
Electronics noise 0.15 GeV 0.75 GeV
Leakage current noise 0.11 GeV –
Pileup noise 0.10 GeV 0.53 GeV
Total Noise Term (high luminosity) 0.21 GeV 0.92 GeV
Containment 1.5 % 1.5 %
Photo-statistics 2.3 % 2.3 %
Preshower sampling – 5.0 %
Total Stochastic Term 2.7 % 5.7 %
Inter-calibration 0.4 % 0.4 %
Longitudinal non-uniformity 0.3 % 0.3 %
Others < 0.2 % < 0.2 %
Total Constant Term 0.55 % 0.55 %

Table 3.1: Design ECAL energy resolution parameters [48] including different
contributions to the terms in energy resolution parametrization (Eq. 3.3).

non-magnetic material. These properties make it an optimal absorber choice for the

limited available volume and a strong magnetic field inside the CMS magnet. The

active material consists of plastic scintillator tiles read out with embedded wavelength-

shifting (WLS) fibers. The light from the WLS is delivered via a network of clear

fibers, arranged in read-out towers, to hybrid photodiodes (HPD) [53].

The CMS HCAL consists of 4 subsystems, the hadron barrel calorimeter (HB),

the hadron endcap calorimeter (HE), the hadron outer calorimeter (HO), and the

hadron forward calorimeter (HF), as illustrated in Figure 3.16. Together with the

ECAL they form the complete calorimeter system of the CMS.

The HB covers the central region within |η| < 1.4 and consists of two halves each

composed of 18 identical wedges covering 20◦ in φ. The innermost and outermost

absorber layer is made of stainless steel for structural strength. Each wedge consists

of 17 active plastic scintillator tiles interleaved with 16 absorber plates. The individual

scintillation tiles are machined to a size of ∆η ×∆φ = 0.087× 0.087 (or 5◦ × 5◦) and
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Figure 3.15: CMS ECAL energy resolution as a function of energy, as de-
signed and as measured in test beams. Left, different contributions to the
energy resolution [48]: the noise term (magenta, “Noise”), the stochastic
term (red, “Photo”), the sum in quadrature of the stochastic and constant
terms (brown, “Intrinsic”), and the total resolution (blue, “All”). Right,
energy resolution measured in test beams as a function of energy. The reso-
lution obtained with a 3 × 3 array of crystals and an electron beam within
20×20 mm2 around the center of the crystal (solid line), and within 4×4 mm2

(dashed line) is shown [39].

form 2304 read-out towers. A schematic view of the tower mapping in the r−z plane

is presented in Figure 3.17 [52]. The thickness of the brass plates is about 5 cm,

while the scintillator plates are 3.7 mm thick, with exception of the innermost and

outermost layer of scintillators which are 9 mm thick. The total absorber thickness

is 5.39 λI at η = 0, and is increasing to 10.3 λI at |η| = 1.3.

The hadron outer calorimeter (HO) consists of scintillators with thickness of

10 mm, which are located just outside the magnet coil and cover the region |η| < 1.26.

The first layer of magnetic field return yoke made of iron with a thickness of about

18 cm is used together with the HO scintillators as a tail-catcher for hadronic showers,

with a geometry that follow the HCAL barrel tower geometry in η and φ. The HO

allows one to sample the energy from penetrating hadron showers leaking through

the rear of the HB. This increases the effective thickness of the hadron calorimeter to
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HF

HE

HB

HO

Figure 3.16: Longitudinal view of the CMS detector showing the locations of
hadron barrel (HB), endcap (HE), outer (HO) and forward (HF) calorimeters.

over 10 interaction lengths.

The endcap hadron calorimeter (HE) covers the pseudorapidity region 1.3 < |η| <

3.0, providing necessary overlap with the HB in the transition region between the

barrel and endcap. There are 19 active plastic scintillator layers in the HE. Each

scintillator layer is 3.7 mm thick and is interleaved with brass plates 78 mm thick. In

the region 1.3 < |η| < 1.73 the tower size matches the one for the, namely ∆η×∆φ =

0.087× 0.087 (or 5◦ × 5◦). Beyond pseudorapidity of 1.74 the φ size is 0.174 (or 10◦)

and η size varies from 0.09 to 0.35. The read out in the HE allows for longitudinal

segmentation, as illustrated in Figure 3.17 with differently colored regions [54].

The hadron forward calorimeters (HF), composed of steel and quartz fibers, are

located 11.2 m from the interaction point and cover the pseudorapidity range 3.0 <

|η| < 5.0. The signal originates from the Cherenkov light [56] emitted in the quartz

fibers, which is then channeled to the photomultipliers. The depth of the absorber

is 1.65 m. The quartz fibers form a square grid with 5 mm spacing parallel to

the beam line within the absorber material. The tower segmentation varies from
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Figure 3.17: A schematic view of the HCAL tower mapping in the r−z plane
for the barrel and endcap regions. Different colors correspond to different
longitudinal read out segments.

∆η × ∆φ = 0.175 × 0.175 at |η| = 3.0 to ∆η × ∆φ = 0.3 × 0.35 at |η| = 5.0.

The energy resolution of the HCAL combined with the ECAL for hadronic jets

can be parameterized as a function of the energy of the incident particle as follows:

σ(E)

E
=

S√
E

⊕ C, (3.4)

where S represents the stochastic term and C the constant term. Based on the beam

test studies the values of the stochastic and constant terms for the HE and HB have

been estimated to be S = 0.85 GeV
1

2 and C = 7.4% [55]. The corresponding values

for the HF are estimated to be S = 1.98 GeV
1

2 and C = 9% [57].

3.2.5 The muon system

The CMS muon system [58] is designed to identify, measure momentum, and trigger

on muons produced in CMS. Three types of gaseous detectors are used to detect

muons: drift tubes (DT), cathode strip chambers (CSC), and resistive plate chambers

(RPC). The entire muon system is located outside the magnet solenoid and covers

a pseudorapidity region of |η| < 2.4. A general layout of the CMS muon system is
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Figure 3.18: A schematic layout of the CMS Muon system, presenting the
location of drift tubes (DT), cathode strip chambers (CSC) and resistive
plate chambers (RPC) systems.

shown schematically in Figure 3.18.

The drift tube (DT) system consists of 250 chambers organized in 4 layers (sta-

tions) inside the magnetic return yoke, at radii of approximately 4.0, 4.9, 5.9 and

7.0 m from the beam axis (Figure 3.18). The DT system covers a pseudorapidity

region of |η| < 1.2. Each of the 5 wheels of the Barrel Detector is divided into 12 sec-

tors, with each sector covering ∆φ = 30◦, as can be seen in Figure 3.19. A drift-tube

chamber is made of 3 (or 2) superlayers (SL), each made of 4 layers of rectangular

drift cells staggered by half a cell (see Figure 3.20). Each station is designed to mea-

sure a muon’s position with a precision of better then 100 µm in φ and a direction

precision of about 1 mrad.

The cathode strip chambers system (CSC) covers the region 0.9 < |η| < 2.4 in
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Figure 3.19: A schematic layout of the CMS Muon DT system.

pseudorapidity. The 468 CSC chambers are mounted on the CMS endcap discs. Each

CSC is a multiwire proportional chamber composed of 6 anode wire planes interleaved

with 7 cathode panels (Figure 3.21). Wires are oriented in the φ direction and define

a track’s η coordinate, while strips on the cathode panels run radially at a constant

∆φ width. The muon φ coordinate is obtained by interpolating among the positions

of the strips where charge is induced, weighting each strip by the charge. A mixture

of Ar, CO2 and CF4 is used as the gas in the chambers. In the region 0.9 < |η| < 1.2

the barrel drift tubes (DT) and CSC systems overlap, and muons are detected by

both systems in this region.

The resistive plate chambers (RPC) system is complementary to the DT and
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Figure 3.20: The layout of a DT chamber inside a muon barrel station.

CSC systems, in both barrel and endcap regions. Each RPC consists of a double-gap

gaseous parallel-plate detector with common readout strips in the middle. The strips

in the barrel run along the beam direction and radially in the endcap region. The

combined system covers the region |η| < 1.6. The position of the RPC layers in the

barrel and endcap regions can be seen in Figure 3.18, marked in red.

Muon momentum is measured by both the inner tracking system and the muon

system. For transverse momenta below 200 GeV, the momentum measurements by

the muon system are dominated by multiple scattering in the material in front of the

first muon station, then the chamber spatial resolution starts to dominate at higher

momenta. For low-momentum muons, the best momentum resolution is obtained

in the silicon inner tracker system. Figure 3.22 illustrates the contribution to the

momentum resolution as measured by the muon system only, by the tracker only, and

the combined measurement, for two regions in pseudorapidity.
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Figure 3.21: The layout of a CSC chamber made of 7 trapezoidal panels.
The panels form 6 gas gaps with planes of sensitive anode wires. A few wires
are shown to indicate the azimuthal direction. Strips of constant ∆φ run
radially.
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Figure 3.22: The muon momentum resolution as a function of momentum
using the muon system only (blue), the inner tracker only (green), or both
systems (red). Left, barrel |η| < 0.2. Right, endcap 1.8 < |η| < 2.0 [39].
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Chapter 4

ECAL Laser Monitoring System

Irradiation of the ECAL crystals, mainly due to particles produced by proton-

proton collisions at the LHC results in two distinct classes of radiation damage: elec-

tromagnetic damage due to high energy electrons and photons that recovers over

time [60], and hadronic damage that is proportional to the number of nuclear inter-

actions in the crystals and does not recover [61]. Electromagnetic damage leads to

the formation of color centers that result in absorption bands that reduce the number

of scintillation photons produced in the crystal that reach the photosensors. The

color centers in PbWO4 are subject to thermal annealing at room temperature, so

that there is a dynamic equilibrium between center creation and dissociation [60].

This results in a time-dependent, and dose rate dependent response. Due to the elec-

tromagnetic damage, response of each crystal generally decreases during LHC data

taking in the first part of a fill, and recovers between fills as well as towards the end

of the fill at lower luminosities under stable running conditions. Hadronic damage re-

sults from displacements in the crystal lattice caused by incident high energy charged

hadrons, as well as neutrons.

During 2011 data taking period LHC operated a the luminosities ∼ 1032 − 3.5 ×
1033 cm−2s−1, equivalent to a dose-rate of ∼ 0.01 Gy/h for the ECAL barrel region

and ∼ 0.5 Gy/h for the endcap region [48]. In such environment the effect of crystal

transparency change becomes significant, on the order of a few %, and should be

corrected for in order to maintain high precision of ECAL energy measurements.

The CMS ECAL utilizes a laser monitoring system [62] to monitor the trans-

parency of the crystals, which affects the light seen by the crystal readout electronics.

With this system, we can measure the change in transparency of each crystal contin-
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uously during LHC running, with a very high precision. In this chapter the overview

of the ECAL Laser Monitoring system and the data-flow strategy are presented. Spe-

cial attention is paid to the data-flow structure and performance optimization, as also

reported here [63].

4.1 ECAL crystal transparency change

The choice of lead tungstate crystals for the precision electromagnetic calorimeter

was motivated by the fast decay time, light yield uniformity and radiation hardness,

combined with sufficient light yield for a high resolution measurement of high energy

electrons and photons. ECAL crystals are radiation hard against high integrated dose,

but suffer from dose-rate dependent radiation damage which affects the transparency

of the crystals by means of formation of color centers that absorb and scatter light,

reducing the transparency of the crystals [59, 48].

The relation between the crystal response to an electromagnetic shower and to

the injected laser light can be parametrized by the power law, for small changes in

transparency [64]:
S

S0

=

(

R

R0

)α

(4.1)

where S/S0 is the normalized crystal response to electrons and R/R0 normalized

response to the laser light as observed by the readout photosensors, and α is the

power law parameter. The initial values S0 and R0 correspond to measurements

taken prior to the irradiation. This dependence was demonstrated in a series of test-

beam studies as shown in Figure 4.1. The value of the power law parameter α differs

slightly from one crystal to another, and is affected by the crystal lattice impurities.

There are two major groups of crystals for which α values differ significantly. This

division is dictated by difference in the crystal growth techniques used at different

manufacturing sites where crystals were produced. The majority of the crystals was

produced at Bogoroditsk Techno-Chemical Plant in Tula, Russia, where the Czochral-

ski method of crystal growing was used. The rest of the crystals were supplied by the
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Figure 4.1: Irradiation with 120 GeV electrons and recovery for a single
PbWO4 crystal: (a) upper curve shows APD response to laser injection at
440 nm (blue laser), and lower curve shows response to 120 GeV electrons;
(b) the signal response S/S0 against the laser response R/R0 for the same
data, where the line shows the fit for α = 1.6 [62].

Shanghai Institute of Ceramics, Shanghai, China, where the Bridgman-Stockbarger

technique was employed. We refer to the former as the “Russian crystals” and to the

latter as the “Chinese crystals.” The average α value for Russian crystals is 1.52,

while the average α for Chinese crystals is 1.0 [65].

Radiation induced transparency change can significantly affect the signal ampli-

tude read out from a crystal, thus distorting the measurement of the energy deposited

by a particle in ECAL. This effect has to be corrected for. The correction is performed

by measuring the change in crystal transparency to the laser light, which is then trans-

lated into the change in crystal response to the electromagnetic showers created by

incident particles (see Equation 4.1).

4.2 ECAL Laser Monitoring System

The CMS ECAL Laser Monitoring System [62, 66] utilizes a powerful laser source

to monitor the transparency of each crystals. Transparency changes recorded by the
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Figure 4.2: Laser monitoring light source, Nd:YLF1 pump laser and a tunable
Ti:Sapphire2 laser by Quantronix.

Laser Monitoring System are translated into the equivalent change in ECAL response

to electrons (Equation 4.1). This information, collected for each crystal, is used to

correct the reconstructed data for the effect of radiation-induced crystal transparency

change.

The monitoring light source consists of three pairs of lasers. Each pair consists

of a Nd:YLF1 pump laser and a tunable Ti:Sapphire2 laser, shown in Figure 4.2.

All three Ti:Sapphire lasers provide a laser pulse intensity up to 1 mJ, correspond-

ing to about 1.3 TeV energy deposition in PbWO4 crystals, at a repetition rate of

up to 100 Hz. Two wavelengths are available from each pair of lasers. Two pairs

provide 440 nm (blue) and 495 nm (green) and the third provides 709 nm (red) and

796 nm (infrared). The 440 nm wavelength was chosen as the monitoring wavelength

as it provides the best linearity between the variations of crystal light output and

transmittance [68].

In addition to the three pairs of lasers that are operational and have been in use

for more then a decade, a new laser has been introduced and commissioned. This

new laser is a diode pumped YVO4 laser1 providing blue laser light at 447 nm, shown

in Figure 4.3. In addition to satisfying the standard specifications of a light source

1All three pump lasers are model 527DQ-S Q-switched Nd:YLF lasers, a commercial product of
Quantronix [67]. they provide frequency doubled laser pulses at 527 nm with pulse intensity up to
20 mJ at a repetition rate of up to 15 kHz.

2All three Ti:Sapphire lasers are custom made Proteus UV(SHG) dual wavelength lasers from
Quantronix [67].
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Figure 4.3: Laser monitoring light source, diode pumped YVO4 laser1 by Photonics.

for the CMS ECAL laser monitoring system, it is more compact, more robust and

requires less maintenance. Thus, it represents the future generation of light sources

that was phased in during 2012 operation, and will provide the main source of laser

light in the future data taking.

The laser light is delivered from the light source to the surface of each individual

crystal in the ECAL and to the PN diodes for reference, through a system of optical

switches and optical fibers. The schematic light distribution system is shown in

Figure 4.4.

By means of a 1x88 optical switch, the monitoring laser pulse is sent to one of the

88 light monitoring modules of the ECAL. Each light module consists of a group of

crystals: 900 and 800 in the barrel region and around 900 in endcap region. At the

same time, the light is sent to reference PN diodes located within the light monitoring

modules.

Laser pulses are injected in the ECAL at a rate of 100 Hz, taking advantage of

the gaps in LHC cycle used for kicker magnet operation. These LHC beam gaps

occur every 89.924 µs and last 3.17 µs. Only about 1% of the beam gaps are used for

ECAL monitoring data taking. During the LHC operation this sequence is performed

continuously, providing monitoring data for each individual crystal every 20 minutes.

The Laser Monitoring data is read out from the detector electronics, reconstructed,

1Diode pumped YVO4 laser DP2-447 from Photonics [69]. It provides frequency tripled laser
pulse at 447 nm with pulse intensity of 1 mJ at a repetition rate of 100 Hz.



44 ECAL Laser Monitoring System

Figure 4.4: Laser Monitoring system is equipped with three pairs of lasers
capable of providing the laser light at the frequencies of 440, 495, 709 and
796 nm. Through a system of optical switches and optical cables the light is
delivered to the surface of each of the ECAL crystal and to the reference PN
diodes.

analyzed and then compressed to the appropriate format convenient for offline event

reconstruction. This data is used to correct the physics data for the effect of radiation-

induced crystal transparency changes.

The Laser Monitoring System was tested in various test beam exercises as well as

in the full global run environment of CMS. The system performs according to design

specifications and has exhibited the required stability for maintaining optimal ECAL

energy resolution [66](see Figure 4.9).

4.3 Laser Monitoring System data-flow

To apply transparency corrections to a physics event, only a reduced subset of the

data collected by the laser monitoring system is required. However to ensure that the

corrections are robust and consistent, and to correct for systematic effects the amount
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Figure 4.5: Laser Monitoring System data-flow showing steps and procedures
involved in the production and transfer of laser corrections from the CMS
detector to the offline reconstruction step.

of data handled at various steps of monitoring system operations is significant. To

provide timely and consistent availability of monitoring data, a specialized data-flow

was designed and implemented for the Laser Monitoring System operation.

4.3.1 General data-flow strategy

The schematic representation of the CMS ECAL Laser Monitoring System data-flow

is presented in Figure 4.5. Laser monitoring data is taken during CMS running in

approximately 1 % of the so-called “beam abort gaps” that occur every 90 µs in the

LHC timing sequence. Event data arrives at the Filter Farm [70], containing, among

other data, the ECAL laser monitoring data, which is sorted and then analyzed to

extract transparency values. Transparency values represent the ratio of the response

to the laser light of the crystal readout electronics to the response of the reference

PN diodes. In the barrel Avalanche Photo Diodes (APD) are used for the crystal

readout and Vacuum Photo Triodes (VPT) are used in the endcaps, as discussed in
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Section 3.2.3. The main monitoring quantity is the APD/PN (VPT/PN) ratio.

After reconstruction and analysis on the Laser Farm, the laser data is stored in the

Online Master Data Storage (OMDS) [71] database located in the underground cav-

ern, which is the main Laser Data storage for service, commissioning and monitoring

needs. Together with the APD/PN (VPT/PN) ratios this database stores various ser-

vice parameters relevant for the Laser Monitoring System operation. This database

also enables access to other conditions data needed for general CMS operations.

A reduced subset of the Laser Data, namely the APD/PN(VPT/PN) values for

each crystal, which is required for the offline reconstruction, is transferred to the Of-

fline Reconstruction Conditions Online subset (ORCON) [71] database in a procedure

known as Online to Offline (O2O) transfer. During this (O2O) procedure, corrections

and consistency checks are applied to the Laser Data.

The data stored in ORCON, located in underground cavern, is automatically

transferred to the Offline Reconstruction Conditions DB Offline subset (ORCOFF)

with the rest of the CMS Conditions Data [71].

The laser APD/PN ratios, reference values, and scale factors necessary to imple-

ment the transparency correction are kept in ORCOFF, and the radiation induced

transparency corrections are applied in the offline reconstruction step.

4.3.2 Online database

The Online Master Data Storage (OMDS) database is a standard relational database.

It is used to store all the conditions necessary for online detector operations and for

the bookkeeping of the status of the detector. The data stored in OMDS is also used

for data reprocessing, as needed.

All subsystems of CMS share the same database infrastructure with the Laser

Monitoring System being one of them. The Laser Monitoring part of the DB is

schematically presented in Figure 4.6. The logic of the entire OMDS is centered on

the CMS Run (RUN IOV), which uniquely defines a physical CMS run and connects

the information from all the subsystems valid for a specific CMS run.
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Figure 4.6: OMDS Laser Monitoring System database schematic representa-
tion. It is centered around the laser monitoring Run table LMF RUN IOV,
which uniquely defines each laser monitoring system Run. The main trans-
parency measurement information relevant for the data reconstruction is con-
tained in the table LMF LASER PRIM DAT.

At the center of the Laser Monitoring part of the OMDS is LMF RUN IOV,

where LMF stands for Laser Monitoring Farm. It defines the time-interval for each

run during which a certain set of conditions data is valid, and provides links to that

conditions data.

Information about the LMF runs is stored in multiple database tables. The most

relevant tables are LMF LASER PRIM DAT, containing APD/PN (VPT/PN) val-

ues required for the offline reconstruction, and LMF LASER PN PRIM DAT, which

provides detailed PN diode readout information.

4.3.3 Offline database

The offline database consists of two subsets: online (ORCON) and offline (ORCOFF).

The offline subset is located in the main CERN Information Technology department

facilities building in direct proximity to the CMS Analysis Facilities and Tier0 of the
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CMS computing infrastructure [72], where the initial data reconstruction is taking

place. This provides prompt access to conditions data at the reconstruction step

for the data arriving from CMS. The online subset, on the other hand, is physically

located in the CMS underground cavern providing a fast link to the OMDS. OR-

CON has exactly the same internal structure as ORCOFF; thus writing to ORCON

is equivalent to writing directly to ORCOFF. Online and offline subsets are centrally

synchronized, thus preventing each separate subsystem from writing directly to OR-

COFF, and providing consistent data for offline reconstruction.

To fill ORCON/ORCOFF we use the POOL/CORAL [73] software framework

which allows one to fill the database directly from C++ [74] objects stored within

CMSSW [76] data framework. Each entity of the object has an Interval Of Validity

(IOV) assigned to it. Access to the data is organized so that only the objects whose

IOV contains the current time can be retrieved, thus providing conditions which were

valid for that specific moment in detector history.

Each ECAL crystal is flashed with laser light on average every 20 min. On this

timescale, the transparency change can be linearly interpolated. In practice, the

value of each crystal’s transparency is interpolated from the last three transparency

measurements. This requires that we store for each crystal the current transparency

value and the previous two, as well as the time when these values were measured. As

crystals belonging to the same light monitoring region are flashed with laser pulses

at the same time, it is enough to keep only the time for the measurement of each

monitoring region and not for each crystal individually. For the offline reconstruc-

tion, reference values of the crystal transparencies are required together with the α

values for each crystal. Figure 4.7 shows the three objects which represent the Laser

Monitoring part of ORCON/ORCOFF. One can easily see the level of reduction from

the OMDS schema to ORCON/ORCOFF objects.
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Figure 4.7: ORCON/ORCOFF Laser Monitoring System objects representa-
tion. EcalLaserAPDPNRef is the initial value of the APD/PN ratio for each
crystal. EcalLaserAlpha is the value of α parameter for each crystal. Finally
EcalLaserAPDPNRatios are the last three values of the APD/PN for each
crystal together with corresponding timestamps for each measurement.

4.4 Data flow specifications and optimization

The Laser Primitive data is information stored for each individual ECAL crystal

which is frequently updated, unlike other condition data such as temperature, voltage

or any other run conditions which are updated on the run by run basis or even less

frequently. Every ∼ 10 sec a new light monitoring region is read out, which puts a

much stricter requirement on the speed of the laser primitives manipulation in the

database transfers. Validation tests showed that using the standard upload/readout

procedure in which records for each crystal are updated or read out in a separate

database query results in significant delays. It requires on the order of ∼ 10 sec

to populate the online database with the measurements from one light monitoring

region, thus making it almost impossible to keep up with the data accumulation rate.

To improve performance, special OCCI [75] optimization techniques for bulk

writing setDataBuffer, executeArrayUpdate and bulk reading setPrefetchRowCount

methods were used [63]. In one update, all values contained in an array are written

to the database, and in one transaction 1000 values are retrieved. This resulted in a

significant reduction of multiple network round-trips to the server.

For testing purposes the data of a full transparency measurement cycle of the

ECAL barrel, i.e. 1700× 36 (61200) channels was used. For each channel APD, PN,

and APD/PN values were transferred to corresponding tables. The results before and

after optimization are summarized in Table 4.1. The performance after optimization

is well within the required update frequencies and enables a smooth laser monitoring
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data flow operation.

Before optimization After optimization
Writing 75 sec 2 sec
Reading 22 sec 3 sec

Table 4.1: Online database access optimization results. Time in sec required
to transfer the laser monitoring data for all the crystals in the ECAL bar-
rel. The optimization implemented significantly reduces the time required to
access database.

4.5 Summary

The CMS ECAL Laser Monitoring System is designed to monitor the changes in the

crystal response due to radiation induced damage. The precision of the crystal trans-

parency measurement is found to be below 0.2%, meeting the design goal required to

keep the resolution of the ECAL at the 0.5% level [66]. The optimization of the data

handling brought the data-flow well within the design requirements.

During the data taking the laser monitoring system performed according to the

specifications and accurate crystal transparency corrections have been obtained. Fig-

ure 4.8 shows the time variation of the reconstructed π0 mass peak position with and

without laser correction applied [77]. Figure 4.9 shows the evolution over time of the

ratio of electron energy E, measured in the ECAL barrel, to the electron momentum

p, measured in the tracker, for electrons coming from W → eν decays, both before and

after corrections to the ECAL crystal response due to transparency loss are applied.

Figure 4.10 shows the e+e− invariant mass distributions for the Z → e+e− candidate

events with and without ECAL intercalibration applied, and with and without ECAL

crystal transparency corrections applied [78]. These cross-checks show that the laser

corrections work as expected.
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Figure 4.8: Reconstructed π0 mass peak position as a function of time both
before and after the crystal transparency correction is applied. The invariant
mass is normalized to unity at the start of the data taking period under
consideration [77].

Figure 4.9: Evolution over time of the ratio of electron energy E, measured
in the ECAL barrel, to the electron momentum p, measured in the tracker,
for electrons coming from W → eν decays, both before and after corrections
to the ECAL crystal response due to transparency loss are applied. The
ratio is normalized to unity at the start of the data taking period under
consideration [78].
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Figure 4.10: Di-electron invariant mass distribution for the Z → ee candi-
date events with and without ECAL inter-calibration applied, and with and
without ECAL crystal transparency corrections applied [78].
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Chapter 5

Electron Reconstruction

5.1 Electron reconstruction overview

In the CMS experiment, electrons are reconstructed as a combination of a track in

the silicon tracker and a supercluster (SC) (cluster of clusters) in the electromagnetic

calorimeter [80].

Electron reconstruction starts with a seed supercluster in the ECAL which satisfies

basic preselection requirements [81]. Having identified a seed SC a helix is propagated

to the interaction vertex based on the energy measured by the SC and assuming both

charge hypotheses. The algorithm then searches for hits in the pixel vertex detector

that can be matched to the helix trajectory. If the algorithm identifies pixel hits

compatible with the electron hypothesis, then a search for a compatible track in the

silicon tracker is initiated [82].

This seeding strategy is complemented by a tracker-driven seed finding algorithm.

The tracker-driven seeding starts from high purity tracks, and makes use of “particle

flow” clustering [83].

A dedicated tracking method is used for electron track reconstruction based on the

“Gaussian-Sum Filter” (GSF) [84, 85] fit procedure which relies on a proper modeling

of electron radiative energy loss in the tracker material.

In the tracker-driven reconstruction algorithm, an ECAL SC is built based on the

GSF track. A tangent is then extrapolated from each track measurement towards the

ECAL to identify a possible corresponding bremsstrahlung photon. The GSF track

is extrapolated from its outermost position into the ECAL to identify a candidate
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electron cluster.

For both reconstruction algorithms, after the GSF track and the SC corresponding

to it have been reconstructed, a loose preselection criteria is applied to reduce the

contribution from QCD jets. The electron momentum is assigned as a weighted

average of the momentum measured by the tracker and the energy measured by the

ECAL SC, where the weighting depends on the quality of the track and quality of

the SC.

Now that we have a general picture of the electron reconstruction strategy I will

go into more detail on the SC and track reconstruction, in particular for ECAL-

driven electrons, as the analysis described in this thesis relies mainly on electrons of

this type. I will also go into more detail on the preselection criteria and momentum

determination in the following sections.

5.2 ECAL clustering

The energy deposited in the electromagnetic calorimeter by the particles traveling

from the interaction point is converted into the scintillating light produced by the

ECAL crystals. To measure the energy deposited by a particle in the ECAL, indi-

vidual crystal responses have to be clustered together. In this so-called clustering

procedure groups of crystals with energies above a certain threshold are arranged

together to form basic clusters (BCs). Basic clusters are subsequently grouped using

a bremsstrahlung hypothesis to form superclusters (SCs).

Energies deposited in the ECAL by individual particles form a pattern that is

spread over a number of neighboring crystals. Bremsstrahlung emitted by the elec-

trons traversing the silicon tracking detector is spread in the φ direction due to the

bending of the electron trajectory by the solenoidal magnetic field. This includes the

electrons and positrons produced by conversion of bremsstrahlung photons as well.

Due to the different geometric arrangement of the crystals in the barrel and end-

cap regions, we apply different clustering algorithms to them. The algorithms in

both regions group crystals associated with individual electromagnetic showers. The
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showers in a large window in φ direction but close in η are collected together to form

superclusters. This allows the showers produced by bremsstrahlung photons to be

included in the resulting superclusters.

5.2.1 Clustering in the barrel region

In the barrel region crystals are clustered together using the so-called Hybrid algo-

rithm. This algorithm exploits the η − φ geometry of energy deposits in the ECAL

crystals. Crystals are grouped together to collect the energy for individual showers, as

well as for the sets of showers compatible with a bremsstrahlung hypothesis. Crystals

within a rectangular window extended in the φ direction are considered as candidates

for the cluster. The steps that are performed by the algorithm on the set of crystals,

sorted in descending order according to their energy, are summarized below:

• Test the ET of the next crystal that does not already belong to a cluster. To

avoid obvious noise contamination and low energy backgrounds, the crystal ET

has to be above a threshold; then if ET > Ehybseed
T , this crystal can seed the

clustering process. If not, the clustering process terminates.

• Construct a 3×1 domino of crystals in η − φ. If Edomino > Ewing then extend

the domino to 5×1 crystals symmetrically about the seed crystal. The default

value of Ewing = 0.0 ensures that 5×1 dominoes are always built.

• Repeat the second step for all crystals with the same η as the seed crystal

and within φ < φroad. To be included in the cluster, dominoes must satisfy

Edomino > Ethresh.

• Group the remaining dominoes into local energy maxima, which are connected

by side in the φ direction and then remove all dominoes belonging to any local

maxima with a highest energy domino below Eseed.

Values of the parameters mentioned above and used in the Hybrid clustering

algorithm reconstruction are summarized in Table 5.1. The result of the procedure is
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Figure 5.1: An illustration of the Hybrid clustering algorithm used in the
ECAL barrel region.

Parameter Value
φroad 17 crystals

Ehybseed
T 1 GeV
Ewing 0 GeV
Ethresh 0.1 GeV
Eseed 0.35 GeV

Table 5.1: Values of the Hybrid clustering algorithm parameters.

illustrated in Figure 5.1. The hybrid supercluster is made up of a series of sub-clusters

at constant η but spread in the φ-direction. Each sub-cluster can be well contained

in 5×5 crystals.

5.2.2 Clustering in the endcap

Since the crystals in the endcap are not arranged in an η − φ geometry as in the

barrel, the hybrid algorithm cannot be applied there. The same idea of collecting

energy deposits within a window in η and φ must be implemented differently. This is

achieved by the so-called Multi 5×5 algorithm, which operates on the set of crystals

sorted in descending order of ET , as follows:
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• Test the ET of the next crystal that does not already belong to a cluster.

If ET > Eseed
T then this crystal can seed the clustering process. If not, the

clustering process terminates.

• Continue if the crystal is a local maximum in energy by comparing its energy

to its four adjacent neighbors (the ones that share a side with it, such that the

crystal and its neighbors form a cross pattern). If the crystal is not a local

maximum, return to the previous step.

• Construct a 5×5 matrix of crystals about the seed, including only crystals that

do not already belong to a cluster.

To allow closely overlapping showers due to bremsstrahlung to be collected, the

outer 16 crystals of the 5×5 matrix may seed a new matrix, thus the matrices can

overlap. However, no crystal that is already included in a cluster may belong to

another.

To produce the final set of clusters by recovering bremsstrahlung, a rectangular

window in η and φ, which is extended in the φ-direction is created around energy

deposits with a transverse energy above Eseed bc
T . Other energy deposits falling within

the window are added to form the cluster. This procedure is performed in descending

order of ET of the energy deposits and an energy deposit may only belong to one

cluster. Values of the parameters used in the Multi 5×5 clustering algorithm are

summarized in Table 5.2

An example of the result of the processes is shown in Figure 5.2. This illustrates

the collection of two overlapping energy deposits that have been identified by the al-

gorithm and grouped. The highest ET crystal, which is a local maximum, is clustered

first resulting in a full 5×5 matrix. The second local maximum has already been

clustered, however it is still eligible to seed a new 5×5 matrix, this one is constructed

using the remaining free crystals.
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Parameter Value
Eseed

T 0.18 GeV
Eseed bc

T 1.0 GeV
ηroad 0.14 rad
φroad 0.6 rad

Table 5.2: Values of the Multi5×5 clustering algorithm parameters.

Figure 5.2: An illustration of two overlapping Multi5×5 clusters. Crystals in
yellow are eligible to seed further Multi5×5 clusters provided they are local
maxima in energy.

5.2.3 Recovery of energy deposited in preshower

In the endcap, the region 1.6 < |η| < 2.6 is covered by the preshower detector (de-

scribed in Section 3.2.3). Electrons and photons reconstructed in this region will

typically deposit some fraction of their energy in the preshower, so this energy must

be measured and added to each cluster. This is done by summing the energy from

the preshower strips that intersect trajectories extrapolated from the primary ver-

tex to each energy deposit in the ECAL. This energy sum is added to each endcap

supercluster before any energy scale corrections are applied.

5.2.4 Energy reconstruction

Energies in the ECAL are estimated as follows [87]:
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E = F
∑

cluster

G × Si(t) × ci × Ai (5.1)

where the sum is over the crystals belonging to the electromagnetic cluster, Ai is

the reconstructed pulse amplitude in crystal i in ADC counts, ci is the correspond-

ing inter-calibration constant, and G is a global ECAL energy scale (measured in

GeV/ADC). The inter-calibration constants are derived by using a number of in-

situ methods: π0 → γγ and η → γγ decays; the φ-symmetry of energy deposition

in ECAL; and a comparison of E/p for electrons from W → eν decays. Finally, a

combination of these methods is used to assign the inter-calibration constants [88].

The term Si(t) is the laser monitoring correction to the crystal amplitude due to the

radiation-induced transparency change at the event time t, as described in Section 4.3.

As described below, F is the product of three individual energy correction factors,

which are applied sequentially to the Hybrid superclusters in the barrel (EB). Two

out of the three correction factors are applied to SCs reconstructed in the endcap

region (CEB(η) is applied only to the barrel superclusters, see below). The three

correction factors listed in the order they are applied to the supercluster energies are:

• the CEB(η) factor, which is used to compensate for energy leakage from the

lateral faces of the EB crystals. This correction only applies to EB clusters,

as only ECAL barrel crystals significantly change their orientation with respect

to the magnetic field from the central region towards the endcap region, thus

affecting the shower formation within the crystals;

• the f(Rbrem) correction, where Rbrem describes the size of the SC in the φ

direction with respect to the η direction, compensates the response of the clus-

tering algorithm to the showers formed by particles traveling though the tracker

material;

• the residual correction f(ET , η), which is applied to all reconstructed super-

clusters, to compensate for any remaining effects coming from the non-linear

distribution of material in the detector, and any remaining energy dependence.
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As mentioned above, the energy loss due to electron bremsstrahlung is character-

ized by the variable Rbrem defined as follows:

Rbrem =
σφ

ση

=

∑

cluster

√

Ei

ESC

(φi − φSC)2

∑

cluster

√

Ei

ESC

(ηi − ηSC)2

(5.2)

Due to the solenoidal field, the energy deposited in the ECAL is spread out in the

φ direction, while no spread occurs in the η direction. ση describes the natural (not

affected by magnetic field) shower size. Normalization of σφ to ση allows one to treat

the showers in various energy ranges, all in a single approach.

In an ideal case, this correction should recover all energy losses in the tracker.

However, because of the nonuniform distribution of material in the detector, and a

visible dependence on the energy, some additional correction is needed, and has to be

parameterized in terms of the transverse energy ET and the pseudorapidity η, which

is done by f(ET , η) mentioned above.

That summarizes the process of energy association to a supercluster reconstructed

in the ECAL, and the corresponding energy correction strategy. It should be noted

that among the parameters that enter the energy calculation formula, the energy

scale, G, is the parameter that has to be validated in data, and represents a set of

two numbers, one for the barrel and one for endcap. I will describe in more detail

the strategy to validate the energy scale in Section 7.1, and present the results of this

study.

5.3 Track reconstruction

Having reconstructed ECAL superclusters we proceed to the next step in reconstruc-

tion, which is the track reconstruction. The superclusters are used to select trajectory

seeds built from the combination of hits from the innermost tracker layers. Super-

clusters are preselected by applying a 4 GeV threshold on the supercluster transverse

energy (ET ) and a hadronic veto H/E < 0.15, where H/E is the ratio of the hadronic
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1st windows 2nd windows
δz or δrT δφ δz δrT (PFX) δrT (TEC) δφ

10 GeV ±5σz [-0.14;0.08] rad ±0.09 cm ±0.15 cm ±0.2 cm ±4 mrad
35 GeV ±5σz [-0.05;0.03] rad ±0.09 cm ±0.15 cm ±0.2 cm ±4 mrad

Table 5.3: Definition of the seed matching windows. The ET -dependent first
φ window is given for 10 and 35 GeV. σz is the beam spot width along the z
axis.

energy in a cone of ∆R = 0.15 behind the supercluster position over the supercluster

energy.

The seeding algorithm takes advantage of the fact that the supercluster position is

on the helix of the initial electron trajectory. The seeds are found by back-propagating

the helix through the magnetic field toward the innermost part of the tracker. This

approach allows significant reduction in the background from jets faking electrons.

Trajectory seeds are identified by the two hits in the pixel and TEC detectors which

are matched to the helix in windows in φ and z (or transverse radius rT in the forward

region). The first layer windows are made loose in both φ and z (or rT ) in order to

account for residual material effects and for the beam spot position uncertainty along

the z axis. Once a hit is matched on the first layer, this information is used to refine

the helix parameters and a second hit is looked for in the second layer using smaller

windows. The contamination from jets faking electrons is further reduced using ET -

dependent window definitions in the first layer. The matching window definitions are

summarized in Table 5.3.

Electron seeds are then used to initiate a dedicated electron track building and

fitting procedure in order to best handle the effect of bremsstrahlung energy loss. The

track finding is based on a Gaussian-Sum Filter (GSF) as described in [84], with a

dedicated Bethe-Heitler [89] modeling of the electron energy losses. The combinatorics

are limited by requiring at most 5 candidate trajectories at each tracker layer, and at

most one layer with a missing hit. This track reconstruction procedure allows one to

collect hits up to the ECAL, as opposed to the standard Kalman Filter [86] method
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where the reconstruction of an electron trajectory would stop whenever a significant

change of curvature occurs due to bremsstrahlung radiation.

The hits collected in the procedure described above are passed to a GSF for the

final estimation of the track parameters. In such a fit, the energy loss in each layer is

approximated by a weighted sum of Gaussian distributions.

The difference between the momentum magnitude at the outermost track position

and at the innermost track position is an estimate of the true fraction of energy

radiated by the electron. The normalized difference called fbrem is used in the electron

classification and electron momentum estimation as discussed in Section 5.4.2.

5.4 Preselection and energy determination

5.4.1 Preselection

Electron candidates are formed by the association of a supercluster and the corre-

sponding GSF track. In order to reduce the probability of a jet to be reconstructed as

an electron a loose preselection is applied to all electron candidates. This preselection

is kept loose enough in order not to perturb any analysis level selection criteria.

The following cuts have been already applied at the seeding level:

• ET > 4 GeV, where ET is the supercluster transverse energy,

• H/E < 0.15, where H is the energy deposited in the HCAL towers in a cone of

radius ∆R = 0.15 centered on the electromagnetic supercluster position, and E

is the energy of the electromagnetic supercluster.

In addition to the selection applied at the seeding step, the following track-

supercluster matching requirements are applied on electron candidates:

• |∆ηin| = |ηsc − ηextrap
in | < 0.02, where ηsc is the energy weighted position in η of

the supercluster and ηextrap
in is the coordinate of the position of closest approach

to the supercluster position, extrapolating from the innermost track position

and direction,
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• |∆φin| = |φsc −φextrap
in | < 0.15, where φsc is the energy weighted position in φ of

the supercluster and φextrap
in is the coordinate of the position of closest approach

to the supercluster position, extrapolating from the innermost track position

and direction.

5.4.2 Momentum determination

Both ECAL and tracker measurements are used to obtain the electron momentum

magnitude. The momentum estimates from the electron track are particularly useful

for low energy electrons and for electrons that are close to the ECAL crack regions.

Electrons are divided into several classes based on the observed number of clusters

inside the supercluster in the ECAL and on the measured bremsstrahlung fraction by

the tracker. The classes are defined as follows:

• “golden,” or “low bremming” electrons with a reconstructed track well-matched

to the supercluster:

– a supercluster formed by a single cluster (i.e., without any observed

bremsstrahlung induced sub-cluster),

– a ratio E/p > 0.9, where E denotes the energy of ECAL supercluster and

p the momentum of the associated track,

– a measured brem fraction fbrem < 0.5;

• “big brem,” or electrons with a high bremsstrahlung fraction but no evidence

of energy loss effects:

– a supercluster formed by a single cluster,

– a ratio E/p > 0.9,

– a measured bremsstrahlung fraction fbrem > 0.5;

• “showering,” or electrons with an energy pattern highly affected by

bremsstrahlung losses:
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– a supercluster formed by a single cluster not falling in the “golden” or “big

brem” classes, or a supercluster formed by several sub-clusters.

• In addition, “crack” electrons are defined as electrons whose supercluster’s start-

ing crystal is close to a boundary between the ECAL barrel modules, or close

to the boundary between the ECAL barrel and ECAL endcaps.

The electron momentum magnitude is defined as the weighted mean of E and p

when |E/p − 1| < 2.5 σE/p (weights are the normalized inverse of the variance of

each measurement). If the above inequality is not satisfied, the ECAL measurement

is taken as the electron momentum magnitude, except for the following cases in the

ECAL barrel:

• the electron is golden, E < 15 GeV and E/p < 1.15

• the electron is showering, E < 18 GeV and E/p < 1 − 2.5 σE/p

• the electron is in the crack class, E < 60 GeV and E/p < 1 − 2.5 σE/p

or in the ECAL endcaps:

• the electron is golden and E < 13 GeV and E/p < 1.15

for which the tracker measurement is taken.

The comparison of the tracker-only, ECAL-only, and combined electron momen-

tum estimation for electrons in the ECAL barrel is illustrated in Figure 5.3, where the

normalized momentum effective RMS are presented [39]. The tracker measurement

is more accurate at low energies, while at high energies ECAL measurement provides

best precision. A clear improvement in the momentum determination precision is

observed for the combined estimate with respect to the ECAL-only measurement, for

energies below ∼ 25 – 30 GeV.
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Figure 5.3: Performance of the combined momentum estimate, showing the
effective momentum resolution for the ECAL (in red), for the tracker (in
green) and the combined momentum estimate (in blue), as a function of the
generated electron energy, for electrons in the ECAL barrel. The electrons
are from a sample of simulated dielectron events with a uniformly distributed
transverse momentum between 2 and 150 GeV [39].
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Chapter 6

Electron Identification

Electron objects are reconstructed in CMS as a combination of a track in the sili-

con tracker and a supercluster (cluster of clusters) in the ECAL, as summarized in

Chapter 5. Electron reconstruction is designed to incorporate a characteristic sig-

nature that electrons leave in the CMS detector. However similar signatures can

sometimes be produced by charged hadrons, hadron jets, or photon conversions, as

well as secondary electrons. In order to distinguish “real” electrons from such pos-

sible contributions a further selection has to be applied to the quantities that carry

discriminating power against objects that can mimic electrons.

The initial stage of electron identification (ID) is performed at the reconstruction

step by means of a preselection which is designed to be loose enough to satisfy “all

possible” analysis requirements (including all channels with electrons in the final

state that are analyzed by CMS). Then a specific identification is applied during

each analysis to define a “working point” that trades off the selection efficiency for

real electrons versus the level of “fake” electron contamination [90]. Typical working

points that are often used in CMS have efficiencies in the range of 80% to 95%, with

corresponding fake rates of 0.5% to 2% [80].

These identification requirements are different for electron candidates in different

regions of the electron energy spectrum. One can identify three distinct categories:

• Low energy electrons, with transverse energy below ∼ 20 GeV. This category

is characterized by electrons that can lose a significant fraction of their en-

ergy to bremsstrahlung as they pass through the material of the tracker. The

bremsstrahlung photons, some of which subsequently convert in the tracker,

spread out in a large window in the φ direction as they travel through the CMS’
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3.8 Tesla solenoidal magnetic field. The GSF track reconstruction algorithm [84]

provides an accurate trajectory reconstruction and momentum determination,

however the cluster-pattern of the energy seen in the ECAL can be substan-

tially affected, making supercluster reconstruction and energy determination

more difficult and less accurate.

• Medium energy electrons, where the transverse energy of the electrons is be-

tween ∼ 20 GeV and ∼ 100 GeV. This category, which is mostly populated

by electrons that come from Z and W decays, is characterized by electrons that

are well-reconstructed, have most of their energy well-clustered in the ECAL,

and have a good track quality.

• High energy electrons, with electrons above ∼ 100 GeV. In this case most of

the bremsstrahlung energy emitted by the electron is typically well-collimated

in a narrow cone around the electron trajectory, and the ECAL supercluster

can be very well-reconstructed.

In this chapter I describe the variables and criteria used to identify electrons in

the medium and high energy electron categories.

6.1 Selection variables

The main background to the signal electron events at the LHC comes from QCD

events. Signal electrons, for example from Z decays, typically will have an electron

that is well isolated and has a very small deposition in the HCAL detector, whereas

a typical QCD event will have activity in a wider cone with a significant fraction of

the energy deposited in the HCAL.

There are a number of variables that are sensitive to these differences and thus

carry discrimination power. These can be split into three categories as follows:

• Isolation variables

• Identification variables
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• Photon conversion rejection variables

In the following I will describe in more detail each individual variable from the

categories mentioned above.

6.1.1 Isolation variables

Isolation variables are defined as a sum of transverse energy or momentum measured

by one of the detector systems in a cone in the η−φ plane. The contribution associated

with the electron candidate is removed from the sum. The following isolation variables

are used in electron identification:
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Figure 6.1: Distributions of the isolation variables for characteristic signal
electrons originating from the simulated Drell-Yan process, and for back-
ground electrons reconstructed in a sample of simulated QCD events. The
distributions are for the barrel region.
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• TrackIso - track isolation, defined as the
∑

pT of all tracks within a cone of

∆R ∈ (0.015, 0.3) about the electron track satisfying pT > 0.7 GeV, with a

distance of closest approach from the primary vertex in the event < 0.2 cm. A

strip in the φ direction centered at the electron track position, with a width of

|∆η| < 0.015, is excluded from the sum.

• EcalIso - ECAL isolation, defined as the
∑

ET of all ECAL crystals within

a cone of ∆R < 0.3 centered on the electron supercluster position satisfying

E > 0.08 (ET > 0.1) GeV in the ECAL barrel (endcap). Crystals within

an inner cone of radius equal to the size of three crystals, and a strip in the

φ direction centered at the electron supercluster position with a half width of

1.5 crystals, are excluded from the sum. This is to remove the footprint of the

original electron candidate when calculating the energy surrounding it in the

ECAL.

• HcalIso - HCAL isolation, defined as the
∑

ET of all HCAL towers within a

cone of ∆R ∈ (0.15, 0.3) centered on the electron supercluster position.

• HcalIsoDepth1 - HCAL isolation at depth 1, defined as the transverse hadronic

energy of all the HCAL towers at depth 1 in a cone of ∆R ∈ (0.15, 0.3) centered

on the electron supercluster position. Depth 1 is defined as all segments in

towers 1-17, segment 1 in towers 18-29, and segment 2 in towers 27-29 (tower

segmentation is discussed in Section 3.2.4 and is illustrated in Figure 3.17).

• HcalIsoDepth2 - HCAL isolation at depth 2, defined as the transverse hadronic

energy of all the HCAL towers at depth 2 in a cone of ∆R ∈ (0.15, 0.3) centered

on the electron supercluster position. Depth 2 is defined as segment 2 in towers

18-26, and segment 3 in towers 27-29, and is defined only for the endcap region.

Figure 6.1 and Figure 6.2 show the distributions of the isolation variables intro-

duced above, for the barrel and endcap regions respectively.
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Figure 6.2: Distributions of the isolation variables for characteristic signal
electrons originating from the simulated Drell-Yan process, and for back-
ground electrons reconstructed in a sample of simulated QCD events. The
distributions are for the endcap region.
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6.1.2 Identification variables

The identification variables detailed in this section are used to characterize the shower

profile created by an electron candidate in the calorimeters, both longitudinal and

transverse with respect to the electron direction, and provide the basis for evaluating

the compatibility between a track and a supercluster.

Electrons are characterized by narrow showers in the η direction, while due to

bremsstrahlung and the solenoidal magnetic field the shower can be spread out in

the φ direction. In contrast, QCD jets have a wide shower in both the η and φ

directions, so that the shower spread in the η direction can provide discriminating

power between electrons and QCD jets. These properties are exploited through the

use of the energy-weighted width of the supercluster in the η direction, denoted σiηiη,

and E1×5/E5×5 and E2×5/E5×5, which also provide information on the spread of the

shower in the η direction.

Since the crystals in the ECAL are 25.8 X0 in the barrel and 24.7 X0 in the

endcaps [48], electrons typically deposit more than 99 % of their remaining energy

in the ECAL (depending on the pseudorapidity electrons travel through 0.4 - 1.8

X0 of tracker material before they reach ECAL), leaving almost no trace in the

HCAL. Hadrons, on the other hand, deposit a sizable fraction of their energy in the

HCAL (the ECAL crystals have ∼ 1 λI [48]). Thus the ratio of energy deposited in

the HCAL behind the ECAL supercluster to the energy of the ECAL supercluster,

provides additional discriminating power.

The spatial compatibility of the ECAL supercluster with the associated track is

quantified by ∆ηin, ∆φin, also discussed in Section 5.4.1, while the energy - momen-

tum compatibility between the track and supercluster is quantified by Eseed/pin.

The precise definitions of the variables mentioned above are provided below:

• H/E - where H is the energy deposited in the HCAL towers in a cone of radius

∆R = 0.15 centered on the electromagnetic supercluster position, and E is the

energy of the electromagnetic supercluster.

• ∆ηin = ηsc − ηextrap
in , where ηsc is the energy weighted centroid position in η of
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Figure 6.3: Distributions of the identification variables for characteristic sig-
nal electrons originating from the simulated Drell-Yan process, and for back-
ground electrons reconstructed in a sample of simulated QCD events. The
distributions are for the barrel region.
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Figure 6.4: Distributions of the identification variables for characteristic sig-
nal electrons originating from the simulated Drell-Yan process, and for back-
ground electrons reconstructed in a sample of simulated QCD events. The
distributions are for the endcap region.
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the supercluster, and ηextrap
in is the associated track pseudorapidity at the ECAL

surface as extrapolated from the innermost tracker layer.

• ∆φin = φsc − φextrap
in , where φsc is the energy weighted centroid position in φ of

the supercluster, and φextrap
in is the associated track φ coordinate at the ECAL

surface as extrapolated from the innermost tracker layer.

• σiηiη
1 =

√

∑5×5
i ωi(ηi − η̄5×5)2/

∑5×5
i ωi , where the index i runs over all the

crystals in a 5 × 5 block of crystals centered on the seed crystal, ηi is the η

position of the ith crystal, η̄5×5 is the energy weighted mean η of the 5 × 5

block of crystals and ωi is the weight of the ith crystal and is defined as ωi =

4.7 + ln(Ei/E5×5), where Ei and E5×5 are the energy of the ith and 5× 5 block

of crystals respectively.

• E1×5/E5×5 - is defined as the ratio of the energy of a strip measuring one crystal

in η and 5 crystals in φ, centered on the seed crystal, to the energy in a 5 by 5

crystal matrix centered on the seed crystal.

• E2×5/E5×5 - is defined as the ratio of the energy of a strip measuring two crystals

in η and 5 crystals in φ, centered on the seed crystal, to the energy in a 5 by

5 crystal matrix centered on the seed crystal. The 2 × 5 block is chosen such

that it has the highest energy out of the two possible combinations.

Figure 6.3 and Figure 6.4 show the distributions of the identification variables

introduced above, for the barrel and endcap regions respectively.

6.1.3 Photon conversion rejection

Due to the significant material budget of the CMS tracking system, large multiple

scattering, bremsstrahlung and high photon conversion rates are common. Electrons

1In the calculation of σiηiη the η position of each crystal in the barrel is defined as the distance
expressed in terms of the number of crystals from the seed crystal. In the endcap “iη” is no
longer related to pseudorapidity alone, but is calculated as

√
iX2 + iY 2, where iX and iY are the

coordinates of the crystal in units of the number of crystals from the center of the endcap. Then
an overall normalization to the average size of the crystals 0.01745 (0.0447) in the barrel (endcap)
is applied.
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p p p p

Prompt electron Electrons from conversion

Gamma conversion

Innermost

Tracker Layer

Figure 6.5: Prompt electrons originating from the primary pp collision vertex
(left) usually have “hits” on the innermost Tracker layer. Conversely, elec-
trons from converted photons often do not have hits on the first layer due to
photons converting at larger radii.

from photon conversions represent a non-negligible background to prompt electrons,

i.e. electrons coming from the interaction vertex. To reduce the contamination coming

from converted photons, several selection criteria based on variables that exploit the

characteristic topology of converted photons have been used [91]. These variables are

defined as follows:

• MissingHits - the number of missing hits in the innermost tracker layers for

the electron track [92]. As the first photon conversions usually occur inside the

tracker volume, and not at the primary vertex, the first valid hit of a resulting

electron track may not necessarily be located in the innermost tracker layer.

Extrapolating the track of an electron from a photon conversion back to the

beam-line, one could cross one or more active detector layers which do not have

hits compatible with the track, i.e. a missing hit. For prompt electrons, whose

trajectories start from the beam-line, we do not expect any missing hits in

the crossed inner tracker layers, as shown in Figure 6.5. We therefore use this

expectation of no missing hits at the inner radii to reject electrons from photon

conversions.
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• ∆ cotθ = cot(θpartner track)− cot(θelectron track), where θelectron track is the θ direc-

tion of the electron track and θpartner track is the direction of its nearest partner

track. A partner track is chosen from all the tracks in a cone ∆R < 0.3 around

the electron track and with the charge opposite to the electron charge 2. Elec-

tron tracks from a photon conversion will be nearly parallel to each other at the

conversion point, and will remain nearly parallel in the r − z plane, thus ∆cotθ

can help distinguish a prompt electron from an electron produced in photon

conversion.

• Dist - is the distance in the r − φ plane between the electron track and its

nearest partner track (defined above), which is defined as the distance between

the track trajectory points where the electron and the partner track directions

are parallel to each other. Electrons from photon conversion will have small Dist

values, thus allowing one to further identify electrons from photon conversions.

6.2 Electron selection at intermediate energies

At intermediate electron energies, the selection criteria are optimized to be efficient

for electrons from Z and W decays. Two main electron identifications have been

used, one with an efficiency of 95 % for electrons from Z decays, and the other with

an efficiency of 80 % for W decays, as summarized in the Table 6.1 and Table 6.2 [93].

6.3 Electron selection at high energies

At high energies, an electron trajectory in the tracker is close to a straight line, and the

majority of the emitted radiation through the bremsstrahlung is well contained within

the ECAL supercluster. These electrons are well isolated and have a good matching

2Partner tracks are chosen from a list of general Kalman Filter (KF) [86] tracks. Tracks that
share a significant fraction of their tracker hits with the electron track (which are produced using
the Gaussian Sum Filter (GSF) [84, 85] reconstruction algorithm) are excluded from the possible
partner track list, as they, to a large extent, represent a Kalman Filter track which is fitted to the
same electron track. See Section 5.3 for a discussion of CMS’ track reconstruction algorithms.
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Variables Selection in barrel Selection in endcap
∆ηin < 0.007 < 0.01
∆φin < 0.8 < 0.7
H/E < 0.15 < 0.07
σiηiη < 0.01 < 0.03

TrackIso/pT < 0.15 < 0.08
EcalIso/pT < 2 < 0.06
HcalIso/pT < 0.12 < 0.05
MissingHits < 2 < 2

Table 6.1: Electron identification criteria for intermediate energy electrons
at 95 % efficiency.

between the track and the ECAL supercluster. The selection criteria used to identify

high energy elections are summarized in Table 6.3. This selection is the main one

used to search for high mass dielectron resonances [94], discussed in Chapter 8, and

is sometimes referred to as the “HEEP”3 selection.

3This identification has emerged from the “High Energy Electron Pairs” Group (HEEP Group),
thus the name HEEP selection (or HEEP ID).

4The ET cut for the endcap electrons is relaxed to 35 GeV when this selection is used to study
the electron energy scale and the dielectron mass resolution, as discussed in Section 7.2.

5This refers to the electron reconstruction seeding algorithms discussed in Section 5.1. As high
energy electrons have a well reconstructed supercluster in the ECAL, ECAL seeding is preferred
over track-based seeding.
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Variables Selection in barrel Selection in endcap
∆ηin < 0.004 < 0.007
∆φin < 0.06 < 0.03
H/E < 0.04 < 0.025
σiηiη < 0.01 < 0.03

TrackIso/pT < 0.09 < 0.04
EcalIso/pT < 0.07 < 0.05
HcalIso/pT < 0.10 < 0.025
MissingHits < 1 < 1

Dist > 0.02 > 0.02
or

∆cotθ > 0.02 > 0.02

Table 6.2: Electron identification criteria for intermediate energy electrons
at 80 % efficiency.

Variables Selection in barrel Selection in endcap
ET > 35GeV > 40GeV 4

|ηSC | < 1.442 1.56 < |ηSC | < 2.5
seed ECAL seed ECAL seed 5

∆ηin < 0.005 < 0.007
∆φin < 0.06 < 0.06
H/E < 0.05 < 0.05
σiηiη - < 0.03

E2×5/E5×5 > 0.94 -
or

E1×5/E5×5 > 0.83 -
TrackIso < 5GeV < 5GeV

EcalIso + HcalIsoDepth1 < 2 + 0.03 × ET GeV
< 2.5 GeV, for ET < 50 GeV

< 2.5 + 0.03 × (ET − 50) GeV,
for ET ≥ 50 GeV

MissingHits < 1 < 1

Table 6.3: Electron identification criteria at high energies.
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Chapter 7

ECAL Energy Scale and Dielectron
Mass Resolution

The energy measured by the electromagnetic calorimeter represents the sum of the

energies measured by each of the individual crystals that have been clustered, and

then corrected based on the properties of the cluster (see Section 5.2). The contribu-

tion of each individual crystal is uniformized by the inter-calibration procedure [88],

which ensures that the response of each crystal is the same for identical energy depo-

sitions. However, the inter-calibration constants and cluster corrections provide only

the relative corrections. The absolute value of the energy is fixed by the ECAL energy

scale G, which converts the measured amplitude for each individual channel measured

in ADC counts1 to GeV. The ECAL energy scale has been measured in test beams

prior to data taking, and then corrected in-situ by the π0 and η measurements [88].

However this scale must be carefully monitored in order to guarantee that the energy

measurements are correct.

In this Chapter I will discuss the methods used to validate the ECAL energy scale,

and to estimate the dielectron mass resolution.

7.1 ECAL energy scale

The cluster energy measured by the electromagnetic calorimeter is expressed as (see

Section 5.2):

1An analog-to-digital converter (abbreviated ADC) is a device that converts a continuous readout
signal to a digital number that represents the signal’s amplitude. In the case of the ECAL detector,
the ADC counts represent the amplitude of the signal read out by the photo-detectors mounted on
the surface of the ECAL crystals (see Section 3.2.3).
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E = F
∑

cluster

G × Si(t) × ci × Ai (7.1)

where the sum is over the crystals belonging to the electromagnetic cluster, Ai is the

reconstructed pulse amplitude in ADC counts, ci is the inter-calibration constant,

and G is a global ECAL energy scale (measured in GeV/ADC). The term Si(t) is

the laser monitoring correction to the crystal amplitude, due to the radiation-induced

transparency change at the event time t, as described in Section 4.3. And F is the

supercluster energy correction function described in Section 5.2.

The energy scale G of the ECAL has been measured for the barrel (EB) and the

endcap (EE) regions separately in a series of beam tests prior to LHC operation. In

these tests the energy scale was derived by requiring that the energy sum of a 5 × 5

crystal matrix centered around the crystal in the beam matches the electron beam

energy. This value then was corrected to take into account the effect of the magnetic

field on electromagnetic shower containment and photo-detector gain, as well as the

small temperature differences between the test beam and LHC environment.

Thus the ECAL energy scale is defined as the value of G such that a 5× 5 crystal

cluster will give the correct energy for an unconverted photon of 50 GeV in the ECAL

barrel and endcap reference regions, defined as:

• in EB: the central crystals in Module 1, in the low η region of each barrel

super-module with the coordinates 6 ≤ |iη| ≤ 20 and 6 ≤ (iφ mod 20) ≤
15 1 (Figure 7.1)

• in EE: the central part of each EE side (covered by ES), excluding the crystals

near the separation between the two halves of each EE side (1.7 ≤ |η| ≤ 2.3

and |φ − π
2
| > 0.1 and |φ + π

2
| > 0.1)

1The notations iη and iφ represent (by convention) the coordinates in the η and φ directions,
expressed in terms of the number of crystals correspondingly. In the expression (iφ mod 20) mod

is the standard modulo operator, and 20 crystals correspond to the size of a super-module, i.e. the
equation holds for each super-module.
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Figure 7.1: Definition of the reference region for energy scale determination
in the ECAL barrel region.

In-situ, the ECAL energy scale can be tuned by reconstructing the diphoton and

dielectron invariant mass peaks of known particles using unconverted photons and

electrons that lose relatively little energy due to bremsstrahlung radiation [88].

The energy scale was set by the measurements done in test beams, and then

corrected by measurements using π0 → γγ in the early LHC data-taking period. The

first validation of the ECAL energy scale with dielectron resonances was done using

J/ψ → e+e− decays [95], providing the first energy scale validation at low energies (in

the 2 - 5 GeV range). J/ψ → e+e− events were also used as the first tool to validate

electron reconstruction and identification, in particular in the early running period

when the LHC luminosity was low and the trigger criteria were significantly relaxed.

As the luminosity increased, and the trigger criteria were tightened, the rate at which

J/ψ candidates were reconstructed dropped below the rate of Z production. At this

stage, the Z → e+e− decay became the main validation signal for electromagnetic

objects, as well as for gauging the ECAL performance.

The energy reconstructed in the ECAL can be affected by the CMS and the LHC

operating conditions. In particular, the transparency of the ECAL crystals changes

under the influence of the radiation produced in proton-proton collisions as discussed

in Section 4.1. As the instantaneous luminosity increased, this effect became more

pronounced. The laser corrections applied promptly (see Section 4.1) sometimes
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contained small systematic effects that had to be understood and corrected using an

extended event data set. To account for that Z → e+e− events were used to monitor

the ECAL energy scale throughout the data-taking period.

The dielectron invariant mass, assuming me ≪ Ee, can be calculated as:

Minv =
√

2E1E2(1 − cos(Θ) (7.2)

or

Minv =

√

4E1E2sin2(
Θ

2
), (7.3)

where E1 and E2 are the energies of the outgoing electrons, and Θ is the angle between

them.

The change in the energy scale of individual electrons can be translated to the

change in the invariant mass. As can be seen from Equation 7.1, the energy scale can

be factored out and should be equal for both electrons, thus:

Minv =

√

4E1E2sin2(
Θ

2
) =

√

4 G · E0
1 G · E0

2sin
2(

Θ

2
)

= G

√

4E0
1E

0
2sin

2(
Θ

2
),

(7.4)

where E0
1 and E0

2 are the energies of the electrons without energy scale factor applied.

Therefore, if the energy scale is offset by a factor αES, then it would result in a

shift of the invariant mass peak position as observed in the data with respect to the

predictions from the simulation:

MData
inv = αES · MMC

inv . (7.5)

Assuming that the performance of the reconstruction algorithms and the associ-

ated corrections is similar in the data and the MC, then by measuring the Z peak

position both in the data and in the MC we can validate the energy scale and the
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performance of the energy correction algorithms.

Furthermore, by investigating the width of the e+e− peak, we can compare the

energy resolution performance in the data with the one predicted by MC. From Equa-

tion 7.3 the e+e− resolution can be factorized as follows:

σMinv

Minv

=
1

2
· σE1

E1

⊕ σE2

E2

⊕ σΘ

tan Θ
2

, (7.6)

or, neglecting the effect of the angular resolution on the invariant mass resolution1:

σMinv

Minv

=
1√
2

σE

E
. (7.7)

In the following sections I will describe the method used to infer the level of

agreement of the energy scale between the Data and MC, as well as the dielectron

mass resolution agreement, from the Z → e+e− events. A similar procedure was

implemented and used for the energy scale validation with J/ψ → e+e− decays [95].

7.2 Energy scale and dielectron mass resolution

with Z → e
+
e
−

Z bosons are mainly produced in the Drell-Yan process, which can be easily identified

in the dielectron decay channel. By analyzing the dielectron invariant mass spectrum,

both in the data and in the MC, we can estimate the ECAL detector performance

and derive the necessary correction factors for the physics analysis performed on this

data [97].

1The angular resolution is at the mrad level, which can be neglected in this calculation given the
range of opening angles characteristic of Z → e+e− decays.
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7.2.1 Energy scale and dielectron mass resolution estimation

method

To estimate the dielectron mass resolution and the electron energy scale, we perform

a fit to the dielectron invariant mass spectrum of a functional form which represents

the convolution of the Crystal Ball (CB) (Equation 7.8) and the Breit Wigner (BW)

(Equation 7.9) functions. In this approximation, the Breit Wigner shape is used to

describe the underlying physical process, in this case Z → e+e− decays. The BW

peak position and width are fixed to the Z mass and width, according to the PDG

average [8]. The Crystal Ball part of the fit, with all parameters allowed to float,

represents the detector effects, such as a finite resolution and possible energy losses.

In particular, σCB can be used as a measure of the dielectron mass resolution and

∆m as the energy scale offset.

Functional forms of both the Crystal Ball and Breit Wigner shapes, as imple-

mented in RooFit [96], are presented below:

fCB(m; α, n, ∆m,σCB) = N ·







exp(− (m−∆m)2

2σ2

CB

) , (m − ∆m)/σCB > −α

A × (B − m−∆m
σCB

)−n , (m − ∆m)/σCB ≤ −α

where A = ( n
|α|

)n × exp(−|α|2/2), B = n
|α|

− |α|,
(7.8)

where ∆m is the shift of the peak from nominal position, σCB is the width of the

peak, α is the cut off location where the Gaussian shape transitions to a power-law

tail, n is the power of the low-end tail, and N is a normalization factor.

fBW (m; m0, Γ) =
N

(m − m0)2 + Γ2/4
, (7.9)

where Γ is the width of the resonance, m0 is the resonance mass, and N is a normal-

ization factor.

This choice of the signal parametrization proved to be convenient, and provides a

reasonable accuracy for the parameter estimation, as will be shown in the following
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sections.

By performing a fit to the convolution of the Breit Wigner and Crystal Ball func-

tions, both in experimental data and in the Monte-Carlo simulation, we can get esti-

mates of σCB and ∆m for the data and the MC respectively. Then by comparing the

∆m in the data and the MC we can monitor the energy reconstruction performance

and estimate the energy scale uncertainty.

The difference in the Crystal Ball width between the data and the Monte Carlo

simulation can be attributed to effects that are not included in the simulation, or

are not modeled properly. This difference can be conservatively attributed to the

constant term in the energy resolution parametrization (see Section 3.2.3). Thus the

quantity

σCB(extra) =
√

σ2
CB(Data) − σ2

CB(MC) (7.10)

can be used to correct the estimation of the mass resolution derived from Monte

Carlo. By adding in quadrature σCB(extra) to the mass resolution derived from

Monte Carlo, we recover the resolution observed in the data.

These techniques are used to estimate the mass resolution in the region above the

Z peak when searching for new heavy dielectron resonances, as well as to estimate

the energy scale uncertainty (see Section 8.4).

In the following section I will describe the results of the validation studies for

several data-taking periods, as well as for several categories of events corresponding

to different topologies of energy deposition in the ECAL.

7.2.2 Method performance in data

To investigate the performance of this method, events from dielectron Z decays are

selected in the region of the Z mass peak.
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Z → e+e−selection

The data sets used for this study are summarized in Table 7.1. They correspond to

several reprocessings of the 2010 and a fraction of the 2011 data sets.

DATA
/EG/Run2010A-WZEG-Dec22Skim v2/RAW-RECO

/Electron/Run2010B-WZEG-Dec22Skim v2/RAW-RECO
/EG/CMSSW 4 2 0-GR R 42 V8 RelVal wzEG2010A-v1/RECO

/Electron/CMSSW 4 2 0-GR R 42 V8 RelVal wzEG2010B-v1/RECO
/DoubleElectron/Run2011A-May10ReReco-v1/RECO
/DoubleElectron/Run2011A-May3ReReco-v1/RECO

Monte Carlo
/DYToEE M-20 TuneZ2 7TeV-pythia6/

Winter10-E7TeV ProbDist 2010Data BX156 START39 V8-v1/
GEN-SIM-RECO

/DYToEE M-20 TuneZ2 7TeV-pythia6/Summer11-PU S3 START42 V11-v2/
GEN-SIM-RECO

Table 7.1: Datasets used for the study of the ECAL energy scale validation
method.

As a first step in the event selection, we consider only events that correspond

to the periods declared as “good” by each sub-detector from the running conditions

point of view. The list of such periods is summarized and certified by the Physics

Validation Team (PVT).

Then we require that the event has at least one good reconstructed vertex, which

is defined as a vertex with at least 4 associated tracks, located less than 2 cm from

the center of the detector in the direction transverse to the beam, and within 24 cm

in the direction along the beam.

To select Z → e+e− candidates we require events to have two electrons that pass

the electron identification criteria corresponding to 95 % signal efficiency (VBTF95)

(see Section 6.2). To reconstruct the invariant mass of the Z candidates, the energy

of the supercluster (SC) associated with the electron and the electron direction at

the vertex are used. We use the energy of the supercluster instead of the associated

electron energy, as the energy of the electron is in some cases a weighed average
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of the energy measured by the ECAL (super cluster energy) and the momentum of

the electron measured by the tracker (see Section 5.4). By choosing only the ECAL

superclusters energy, we are making sure that any shift in the Z peak position is

a result of ECAL-only effects. In general the ECAL energy determination is more

precise for electron energies above ∼15 GeV, which constitutes the majority of the

selected events in the Z peak region. For high energy electrons (above 100 GeV),

the precision of the the energy measurement in the ECAL completely dominates the

tracker momentum determination. The same invariant mass calculation is adopted in

the analysis developed for the search for heavy dielectron resonances (see Chapter 8).

The selected Z candidates are split in two categories, one with candidates having

both electrons in the ECAL barrel region, and another with both electrons in the

ECAL endcap region.

The dielectron mass resolution can be affected by the reconstruction procedure

and subsequent corrections, as well as inter-calibration and transparency corrections.

To better estimate these effects, we split the electrons in categories according to their

showering profiles and supercluster shapes.

The categorization of electrons according to their showering profile (“brem” cat-

egories) is done as follows:

• Showering: nbrem > 0 and (pin − ESC)/pin ≥ 0.1

• Non-Showering: nbrem = 0 or (pin − ESC)/pin < 0.1

where nbrem is the number of brem clusters1 associated with the electron supercluster,

pin is the momentum of the electron as measured at the vertex, and ESC is the energy

of the supercluster.

An additional categorization of electrons according to the SC shape (“r9” cate-

gories) is done as follows:

• Low r9 (barrel) : r9 < 0.94

1A brem cluster is a cluster that is a part of a super cluster but different from the seed cluster.
Brem clusters are usually the result of a significant bremsstrahlung occurring in the tracker material,
so that the electron changes slightly its direction and the energy deposited in the ECAL is no longer
continuous (thus the name - “brem” cluster).
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• High r9 (barrel) : r9 ≥ 0.94

• Low r9 (endcap) : r9 < 0.95

• High r9 (endcap) : r9 ≥ 0.95

where r9 = E5×5/ESCraw
, E5×5 is the energy contained in a 5×5 matrix of ECAL

crystals centered on the seed crystal of the supercluster, ESCraw
is the raw energy of

the supercluster associated with an electron candidate. This categorization is used

to investigate the dielectron mass resolution in the categories adopted for the photon

selection, which is also used for Higgs searches in the diphoton final state.

Z → e+e− results for 2010 Data and MC.

The results for Z → e+e− candidates with both electrons in the ECAL barrel region

are presented in Figure 7.2. For illustration, the results without any categorization

(left) and with both electrons identified as Non-Showering (right) are presented. The

peak position in the data is adjusted to match that of the MC, in order to illustrate the

agreement between the data and the MC in the shape and width of the distributions.
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Figure 7.2: Z → e+e− candidates with both electrons in the ECAL barrel
together with the result of a CB⊗BW fit for the data and the MC, for all
categories (left) and for both non-showering electrons (right).

This result was obtained from the data collected by the CMS detector during

the 2010 data taking period. For the Non-Showering category, a good agreement
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between the data and the Monte Carlo is observed; in particular the values of the σCB

agree within their uncertainties between the data and MC. This agreement provides

confidence in the performance of the energy reconstruction and the energy correction

algorithms.

Performance for electrons in Z → e+e− events in the 2011 data and MC

(“brem” categories)

The results for Z → e+e− candidates with both electrons in the ECAL barrel region

are presented in Figure 7.3. Events are divided in two categories, one with both

electrons identified as showering (left) and one with both non-showering electrons

(right). The results of the fit procedure applied to Z candidates with both electrons

in the ECAL endcap region, divided in the same categories are presented in Figure 7.4.

A subset of the 2011 data was used to produce these results.
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Figure 7.3: Z → e+e− candidates with both electrons in the ECAL barrel
together with the result of a CB⊗BW fit for the data and the MC, for both
showering electrons (left) and for both non-showering electrons (right).

Performance for electrons in Z → e+e− events in the 2011 data and MC

(“r9” categories)

Figures 7.5, 7.6 show the results for Z → e+e− candidates with both electrons in

the ECAL barrel and the ECAL endcap, respectively. Events are divided in two
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Figure 7.4: Z → e+e− candidates with both electrons in the ECAL endcap
together with the result of a CB⊗BW fit for the data and the MC, for both
showering electrons (left) and for both non-showering electrons (right).

categories, one with both Low r9 electrons and one with both High r9 electrons.

These categories, as defined above, are characteristic of γ candidates. Investigating

these categories can provide input to the diphoton mass resolution studies. The same

data set as in the previous section was used to produce these plots.
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Figure 7.5: Z → e+e− candidates with both electrons in the ECAL barrel
together with the result of a CB⊗BW fit for the data and the MC, for both
electrons with Low r9 (left) and for both electrons with High r9 (right).
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Figure 7.6: Z → e+e− candidates with both electrons in the ECAL endcap
together with the result of a CB⊗BW fit for the data and the MC, for both
electrons with Low r9 (left) and for both electrons with High r9 (right).
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7.2.3 Fixed Crystal Ball cut off parameter consideration

In the early periods of data-taking, when the number of Z candidates was not large

enough, the values of the fit parameters showed large variations. The parameter

which had a particular vulnerability in this case was the αCB parameter, referred to

as the “CB cut off” parameter. It represents the value, in units of σCB, of the position

where the Gaussian shape turns into a power law. To overcome this instability the

value of αCB could have been fixed to a value reasonably expected from the Monte

Carlo, however that could have affected the result of the fit procedure.

To study this effect, we perform a series of fits with the αCB parameter fixed to

a value in the range from 1.0 to 2.0. The effect on ∆mCB for the barrel and endcap

regions is presented in Figures 7.7 and 7.8 respectively.
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Figure 7.7: The effect of α parameter variation in the CB⊗BW fit on the
∆mCB in the barrel region. Fit results obtained from the fit to the data
(left), to MC (center), and the difference between the data and MC (right).

While ∆mCB is affected by the particular choice of the αCB the difference

∆mCB(data) − ∆mCB(MC) shows little variation. Special care must be taken when

a fixed αCB parameter is considered. While the effect on the difference of ∆mCB

between the data and MC is small, in this analysis we always let the αCB float when

performing fitting procedure.
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Figure 7.8: The effect of α parameter variation in the CB⊗BW fit on the
∆mCB in the endcap region. Fit results obtained from the fit to the data
(left), to MC (center), and the difference between the data and MC (right).

7.3 Summary

The ECAL energy scale should be continuously and precisely monitored, as this is

key to maintaining the high resolution of the ECAL and thus the sensitivity to many

potential new physics channels, including the Z′ channel presented in this thesis.

The unbinned likelihood fit to the convolution of the Crystal Ball and the Breit-

Wigner shapes, discussed in this chapter, provides us with a method to measure both

the ECAL energy scale and resolution. The difference ∆mCB(data) − ∆mCB(MC)

estimates the deviation of the energy scale in the data with respect to our expectations

from the Monte Carlo, while σCB(extra) (see Equation 7.10) provides us with a

measure by which we can estimate realistically the ECAL mass resolution by adjusting

our Monte Carlo expectations.
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Chapter 8

Search for Heavy Neutral
Resonances

As discussed in Section 2.3, a number of theoretical models of physics beyond the

Standard Model predict the existence of a heavy neutral gauge boson [14, 15, 16,

19, 17], generically referred to as Z′. If such a particle exists, the CMS detector is

capable of capturing its production at the LHC. In particular, the Z′→ e+e− decay

channel has a clear final state signature, and its signal would manifest itself as a peak

on the smoothly falling background in the e+e− invariant mass distribution.

The most prominent Standard Model process that contributes to the e+e− invari-

ant mass spectrum is Drell–Yan production [102] (Figure 8.1), and is the irreducible

background to this search. A relatively small (10 - 15 % of the total) background

contribution comes from tt̄, tW , and diboson production when the secondary elec-

trons are identified as the primary ones. An even smaller background (2 - 4 % of the

total) originates from QCD di-jet events when the jets are misidentified as electrons.

The search for Z′ is performed using a so-called “shape-based” analysis. An ex-

tended unbinned likelihood function based on the analytical shapes of the background

and expected signal is constructed from the e+e− invariant mass spectrum, and is used

to infer the compatibility of the observed invariant mass spectrum with the existence

of a new heavy e+e− resonance (see Section 8.6.3).

This analysis is based on the data set collected by the CMS detector during the

2011 proton-proton data-taking period corresponding to an integrated luminosity1 of

5.0 fb−1.

1The total integrated luminosity of 5.6 fb−1 has been recorded by the CMS detector during
the 2011 proton-proton data-taking period. However some of the CMS sub-systems were not fully
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Figure 8.1: Feynman diagram of the tree level Drell–Yan process.

In the following sections I will discuss the event selection and its efficiency, the

mass resolution parametrization and energy scale validation, the methods used for

background estimation, and present the results of a search for a heavy e+e− resonance.

For the remainder of the chapter I will sometimes refer to both electrons and

positrons as “electrons”, and to an e+e− pair as a “dielectron” pair.

8.1 Event selection

If Z′ particles exist, they would produce a distinct signature in the CMS detector

consisting of a highly energetic e+e− pair, as illustrated in Figure 8.2. To identify

events with a similar topology, we apply the selection criteria summarized below.

We require that the event has at least one good reconstructed vertex, defined as a

vertex with at least 4 associated tracks, located less than 2 cm from the center of the

detector in the direction transverse to the beam, and within 24 cm from the center

in the direction along the beam.

We select events that have been triggered by one of the “dielectron” or “diphoton”

triggers. Trigger selection and the data sets used to select candidate events are

summarized in Section 8.1.1.

operational at times, so that some of the data couldn’t be reliably reconstructed. The final physics
analysis data set corresponding to an integrated luminosity of 5.0 fb−1 was obtained by removing
the affected data.
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Figure 8.2: CMS event display for a Z′
SSM candidate in simulation. The blue

tracks correspond to electron tracks, and the red towers are electron energy
depositions in the ECAL. Only the tracks with pT > 3 GeV are shown.

We require the events to have two electrons that both pass the selection crite-

ria for high energy electrons summarized in Section 6.3. Only the highest pT pair

is selected in the case where more than two electrons satisfy the selection criteria.

We further require that at least one of the electrons is in the ECAL barrel region

(|ηSC | < 1.4421). This requirement is applied due to the higher rate of jets being

misidentified as electrons in the ECAL endcap region (2 – 7 %, see Section 8.5.3),

thus reducing the signal over background ratio.

No charge requirement is applied to the electron candidates, as the 1 – 3 % charge

misidentification rate [104] would result in a 2 – 6 % efficiency loss, thus decreasing

the possible reach of the search for e+e− resonances.

8.1.1 Data sets and trigger

This analysis is based on the data set collected during the 2011 proton-proton data-

taking period, corresponding to an integrated luminosity of 5.0 fb−1. The 2011 data-

taking period is split into two major periods, 2011A and 2011B. The 2011B period

is characterized by a higher instantaneous luminosity of 2 − 3 × 1033 cm−2s−1 and

1An electron is considered to be reconstructed within the ECAL barrel region if the position of
the ECAL supercluster associated to the electron is in the ECAL barrel, defined as |ηSC | < 1.442
to exclude superclusters on the border between the ECAL barrel and endcap regions.
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Data set Name run-number
/Photon/Run2011A-05Jul2011ReReco-ECAL-v1/AOD 160404 - 168437
/Photon/Run2011A-05Aug2011-v1/AOD 170249 - 172619
/Photon/Run2011A-PromptReco-v6/AOD 172620 - 175770
/Photon/Run2011B-PromptReco-v1/AOD 175832 - 180252

Table 8.1: A summary of the data sets used in the analysis.

a higher pile up of 11 events per bunch crossing on average [103], compared to

0.1 − 2 × 1033 cm−2s−1 instantaneous luminosity and an average pileup of 6 for the

run 2011A. Due to the increased instantaneous luminosity in run 2011B, most of the

low ET electromagnetic triggers have been prescaled to allow the CMS computing

system to cope with the influx of collected data.

As CMS accumulated data throughout the year, our understanding of the detector

continually improved. In particular, more data was available for the in-situ ECAL

intercalibration. Understanding of the ECAL crystal transparency changes and per-

formance of the ECAL laser monitoring system also improved. Therefore, the data

collected in earlier periods have been reprocessed to take advantage of the improved

detector understanding. The list of data sets used in the analysis corresponding to

several versions of the data reprocessing is summarized in Table 8.1.

Additionally, only the lumisections qualified by the data quality monitoring as

“Good”, meaning all the sub-detectors functioning normally, were selected. Approx-

imately 5 % of the data recorded by CMS have been disqualified for one reason or

another.

While the “Photon” Primary Dataset (PD)1 is the main analysis data set, “Dou-

bleElectron” and “MuEG” Primary Datasets have been used for supporting investiga-

tions. The DoubleElectron data set was used to validate the electron energy scale and

to derive the dielectron mass resolution parametrization (Section 8.4). It contains an

unprescaled double electron trigger which has a low enough ET threshold2 as to not

distort the dielectron Z peak. The MuEG PD was used to validate the Monte Carlo

contribution from flavor symmetric processes such as tt̄, tW , and diboson production
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Trigger run range
HLT DoublePhoton33 160404-163869
HLT DoubleEle33 CaloIdL 165088-180252
HLT DoubleEle33 CaloIdT 178420-180252
HLT DoubleEle45 CaloIdL 178420-180252

Table 8.2: The triggers used in the analysis, together with their run ranges.
The HLT DoubleEle33 CaloIdL trigger was occasionally prescaled for runs
after 178420.

(Section 8.5.2).

The signal events are collected by a combination of the diphoton and dielec-

tron triggers, as summarized in Table 8.2. The majority of the data was recorded

by the HLT DoubleEle33 CaloIdL trigger. When instantaneous luminosity reached

3 × 1033 cm−2s−1 this trigger was pre-scaled. For the remainder of the year the

HLT DoubleEle33 CaloIdT and HLT DoubleEle45 CaloIdL triggers were used for sig-

nal selection.

All signal triggers require two superclusters with H/E < 0.15 in the barrel and

H/E < 0.1 in the endcap, where H/E is the ratio of the energy deposited in the HCAL

to that in the ECAL. The HLT DoubleEle33 CaloIdL trigger additionally requires

that the clusters pass a loose shower-shape cut (σiηiη
3< 0.014 in barrel and σiηiη <

0.035 in endcap) and have an online pixel match. The HLT DoubleEle33 CaloIdT

trigger further tightens the shower-shape cut to σiηiη < 0.011 in the barrel and σiηiη <

0.031 in the endcap. The number in the trigger naming scheme (e.g., 33) corresponds

to the ET threshold applied to the superclusters.

Simulated event samples for the signal and background processes were gener-

1The data collected by the CMS was grouped in Primary Datasets (PD’s) based on a set of
similar triggers. The “Photon” PD contains events triggered by a collection of photon triggers. The
“DoubleElectron” and “MuEG” PD’s contain events triggered by a collection of dielectron triggers,
and a combination of photon-muon and electron-muon triggers, respectively.

2Throughout the 2011 data-taking the trigger HLT Ele17 Y Ele8 Y, Y=CaloIdL CaloIsoVL, re-
mained unprescaled. This trigger requires two HLT electrons that have ET above 17 and 8 GeV re-
spectively.

3The shower shape variable σiηiη is the energy-weighted width of the supercluster in η direction
(see. Section 6.1.2)
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ated with the PYTHIA, MADGRAPH, and POWHEG event generators. The MAD-

GRAPH [105] matrix-element generator was used for tt̄ and W + jets samples, while

the POWHEG framework [106] was used for the Drell-Yan process. Both of these gen-

erators were interfaced with the PYTHIA [107] parton-shower generator. All other

processes were generated using PYTHIA. The CTEQ6L1 [108] parton distribution

function (PDF) was used for all the samples. The response of the detector was simu-

lated in detail using GEANT4 [109]. These samples were further processed through

the trigger emulation and event reconstruction chain of the CMS experiment.
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8.2 Validation of the Monte Carlo simulation with

the data

In order to validate the data reconstruction and to show that the simulation ade-

quately describes the data, we perform Data versus Monte Carlo comparisons. These

comparisons are done in the signal-enriched region near the Z peak (80 GeV <

Mee < 100 GeV). In Figures 8.3 through 8.6, we present results of the comparisons

performed on a set of events that pass the analysis selection criteria. The compar-

ison is made for all the variables that enter the electron identification criteria (see

Chapter 6).
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Figure 8.3: The data vs. simulation comparison for the isolation variables in
the barrel region for the pairs of electrons that pass the analysis selection,
with their invariant mass in the Z mass window. The data is represented
by points with error bars, and the MC simulation is represented by filled
histograms. The Drell-Yan process is shown in blue, while in red the combi-
nation of samples that are sources of secondary electrons (tt̄, tW , W + jets
and diboson production) is presented.

As is illustrated in Figures 8.3 through 8.6, the data is reasonably well described

by the MC simulation. This provides confidence in the data reconstruction and

electron identification.
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Figure 8.4: The data vs. simulation comparison for the isolation variables in
the endcap region for the pairs of electrons that pass the analysis selection,
with their invariant mass in the Z mass window. The data is represented
by points with error bars, and the MC simulation is represented by filled
histograms. The Drell-Yan process is shown in blue, while in red the combi-
nation of samples that are sources of secondary electrons (tt̄, tW , W + jets
and diboson production) is presented.
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Figure 8.5: The data vs. simulation comparison for the identification vari-
ables in the barrel region for the pairs of electrons that pass the analysis
selection, with their invariant mass in the Z mass window. The data is rep-
resented by points with error bars, and the MC simulation is represented
by filled histograms. The Drell-Yan process is shown in blue, while in red
the combination of samples that are sources of secondary electrons (tt̄, tW ,
W + jets and diboson production) is presented.
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Figure 8.6: The data vs. simulation comparison for the identification vari-
ables in the endcap region for the pairs of electrons that pass analysis the
selection, with their invariant mass in the Z mass window. The data is rep-
resented by points with error bars, and the MC simulation is represented
by filled histograms. The Drell-Yan process is shown in blue, while in red
the combination of samples that are sources of secondary electrons (tt̄, tW ,
W + jets and diboson production) is presented.
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8.3 Selection efficiency

8.3.1 Trigger efficiency

The trigger efficiencies are divided into three parts: the Level 1 (L1) trigger selection,

an online ET cut (turn on effect), and the online electron identification.

All signal triggers require one of the electrons to pass the L1 trigger. Out of the

504518 events selected by the analysis using the HLT DoubleEle33 CaloIdL trigger,

500369 have both electrons passing L1. This implies an efficiency of 99.58 ± 0.01 %1

for a selected electron to pass L1. Since only one electron is required to pass the L1

trigger, the L1 efficiency of the signal triggers is effectively 100 %2.

The online ET cut of 33 GeV has been estimated to be 100 % efficient above

35 GeV in the barrel and above 45 GeV in the endcap [94]. The endcap region was

affected by the fact that the laser transparency corrections have not been applied at

the trigger level, but were available only for the offline reconstruction.

The final component of the efficiency comes from the online pixel-match and

shower-shape cuts. It was estimated as the fraction of the events selected by the

double photon trigger that pass double electron trigger. The efficiency was found to

be 99.7 ± 0.2 %.

To summarize, for events with two electrons passing signal selection and with ET

above 35 GeV in the barrel and above 45 GeV in the endcap, the trigger efficiency

is taken to be 100 %. Therefore, no trigger requirements are applied on the Monte

Carlo simulated samples.

1If pL1 is the probability of an electron passing analysis selection to pass L1 criteria, and N1 is
the number of events that have at least one electron passing the L1 criteria (in our case 504518)
and N2 is the number of events that have both electrons passing L1 (in our case 500369), then
pL1 = 2N2/(N1 + N2). This comes from a simple consideration: assume N is the total number
of the events with two electrons passing the selection criteria, then N1 = N(1 − (1 − PL1)

2) and
N2 = Np2

L1. Solving for pL1 gives us the formula above.
2If pL1 is the probability of an electron that passed the analysis selection to pass the L1 criteria,

then the probability to have at least one out of two electrons that pass the analysis selection to pass
the L1 criteria is 1 − (1 − pL1)

2.
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8.3.2 Electron identification efficiency scale factors

To estimate the data to MC efficiency scale factor, the electron identification efficiency

was measured both in the data and the MC using a “tag and probe” method [98, 99].

A pair of electrons forms a “tag and probe” pair, where one electron satisfies a

stringent selection requirement (the “tag”) and the second electron (the “probe”)

satisfies a relaxed selection requirement. The invariant mass of the pair should belong

to the the region of high signal purity (for example close to the Z mass). Then the

efficiency of the selection criteria in question is determined as the rate at which the

probe passes these criteria.

The efficiencies were measured in the Z peak region 60 < Mee < 120 GeV, where

a sample of electrons with high purity is available. The data to MC efficiency scale

factors for the high energy electron selection criteria was found to be 0.993 ± 0.007

and 0.992 ± 0.004 for the barrel and the endcap regions, respectively [99, 94]. These

factors are used to correct the Monte Carlo signal efficiencies used in the analysis.

An additional measurement of the efficiency scale factors in the high mass Drell-

Yan tail Mee > 140 GeVwas used as a systematic cross check. The value of the scale

factors was found to be 0.976 ± 0.013 and 0.980 ± 0.014 for the barrel and the endcap

regions, respectively. As a result, a conservative uncertainty of 2 % is assigned to the

efficiency scale factors derived by this method.

8.3.3 Total reconstruction and identification efficiency

The total electron reconstruction and selection efficiency is factorized as: ε = εcand ×
εid, where εcand is the efficiency for an electron to be reconstructed as an electron

candidate, and εid is the efficiency for an electron candidate to pass all the high energy

electron selection criteria. The εcand efficiency is common for all CMS analyses, and

is determined by the CMS Electron and Photon Commissioning group [100], and the

corresponding data-MC scale factor was found to be consistent with one [101].

The total reconstruction and selection efficiency as a function of Etruth
T predicted

by the Monte Carlo simulation is shown in Figure 8.7. The efficiency is in the range
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of 76 % to 89 % in the barrel, and from 75 % to 88 % in the endcap. The signal

efficiency parametrization for the statistical data interpretation is further discussed

in Section 8.6.2.
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8.4 Dielectron mass resolution and electron en-

ergy scale

8.4.1 Energy scale validation

The electron energy scale is validated in the data with respect to the Monte Carlo

(MC) following the method described in Section 7.2. The results of the fit to the

Crystal Ball (CB) convoluted with the Breit Wigner (BW) function at the Z peak are

presented in Figures 8.8 and 8.9, both for the data and the MC. The ∆mCB parameter

represents the shift of the Z mass peak position with respect to the PDG value of

the Z mass. The values of this parameter measured in the data and the MC are

summarized in Table 8.3. The electron energy scale is found to be in good agreement

between the data and the MC in the category with both electron candidates in the

barrel region, and in the category with one electron in the barrel and one electron in

the endcap region. A slight disagreement of ≈ 1 % is observed in the category with

both electrons in the endcap.

region ∆mCB(Data), GeV/c2 ∆mCB(MC), GeV/c2

EB-EB 0.04 ± 0.01 0.52 ± 0.01
EB-EE 1.34 ± 0.01 1.04 ± 0.02
EE-EE 2.02 ± 0.02 1.12 ± 0.03

EB-EB & EB-EE 0.27 ± 0.01 0.64 ± 0.01

region ∆mCB(Data)−∆mCB(MC)
m(Z0)

, %

EB-EB -0.53 ± 0.02
EB-EE 0.32 ± 0.03
EE-EE 0.99 ± 0.04

EB-EB & EB-EE -0.40 ± 0.02

Table 8.3: The electron energy scale summary for the different ECAL regions
as measured at the Z peak. Comparison between the data and MC.
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8.4.2 Resolution parametrization

To quantify the dielectron mass resolution we use the σCB parameter of the Crystal

Ball (CB) convoluted with Breit Wigner (BW) function as described in Section 7.2.

The results of these measurements at the Z peak are summarized in Table 8.4. The

difference in the dielectron mass resolution between the data and the MC is assigned

to the difference between the constant terms of the ECAL energy resolution (see

Section 3.2.3). σCB(extra), defined as
√

σCB(Data)2 − σCB(MC)2, is used to esti-

mate the dielectron mass resolution in the high mass region. σCB(extra) is added in

quadrature to σCB(MC) expected from the MC in the mass region of interest.

region σCB(Data), % σCB(MC), % σCB(extra), %
EB-EB 1.87 ± 0.01 1.62 ± 0.02 0.96 ± 0.02
EB-EE 3.26 ± 0.02 2.51 ± 0.02 2.10 ± 0.03
EE-EE 3.92 ± 0.02 2.40 ± 0.04 3.11 ± 0.04

EB-EB & EB-EE 2.43 ± 0.01 1.92 ± 0.01 1.50 ± 0.02

Table 8.4: The dielectron mass resolution for different ECAL regions, as
measured at the Z peak for the data and the MC. For the definition of
parameters, see the text.

To estimate the resolution in the MC at high mass we use a CB fit to mRECO −
mtrueMC

derived from the Drell-Yan MC in different mass regions, where mRECO is

the dielectron invariant mass as measured after the detector simulation and recon-

struction, and mtrueMC
is the dielectron invariant mass at generator level. This was

also validated with the CB⊗BW fit to the Z′ signal MC. The two methods show good

agreement with each other [110], and the first method is chosen for use. The Drell-

Yan MC provides more data points for the resolution parametrization, as opposed

to the discrete values for the Z′ MC masses. Results of these estimates corrected by

σCB(extra) derived at the Z peak are shown in Figures 8.10 and 8.11. A parametriza-

tion similar to the ECAL energy resolution parametrization (Section 3.2.3) is used to

describe the mass resolution as a function of mass.
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Figure 8.10: The dielectron mass resolution as a function of the mass, derived
from the DY MC and corrected by the σCB(extra) measured at the Z peak.
Left: both electron candidates in the ECAL barrel region, right: one of the
electron candidates in the ECAL barrel region and the other in the ECAL
endcap region.

8.4.3 Energy scale evolution

The behavior of the electron energy scale in different time periods of the 2011 data-

taking has been investigated, to evaluate the electron energy scale change throughout

the year.

First we split the data set in two run periods, corresponding to Run2011A and

Run2011B. The results for each run period are shown in Figure 8.12. A slight negative

overall shift of the electron energy scale is observed in the Run2011B period with

respect to the Run2011A period. The Run2011B period is characterized by higher

pile up conditions and increased instantaneous luminosity.

The Run2011B period is further subdivided in 5 sub-periods to investigate the

behavior of the electron energy scale in more detail. The results of these measurements

are summarized in Table 8.5. A small positive drift, less than 1 %, is observed in

the endcap, and a small negative drift, less than 0.5 % is observed in the barrel in

the Run2011B period. As a result, conservative systematic uncertainties of 1 % and

2 % are assigned to the electron energy scales in the barrel and the endcap regions,

respectively.
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Figure 8.11: The dielectron mass resolution as a function of the mass, derived
from the DY MC and corrected by the σCB(extra) measured at the Z peak,
for the EB-EB and EB-EE categories.

Run Range EB-EB EB-EE EE-EE EB-EB & EB-EE

Run2011A All of
- 0.33 ± 0.02 0.08 ± 0.02 0.65 ± 0.04 - 0.31 ± 0.02

(160404-175770)
Run2011B All of

- 0.74 ± 0.02 0.58 ± 0.03 1.34 ± 0.04 - 0.49 ± 0.02
(175832-180252)

R
u
n
20

11
B 175832-177515 - 0.65 ± 0.02 0.32 ± 0.02 0.92 ± 0.05 - 0.48 ± 0.02

177516-178078 - 0.60 ± 0.03 0.72 ± 0.05 1.53 ± 0.07 - 0.37 ± 0.02
178079-178677 - 0.82 ± 0.02 0.77 ± 0.04 1.74 ± 0.07 - 0.53 ± 0.02
178678-179431 - 0.76 ± 0.03 0.79 ± 0.05 1.67 ± 0.08 - 0.47 ± 0.02
179432-180252 - 0.99 ± 0.03 0.88 ± 0.05 1.75 ± 0.07 - 0.60 ± 0.02

Table 8.5: (∆mCB(Data) − ∆mCB(MC))/m(Z0) in % for the different run
periods and electron topologies.
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Figure 8.12: The invariant mass spectrum of the data and MC overlaid with
the CB⊗BW fit results for EB-EB & EB-EE category. Top: Run2011A,
bottom: Run2011B.
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8.5 Background estimation

Standard Model processes that contribute to the dielectron mass spectrum can be

divided into three distinct categories:

• Drell–Yan production (Z/γ∗) - this is the main Standard Model process that

contributes to the dielectron mass spectrum, and represents what is sometimes

referred to as “irreducible background”1. This category accounts for 88 % of

the events in the mass region above 120 GeV.

• Events with secondary electrons produced in leptonic decays of tt̄, tW , diboson

production, and Drell–Yan in the ττ channel. This category2 accounts for less

than 9 % of the events in the mass region above 120 GeV.

• Events with one or more misidentified electrons, such as W+jets or multi–jet

events, where the jet is misidentified as an electron. This category accounts for

less than 3 % of the background in the mass region above 120 GeV.

Contributions from the first two categories are estimated from Monte Carlo sim-

ulation. The Drell–Yan contribution is normalized to the number of events observed

in the Z peak region. The contribution from secondary electrons is validated using

eµ events, as these processes are flavor symmetric. The contribution from misidenti-

fied electrons is estimated directly from data, based on the probability of a jet to be

misidentified as an electron. These procedures are described in the following sections.

8.5.1 Standard Model Drell-Yan

The contribution of the Standard Model Drell–Yan process to the invariant mass

spectrum is estimated based on the POWHEG event generator [106], which includes

next-to-leading order matrix element calculations. This background is scaled to the

1Electron pairs produced in the Drell–Yan process are identical to those arising from Z′ decays,
and represent pairs of prompt electrons.

2This category is sometimes referred to as “tt̄ and other prompt leptons”. Where “other” refers
to other than Drell–Yan electrons.
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observed number of dielectron events in the Z peak region (60–120 GeV), which

removes the uncertainty due to the luminosity measurement. Normalization to the

Z peak region in the data also allows us to remove the uncertainty on the absolute

value of the Drell-Yan cross section, leaving the main uncertainty only on the relative

(σ(Z/γ∗)High mass / σ(Z/γ∗)Z peak) differential cross section.

The uncertainty on the Drell-Yan differential cross section (relative to the cross

section at the Z peak) due to the parton distribution function (PDF) uncertainty is

estimated to be 5 to 20 % in the mass range of 400–2000 GeV [112]. An average

uncertainty of 10 % on the Drell-Yan event yield prediction is assumed.

To estimate the Drell-Yan mass spectrum variation due to the different orders of

precision in the cross section calculation, we compare the leading order (LO) PYTHIA

simulation with the next-to-leading order (NLO) POWHEG event generator, as shown

in Figure 8.13. The distributions are normalized to each other in the Z peak region

(60−120 GeV), and agree within 6 %. Similar comparisons between LO PYTHIA and

NLO (as well as NNLO) FEWZz [115] event generators were found to agree within

6 % [113]. As a result we assign a 6 % uncertainty on the Drell-Yan event yield

prediction due to the NLO calculation.
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Figure 8.13: Comparison between the predictions of the (LO) PYTHIA and
(NLO) POWHEG at the generator level. The top plots display the predicted
mass spectra, and the bottom plots show the ratio of the two predictions.
The left column corresponds to the decays with both electrons in the ECAL
barrel region, while the right column corresponds to decays with one electron
in the ECAL barrel and one in the endcap region.
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8.5.2 Other prompt electrons

Pairs of prompt electrons can arise from leptonic decays of tt̄, tW , WW , WZ and

Z → ττ , and represent the main non–Drell–Yan background. The contribution of

these backgrounds to the dielectron spectrum is estimated from Monte Carlo, and

represents 9 % of the total background above 120 GeV. The main contribution comes

from tt̄, which is simulated at next-to-leading order using MADGRAPH [105]. The

uncertainty on this background estimate is dominated by the theoretical uncertainly

of 15 % on the tt̄ production cross section [111].

These processes are lepton flavor symmetric, producing twice as many eµ pairs

as ee pairs. This enables the use of the eµ spectrum from the data to validate the

Monte Carlo estimated contribution of these processes.

Muons are required to be reconstructed as “global muons”1 and satisfy the stan-

dard muon selection2 used for high momentum muon analyses in CMS [112]. Electrons

are required to pass the HEEP identification criteria described in Section 6.3 and to

be in the ECAL fiducial region |η| < 2.5 (excluding the barrel-endcap gap), while the

muon is required to be in the region covered by the muon system (|η| < 2.4). Events

are selected from the “MuEG” primary data set, where the events collected using the

muon-photon and muon-electron triggers are present.

The invariant mass spectrum of e±µ∓ pairs corresponding to a luminosity of

5.0 fb−1 as obtained in collaboration with the CMS Z′ muon analysis [112] team, and

used in a common analysis by both groups, is shown in Figure 8.14 [112, 94, 114].

The contribution arising from jets being misidentified as leptons is derived from the

same-sign eµ spectrum, where the deficit of the data relative to the Monte Carlo

prediction is ascribed to jets misidentified as leptons.

The number of observed eµ events in data was found to be 3863 (1175) in the

1Muon tracks are reconstructed separately in both the muon system and the inner tracker, and
the resulting tracks are matched and fitted simultaneously to form a so called “global muon”. More
details on the muon reconstruction can be found in [116].

2Muons must have a transverse impact parameter with respect to the beam spot of less than 0.2
cm, at least one hit in the pixel detector, hits in at least nine silicon tracker layers, and matched
segments in two or more muon stations. The sum of the pT of all tracks (excluding muon track) within
a cone of ∆R < 0.3 about the muon candidate’s track must be less than 10 % of the candidate’s pT .
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Figure 8.14: The observed opposite-sign e±µ∓ dilepton invariant mass spec-
trum (data points). The filled red histogram shows the contribution to the
spectrum from tt̄ and other sources of prompt leptons (tW , diboson produc-
tion, Z → ττ), as derived from simulations. The background where at least
one of the reconstructed objects is not a real lepton is shown in yellow, and
is estimated from the data using the same-sign e±µ± spectrum [114].

mass region above 120 (200) GeV, and was found to compare well with the prediction

from the simulation of 4081 ± 406 (1305 ± 123) events.

The “eµ method” provides sufficient validation of the prompt electron background

contribution to the dielectron spectrum, thus providing us with confidence in the

Monte Carlo estimation of these processes.
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8.5.3 Jets and misidentified electrons

The jet background consists of contributions from multi-jet events where two jets

are reconstructed as electrons, W + jets events where one jet is reconstructed as an

electron, and γ + jets events where the photon converts and the jet is reconstructed

as an electron. The jet background is estimated using the fake rate method explained

below. The multi-jet component is estimated from the data, while the W + jets and

γ + jets components are estimated from Monte Carlo samples using the fake rate

probabilities derived from the data.

Fake rate measurement

The fake rate is defined as the probability of a jet that is reconstructed as an electron

candidate and satisfies the preselection criteria, to pass the HEEP selection:

pFR(ET , η) =
Npass HEEP ID(ET , η)

Npass preselection(ET , η)
, (8.1)

where the preselection criteria are summarized in Table 8.6.

The fake rate is measured from the data using a jet enriched sample of events

with only one electron with ET above 10 GeV (this removes most of the Drell–Yan

contribution). The fake rate is then calculated as the number of electrons passing the

HEEP selection, over the number of electrons that pass the preselection criteria. The

contamination from W + jets and γ + jets is estimated from Monte Carlo simulation,

and is subtracted.

The fake rate, measured as a function of the electron transverse energy, is pre-

sented in Figure 8.15 [94]. The fit results for the fake rate parametrization are also

summarized in Table 8.7.
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Figure 8.15: The “fake rate” probability for a jet to be identified as a HEEP
electron as a function of ET for the three pseudo-rapidity regions (with a
linear fit applied).
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variable barrel endcap
σiηiη 0.013 0.034
H/E 0.15 0.10

nr. missing hits = 0 = 0

Table 8.6: The electron preselection requirements for the “fake rate” calcula-
tion, where σiηiη is the the electron shower shape, H/E is the ratio of energies
deposited in the HCAL over the energy in the ECAL, and “nr. missing hits”
is the number of tracker layers missing before the first hit is recorded. All of
these variables are described in more detail in Chapter 6.

η region functional form
|η| <1.442 for ET < 205.1: 0.01627 − 5.3 · 10−5 · ET , else 5.4 · 10−3

1.56< |η| <2.0 0.02519
2.0< |η| <2.5 for ET < 82.7: 0.07074 − 2.108 · 10−4 · ET , else 0.4721 + 7.373 · 10−5 · ET

Table 8.7: The functional form of the “fake rate” for the three pseudo-rapidity
regions.
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Jet background contribution to the dielectron mass spectrum.

The jet background contribution to the dielectron invariant mass spectrum is esti-

mated by reweighting a sample of events with two electrons passing the preselection

criteria (Table 8.6). Electrons are required to fail the HEEP selection, in order to

suppress Z → ee contamination. As a result, the event has to be weighted1 by an

additional 1/(1-pFR) factor for each electron (pFR defined in Equation 8.1).

This estimate does not include the W +jets and γ+jets contributions (due to the

requirement to fail the HEEP ID on both electrons). We estimate the contributions

from these processes from the Monte Carlo simulation. We do it in a semi-data-

driven way. For both W + jets and γ + jets we require one HEEP electron, and one

preselected electron which fails HEEP selection, and we weight the events by the fake

rate probability.

The jet background can also be estimated by reweighting a sample of events with

one HEEP electron2 and one electron passing the preselection cuts. The preselected

electron is required not to pass the HEEP selection in order to reduce Z → ee

contamination. The remaining Z → ee contamination is removed by subtracting the

Monte Carlo estimation (using the same procedure as the one applied to the data).

The comparison of the two estimation methods is presented in Figure 8.16. The

estimation from a sample of one HEEP-selected and one preselected electron, suf-

fers from reduced statistics due to the application of HEEP selection to one of the

electrons. That is why we use the estimation from a sample with two preselected

electrons for the jet background estimation to the dielectron spectrum.

Figure 8.16, shows that both methods are in a good agreement, however statistics

is low in the high mass tail. An additional investigation of the estimation to a mass

spectrum with one HEEP electron and one electron passing preselection, but failing

the track isolation criteria, has shown that a conservative 40 % uncertainty on the

1Let N be the number of jets that are reconstructed as an electron and pass preselection, Npass

– the number of these electrons that pass the HEEP selection, and Nfail the number that fail this
selection. Then N = Npass + Nfail, and Npass = N × pFR, where pFR is the fake rate probability.
We can then estimate the number of electrons that would have passed the ID: N = Npass/pFR, so
Npass = Npass/pFR − Nfail, and Npass = Nfail × pFR/(1 − pFR).

2Electron passing the high energy electron selection (HEEP) summarized in Section 6.3.
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Figure 8.16: Comparison of the two jet background estimation methods.
Using a sample of a HEEP electron and a preselected GSF1 electron (blue),
and a sample of two preselected GSF electrons (red), with both electrons in
barrel (left), and with one electron in barrel and one in the endcap (right).

jet background estimation method can be assigned [94]. As the contribution of jet

backgrounds to the dielectron mass spectrum is under 3 %, this results in only a

∼ 1 % uncertainty on the total background estimation.

1It is sometimes convenient to use “GSF electron” or “GSF” notation, which refers to a recon-
structed electron, GSF stands for the track reconstruction method used for electron reconstruction
described in Chapter 5. In particular it is convenient to use these in the context where several elec-
trons are discussed, such as HEEP electron, which refers to an electron passing the HEEP selection.
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8.6 Results

In Section 8.3, we studied the performance of the electron selection in the data, and

derived the corresponding MC to data scale factors. The electron energy scale was val-

idated using Z decays and a corresponding uncertainty was derived (see Section 8.4).

The dielectron mass resolution was measured at the Z peak and a mass-dependent

parametrization was derived in Section 8.4. The background contributions from the

tt̄ and other backgrounds with prompt electrons were validated using the eµ spectrum

(see Section 8.5.2). The background contribution from jets was evaluated using the

fake-rate method (see Section 8.5.3). The uncertainty on the Drell-Yan backgrounds

was estimated in Section 8.5.1.

We are now ready to check how the data compares to the Standard Model MC

prediction, and perform a search for heavy narrow resonances.

8.6.1 Dielectron mass spectrum

Figure 8.17 shows the dielectron mass spectrum obtained from the data, together with

the estimated Standard Model backgrounds. These events are obtained following the

electron selection described in Section 8.1.

The Drell-Yan, tt̄ and other backgrounds with prompt electrons are estimated

from the Monte Carlo simulation. Backgrounds with jets misidentified as electrons

are estimated directly from the data using the “fake rate” method. The additional

contributions from the W → eν + jet and γ + jet backgrounds are estimated by

applying the jet → e fake rate probabilities to MC simulated events.

Backgrounds derived from simulation are normalized to each other according to

the predicted cross section for each process. The global background normalization is

obtained by using the number of events observed in the data within a mass window

of 60 − 120 GeV around the Z resonance peak.

Figure 8.18 shows the cumulative invariant mass distribution for the data and the

simulation, where the value of each bin is equal to the number of events having that

mass or greater.
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Figure 8.17: The invariant mass spectrum of ee events. The points with error
bars represent the data. The uncertainties in the data points are statistical
only. The histograms represent the expectations from SM processes: Z′/γ∗,
tt̄ and other sources of prompt leptons (tW , diboson production, Z → ττ),
and the multijet backgrounds. Multijet backgrounds contain at least one jet
that has been misidentified and reconstructed as a lepton.

The expected yields in the control region (120–200 GeV) and in the high invariant

mass region (above 200 GeV) are listed in Table 8.8. The observed data yields agree

well with the background expectation. The highest invariant mass event has Mee =

1309 GeV.

No obvious signs of possible new physics are observed. In the following sections

we describe the statistical interpretation of the observed invariant mass spectrum.
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Source Number of events
(120 − 200) GeV > 200 GeV

Data 13207 3335
Total background 13286 ± 625 3209 ± 276
Z/γ∗ 11945 ± 597 2615 ± 262
tt̄ + other prompt leptons 1087 ± 163 467 ± 70
Jets 254 ± 102 127 ± 51

Table 8.8: The number of dilepton events with an invariant mass in the
control region 120 < mee < 200 GeV and in the search region mee > 200 GeV.
The total background is the sum of the events for the SM processes listed.
The quoted uncertainties include both the statistical and systematic errors,
added in quadrature.
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8.6.2 Signal and background parametrization

In order to interpret the observed mass spectrum, we parametrize both the signal

and background spectra as analytical functions of mass. These functional forms will

be used as probability density functions (p.d.f.) in the construction of the extended

likelihood function (see Section 8.6.3).

To describe the signal, we use a convolution of Gaussian and Breit-Wigner func-

tions. The width of the Breit-Wigner function ΓBW models the new resonance width

and the width of the Gaussian function σG represents the smearing of the recon-

structed invariant mass peak due to finite detector resolution:

fS(m|M, ΓBW , σG) = BW (m|M, ΓBW ) ⊗ Gauss(m|σG). (8.2)

The fit of the Breit-Wigner function to the Z′ resonance mass distribution at

the generator level is shown in Figure 8.19 for the Z′
SSM and Z′

Ψ models. The fit

is performed for several mass points, and a linear parametrization of the ΓBW is

also extracted. The width of the Gaussian function is estimated from Monte Carlo

simulation, and is corrected by the factor derived from the data in the Z peak region,

as described in Section 8.4.

To describe the background in the region above 200 GeV, the following function

is used:

fB(m|A,α, β) = Aeα·mmβ (8.3)

where the parameters α and β have been determined from a fit to the background

invariant mass spectrum derived from simulation. The result of this fit is shown in

Figure 8.20. This functional form describes well the behavior of the background in

a wide mass region. Figure 8.21 shows that the observed dielectron spectrum agrees

well with this fit.

ǫ(m), defined as the overall signal kinematic acceptance times the efficiency of

electron reconstruction and identification as estimated from Monte Carlo simulation,
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Figure 8.19: (Top) Results of Breit-Wigner function fit to the true MC invari-
ant mass distribution for several mass points for the Z ′

SSM and Z ′
Ψ models.

(Bottom) results of the linear parametrization of ΓBW as a function of mass.

is shown in Figure 8.22. A simple parametrization of ǫ(m) is performed, according to

the formula:

ǫ(m) = A +
B

m + C
. (8.4)

The electron identification and reconstruction efficiency is corrected by the MC

to data scale factor derived in Section 8.3, when it is used for data interpretation in

Section 8.6.3.
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Figure 8.20: The background parametrization. The fit is performed to the
invariant-mass spectrum from all background sources.
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8.6.3 Statistical interpretation

The observed invariant mass spectrum agrees well with the Standard Model back-

ground prediction. To set limits on the possible contributions from new narrow heavy

resonances, we use as a parameter of interest the ratio Rσ of the production yield of

Z′ to that of Z:

Rσ =
σ(pp → Z′ + X → ee + X)

σ(pp → Z + X → ee + X)
. (8.5)

By using the ratio Rσ, we eliminate the uncertainty on the integrated luminos-

ity, and reduce the dependence on the experimental acceptance, trigger, and offline

efficiencies. This also provides us with a convenient form for future interpretation of

search results in a wide range of theoretical models.

We construct an extended unbinned likelihood function (Eq. 8.6) for the dielectron

invariant mass spectrum above 200 GeV, using a sum of analytic probability density

functions (pdfs) for the signal and background shapes discussed in Section 8.6.2:

L(m|Rσ,M, ΓBW , σG, α, β, µB) =
µNe−µ

N !

N
∏

i=1

(

µS(Rσ)

µ
fS(mi|M, ΓBW , σG)

+
µB

µ
fB(mi|α, β)

)

,

(8.6)

where m denotes the data set in which the observables are the invariant mass values

of the electron pairs, mi; N is the total number of events observed above 200 GeV,

µS and µB are the Poisson means for signal and the background event yields, and

µ = µS + µB is Poisson mean for the total event yield.

The width ΓBW is conservatively taken to be that of the Z′
SSM , which has the

largest width of the resonances considered, namely 3.1 %.

The Poisson mean of the signal event yield is parametrized as follows µS = Rσ ·
µZ ·Rǫ, where Rǫ is the ratio of the kinematic acceptance times the selection efficiency

for a Z′ signal to that of the Z, and µZ is the Poisson mean of the number of Z → ee

events in the Z peak mass region (60–120 GeV). We estimate µZ by the number of
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observed events in the 60–120 GeV mass window, corrected for a small background

contamination (∼ 0.4 %).

The ratio Rǫ is estimated from the Monte Carlo simulation, using the parametriza-

tion of the acceptance and efficiency shown in Section 8.6.2 for the signal, normalized

to the acceptance and efficiency in the Z peak region (60–120 GeV) which is estimated

to be 0.109. To correct for the difference between the Monte Carlo and data, a scale

factor of 0.992 is applied to this ratio, as discussed in Section 8.3.

The upper limit on the ratio Rσ of the cross section times branching fraction of a

Z′ boson relative to that for a Z boson was found using the Bayesian technique. The

95 % credible interval is obtained by finding the value R95
σ for which:

0.95 =

∫ R95
σ

0

p(Rσ|m)dRσ (8.7)

where p(Rσ|m) is the posterior pdf, obtained using Bayes’s theorem (the likelihood

function is multiplied by the prior pdfs, and the nuisance parameters are integrated

out), with a uniform prior for Rσ. The integration is performed using the Markov

Chain Monte Carlo technique [117] as implemented in RooStats [118].

The systematic uncertainty on Rǫ is conservatively set to be 8 %, as a result of

the uncertainties on the scale factors derived to correct the efficiency estimated from

simulation to the data (see Section 8.3). An uncertainty of 1 % on the mass scale (due

to the energy scale uncertainty) has been used (see Section 8.4), and a conservative

uncertainty of 15 % have been assigned to the estimated number of background

events (µB), which includes the uncertainties discussed in Section 8.5. Log-normal

priors have been used to account for the systematic effects discussed above.

To compute the mass limits for the specific benchmark models discussed in Chap-

ter 2, we compute the ratio Rσ for each signal model as a function of mass. The

leading-order cross section predictions for Z′
SSM and Z′

Ψ derived from PYTHIA are

corrected by mass dependent k-factors obtained using ZWPRODP [120, 121, 122] , to

account for the next-to-next-to-leading order (NNLO) corrections. To normalize the

Z′ cross sections we use the NNLO prediction for the Z/γ production cross section in
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Figure 8.23: Upper limits as a function of the resonance mass M on the
production ratio Rσ of cross section times branching fraction into electron
pairs for Z′

SSM , Z′
Ψ, and GKK production to the same quantity for Z bosons.

Shaded green and yellow bands correspond to the 68 % and 95 % quantiles for
the expected limits. The predicted cross section ratios are shown as bands,
with widths indicating the theoretical uncertainties. The differences in the
widths reflect the different uncertainties in the k-factors used.

the mass window 60–120 GeV, of 0.97 ± 0.04 nb [119].

These results can also be interpreted to set limits on possible Kaluza-Klein gravi-

ton (GKK) excitations arising in the Randall-Sundrum model of extra dimensions [125,

126]. The acceptance for GKK resonances is higher than that for the Z′, by less than

8 % over the mass range 0.75 – 2.0 TeV. This difference in acceptance is conservatively

neglected when calculating the corresponding limits. The leading-order cross section

predicted by PYTHIA is corrected by a constant next-to-leading order k-factor of

1.6 [123].

Figure 8.23 shows the upper limit on the ratio Rσ as a function of the resonance

mass, together with the Rσ curves for the Z′
SSM , Z′

Ψ and for GKK with couplings

0.10 and 0.05. The uncertainties on the k-factors are included as the bands on the

Rσ curves (1 – 3 % on the Z′ and 10 % for GKK) [124].

At 95 % C.L. the production of Z′
SSM and Z′

Ψ resonances are excluded for masses
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below 2120 and 1810 GeV, respectively. The corresponding lower limits on the mass

for GKK resonances with couplings of 0.10 (0.05) are 1940 (1640) GeV.

The largest deviation from SM expectations at high masses occurs at 960 GeV,

with a local significance of Z = 1.7, where Z is the number of Gaussian standard

deviations in a one-sided test. The probability to observe an enhancement at least as

large as the one found, occurring anywhere between 600 and 2500 GeV, was found to

be 38 %.

8.6.4 Combination with the dimuon channel

A similar analysis searching for heavy neutral resonances in the dimuon final state

was performed in CMS by the high momentum muon group [112]. The search was

performed on a slightly larger data set with respect to the dielectron analysis due to

less stringent requirements on the CMS subsystems’ availability. The dimuon data set

corresponds to an integrated luminosity of 5.3 fb−1. Below I summarize the results

of the combination of the dimuon and dielectron analyses [112, 94, 114].

Figure 8.24 shows the upper limit on the ratio Rσ as a function of the resonance

mass for the combination of dielectron and dimuon channels [114]. The 95 % CL

lower limits on the mass of a heavy neutral dilepton resonance are 2330 GeV for

Z′
SSM , 2000 GeV for Z′

ψ, and 890 (540) GeV for Z′
St with ǫ = 0.06 (0.04). The RS

Kaluza-Klein gravitons are excluded below 2140 (1810) GeV, for couplings of 0.10

(0.05).
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Chapter 9

Conclusion

9.1 Summary

A search for dielectron decays of heavy neutral resonances has been performed using

proton-proton collision data collected at
√

s = 7 TeV by the CMS experiment at the

LHC in 2011. The data sample corresponds to an integrated luminosity of 5 fb−1.

The dielectron mass distribution is consistent with Standard Model predictions. An

upper limit on the ratio of the cross section times branching fraction of new bosons,

normalized to the cross section times branching fraction of the Z boson, is set at

the 95 % confidence level. This result is translated into limits on the mass of new

neutral particles at the level of 2120 GeV for the Z′ in the Sequential Standard Model,

1810 GeV for the superstring-inspired Z′
ψ resonance, and 1940 (1640) GeV for RS

Kaluza-Klein gravitons with the coupling parameter k/MPl of 0.10 (0.05).

In combination with the dimuon channel [114], 95 % CL lower limits on the mass

of a heavy neutral dilepton resonance are set at 2330 GeV for Z′
SSM , 2000 GeV for

Z′
ψ, and 890 (540) GeV for Z′

St with ǫ = 0.06 (0.04). The RS Kaluza-Klein gravitons

are excluded below 2140 (1810) GeV, for couplings of 0.10 (0.05).

9.2 Current status and outlook

The search for heavy neutral resonances in both the dielectron and dimuon final

states was updated with the 2012 data set, corresponding to an integrated luminosity

of 20 fb−1 collected at
√

s = 8 TeV [127].



142 Conclusion

In the updated dielectron analysis the electron identification was slightly modi-

fied [128] to address the increase of the pile up background. In addition, the search

was performed separately for events having both electrons in the barrel and events

where one electron in in the barrel and one in the endcap, due to the difference in

resolution and signal to background ratio.

The final dielectron and dimuon mass spectra are presented in Figure 9.1 [127].

The data are found to be in agreement with the Standard Model predictions, and

limits are set on the possible contribution of heavy narrow resonances.

Upper limits on the ratio of the cross section times the branching fraction of a new

boson to that of the Z boson for the combination of the electron and muon channels

are presented in Figures 9.2. A Sequential Standard Model Z′
SSM was excluded for

masses less than 2960 GeV , and a superstring-inspired Z′
ψ less than 2600 GeV was

excluded at the 95 % confidence level [127].
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Figure 9.1: The invariant mass spectra of ee (top) and µ+µ− (bottom) events.
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Figure 9.2: Upper limits as a function of resonance mass on the production
ratio Rσ of cross section times branching fraction into lepton pairs for Z′

SSM

and Z′
ψ boson production to the same quantity for Z bosons. The limits

are shown for the combination of dielectron and dimuon final states. Shaded
green and yellow bands correspond to the 68 % and 95 % quantiles for the
expected limits.
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