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Abstract

We test the electroweak sector of the Standard Model of particle physics through the

measurements of the cross section of the simultaneous production of the neutral weak

boson Z and photon γ, and the limits on the anomalous Zγγ and ZZγ triple gauge

couplings h3 and h4 with the Z decaying to leptons (electrons and muons) Z→ `+`−,

with ` = e, µ. We analyze events collected in proton-proton collisions at center of

mass energy of
√
s = 7 TeV corresponding to an integrated luminosity of 5.0 fb−1.

The analyzed events were recorded by the Compact Muon Solenoid detector at the

Large Hadron Collider in 2011.

The production cross section has been measured for hard photons with transverse

momentum Eγ
T > 15 GeV that are separated from the the final state leptons in the η-φ

plane by ∆R > 0.7, whose sum of the transverse energy of hadrons over the transverse

energy of the photon in a cone around the photon with ∆R < 0.3 is εh < 0.5, and with

the invariant mass of the dilepton system M`` > 50 GeV. The measured cross section

value is σ(pp→ Zγ → ``γ) = 5.33 ± 0.08 (stat.) ± 0.25 (syst.) ± 0.12 (lumi.) pb.

This is compatible with the Standard Model prediction that includes next-to-leading-

order O(ααS) contributions: σNLO(pp→ Zγ → ``γ) = 5.45± 0.27 pb.

The measured 95 % confidence-level limits on the anomalous Zγγ and ZZγ cou-

plings h3 and h4 are |hγ3 | < 0.01 and |hγ4 | < 8.8 × 10−5 for the Zγγ couplings and

|hZ
3 | < 8.6× 10−3 and |hZ

4 | < 8.0× 10−5 for the ZZγ couplings. These values are also

compatible with the Standard Model where they vanish in the tree-level approxima-

tion. They extend the sensitivity of the 2012 results from the ATLAS collaboration

based on 1.02 fb−1 of data by a factor of 2.4 to 3.1.
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Chapter 1

Introduction

Particle physics emerged through the realization that both matter and radiation are

made of enormous numbers of seemingly indivisible constituents, elementary particles.

It aims at understanding these building blocks of nature on the most fundamental

level: How many different kinds of particles are there? Are they composite objects

made of yet smaller elementary ones? How do they interact with each other?

Based on the foundations of quantum mechanics, special relativity and quantum

electrodynamics, the Standard Model (SM) of particle physics has proven very suc-

cessful in describing practically all experimental particle physics data over the several

last decades [1]. Despite its successes, it does not give the complete picture:

• it does not explain dark matter and dark energy,

• it does not support mass of neutrinos,

• it does not include gravitation.

This thesis aspires to shed light on some of these open questions by looking for

signs of new physics in events with the weak neutral bosons Z and photons γ.1 The

multiboson self-interactions represent the least well-measured sector of the SM. Pre-

cise measurements of such interactions may therefore reveal potential deviations from

the theoretical predictions of the SM. Such deviations may hint at some new, not

yet accounted for, phenomena. Moreover, the Zγ interactions are special among the

various possible multiboson interactions. They are strongly suppressed as Z and γ

1Photons are also bosons, same as Z bosons.
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do not couple directly in the SM. These features make the studies of Zγ production

particularly attractive.

Chapter 2 gives a comprehensive introduction of the SM including a complete

list of known elementary particles and their interactions. It formally introduces the

concepts of fields and Lagrangian density and shows explicitly the lack of direct Zγ in-

teractions. It discusses the SM paramaters that have to be estimated experimentally.

Finally, it focuses on the subject of this work in the last two sections. Section de-

scribest the Zγ production in the SM. Section introduces the anomalous triple gauge

couplings (ATGCs) as components of a formalism that extends the SM by the inclu-

sion of direct Zγ interactions. This formalism gives a way to quantitatively interpret

the Zγ interaction measurements.

Chapter 3 describes the Large Hadron Collider (LHC) and the Compact Muon

Solenoid (CMS) experiment. We explain important LHC features, properties of the

beam, and its parameters during the running in 2010-2012. We then introduce the

various systems of CMS and discuss their main roles and properties relevant to this

work.

Chapter 4 explains how the detector signals are combined to reconstruct and

identify particles originating from proton-proton collisions at the center of CMS. We

focus on particles employed in this analysis—photons, electrons, and muons—and the

related algorithms.

Chapter 5 presents the analysis methodology. We discuss the measurement of

the Zγ production cross section and setting limits on the Zγγ and ZZγ ATGCs. We

provide details about the auxiliary measurements and estimates of the systematic

uncertainties.

Chapter 6 then provides the resulting measured Zγ production cross sections and

limits on the Zγγ and ZZγ ATGCs. We also compare our results with previous

measurements and discuss future analyses.
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Chapter 2

Theory

The Standard Model (SM) is our current best theoretical description of elementary

particle physics. It describes the properties of all known elementary particles and their

interactions (except for gravity). It enables a number of quantitative predictions that

have been experimentally confirmed with unprecedented precision.

2.1 Gauge Theory

Mathematically, the SM is a special case of a gauge field theory. It is defined in terms

of a Lagrangian L. This is a polynomial expression involving fields1 φ(x), ψ(x), Aµ(x),

. . . , and their derivatives ∂νφ(x), ∂νψ(x), ∂νA
µ, . . . where x = (xµ)3

µ=0 = (t, x, y, z)

is the 4-vector of the space-time coordinates and ∂µ = 1/∂xµ the derivatives with

respect to them.

The fields permeate all of space-time and their values are linear operators. Gener-

ally, they do not commute. They act on states in the Fock space — a field-theoretical

equivalent of the quantum-mechanical wave function fully describing a state of a

physical system.

The SM Lagrangian is constructed as the most general renormalizable expression

fulfilling a set of given symmetries. The gauge symmetry plays a pivotal role in the

process. It is a local internal symmetry related to a gauge group G — a Lie group

1Spin-0, -1/2 and -1 fields are usually denoted φ(x), ψ(x) and Aµ(x), respectively. A spin-1/2
field has 4-components whose indices are usually suppressed. A spin-1 field has four components
labeled by the Lorentz index µ.
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of transformations whose action on the fields φa leaves the Lagrangian L = L[φa]

invariant:

φa(x)→ φ′a(x) = U(x)φ(x), (2.1)

L → L′ = L[φ′a] = L[φa] (2.2)

where U(x) is an element of some representation of G that varies arbitrarily with

x. The Yang-Mills Lagrangian of a generic non-Abelian theory for a fermionic field

multiplet ψ of mass m corresponding to an irreducible representation r of a gauge

group G is [2]:

L = ψ(i /D −m)ψ − 1

4

(
F a
µν

)2
, (2.3)

where we sum the index a over the generators T a of G, the indices µ and ν label the

space-time components and ψ := ψ†γ0 is the conjugate field. F a
µν is the field strength

tensor :

F a
µν = ∂µA

a
ν − ∂νAaµ + gfabcAbµA

c
ν , (2.4)

where Aaµ are the gauge fields, g is the coupling constant, and fabc are the structure

constants of G satisfying:

[T a, T b] = ifabcT c. (2.5)

/D is Feynman’s shorthand slash notation for the sum /D = γµDµ; defined generally

for an arbitrary vector Aµ as /A := γµAµ. Dµ is the covariant derivative:

Dµ = ∂µ − igtarAaµ, (2.6)

where tar are the r representation matrices of G. The gauge fields correspond to vector

bosons that mediate the interactions between the fermions.

The gauge group of the Standard Model is SU(3)C × SU(2)L × U(1)Y. The sub-

scripts C, L and Y stand for color, left and hypercharge, respectively. The SU(3)C

factor describes the strong interaction and the SU(2)L×U(1)Y factor the unified elec-
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Gene- Symbol Charge Mass Anti-
ration Flavor (e) (MeV) partner

Leptons 1 e− electron −1 0.511 e+

νe electron neutrino 0 < 3× 10−6 νe

2 µ− muon −1 105.7 µ+

νµ muon neutrino 0 < 0.19 νµ
3 τ− tau −1 1777 τ+

ντ tau neutrino 0 < 18.2 ντ

Quarks 1 u up +2/3 ∼ 3 u

d down −1/3 ∼ 5 d
2 c charm +2/3 ∼ 1.2× 103 c

s strange −1/3 ∼ 100 s
3 t top +2/3 ∼ 178× 103 t

b bottom −1/3 ∼ 4.5× 103 b

Table 2.1: Fermions in the Standard Model. Antiparticles are identical except for
opposite charge [3]

troweak interactions. The SU(2)L×U(1)Y also contains U(1)em subgroup describing

the electromagnetic interactions.

The fermion representations of the SM gauge group factors are related to various

kinds of charge carried by the fermions. The SU(3)C acts on fermions that bear

the color charge, the SU(2)L on fermions that bear the weak isospin, the U(1)Y on

fermions that bear the weak hypercharge, and U(1)em on fermions that bear the electric

charge.

2.2 Fermions

There are seventeen fields in the SM. They correspond to the different elementary

particles which are their quanta. The particles that are quanta of twelve of the SM

fields represent matter. They have a spin 1/2, obey Fermi statistics, and are called

fermions, cf. Table 2.1. They follow the Pauli exclusion principle and their volume

density is limited.

All fermions carry weak hypercharge and interact weakly. They are further sub-

divided into leptons which have no color charge and do not interact strongly, and
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quarks which do have color charge and do interact strongly.

All quarks are electrically charged and participate in the electromagnetic interac-

tions. Leptons are further split into charged leptons which carry electric charge and

interact electromagnetically, and neutrinos which are electrically neutral and do not

interact electromagnetically.

Fermions are organized into three generations based on their masses. The different

generations are identical in terms of the properties of their members except for their

masses. The higher generation members are heavier than the corresponding lower

generation members.

All fermions have anti-partners representing anti-matter. These antiparticles are

also quanta of the same twelve fermionic fields. For each fermionic field, its particle

and antiparticle are identical to each other in terms of their mass and quantum

properties except for the opposite values of their charges, including the color charge,

the electric charge, the weak isospin components, and the weak hypercharge.

Mathematically, a fermionic field forms a quadruplet. We denote it ψ with the

component indices suppressed treating it as a 4× 1 column matrix. It can be decom-

posed into two independent components based on its chirality. Chirality is defined as

the projection of the spin on the direction of the momentum. The chiral eigenstates

of a field ψ are referred as left-handed ψL and right-handed ψR. Formally, we write:

ψL =
1

2
(1− γ5)ψ,

ψR =
1

2
(1 + γ5)ψ,

where 1 in 1−γ5 is a 4×4 unit matrix, and γ5 := iγ0γ1γ2γ3 is the fifth gamma matrix.

γµ, µ = 0, . . . , 3 are the Dirac gamma matrices. The left and right projections play

an important role in the theory of electroweak interactions which acts differently on

the left- and right-handed components.
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Force Boson Coupling Charge Spin Mass Range
Strength (e) (GeV) (m)

Electromagnetic γ (photon) α 0 1 0 ∞
Weak W± GF ±1 1 80.4 10−18

Z0 0 1 91.2
Strong g (gluon) αS 0 1 0 10−15

Table 2.2: Forces and gauge bosons in the SM [3].

2.3 Bosons

Of the seventeen SM fields, there are remaining five whose quanta mediate interac-

tions and represent radiation. They attain integer spin values, obey Bose-Einstein

statistics, and are called bosons. They do not follow the Pauli exclusion principle and

their volume density is not limited.

Four of the five bosonic fields are the gauge fields of the theory, mediate interac-

tions, and correspond to carriers of forces. They have spin 1 and hence are referred

to as vector bosons, cf. Table 2.2. Their quanta are:

• the photon γ, the carrier of the electromagnetic force.

• the weak bosons W± and Z0, the carriers of the weak force, and

• the gluon g, the carrier of the strong force.

The photon is neutral and massless. It is its own antiparticle. The weak bosons are

all massive and they self-interact. The Z boson is electrically neutral and it is its own

antiparticle. The W± bosons are electrically charged and interact electromagnetically.

The W+ is the anti-partner of the W−. The gluon is massless. It carries the color

charge, interacts with itself, and is its own anti-particle.

Of the five bosonic SM fields, the last one is associated with the Higgs boson H.

It differs from the gauge bosons by the fact that it does not mediate interactions, it

is not a gauge boson and it is not a vector boson with spin 1. It is a scalar boson and

has spin 0. It is massive and is responsible for the Higgs mechanism describing the
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spontaneous breaking of the electroweak symmetry — a process through which the

elementary particles acquire mass.

2.4 Perturbation Theory

A Lagrangian specifies the time evolution of the fields. An exact solution is known

for the case of vanishing coupling constant g = 0. In this case, the Yang-Mills

Lagrangian (2.3) leads to a free fermion field and a gauge boson field that do not

interact.

The perturbation theory provides a prescription for calculations of the mutual

interactions of the fields. This enables one to make predictions about the observable

behavior of the associated particles that can be studied with particle accelerators like

the Large Hadron Collider.

The perturbative calculations are approximations to the free field solutions in

the form of a Taylor expansion in the coupling constant g. The individual terms in

the series are given as sums of Feynman diagrams corresponding to gauge bosons

mediating interactions among fermions and themselves. These follow from the terms

in the Lagrangian that involve products of the fields and their derivatives.

The particle content and dynamics of a specific gauge field theory are fully defined

by the choice of the gauge group G and its representation r of the fermionic fields.

It contains a number of fermions equal to the dimension d(r) of the representation r,

and a number of bosons d(G) equal to the number of generators of G. The value of

the fermion mass m and the strength of the coupling constant g are free parameters

of the theory that have to be estimated experimentally.

2.5 Quantum Chromodynamics

Quantum chromodynamics (QCD) is the theory of the strong interaction among par-

ticles carrying color charge: quarks and gluons. It is described by the SU(3) sector

of the SM Lagrangian coupled to fermions in the fundamental representation. The
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QCD Lagrangian is [3]:

LQCD =
∑

q,a,b

qa (iγµDµ,ab −mqδab) qb −
1

4

(
GA
µν

)2
, (2.7)

where we sum:

• the fermionic field q over the quark flavors q = u, d, c, s, t, and b,

• the indices a and b over the colors a, b = 1 to Nc = 3 (red, green, blue) —

elements of the fermionic representation of the gauge group — and finally

• the index A over the gluon color states A = 1, 2, . . . , N2
c − 1 = 8 — elements

of the adjoint representation of the gauge group.

ψq,a denotes a quark field of flavor q, color a and mass mq. Dµ,ab is the covariant

derivative for the color indices a and b:

Dµ,ab = ∂µδab − igst
C
abG

C
µ, (2.8)

where δab is the Kronecker delta symbol:

δab =





1 for a = b,

0 otherwise,
(2.9)

gs is the strong coupling constant, tCab are the SU(3) adjoint representation generators,

and GCµ is the gluon gauge field in the color-state C. It is convenient to define tA =
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ABC fABC

123 1
147, 165, 246, 257, 345, 376 1

2

458, 678
√

3
2

Table 2.3: Structure constants fABC of the SU(3) gauge group. All other non-zero
constants correspond to permutations of the indices ABC with respect to which fABC

is totally antisymmetric: fABC = fCAB = fBCA = −fBAC = −fCBA = −fACB.

λA/2 where λA are the Gell-Mann matrices [4]:

λ1 =




0 1 0

1 0 0

0 0 0


 , λ2 =




0 −i 0

i 0 0

0 0 0


 , λ3 =




1 0 0

0 −1 0

0 0 0


 ,

λ4 =




0 0 1

0 0 0

1 0 0


 , λ5 =




0 0 −i
0 0 0

i 0 0


 , λ6 =




0 0 0

0 0 1

0 1 0


 ,

λ7 =




0 0 0

0 0 −i
0 i 0


 , λ8 =

1√
3




1 0 0

0 1 0

0 0 −2


 .

(2.10)

These matrices generalize the Pauli spin matrices in the sense that they are traceless,

Hermitian, and tr(λAλB) = 2δAB.

The gluon field strength tensor is:

GAµν = ∂µG
A
ν − ∂νGAµ + gsf

ABCGBµG
C
ν (2.11)

where the indices B and C are summed over the gluon color states and fABC are the

SU(3) structure constants, cf. Table 2.3.

The last term in eq. (2.11) leads to gluon self-interaction and quark confinement.

There exist no free colored states. Only color-less bound states of quarks can propa-

gate freely.
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2.6 Electroweak Theory

The SU(2)L × U(1)Y gauge group of the SM Lagrangian describes interactions of

particles with non-zero values of the third component of the weak isospin T 3 and the

weak hypercharge quantum number Y .

The SU(2)L acts on the gauge fields W 1
µ , W

2
µ , W

3
µ coupled to the helicity eigen-

states of the fermionic fields. The gauge group representation associated with the

fermions depends on their helicity:

• The right-handed components of the fermionic fields (ψR = 1
2
(1+γ5)ψ, chirality

+1) transform as singlets under SU(2)L. They have the third component of the

weak isospin equal to zero T3 = 0 and thus effectively do not participate in

interactions mediated by W a
µ .

• The left-handed components of the fermionic fields (ψL = 1
2
(1− γ5)ψ, chirality

−1) transform as doublets under SU(2)L. These doublets are defined as:

ΨL =


Ψ+

Ψ−




L

, Ψ ∈






ν

i

ei


 ,


u

i

di







3

i=1

(2.12)

where the index i runs over the three generations of fermions:


ν

i

ei




3

i=1

=


ν

e

e


 ,


ν

µ

µ


 ,


ν

τ

τ





u

i

di




3

i=1

=


u
d


 ,


c
s


 ,


t
b


 .

(2.13)

The third component of the weak isospin is T 3 = +1/2 for the top components

of these doublets Ψ+
L = νiL, u

i
L, and T 3 = −1/2 for the bottom components
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Ψ−L = eiL, d
i
L:

T 3ΨL =
1

2


1 0

0 −1


ΨL. (2.14)

The U(1)Y acts on the gauge field Bµ and fermionic fields with non-zero value of

the weak hypercharge Y . For the right-handed fields, the weak hypercharge is equal

to the electric charge Y = Q. For the left-handed fields, the weak hypercharge is

different for leptons Y = −1/2 and quarks Y = +1/6, cf. Table 2.4.

With the definitions (2.12) and (2.13), we can describe the fermion representation

of the gauge group concisely through the way the SU(2)L and U(1)Y generators T a

and Y act on them:

T aΨ =
1

2
τa(1− γ5)Ψ,

Y


ν

i

ei


 = −1

2


ν

i

ei




L

+


0 0

0 −1




ν

i

ei




R

, and

Y


u

i

di


 = +

1

6


u

i

di




L

+




2
3

0

0 −1
3




u

i

di




R

,

(2.15)

where τa are SU(2) generators related to the Pauli matrices σa by:

τa =
1

2
σa. (2.16)

The Pauli matrices are defined as:

σ1 = σx =

(
0 1

1 0

)
, σ2 = σy =

(
0 −i
i 0

)
, σ3 = σz =

(
1 0

0 −1

)
. (2.17)

They are Hermitian, traceless, and unitary.

Having specified the gauge group and its fermion representation, we can write the
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Physical
F Field ψ P RC T T 3 Y Q Quanta

1 electron neutrino νe L 1 1/2 1/2 −1/2 0 ν1 ν 1 ν2 ν 2 ν3 ν 3

R 1 0 0 0 0 ν1 ν 1 ν2 ν 2 ν3 ν 3

electron e L 1 1/2 −1/2 −1/2 −1 e− e+ µ− µ+ τ− τ+

R 1 0 0 −1 −1 e− e+ µ− µ+ τ− τ+

up quark u L 3 1/2 1/2 +1/6 +2/3 u u c c t t
R 3 0 0 +2/3 +2/3 u u c c t t

down quark d L 3 1/2 −1/2 +1/6 −1/3 d d s s b b

R 3 0 0 −1/3 −1/3 d d s s b b

2 muon neutrino νµ L 1 1/2 1/2 −1/2 0 ν1 ν 1 ν2 ν 2 ν3 ν 3

R 1 0 0 0 0 ν1 ν 1 ν2 ν 2 ν3 ν 3

muon µ L 1 1/2 −1/2 −1/2 −1 e− e+ µ− µ+ τ− τ+

R 1 0 0 −1 −1 e− e+ µ− µ+ τ− τ+

charm quark c L 3 1/2 1/2 +1/6 +2/3 u u c c t t
R 3 0 0 +2/3 +2/3 u u c c t t

strange quark s L 3 1/2 −1/2 +1/6 −1/3 d d s s b b

R 3 0 0 −1/3 −1/3 d d s s b b

3 tau neutrino ντ L 1 1/2 1/2 −1/2 0 ν1 ν 1 ν2 ν 2 ν3 ν 3

R 1 0 0 0 0 ν1 ν 1 ν2 ν 2 ν3 ν 3

tau τ L 1 1/2 −1/2 −1/2 −1 e− e+ µ− µ+ τ− τ+

R 1 0 0 −1 −1 e− e+ µ− µ+ τ− τ+

top quark t L 3 1/2 1/2 +1/6 +2/3 u u c c t t
R 3 0 0 +2/3 +2/3 u u c c t t

bottom quark b L 3 1/2 −1/2 +1/6 −1/3 d d s s b b

R 3 0 0 −1/3 −1/3 d d s s b b

Table 2.4: SM Fermion Field Content. The fields are in their interaction eigen-
states which are superpositions of the mass eigenstates. F is the family, ψ is the
interaction eigenstate symbol, P the chirality (L and R denote the left- and right-

handed chirality components ψL = 1−γ5
2
ψ and ψR = 1+γ5

2
ψ of ψ = ψL+ψR), RC is the

SU(3)C representation, T the weak isospin magnitude, T3 the third component of the
weak isospin, Y the weak hypercharge, and Q the electric charge. The right-handed
neutrinos are hypothetical and are only added for completeness. They are sterile
— do not participate in the interactions except for gravity. They are considered an
extension of the SM by some authors and are not treated in the text.
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Lagrangian of the electroweak sector before symmetry breaking as:

LEW =
∑

Ψ

ΨiγµDµΨ− 1

4

(
W a
µν

)2 − 1

4
(Bµν)

2 , (2.18)

where the summation runs over all the fermionic doublets (2.12), Ψ is defined as:

Ψ =
(
Ψ

+
, Ψ

−)
, (2.19)

and the covariant derivative as:

Dµ = ∂µ − igW a
µT

a − ig′BµY. (2.20)

Here, g and g′ are the weak isospin and weak hypercharge coupling constants. The

field strength tensors in the last two terms of (2.18) follow directly from the Yang-

Mills Lagrangian (2.4):

W a
µν = ∂µW

a
ν − ∂νW a

µ + gεabcW b
µW

c
ν , and

Bµν = ∂µBν − ∂νBµ,
(2.21)

where εabc are the SU(2) structure constants also known as the Levi-Civita symbol :

εabc =





+1 if (a, b, c) is (1, 2, 3), (3, 1, 2) or (2, 3, 1),

−1 if (a, b, c) is (3, 2, 1), (1, 3, 2) or (2, 1, 3),

0 otherwise.

(2.22)

2.6.1 Higgs Mechanism

The Higgs mechanism is a process of adding the Higgs field and related terms to the

electroweak Lagrangian.

The Higgs field is a complex doublet:

φ =
1√
2


φ

+

φ0


 . (2.23)
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It transforms as a spinor under SU(2)L. Its weak hypercharge is 1/2 and the super-

scripts “+” and “0” denote the electric charge of the components which are 1 and

0:

T aφ = τaφ, Y φ =
1

2
φ, and Qφ =

(
φ+

0

)
, (2.24)

so its full gauge transformation is:

φ→ eiαaτaeiβ/2φ. (2.25)

The components of φ transform as scalars under the Lorentz transformation.

The corresponding Lagrangian describing the Higgs field and its coupling to the

gauge bosons and fermions is:

Lφ = |Dµφ|2 + LφΨ − V (φ), (2.26)

where Dµ is the covariant derivative given by eq. (2.20) with T a and Y corresponding

to the φ representation of SU(2)L × U(1)Y (2.24).

The Higgs doublet couples to fermions through a Yukawa coupling described by

the LφΨ term. It is the most generic Lorentz invariant, renormalizable, and gauge

invariant expression involving the products of φ and fermion fields:

LφΨ = −
3∑

i,j=1

(
λije L

i

L · φ ejR + λijν ε
abL

i

Laφ
†
bν
j
R

+ λijd Q
i

L · φ djR + λiju ε
abQ

i

Laφ
†
b u

j
R + h.c.

)
,

(2.27)

where we sum the indices i and j over the three fermion generations (2.13), and the

indices a and b over the components of the SU(2)L doublets:

L =


L1

L2


 ∈






ν

i

ei







3

i=1

, Q =


Q1

Q2


 ∈






u

i

di







3

i=1

, (2.28)
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and φ. The elements of the matrices λijf , f = e, ν, u, d are complex dimensionless

coupling constants whose values are not specified by the theory. In the first and third

term on the right-hand side of (2.27), the SU(2)L indices of the fermion doublets LL

and QL are contracted with the SU(2)L indices of the Higgs doublet φ: ΨL · φ =

δabΨLaφb for Ψ = L, Q. The letters “h.c.” in the end of (2.27) stand for Hermitian

conjugate terms.

Originally, the SM was formulated without the second term of LφΨ involving

the hypothetical sterile right-handed neutrinos. Keeping this term can provide a

mechanism for neutrinos to acquire mass which is compatible with the observations

of the neutrino oscillations.

The potential V (φ) in (2.26) is defined as:

V (φ) = −µ2φ†φ+
λ

2
(φ†φ)2, (2.29)

with λ and µ2 > 0 being some real constants that have to be specified by experiment.

This potential leads to a degenerate vacuum state of the Higgs field that lies on

a hypersphere in the space of the φ components satisfying |φ+|2 + |φ0|2 = µ2/λ.

The physically observable particles correspond to redefined fields that are small per-

turbations around the vacuum state. We have to choose a particular point on the

hypersphere of the degenerate vacuum states to rewrite the theory in terms of the

physical fields.

We can always perform gauge transformations to the so called unitarity gauge in

which the Higgs field attains the vacuum expectation value:

〈φ〉 =
1√
2


0

v


 , (2.30)

where v = µ2/λ in the tree-level perturbation expansion. We then define the physical

Higgs field h by:

φ(x) =
1√
2
U(x)


 0

v + h(x)


 , (2.31)
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Where U(x) is a SU(2) gauge transformation defined such that h(x) is real. Fixing

the gauge to the unitarity gauge eliminates U(x) from the Lagrangian. This reduces

the number of real-valued components of φ from four to one.

Such a choice of the vacuum state breaks the original gauge symmetry. The

Lagrangian in terms of the physical fields is not symmetric under SU(2)L × U(1)Y

anymore. Adding the Higgs field to the theory thus breaks this symmetry. This is

what we refer to as the spontaneous breaking of electroweak symmetry.

2.6.2 Gauge Boson Masses

Expanding the kinetic term of (2.26) for the physical Higgs field h(x) in the unitarity

gauge with explicit substitution of the Pauli matrices (2.17) for the SU(2) generators

gives:

|Dµφ|2 =
1

2

∣∣∣∣∣∣

[
∂µ +

ig

2

(
W 1
µσ1 +W 2

µσ2 +W 3
µσ3

)
+
ig′

2
Bµ

]
1√
2


 0

v + h



∣∣∣∣∣∣

2

=
1

2

∣∣∣∣∣∣


 0

∂µh


+

ig

2


 W 1

µ − iW 2
µ

−W 3
µ + g′

g
Bµ


 (v + h)

∣∣∣∣∣∣

2

=
1

2
(∂µh)2 +

1

2

(vg
2

)2
[

(W 1
µ)2 + (W 2

µ)2 +

(
W 3
µ −

g′

g
Bµ

)2
](

1 +
h

v

)2

=
1

2
(∂µh)2 +

1

2

[
m2
W |W+

µ |2 +m2
W |W−

µ |2 +m2
Z(Zµ)2

](
1 +

h

v

)2

,

(2.32)

where we transform the gauge fields W 1, W 2, W 3 and B of the SU(2)L × U(1)Y to

the fields W±, Z and A:

W± =
1√
2

(W 1 ∓ iW 2)


Z
A


 =


cos θW − sin θW

sin θW cos θW




W

3

B


 ,

(2.33)
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or, conversely:


W

1

W 2


 =

1√
2


1 1

i −i




W

+

W−


 ,


W

3

B


 =


 cos θW sin θW

− sin θW cos θW




Z
A


 .

(2.34)

Here, θW is the Weinberg angle or weak mixing angle which is defined in terms of

the coupling constants:

sin θW =
g′√

g2 + g′2
, and

cos θW =
g√

g2 + g′2
.

(2.35)

The parameters mW and mZ in the last row of eq. (2.32) are:

mW = g
v

2
, and

mZ =
√
g2 + g′2

v

2
=

mW

cos θW

,
(2.36)

where v is the vacuum expectation value of φ. We observe that the transformation

of the fields W i and B leads to mass terms for the fields W± and Z with masses mW

and mZ while the field A remains massless:

mA = 0. (2.37)

W±, Z and A are indeed the physical fields whose quanta are the massive W± and

Z0 bosons, and the massless photon γ with masses mW , mZ , and mA, respectively.

The relations (2.36) and (2.37) represent a prediction of the electroweak symmetry

breaking and are the basis of important successful tests of the SM.
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2.6.3 Coupling to Fermions

To see how the physical gauge fields couple to fermions, we rewrite the covariant

derivative (2.20) in terms of W±, Z and A using (2.34):

Dµ = ∂µ − i
g√
2

(W+
µ T

+ +W−
µ T

−)− i 1√
g2 + g′2

Zµ(g2T 3 − g′2Y )

− i gg′√
g2 + g′2

Aµ(T 3 + Y )

= ∂µ − i
g√
2

(W+
µ T

+ +W−
µ T

−)− i g

cos θW

Zµ(T 3 −Q sin2 θW)− ieAµQ,

(2.38)

where we define the generators T± to simplify the above expression:

T± = T 1 ± iT 2, (2.39)

τ± =
1

2
(σ1 ± iσ2) = σ±, σ+ =

(
0 1

0 0

)
, σ− =

(
0 0

1 0

)
. (2.40)

We see that the photon couples to the fermions with the coupling constant

e =
gg′√
g2 + g′2

= g sin θW, (2.41)

and we identify the related charge operator:

Q = T 3 + Y (2.42)

with the electric charge. The physical field Aµ plays the role of a gauge field also

after the symmetry breaking and we recover the U(1)EM gauge symmetry of QED.

Plugging the covariant derivative (2.38) in terms of the physical gauge fields in

the first term of the electroweak Lagrangian (2.18), we see how the physical gauge

fields couple to fermions:

∑

Ψ

Ψ
(
i /D
)

Ψ =
∑

ψ

ψ
(
i/∂
)
ψ + g

(
W+
µ J

µ+
W +W−

µ J
µ−
W + ZµJ

µ
Z

)
+ eAµJ

µ
EM, (2.43)
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where:

Jµ±W =
1√
2

∑

Ψ

ΨγµT±Ψ =
1

2
√

2

∑

Ψ

Ψγµτ±
(
1− γ5

)
Ψ =

1√
2

∑

Ψ

Ψ
±
Lγ

µΨ∓L ,

JµZ =
1

2 cos θW

∑

ψ

ψγµ(gV − gAγ
5)ψ

JµEM =
∑

ψ

ψγµQψ,

(2.44)

Here, we sum Ψ over all SU(2)L fermion doublets (2.12) and ψ over all fermion fields

ψ = {νi, ei, ui, di}3
i=1. The vector and axial-vector couplings gV and gA are:

gV = T 3 − 2Q sin2 θW

gA = T 3.
(2.45)

The third component of the weak hyperspin T 3 and the electric charge Q are to be

evaluated in each term specifically for the given fermion, cf. Table 2.4:

T 3Ψ±L = ±1

2
Ψ±L , T 3Ψ±R = 0,

Qνi = 0, Qui = +
2

3
ui, (2.46)

Qei = −ei, Qdi = −1

3
di.

Writing out the sums over fermions specifically for the interaction eigenstates, the
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currents (2.44) read:

Jµ+
W =

1√
2

3∑

i=1

(
νiLγ

µeiL + uiLγ
µdiL
)
,

Jµ−W =
1√
2

3∑

i=1

(
eiLγ

µνiL + d
i

Lγ
µuiL

)
=
(
Jµ+
W

)∗
,

JµZ =
1

cos θW

∑

ψ

[
ψL
(
T 3 −Q sin2 θW

)
ψL + ψR

(
−Q sin2 θW

)
ψR
]

=
1

cos θW

3∑

i=1

[
νiLγ

µ

(
1

2

)
νiL

eiLγ
µ

(
−1

2
+ sin2 θW

)
eiL + eiRγ

µ
(
sin2 θW

)
eiR+

uiLγ
µ

(
1

2
− 2

3
sin2 θW

)
uiL + uiRγ

µ

(
−2

3
sin2 θW

)
uiR+

d
i

Lγ
µ

(
−1

2
+

1

3
sin2 θW

)
diL + d

i

Rγ
µ

(
+

1

3
sin2 θW

)
diR

]
,

JµEM =
3∑

i=1

[
eiγµ (−1) ei + uiγµ

(
+

2

3

)
ui + d

i
γµ
(
−1

3

)
di
]
,

(2.47)

2.6.4 Fermion Masses

Similarly to the gauge bosons, the fermions also acquire their mass through the in-

teraction with the Higgs field. The second term of Lφ (2.26) for the physical Higgs

field in the unitarity gauge can be expanded as:

LφΨ = −
3∑

i=1

(
mi
νν
′i
Lν
′i
R +mi

ee
′i
Le
′i
R +mi

dd
′i
Ld
′i
R +mi

uu
′i
Lu
′i
R

)(
1 +

h

v

)
+ h.c.

= −
3∑

i=1

∑

f

mi
ff
′i
Lf
′i
R

(
1 +

h

v

)
+ h.c.

= −
∑

ψ

mψψ
′
ψ′
(

1 +
h

v

)
,

(2.48)

where

mi
f =

1√
2
Dii
f v, f ∈ {ν, e, u, d} (2.49)
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are elements of diagonal real-valued matrices Df . These are related to the coupling

matrices λf (2.27) through unitary transformations Uf and Wf :

λfλ
†
f = UfD

2
fU
†
f , λ†fλf = WfD

2
fW

†
f , (2.50)

where f stands for one of the fermion types as in (2.49). The above relations define

uniquely both Df , Uf , and Wf . They imply that λf can itself be diagonalized:

Df = U †fλfWf , λf = UfDfW
†
f . (2.51)

The unitary transformations Uf and Wf rotate the triplets of fermion families between

their interaction eigenstates ψ and their mass eigenstates ψ′:

f iL = U ij
ψ f
′i
L , f iR = W ij

ψ f
′i
R. (2.52)

We see that the last line of (2.48) gives mass terms for the fermions. The fermion

masses mψ are defined by the couplings to the Higgs field λijf through the rela-

tions (2.49), (2.50), and (2.51).

The currents describing the coupling of the gauge bosons to fermions (2.47) are

expressed in terms of the fermion interaction eigenstates. The mixing of the fermion

mass and interaction eigenstates (2.52) raises the question: “How do the gauge bosons

couple to the fermion mass eigenstates?” To answer this question we plug the trans-

formations (2.52) in the currents (2.47).

The transformation matrices (2.52) commute with the gauge group operators T 3

and Q because the fermion gauge group representations and charges are identical for

the different families. For the neutral currents JZ and JEM, it suffices to investigate
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the term:

3∑

i=1

f
i
γµf i =

3∑

i=1

(
f
i

Lγ
µf iL + f

i

Rγ
µf iR

)

=
3∑

i,j,k=1

(
f
′j
LU
†ji
f γµU ik

f f
′k
L + f

′i
RW

†ji
f γµW ik

f f
′i
R

)

=
3∑

i,j,k=1


f ′jLγµ (U †fUf )

jk

︸ ︷︷ ︸
δjk

f ′kL + f
′i
Rγ

µ (W †
fWf )

jk

︸ ︷︷ ︸
δjk

f ′iR




=
3∑

i=1

f
′i
γµf ′i.

(2.53)

We see that Uf and Wf cancel out and the expressions (2.44) and (2.47) hold for both

the fermion interaction and mass eigenstates ψ = f i and ψ′ = f ′i.

The situation is different for the charged currents J±W :

Jµ+
W =

1√
2

3∑

i,j,k=1

[
ν ′jLU

†ji
ν γµU ik

e e
′k
L + u′jLU

†ji
u γµU ik

d d
′k
L

]

=
1√
2

3∑

j,k=1

[
ν ′jLγ

µV jk
PMNSe

′k
L + u′jLγ

µV jk
CKMd

′k
L

]
.

(2.54)

VPNMS is the Pontecorvo-Maki-Nakagawa-Sakata matrix (PMNS matrix also known

as the Maki-Nakagawa-Sakata matrix, MNS matrix, lepton mixing matrix, or neutrino

mixing matrix ) [5–7]. VCKM is the Cabibbo-Kobayashi-Maskawa matrix (CKM matrix,

quark mixing matrix ) [8, 9]. They are defined as:

VPMNS = U †νUe, VCKM = U †uUd. (2.55)

They are unitary 3× 3 matrices that can be parametrized in terms of three Euler

angles θ12, θ13, θ23 (CKM mixing angles in case of VCKM) and a complex phase δ13
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(CKM CP violating phase in case of VCKM):

V =




1 0 0

0 c23 s23

0 −s23 c23







c13 0 s13eiδ13

0 1 0

−s13eiδ13 0 c13







c12 s12 0

−s12 c12 0

0 0 1


 , (2.56)

where sij = sin θij, cij = cos θij for i, j = 1, 2, 3, cf. Table 2.5.

The magnitudes of the CKM matrix elements have been constrained experimen-

tally [3] to the following values:

V
|·|

CKM =




0.97427± 0.00015 0.22534± 0.00065 0.00351+0.00015
−0.00014

0.22520± 0.00065 0.97344± 0.00016 0.0412+0.0011
−0.0005

0.00867+0.00029
−0.00031 0.0404+0.0011

−0.0005 0.999146+0.000021
−0.000046


 , (2.57)

where the superscript “| · |” stands for the absolute values of the matrix elements

(V |·|)ij = |Vij|.

The mismatch between the quark interaction and mass eigenstates leads to quark

flavor changing — a property unique for the weak interactions mediated by the W±

bosons that lead to mixing of the quark families.

An analogous mechanism leads to the description of neutrino oscillations among

their different flavors as they propagate freely in their mass eigenstates that are

mixtures of the weak interaction eigenstates.

2.6.5 The Higgs Boson

Now we turn our attention to the potential term of Lφ (2.26). We expand it in the

unitarity gauge around the vacuum expectation value v = µ/
√
λ adding a constant
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term λv2

4
to simplify the result:

V (φ) +
λv2

4
= λ

[(
φ†φ
)2 − v2

2

]2

= λ

(
1

2
(v + h)2 − v2

2

)2

=
1

2
m2
hh

2

(
1 +

h

2v

)2

,

(2.58)

where we define mh as:

mH =
√

2λ v. (2.59)

In addition to the self-interaction of h, the expression (2.58) yields a mass term for

the physical Higgs field. Its quanta have the mass mH and correspond to the Higgs

bosons H.

2.6.6 Gauge Boson Self-Interactions

The gauge boson self-interactions are a direct consequence of the non-Abelian struc-

ture of the electroweak sector of the SM. Elements of a non-Abelian group do not

commute. This causes the structure constants fabc in eq. (2.5) to acquire non-zero val-

ues. The last term in eq. (2.6) then leads to non-vanishing terms involving products

of the gauge fields and their derivatives in the Lagrangian.

This is generally true for both the strong and the electroweak interactions. We

focus on the electroweak gauge boson self-interactions in the following since these can

be studied experimentally with contemporary colliders.

To describe the self-interaction of the physical fields, we plug the mass-to-interaction

eigenstate transformations of the gauge fields (2.34) in the second and third terms of
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the electroweak Lagrangian (2.18):

− 1

4
(W a

µν)
2 − 1

4
(Bµν)

2

= −W a[µ,ν]W a
[µ,ν] −B[µ,ν]B[µ,ν] + gεabcW bµW cν

(
W a

[µ,ν] + gεadfW d
µW

f
ν

)

= −1

4

(
|W+

µν |2 + |W−
µν |2 + |Zµν |2 + |Aµν |2

)

+
[
iW+

µνW
−µ(g cos θWZ + eA)ν − iW+

µ W
−
ν (g cos θWZ + eA)µ,ν + h.c.

]

+ g2 cos2 θW

(
|W+

µ Z
µ|2 − |W+

µ |2|Zν |2
)

+ e2
(
|W+

µ A
µ|2 − |W+

µ |2|Aν |2
)

+ 2ge cos θW

(
W+
µ W

−
ν Z

(µAν) − |W+
µ |2 ZνAν

)
+ g2W+

[µW
−
ν]W

+µW−ν ,

(2.60)

where we sum the indices a, b, c, d, e, and f over the three components of the SU(2)L

representation. We use the following notation to shorten the expression:

T(µν) =
1

2
(Tµν + Tνµ) , |Tµν |2 = T ∗µνT

µν ,

T[µν] =
1

2
(Tµν − Tνµ) , |Tµ|2 = T ∗µT

µ,

T,µ = ∂µT, |TµUµ|2 = (TµU
µ)∗TνU

ν = T ∗µU
∗µTνU

ν ,

(αT + βU)µ = αT µ + βUµ, (W±)∗ = W∓,

(αT + βU)µ,ν = αT µ,ν + βUµ,ν , Z∗, A∗ = Z, A,

(2.61)

where T and U are some arbitrary fields with Lorentz indices, and α and β are some

arbitrary numbers. The field-strength tensors of the physical gauge fields read:

W±
µν = ∂µW

±
ν − ∂νW±

µ = −2W±
[µ,ν],

Zµν = ∂µZν − ∂νZµ = −2Z[µ,ν],

Aµν = ∂µAν − ∂νAµ = −2A[µ,ν],

(2.62)

where we use the notation (2.61).

Let us examine the resulting expression (2.60). The third line describes the kinetic

terms of the physical gauge fields, the fourth line the gauge field self-interactions in-

volving three fields (triple gauge couplings, or TGCs), and the fifth and sixth lines the

gauge field self-interactions involving four fields (quartic gauge couplings, or QGCs).
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Note that the TGC terms are proportional to the first power of the coupling

constants O(g) and O(e) while the QGC terms are proportional to the second power

of the coupling constants O(g2) and O(e2). This effectively suppresses the reaction

rates of the QGCs w.r.t. the TGCs.

Also note that for the TGCs, there is no term involving the product of Zµ and Aµ.

This means that the photon and the Z0 boson do not couple to each other directly.

The perturbative expansion of an LHC collision includes Feynman diagrams with the

Z0 and γ in the final state. However, they always consist of either a QGC vertex or

multiple vertices due to the absence of the TGC term involving a direct product of Zµ

and Aµ. We say that there exist higher order processes that lead to the simultaneous

Zγ production. Their corresponding cross sections are suppressed by multiple orders

of the coupling constants thus being relatively small. The (direct) Zγ coupling is not

allowed in the SM at the tree level.

2.7 Standard Model

The SM Lagrangian follows from the Lagrangians of QCD LQCD (2.7) and the Elec-

troweak Theory LEW (2.18) including the Higgs-field terms Lφ (2.26) expressed in

terms of the physical fields after the spontaneous symmetry breaking. It is nearly

equal to the sum LQCD + LEW + Lφ except for the kinetic terms of the quarks and

the treatment of the quark color in the electroweak interactions. The kinetic terms

of the quarks are included fully in LQCD and partially in LEW (where we made no

distinction between the quarks of different colors.) They should be included fully and

only once in the SM. As for the color charge of the quarks, we ignored it completely

in LEW for simplicity as it is conceptually not necessary. Here, we sum all the quark

terms over the tree color charges denoted by an additional index denoting the quark

fields.

Another important notational difference pertains the mass eigenstates of fermions.

In section 2.6 we used a prime (’) to distinguish them from the interaction eigenstates.

Here, we use the mass eigenstates only and we drop the prime.
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Grouping together terms describing the same type of interactions, we write the

SM Lagrangian after the symmetry breaking as:

LSM = L0ψ + LGψ + LG + LTGC + LQGC + L0H + LIH . (2.63)

where:

• L0ψ describes the free fermions,

• LGψ the interactions of the fermions with the gauge bosons,

• LG the free gauge bosons and the gluon self-interactions,

• LTGC the triple gauge coupling (TGC) self-interactions of the electroweak gauge

bosons,

• LQGC the quartic gauge coupling (QGC) self-interactions of the electroweak

gauge bosons,

• L0h the free physical Higgs field, and finally

• LIh the dynamics of the physical Higgs field, i.e. its interactions with other

particles.

The free fermions are described by their kinetic and mass terms:

L0ψ =
∑

ψ

ψ
(
i/∂ −mψ

)
ψ, (2.64)

where we sum ψ over all mass eigenstates of the fermions. These include six terms

for the three generations of leptons and eighteen terms for the three colors times six

flavors of the quarks: ψ ∈ {νi, ei}3
i=1 ∪ {uia, dia}3

a,i=1. The kinetic terms are included

in the QCD Lagrangian LQCD (2.7) and also partially in the electroweak Lagrangian

LEW (2.18). The mass terms are generated through the interaction with the Higgs

field (2.48).
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The interaction of the fermions with the gauge fields follow from the covariant

derivative of the QCD Lagrangian (2.8) and the coupling of the physical electroweak

gauge fields to the fermions (2.43):

LGψ = −gsG
A
µ J

µA
G − g

(
W+
µ J

µ+
W +W−

µ J
µ−
W + ZµJ

µ
Z

)
− eAµJµEM, (2.65)

where we sum the superscript A over the eight gluon color states. The currents in

terms of the fermion mass eigenstates are:

JµCG =
3∑

a,b,i=1

(
uiaγ

µtCabu
i
b + d

i

aγ
µtCabd

i
b

)
,

Jµ+
W =

1√
2

(
3∑

i,j=1

νiLγ
µV ij

PMNSe
j
L +

3∑

a,i,j=1

uiaLγ
µV ij

CKMd
j
aL

)
,

Jµ−W =
(
Jµ+
W

)∗
,

JµZ =
1

cos θW

3∑

i=1

[
νiLγ

µ

(
1

2

)
νiL

eiLγ
µ

(
−1

2
+ sin2 θW

)
eiL + eiRγ

µ
(
sin2 θW

)
eiR

]
+

1

cos θW

3∑

a,i=1

[
uiaLγ

µ

(
1

2
− 2

3
sin2 θW

)
uiaL + uiaRγ

µ

(
−2

3
sin2 θW

)
uiaR+

d
i

aLγ
µ

(
−1

2
+

1

3
sin2 θW

)
diaL + d

i

aRγ
µ

(
+

1

3
sin2 θW

)
diaR

]
,

JµEM =
3∑

i=1

eiγµ (−1) ei +
3∑

a,i=1

[
uiaγ

µ

(
+

2

3

)
uia + d

i

aγ
µ

(
−1

3

)
dia

]
,

(2.66)

where a, b label the quark colors, C the gluon color states and i, j the lepton genera-

tions.

The propagation of free gauge bosons together with the gluon self-interactions are

given by the terms:

LG =
∑

G

(
−1

4
|Gµν |2 +

1

2
m2
G|Gµ|2

)
, (2.67)
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where G runs over all the gauge bosons G = G1, G2, . . . , G8, W+, W−, Z, A. The

gluon field-strength tensors GAµν are given by (2.11), and the electroweak field-strength

tensors by (2.62). The masses mW = mW± and mZ are given by (2.36) while the

photon is massless (2.37), and so is the gluon:

mGA = 0 for A = 1, 2, . . . , 8. (2.68)

The gluon self-interactions due to the non-abelian structure of SU(3)C are embedded

in the gluon field-strength tensor.

The self-interactions of the physical electroweak gauge bosons (2.60) arise from

the self-interactions of the electroweak gauge bosons W 1, W 2, W 3, B (2.18), (2.21)

and the transformations of the physical fields (2.34). The TGC terms of (2.60) read:

LTGC = ig cos θW

[
(W−

µ W
+
ν −W−

ν W
+
µ )∂µZν + (W+

µνW
−µ −W−

µνW
+µ)Zν

]
+

ie
[
(W−

µ W
+
ν −W−

ν W
+
µ )∂µAν + (W+

µνW
−µ −W−

µνW
+µ)Aν

]
,

(2.69)

while the QGC terms of (2.60) read:

LQGC = g2 cos2 θW

(
W+
µ W

−
ν Z

µZν −W+
µ W

−µZνZ
ν
)

+

e2
(
W+
µ W

−
ν A

µAν −W+
µ W

−µAνA
ν
)

+

eg cos θW

[
W+
µ W

−
ν (ZµAν + AµZν)− 2W+

µ W
−µZνA

ν
]

+

1

2
g2 W+

µ W
−
ν

(
W+µW−ν −W+νW−µ) .

(2.70)

The free propagation of the physical Higgs field follows from the expansion of

the kinetic and potential terms of the Higgs field Lagrangian Lφ (2.26) around the

vacuum state (2.31) in the unitarity gauge as given by eqs. (2.32) and (2.58). The

relevant terms are:

L0h =
1

2
(∂µh)2 − 1

2
m2
hh

2, (2.71)

where the mh is the mass of a quantum of the Higgs field (2.59) — the Higgs boson.
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Similarly, the Higgs interactions with fermions, bosons, and itself follow from the

expansion of Lφ. Collecting the relevant terms of eqs. (2.32), (2.48), and (2.58) we

obtain:

LIh =−
∑

ψ

mψψψ
h

v

+
1

2

(
m2
W |W µ+|2 +m2

W |W µ−|2 +m2
Z |Zµ|2

)(2h

v
+
h2

v2

)

− 1

2
m2
hh

2

(
h

v
+

h2

4v2

)
.

(2.72)

This completes the description of the SM Lagrangian after spontaneous elec-

troweak symmetry breaking in terms of the mass eigenstates of the physical fields.

2.8 Parameters of the Standard Model

The SM depends on a number of parameters whose values are not specified by the

theory. The total number of these parameters depends on the treatment of neutrino

masses and lepton mixings. There are feasible ways to include massive neutrinos other

than treating them as Dirac particles as presented in Section 2.6.4, e.g. treating

them as Majorana fermions [10, 11] within the framework of the so-called see-saw

mechanism [12–16]. There is not enough experimental evidence to narrow down the

list of hypotheses. More details on the inclusion of massive neutrinos in the SM would

go beyond the scope of this work.

Treating the neutrinos as Dirac fermions, there are total of seven related param-

eters:

• three neutrino masses, see Table 2.1,

• three PNMS mixing angles θ12, θ13, θ23, and CP violating phase δ.

These seven parameters may or may not be considered in the list as, in the original

formulation of the SM, neutrinos are massless and leptons do not mix.

The SM predicts a set of relations between its parameters and the observable

quantities. For instance, (2.36) gives the gauge boson masses mW and mZ in terms



32

of the electroweak coupling constants g, g′ (2.20), and the Higgs vacuum expectation

value v (2.30), which in turn depends on the parameters λ and µ2 of the Higgs-field

potential V (φ) (2.29). Such relations enable us to express the SM parameters in terms

of measurable quantities and, with enough knowledge, they can be used to predict

results of other measurements thus over-constraining and testing the SM.

In addition to the neutrino-related parameters, there are further eighteen param-

eters in the SM introduced in this Chapter (see Tables 2.1 and 2.5):

• the masses of the remaining nine fermions excluding neutrinos,

• the Higgs boson mass mH and vacuum expectation value v,

• the couplings gs, g and g′ corresponding to the gauge groups SU(3)C, SU(2)L

and U(1)Y,

• the CKM mixing angles θ12, θ13, θ23, and CP violating phase δ.

A correct description of the QCD vacuum requires the introduction of an additional

dimensionless parameter [17, 18]:

• the QCD vacuum angle θQCD.

This parameter is related to the so-called strong CP problem. We mention it here

only for completeness but further details would go beyond the scope of this work.

They can be found for example in [19].

This brings the total number of the SM parameters to 26 (19) including (excluding)

massive neutrinos as Dirac fermions.

To constrain the SM parameters g, g′, λ and µ2, it is convenient to use α, v, mZ

and mH since they are well estimated from experiments. Here, α is the fine structure

constant defined as:

α =
e2

4π
, (2.73)
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Renor-
Symbol Parameter malization Value

MH Higgs mass ∼ 125 GeV
v Higgs vacuum expectation value 246 GeV

gs strong coupling µMS = MZ 1.221
g weak isospin coupling µMS = MZ 0.625
g′ weak hypercharge coupling µMS = MZ 0.357

θ12 CKM 12-mixing angle 13.1◦

θ13 CKM 23-mixing angle 2.4◦

θ23 CKM 13-mixing angle 0.2◦

δ CKM CP violating phase 0.995

θQCD QCD vacuum angle ∼ 0◦

Table 2.5: Parameters of the Standard Model [3]. The SM dynamics depend also on
the fermion masses that are listed in Table 2.1, and possibly on the unknown values
of the four parameters describing the PNMS lepton-mixing matrix.

where e is the QED coupling constant (2.41), or, equivalently, the (positive) elemen-

tary charge. The fine structure constant is important in its own right because the

QED perturbative expansion is carried out in orders of α.

The g−2 measurements of the electron anomalous magnetic moment [20–22] to-

gether with its theoretical calculation including tenth-order QED contributions in-

volving 12,672 Feynman diagrams [23] give the value of the fine structure constant α

with an unprecedented precision reaching a relative uncertainty of 2.5× 10−10.

The Higgs vacuum expectation value v is known to high precision through its

relation to the Fermi coupling constant GF introduced by Enrico Fermi in 1933 to

describe beta decay as an effective coupling in the contact interaction d→ u e− νe [24,

25]. It can be defined in terms of g and mW, or v, as [26]:

GF =

√
2

8

g2

m2
W

=
πα√

2

1

m2
W sin2 θW

=
1√
2v2

, (2.74)

where the first expression on the right is the definition of GF, the second expression

follows from substitution for g from (2.41) and for e from (2.73), and the third ex-

pression follows from substitution for g from (2.36). The most recent measurement
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of the positive muon lifetime gives GF with a relative uncertainty of 6× 10−7 [27].

The Z0 boson mass is known to a relative uncertainty of 2.3× 10−5 from the

measurement of Z0 production at the Large Electron-Positron Collider (LEP) [28–32].

The H boson mass has recently been independently measured by the ATLAS and

CMS collaborations at the Large Hadron Collider (LHC). Both measurements reach

a relative uncertainty of 5× 10−3 [33,34]. The precision of the mH measurements will

likely improve dramatically in the coming years as the LHC collects more data.

In order to fully exploit the accuracy of these measurements and to perform the

most stringent tests of the SM, the connection between the measured quantities and

the SM parameters has to take into account higher orders of the electroweak per-

turbative expansion known as electroweak radiative corrections. This significantly

complicates the relations between the measurements and the parameters. The ex-

act form of such corrections depends on the details of the adopted renormalization

scheme. Here we follow the approach of [35]. We formally introduce the radiative

correction ∆r as a relative change of the expression for GF (2.74) which is usually

written in the denominator as 1 + ∆r → 1
1−∆r

:

GF =
πα√

2
· 1

m2
W sin2 θW

· 1

1−∆r
. (2.75)

Evaluating the muon decay transition amplitude to the first order gives the radiative

correction as:

∆r =
Σ̂WW (0)

m2
W

+
α

4π sin2 θW

(
6 +

7− 4 sin2 θW

2 sin2 θW

· ln cos2 θW

)
(2.76)

where Σ̂WW (0) is the renormalized W self energy. This is a rather complicated func-

tion of sin θW, cos θW, mW , mZ and Σij, with i, j ∈ {γ,W±, Z}. Here, Σij are

amputated one-particle irreducible 2-point functions representing a certain class of

Feynman diagrams [36]. Other corresponding relations between the experimental and

theoretical parameters can be found in [35].
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2.9 Zγ Production

In the lowest order of perturbation theory, the Z0 boson couples to a pair of fermions

which are antiparticles of each other. These are quarks coming from the colliding

protons for the case of Z0 boson production at a proton-proton collider like the Large

Hadron Collider (LHC). Due to its large mass, the Z0 boson is very short-lived and

decays again via the same coupling that led to its production, where the final state

particle-antiparticle pair consists of both quarks and leptons. Figure 2.1 shows the

lowest order Feynman diagram for Z0 boson production and decay in the SM at

the LHC. The nature of the final state is random among the fermion flavors and

Z

q

q̄

f̄

f

Figure 2.1: Z boson production and decay at a hadron collider to leading order in the
SM.

generations, and differs event-by-event. The probabilities of the different fermion

flavors are however fixed by the theory, and have been confirmed experimentally with

high precision.

The photon interaction with fermions is very similar to the one of the Z0 boson

except it couples only to q charged fermion. The associated production of the photon

and the Z0 boson is from the combination of the two processes. Figure 2.2 shows the

tree-level Feynman diagrams for the Zγ production in the SM, through the initial

state radiation (ISR) mechanism.

Of the different Z0 boson final states, the decays to charged leptons are particularly

important from the experimental point of view. Unlike decays to quarks, neutrinos

and taus, the decays to electrons and muons are particularly easy to identify in the

detector and to separate from other processes producing similar signatures. The Zγ
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q

q̄

Z

γ

q

q̄

γ

Z

Figure 2.2: Zγ production at a hadron collider in the SM.

final state is `+`−γ where ` is a charged lepton. Figure 2.3 shows the tree-level

Feynman diagrams for the process qq → Zγ → `+`−γ in the SM. We refer to it

Z/γ

q

q̄

`+

`−

γ

Z/γ

q

q̄

γ

`+

`−

Figure 2.3: Initial state radiation `+`−γ production in the SM.

as initial state radiation (ISR) since the photon is emitted by one of the incoming

quarks.

Figure 2.4 shows the tree-level Feynman diagrams for the process qq → Z→ `+`−γ

in the SM, the final state radiation (FSR) mechanism. This is a different process with

the same final state that constitutes an irreducible background in the measurement

of Zγ production.

Due to the identity of the final states, both the ISR and FSR processes contribute

to the quantum-mechanical amplitude for `+`−γ production including a term arising

from their interference.
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Z/γ

q

q̄

`+

γ

`−

Z/γ

q

q̄

`+

γ

`−

Figure 2.4: Final state radiation `+`−γ production in the SM.

2.10 Anomalous Triple Gauge Couplings

The gauge boson self-interactions are a direct consequence of the non-Abelian struc-

ture of the electroweak sector of the SM. Elements of a non-Abelian group do not

commute. This causes the structure constants fabc in eq. (2.5) to acquire non-zero

values. The last term in eq. (2.6) then leads to non-vanishing terms involving prod-

ucts of the gauge field and its derivatives in the Lagrangian. However, Zγγ and ZZγ

couplings vanish in the SM at the tree level as discussed in Section 2.6.6.

Such anomalous triple-gauge couplings can be described by an effective theory that

includes higher-dimension operators [37–39]. Figure 2.5 shows a Feynman diagram

of a resulting generic V Zγ ATGC vertex with an off-shell V = γ∗, Z∗ and on-shell Z

and γ.

Vµ(p)

γβ(q2)

Zα(q1)

= ieΓαβµZV γ(p, q1, q2)

Figure 2.5: Feynman diagram of a generic V Zγ ATGC vertex with an off-shell V =
γ∗, Z∗ and on-shell Z and γ.
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Using the notation from Figure 2.5, the corresponding ZZγ ATGC vertex function

reads [37,38]:

ΓαβµZZγ(p, q1, q2) =
p2 − q2

1

m2
Z

[
h

Z
1 (qµ2 g

αβ − qα2 gµβ)+

h
Z
2

m2
Z

pα
[
(p · q2)gµβ − qµ2 pβ

]
+

h
Z
3 ε
µαβρq2ρ+

h
Z
4

m2
Z

pαεµβρσpρq2σ

]
,

(2.77)

where h
Z
1 through h

Z
4 are complex couplings characterizing the ZZ∗γ interaction.

The Zγγ ATGC vertex function is related to the ZZγ one through the symmetry:

p2 − q2
1

m2
Z

→ p2

m2
Z

and

h
Z
i → hγi , i = 1, . . . , 4,

where hγ1 through hγ4 are, again, some complex couplings characterizing the Zγ∗γ

interaction. This Zγγ vertex function vanishes identically when both photons are on

the mass shell due to the Landau-Yang theorem [40,41].

These are the most generic vertex functions for a time-like virtual V = Z∗, γ∗ and

on-shell Z and γ constrained by:

• Lorentz invariance,

• gauge symmetry,

• the coupling of the off-shell V to essentially massless fermions, which implies

that effectively ∂µV
µ = 0, V = Z, A, and

• the omission of terms proportional to pµ and qα1 that do not contribute to the

cross section.

Using similar constraints, further anomalous couplings can be introduced. They
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may involve off-shell photons and Z0 bosons [37], W± bosons [37], or quartic gauge

boson vertices [42–49]. Further details on these other couplings would go beyond the

scope of this work.

All of the hVi , i = 1, . . . , 4 couplings vanish in the SM at leading order, see

Section 2.6.6. The i = 1, 2 couplings are P-even, the other two are CP-even. All of

the couplings are C-odd. hV1,3 receive contributions from operators of dimension ≤ 6,

hV2,4 receive contributions from operators of dimension ≥ 8.

Increasing the timelike-virtual-boson energy
√
ŝ, the anomalous contributions to

the Zγ helicity amplitudes grow like
(√

ŝ/mZ

)3

for hV1,3, and
(√

ŝ/mz

)5

for hV2,4. Tree-

level unitarity requires that the anomalous couplings hVi vanish at asymptotically high

energies [50–54] since otherwise the Zγ production cross section would grow without

bound. The unitarity can be restored by introducing ŝ-dependent form factors [38]:

hVi =
hVi0(

1 + ŝ
Λ2

)n , i = 1, . . . , 4, V = Z, γ, (2.78)

where hVi0 = limŝ→0 h
V
i are the low energy limits of hVi , Λ� mZ is a cut-off scale, and

n > 3/2 for hV1,3 and n > 5/2 for hV2,4. This functional form is not uniquely defined

by the unitarity requirement. This particular choice is motivated by the well-known

nuclear form factors [55]. It has the feature that the hVi are essentially constant at

low energies ŝ� Λ2 and Λ sets the scale at which they start to decrease with growing

ŝ. This is consistent with a scenario in which non-SM values of hVi are a low-energy

consequence of some new physics at the mass scale Λ.

The goal of the this work is to constrain, or measure if nonzero, the values of hVi0.

In order to perform the measurement, we must adopt a particular choice of Λ and n.

We choose to extract the bare couplings without a form factor:

Λ→∞,

hVi → hVi0.
(2.79)

This has the advantage that we avoid ad-hoc assumptions about the functional

form (2.78), the values of the cut-off Λ, and exponents n. It simplifies the inter-
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pretation of the measurements, facilitates their comparison with other results, and

avoids possible energy-dependent biases. We argue that we need not worry about the

unitarity violation since we assume that we probe energies ŝ� Λ2. This assumption

is based on the lack of an observation of novel interactions at the scale ŝ that we

probe.

In full generality, the differential cross section is a real bilinear form in the anoma-

lous couplings h
γ,Z
1,...,4:

dσ = dσSM +

{γ,Z}∑

V

4∑

i=1

(
<hVi dσVi,< + =hVi dσVi,=

)

+

{γ,Z}∑

U,V

4∑

i,j=1

|hUi hVj | cos(arg hUi − arg hVj + ∆φUVij ) dσUVij ,

(2.80)

where dσSM is the SM contribution dσVi,<, dσVi,=, and dσUVij are the non-SM contribu-

tions after factoring out their hVi dependences, and ∆φUVij are some phases depending

on the relative phases of the underlying interfering matrix elements.

Without loss of generality, we are free to redefine the couplings h
γ,Z
1,...,4with some

constant phase shifts hVi → eiφVi hVi such that most of the phases ∆φUVij in (2.80)

vanish. Moreover, the form of (2.80) is such that all of these phases vanish:

∆φUVij = 0 (2.81)

as the anomalous matrix elements have the same relative phases.

All the terms linear in hV3,4 vanish to leading order and to next-to-leading order,

after summing over the fermion helicities and photon polarizations because of the

antisymmetry of εµαβρ in (2.77):

dσVi,< = dσVi,= = 0 for i = 3, 4,

dσUVij = dσV Uji = 0 for (i, j) ∈ {1, 2} × {3, 4},
(2.82)

where U, V = γ,Z. Therefore, the CP-violating couplings hV1,2 and the CP-conserving

couplings hV3,4 do not interfere.



41

All the remaining terms linear in hV1,2 are proportional cos θ∗:

dσVi,C ∝ cos θ∗ for i = 1, 2, and

C = <, =,
(2.83)

where θ∗ is the scattering angle of the photon in the center-of-mass frame of the

incoming partons. These terms vanish after the phase-space integration which is

symmetric with respect to cos θ∗ at the LHC. Therefore, only the quadratic terms

of (2.80) contribute to the non-SM cross section.

Furthermore, the cross sections, and thus the sensitivities, are nearly identical for

the same values of hV1,2 and hV3,4 [39]:

dσUVij ≈ dσUVkl for i, j ∈ {1, 2}, and

(k, l) = (i+ 2, j + 2),
(2.84)

where U, V ∈ {γ, Z}. Therefore, in the following, we focus on the CP-conserving

couplings hV3,4 only.

We continue the discussion of the experimental sensitivity to the couplings h
γ,Z
3,...,4,

the method of the limit extraction and the results in Sections 5.2 and 6.2.
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Chapter 3

Experimental Apparatus

3.1 The Large Hadron Collider

As of this writing, the Large Hadron Collider (LHC) [56–58] is the world’s largest

and highest-energy accelerator and collider of elementary particles. The European

Organization for Nuclear Research (CERN) constructed it from 1998 to 2008, and

has been operating it since 2009. It lies in a tunnel 50 to 175 meters underground

and 27 km in circumference at the Franco-Swiss border near Geneva, cf. Figure 3.1.

The tunnel was originally built for the Large Electron-Positron Collider (LEP) accel-

erator [59,60]. The LHC was designed to collide proton pairs (pp) every 25 ns at the

center-of-mass energies
√
s = 14 TeV, and lead ions of center-of-mass energies up to

5.5 TeV per nucleon-pair.

The LHC is a part of a multi-stage complex. It consists of a number of accelerators

leading into each other, cf. Figure 3.2. The protons come from a hydrogen flask, whose

molecules are broken up by a high electric field of a duoplasmatron source. The linear

accelerator Linac-2 then boosts them to energies of 50 MeV and injects them into the

Proton Synchrotron Booster (PSB) as ca. 120 µs-long bunches. The PSB, a circular

accelerator, splits the proton bunches in four parallel identical rings, accelerates them

to 1.4 TeV, and combines them back again to a single bunch. The bunches keep

together and accelerate as they “surf ride” the downhill slopes of electromagnetic

waves (buckets) of a Radio Frequency (RF) system. The Proton Synchrotron (PS),

the next ring in the injection chain, accelerates the proton bunches to 25 GeV. Next,
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Figure 3.1: Aerial view of CERN with the LHC tunnel near Geneva and the Geneva
Lake (lac Leman). The red line shows the location of the LHC tunnel, red circles
mark its access points. The French Alps with Mont Blanc can be seen in the back-
ground [61]. Photo courtesy of CERN.

the bunches travel in the Super Proton Synchrotron (SPS), an accelerator of 6.9 km

in circumference. Finally, the SPS accelerates the bunches to 450 GeV before filling

them in the LHC in two opposite directions.

The lead ion injection chain shares the PS and the SPS with the protons. It

differs in the source, the linear pre-injector, and the second accelerator, which are the

Electron Cyclotron Resonance Ion Source (ECRIS), the Linac3, and the Low Energy
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Ion Ring (LEIR), respectively.

Figure 3.2: The CERN accelerator complex. The LHC is the largest ring in a multi-
stage chain of accelerators leading one into another and starting with the linear ac-
celerators LINAC2 and LINAC3 [62].

The performance requirements on the LHC magnets and its cryogenic and vacuum

systems combined with their large scale present significant engineering challenges and

are at the edge of the current technology. The LEP tunnel houses two rings with

proton beams circulating in opposite directions. 1232 dipole and 392 quadrupole

magnets keep the protons and lead ions on circular trajectories in two narrow beams

of opposite directions. Further sextupole and octupole magnets correct and control

the properties of the particle beams. The bending of the trajectories involves the

1232 superconducting dipole magnets of 15 m length and 40 tonne weight. To save

space, the two rings for the clockwise and anti-clockwise beams are dual bore two-

in-one magnets inside a common cryostat, cf. Figure 3.3. They are designed to

reach the magnetic field of 8.3 T, about 100,000 times the magnitude of the Earth’s

magnetic field. To reach such high fields, the Nb-Ti magnets have to be chilled using

superfluid helium-II down to 1.9 K, colder than outer space. This requires a presence
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of three separate vacuum systems: one for the insulation of cryomagnets, one for

the insulation of the helium distribution line, and one for the beam pipe. Of the

three, the requirements on the last one are the most stringent to ensure sufficient

beam lifetime and tolerable beam halo background for the experiments. This calls for

the equivalent room temperature pressure values as low as (1× 10−8 to 1× 10−9) Pa

making the volume inside the LHC beam pipe not only colder but also emptier than

outer space.

2008 JINST 3 S08001

Figure 3.3: Cross-section of cryodipole (lengths in mm).

an important operation for the geometry and the alignment of the magnet, which is critical for the
performance of the magnets in view of the large beam energy and small bore of the beam pipe.
The core of the cryodipole is the “dipole cold mass”, which contains all the components cooled
by superfluid helium. Referring to figure 3.3, the dipole cold mass is the part inside the shrinking
cylinder/He II vessel. The dipole cold mass provides two apertures for the cold bore tubes (i.e. the
tubes where the proton beams will circulate) and is operated at 1.9 K in superfluid helium. It has an
overall length of about 16.5 m (ancillaries included), a diameter of 570 mm (at room temperature),
and a mass of about 27.5 t. The cold mass is curved in the horizontal plane with an apical angle of
5.1 mrad, corresponding to a radius of curvature of about 2’812 m at 293 K, so as to closely match
the trajectory of the particles. The main parameters of the dipole magnets are given in table 3.4.

The successful operation of LHC requires that the main dipole magnets have practically iden-
tical characteristics. The relative variations of the integrated field and the field shape imperfections
must not exceed ⇠10�4, and their reproducibility must be better than 10�4after magnet testing and
during magnet operation. The reproducibility of the integrated field strength requires close control
of coil diameter and length, of the stacking factor of the laminated magnetic yokes, and possibly
fine-tuning of the length ratio between the magnetic and non-magnetic parts of the yoke. The struc-
tural stability of the cold mass assembly is achieved by using very rigid collars, and by opposing
the electromagnetic forces acting at the interfaces between the collared coils and the magnetic yoke
with the forces set up by the shrinking cylinder. A pre-stress between coils and retaining structure

– 23 –

Figure 3.3: A schematic cross sectional view of a main LHC dipole.

The 392 quadrupole magnets of (5 to 7) m length focus the particle bunches to

maintain a narrow beam about the equilibrium orbit. There are four main interac-

tion regions along the LHC tunnel where the beams cross. Large cavities surround

them housing particle detectors that record the resulting collision products. Two of

them are general-purpose high-luminosity detector experiments optimized to search
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for the SM Higgs boson and new yet-unknown particles in proton-proton collisions:

A Toroidal LHC Apparatus (ATLAS) and the Compact Muon Solenoid (CMS). The

LHC-beauty (LHCb) experiment specializes in physics of the bottom (beauty) quark,

and finally A Large Ion Collider Experiment (ALICE) designed to study the heavy

ion collisions, see Figure 3.4.

2008 JINST 3 S08001

Figure 2.1: Schematic layout of the LHC (Beam 1- clockwise, Beam 2 — anticlockwise).

systems. The insertion at Point 4 contains two RF systems: one independent system for each LHC
beam. The straight section at Point 6 contains the beam dump insertion, where the two beams are
vertically extracted from the machine using a combination of horizontally deflecting fast-pulsed
(’kicker’) magnets and vertically-deflecting double steel septum magnets. Each beam features an
independent abort system. The LHC lattice has evolved over several versions. A summary of the
different LHC lattice versions up to version 6.4 is given in ref. [20].

The arcs of LHC lattice version 6.4 are made of 23 regular arc cells. The arc cells are 106.9 m
long and are made out of two 53.45 m long half cells, each of which contains one 5.355 m long
cold mass (6.63 m long cryostat), a short straight section (SSS) assembly, and three 14.3 m long
dipole magnets. The LHC arc cell has been optimized for a maximum integrated dipole field along
the arc with a minimum number of magnet interconnections and with the smallest possible beam
envelopes. Figure 2.2 shows a schematic layout of one LHC half-cell.

– 8 –

Figure 3.4: layout of the LHC interaction points and experiments.

In addition to the center-of-mass energy, another important parameter of an ac-

celerator is its luminosity. It is a measure of how frequently collisions occur. Higher
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luminosity provides more collisions which increases the statistical power of searches

for rare processes. The production rate of collision events of certain type is [63]:

dNevent

dt
= L σevent, (3.1)

where L is the instantaneous luminosity of the machine and σevent the production

cross section for that particular type of event. The instantaneous luminosity varies

with time as the beam conditions change during a fill. The total number of events is

then obtained as:

Nevent = σevent

∫
L dt, (3.2)

where L =
∫

L dt is the integrated luminosity. Figure 3.5 shows the integrated

luminosity of pp collisions delivered to CMS as a function of time. In addition to

the proton-proton collisions, the LHC also delivered lead-lead collisions in 2011 and

proton-lead collisions in 2013. The running campaigns involving lead collisions were

significantly shorter than the proton-proton ones lasting only about 3 weeks each.

The luminosity can be expressed in terms of the beam parameters as [63]:

L =
N2

bnbfrevγr

4πεnβ∗
F,

where Nb is the number of particles per bunch, nb the number of bunches per beam,

frev the beam revolution frequency, γr the relativistic gamma factor, and εn is the

normalized transverse beam emittance, which is a measure of the average spread of

a particle beam bunch in the position and momentum phase-space. β∗ is the beta

function at the Interaction Point (IP), a measure of the amount of beam “squeezing”

by the focusing magnets, and F is the geometric factor due to the crossing angle of

the beams. εn and β∗

The beam revolution frequency depends on the size of the accelerator. At the

LHC, it is frev = fLHC = 11.245 kHz. The relativistic gamma factor is a ratio of the

energy E and the mass m of the accelerated beam particles. The particle energy is in
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Figure 3.5: Tolal integrated luminosity delivered to CMS [64].

turn half of the the center-of-mass energy of a collision E = 1
2

√
s. The relevant mass

for the LHC pp collisions is the proton mass mp = 938.272 046± 0.000 021 MeV [3].

The relativistic gamma factor then reads:

γr =
E

m
=

√
s

2mp

. (3.3)

In Table 3.1, we list the LHC beam parameters for data collected in 2009-2012

along with their design values. The bunch intensity and size expressed by Nb and

the product εnβ
∗ have exceeded their design values during 2011 and 2012 operation.

The bunch spacing, which has to be a multiple of the size of the LHC RF buckets

corresponding to the design value of 25 ns, was 75 ns and 50 ns during 2011 and 2012.

These next higher values resulting in lower luminosities were chosen to mitigate the

effects of the electron cloud and high pileup. The latter one refers to the average num-
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Parameter Design 2009 2010 2011 2012
√
s (TeV) 14 0.9-2.36 0.9-7 7 8

Nb (1010 p/bunch) 11.5 0.05-5 12 15 16
nb (bunches/beam) 2808 1-9 368 up to 1380 1368-1380
Bunch spacing (ns) 25 312-2808 150 75, 50 50
frev (kHz) 11.245 11.245 11.245 11.245 11.245
γr 7460 480-1260 480-3730 3730 4263
εn (µm rad) 3.75 2-4 1.5-10 1.9-2.4 2.2-2.5
β∗ (m) 0.55 11 2-11 1.5-1 0.6
F 0.836 ≈ 1 ≈ 1 ≈ 1 ≈ 1
L (cm−2 s−1) 1034 3× 1026 2× 1032 4× 1033 7.6× 1033

〈Nevt〉 (per x-ing) 23 0 0-3 19 35∫
L dt (per IP) 200-300 fb−1 ≈ 0 44 pb−1 6 fb−1 20 fb−1

Table 3.1: LHC proton beam parameters.
√
s is the center-of-mass energy of a pp

collision, Nb the number of particles per bunch, nb the number of bunches per beam,
frev the beam revolution frequency, γr the relativistic gamma factor, εn the normalized
transverse emittance, β∗ the beta function at the Interaction Point, F the geometric
factor due to the crossing angle of the beams, L the instantaneous luminosity, 〈Nevt〉
the average number of inelastic interactions per bunch crossing, and

∫
L dt the total

delivered integrated luminosity per experiment.

ber of multiple inelastic proton-proton interactions occurring simultaneously during

a bunch crossing. This can be significantly greater than one and can be expressed as:

〈Nevt〉 =
σinelL

nbfLHC

(3.4)

where σinel is the total pp inelastic cross section whose value depends on the collision

center-of-mass energy. It is around σinel ≈ 68 mb at
√
s = 7 TeV [65]. High values

of pileup reduce the efficiency of particle reconstruction and identification, which

deteriorates the statistical power of the data. This is one of the limiting factors for

reaching high luminosity values.
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3.2 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) detector [66,67] is together with ATLAS [68,69]

one of the two main general-purpose detectors at the LHC. As of this writing, the CMS

collaboration consists of 2585 physicists (of which 845 are graduate students), 790

engineers, 690 undergraduates, and 281 technicians representing 182 institutes and

42 countries [70], see Figure 3.6. The CMS collaboration built the detector between

Figure 3.6: A part of the CMS Collaboration in front of a real size CMS poster
at the surface hall above the LHC Point 5 where the CMS detector elements were
assembled [71]. Photo courtesy of CERN.

1992 and 2008 at Point 5 of the LHC, 100 m underground near Cessy, France [72],

and have been operating it since then.

CMS was designed to explore the physics at the TeV scale, elucidate the mech-

anism of electroweak symmetry breaking, find evidence of the SM Higgs boson’s

existence or non-existence, search for physics beyond the SM including supersym-

metry, extra dimensions, other new and potentially not-yet-thought-of interactions

and heavy particles, and study heavy ion collisions [73]. To meet these goals, CMS



52

must have the ability to reconstruct and identify leptons, photons, jets, and missing

transverse energy with high precision, efficiency and geometric hermeticity over a

wide angular range. The challenge of CMS is to operate in the harsh environment

of approximately 20 inelastic pp collisions producing about 1000 charged particles

every 25 ns. CMS also has to be able to reduce the total interaction rate from the

1 GHz delivered by the LHC by a factor of nearly 106 down to about 1.5 kHz that can

affordably be processed and stored. This requires a very fast, granular, and radiation

resistant apparatus whose large number of channels are well synchronized.

CMS consists of several sub-systems with different roles, see Figure 3.7. They

of CMS are a high-field solenoid, a full-silicon-based inner tracking system, and a homogeneous scintillating-
crystals-based electromagnetic calorimeter.

The coordinate system adopted by CMS has the origin centered at the nominal collision point inside the experiment,
the y-axis pointing vertically upward, and the x-axis pointing radially inward toward the center of the LHC. Thus,
the z-axis points along the beam direction toward the Jura mountains from LHC Point 5. The azimuthal angle � is
measured from the x-axis in the x-y plane and the radial coordinate in this plane is denoted by r. The polar angle
✓ is measured from the z-axis. Pseudorapidity is defined as ⌘ = � ln tan(✓/2). Thus, the momentum and energy
transverse to the beam direction, denoted by pT and ET , respectively, are computed from the x and y components.
The imbalance of energy measured in the transverse plane is denoted by Emiss

T .

2 General concept
An important aspect driving the detector design and layout is the choice of the magnetic field configuration for the
measurement of the momentum of muons. Large bending power is needed to measure precisely the momentum of
high-energy charged particles. This forces a choice of superconducting technology for the magnets.

The overall layout of CMS [1] is shown in Fig. 1. At the heart of CMS sits a 13-m-long, 6-m-inner-diameter, 4-T
superconducting solenoid providing a large bending power (12 Tm) before the muon bending angle is measured
by the muon system. The return field is large enough to saturate 1.5 m of iron, allowing 4 muon stations to be
integrated to ensure robustness and full geometric coverage. Each muon station consists of several layers of alu-
minium drift tubes (DT) in the barrel region and cathode strip chambers (CSC) in the endcap region, complemented
by resistive plate chambers (RPC).

C ompac t Muon S olenoid

Pixel Detector

Silicon Tracker

Very-forward
Calorimeter

Electromagnetic
Calorimeter

Hadron
Calorimeter

Preshower

Muon
Detectors

Superconducting Solenoid

Figure 1: A perspective view of the CMS detector.

The bore of the magnet coil is large enough to accommodate the inner tracker and the calorimetry inside. The
tracking volume is given by a cylinder of 5.8-m length and 2.6-m diameter. In order to deal with high track
multiplicities, CMS employs 10 layers of silicon microstrip detectors, which provide the required granularity and
precision. In addition, 3 layers of silicon pixel detectors are placed close to the interaction region to improve the
measurement of the impact parameter of charged-particle tracks, as well as the position of secondary vertices. The
expected muon momentum resolution using only the muon system, using only the inner tracker, and using both
sub-detectors is shown in Fig. 2.

2

Figure 3.7: A schematic overview of the CMS detector with average-sized physi-
cists [67].

are arranged in an onion-like layered structure around the nominal interaction point.

Particles produced in collisions at the geometrical center of CMS cross these layers

as they propagate from the inside out. The presence or lack of signals along their

trajectories depends on the type of the particle and of the given subsystem. Combin-

ing information from the various detectors enables inferences about the underlying

particle trajectory, kinematics and types, cf. Figure 3.8.
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Figure 3.8: Transverse slice of the CMS detector depicting interaction of particles of
different types with the various sub-systems [74].

A characteristic feature of the CMS design is the arrangement of its magnetic field.

To reach sufficient bending power for precise momentum measurement of charged

particles, and unambiguous charge assignment for muons of transverse momentum

up to pT ≈ 1 TeV, CMS chose a large superconducting solenoid. To reduce the

amount of material in front of the calorimeters, they are located inside of the solenoid

together with the inner tracking system. The size of the solenoid limits the size of

the calorimeters, leading to a use of very dense materials in their active volume that

can contain electrons, photons and hadrons with sufficiently high efficiencies. So it

is the design of CMS that is compact in contrast to ATLAS rather than its overall

dimensions of 21.6 m length, 14.6 m diameter, and 12.5 kt.

The CMS design is not only compact, it is also modular. The various CMS detector

elements were constructed on the surface, lowered into the experimental cavern, and

then assembled in a fashion resembling LEGO building blocks.
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CMS uses a right-handed Cartesian coordinate system with the origin at the

nominal interaction point at the geometrical center of the detector. The x-axis points

inward to the center of the LHC ring, the y-axis upward, and the z-axis tangentially

to the direction of the beams. The right-handedness leads to a counter-clockwise

direction of the z-axis looking from above.

Based on the Cartesian coordinates, we define cylindrical ones with the radial dis-

tance from the beam r =
√
x2 + y2, the azimuthal angle φ = arctan(y/x) measured

from the positive end of the x-axis, and the z-axis. We also define a spherical coordi-

nate system with the radial distance to the origin ρ =
√
x2 + y2 + z2, the azimuthal

angle φ, and the polar angle θ = arccos(z/r) measured from the positive end of the

z-axis.

Another often used coordinate is the pseudorapidity defined as:

η = − ln tan
θ

2
, (3.5)

which, in the limit E → |p|, is equal to the rapidity :

y =
1

2
ln
E + pz
E − pz

. (3.6)

It has the advantage that particle production rate is roughly constant as a function of

it, in the region around η = 0, and its differences are Lorentz invariant with respect

to boosts along the beam axis. This is especially important at hadron colliders where

the center-of-mass momentum component along this direction is unknown and differs

event-by-event. Pseudorapidity η = 0 corresponds to the x-y plane and it tends to

η → +∞ for the direction along the positive z-axis and η → −∞ for the negative

z-axis with most of the fiducial volume covered by small numerical values of η.

3.3 CMS Superconducting Solenoid

The superconducting solenoid [75], is one of the important design features of the

CMS detector, hence the “S” for “Solenoid” in CMS . It surrounds the silicon tracker,
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ECAL and majority of HCAL, see Figure 3.9. This is important for the minimization

of the material budget in front of the calorimetry which maximizes the momentum

and energy resolution.

2008 JINST 3 S08004

Figure 2.1: General artistic view of the 5 modules composing the cold mass inside the cryostat,
with details of the supporting system (vertical, radial and longitudinal tie rods).

magnetic pressure (P =
B2

0
2µ0

= 6.4 MPa), the elastic modulus of the material (mainly aluminium
with Y = 80 GPa) and the structural thickness (DRs = 170 mm i.e., about half of the total cold
mass thickness), according to PR

DRs
= Y e , giving e = 1.5⇥ 10�3. This value is high compared to

the strain of previous existing detector magnets. This can be better viewed looking at a more
significant figure of merit, i.e. the E/M ratio directly proportional to the mechanical hoop strain
according to E

M = PR
2DRsd

DRs
DR = DRs

DR
Y e
2d , where d is the mass density. Figure 2.3 shows the values of

E/M as function of stored energy for several detector magnets. The CMS coil is distinguishably
far from other detector magnets when combining stored energy and E/M ratio (i.e. mechanical
deformation). In order to provide the necessary hoop strength, a large fraction of the CMS coil
must have a structural function. To limit the shear stress level inside the winding and prevent
cracking the insulation, especially at the border defined by the winding and the external mandrel,
the structural material cannot be too far from the current-carrying elements (the turns). On the basis
of these considerations, the innovative design of the CMS magnet uses a self-supporting conductor,
by including in it the structural material. The magnetic hoop stress (130 MPa) is shared between
the layers (70%) and the support cylindrical mandrel (30%) rather than being taken by the outer
mandrel only, as was the case in the previous generation of thin detector solenoids. A cross section
of the cold mass is shown in figure 2.4.

The construction of a winding using a reinforced conductor required technological develop-
ments for both the conductor [11] and the winding. In particular, for the winding many problems
had to be faced mainly related to the mandrel construction [12], the winding method [13], and the
module-to-module mechanical coupling. The modular concept of the cold mass had to face the
problem of the module-to-module mechanical connection. These interfaces (figure 2.5) are critical

– 7 –

Figure 3.9: Artist’s rendition of the CMS solenoid cold mass with details of the
supporting system and an average-sized physicist [67].

The performance requirements on the bending power of the magnet derive from the

requirements on the muon system and its spatial resolution. To enable reconstruction

of narrow states decaying into muons and unambiguously determine the sign of muons

up to momenta of pT ≈ 1 TeV, a momentum resolution of σ(pT)
pT
≈ 10 % is needed,

and has been achieved.

The solenoid was designed to reach a field of 4 T but it is operated at a lower value

of 3.8 T to lower the risk of damage and increase its longevity. It has a cold bore of

6.3 m, a length of 12.5 m, a mass of 220 t and stores energy of 2.7 GJ at full current

of 19.5 kA corresponding to 4 T.

Compared to previous experiments, the CMS magnet is new in a number of ways.
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The winding consists of 4 layers instead of the usual single layer due to the required

number of ampere-turns of 41.7 MA turn. The conductor is structurally strengthened

with an aluminum alloy to withstand the larger pressures. The large dimensions

of the solenoid combined with its narrow radial extent represent a challenge for its

mechanical integrity. This is exemplified in Figure 3.10 showing the energy-over-mass

ratio E/M versus the stored energy E with CMS at extreme ends of both spectra.

2
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Figure 2.2: The cold mass mounted vertically before integration with thermal shields and insertion
in the vacuum chamber.

Figure 2.3: The energy-over-mass ratio E/M, for several detector magnets.
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Figure 3.10: Comparison of the magnet energy-over-mass ratio E/M for a number of
particle detectors [67].

3.4 CMS Inner Tracker

The CMS inner tracker [76, 77] constitutes the inner-most detection layer closest to

the interaction vertex. Its purpose is to measure the trajectories of charged parti-

cles in space and time, thus enabling inferences about their charge, momentum and

impact parameters. These are important for identification and precise kinematic re-

construction of electrons, muons and charged hadrons.

The tracker is located in the center of CMS and extends to nearly 2.2 m in diameter
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and approximately 5.4 m in length providing coverage up to |η| < 2.4. It is composed

of the inner silicon pixel detector and the outer silicon strip detectors [76]. Together,

they comprise 75.6 million channels with a total active silicon area of approximately

200 m2. The spatial granularity of the different components varies with the distance

to the beam to keep the average occupancy low enough as the average charge particle

fluxes change.

fluence. Experimentally it is found that reverse annealing becomes insignificant for temperatures roughly below
0 °C [18].

The read-out chips employed in the CMS tracker are fabricated in standard 0.25 µm CMOS technology which
is inherently radiation hard due to the thin gate oxide (and special design rules). The lifetime of the silicon strip
tracker is therefore limited by the radiation damage to the silicon sensors. For efficient charge collection they
always need to be over-depleted, requiring bias voltages up to 500 V after 10 years of LHC operation. This reaches
the limit of the typical high voltage stability of current sensor layouts. Furthermore, the increased leakage currents
of the sensors will at some point lead to thermal runaway. All tests have shown that the silicon strip tracker
will remain fully operational for 10 years of LHC running. For the pixel detector on the other hand, which has
to survive even higher radiation doses, under-depleted operation is possible due to a different sensor layout. Its
lifetime reaches from at least 2 years at full LHC luminosity for the innermost layer to more than 10 years for the
third layer.

The ultimate position resolution of the pixel and strip sensors is degraded by multiple scattering in the material that
is necessary to precisely hold the sensors, to supply the electrical power (in total about 60 kW for the CMS tracker)
and to cool the electronics and the silicon sensors. Nuclear interactions of pions and other hadrons in this material
reduce significantly the tracking efficiency for these particles. In addition, this material leads to photon conversion
and bremsstrahlung which adversely affect the measurement accuracy of the electromagnetic calorimeter. It was
therefore a requirement to keep the amount of this material to a minimum.

4.1.2 Overview of the tracker layout
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Figure 30: Schematic cross section through the CMS tracker. Each line represents a detector module. Double lines
indicate back-to-back modules which deliver stereo hits.

A schematic drawing of the CMS tracker is shown in Fig. 30. At radii of 4.4, 7.3 and 10.2 cm, three cylindrical
layers of hybrid pixel detector modules surround the interaction point. They are complemented by two disks of
pixel modules on each side. The pixel detector delivers three high precision space points on each charged particle
trajectory. It is described in detail in Sect. 4.2. In total the pixel detector covers an area of about 1m2 and has 66
million pixels.

The radial region between 20 cm and 116 cm is occupied by the silicon strip tracker, which is described in detail in
Sect. 4.3. It is composed of three different subsystems. The Tracker Inner Barrel and Disks (TIB/TID) extend in
radius towards 55 cm and are composed of 4 barrel layers, supplemented by 3 disks at each end. TIB/TID delivers
up to 4 r-� measurements on a trajectory using 320 µm thick silicon micro-strip sensors with their strips parallel
to the beam axis in the barrel and radial on the disks. The strip pitch is 80 µm on layers 1 and 2 and 120 µm on
layers 3 and 4 in the TIB, leading to a single point resolution of 23 µm and 35 µm, respectively. In the TID the
mean pitch varies between 100 µm and 141 µm. The TIB/TID is surrounded by the Tracker Outer Barrel (TOB). It

25

Figure 3.11: Longitudinal-sectional schematic of the CMS tracker layout depicting the
various subsystems: the Pixel Detector (PIXEL), the Tracker Inner Barrel and Disks
(TIB and TID), Tracker Outer Barrel (TOB), and the Tracker End Caps (TEC+ and
TEC- with the sign designating the location along the z axis) [67].

Compared to alternative tracking technologies, the silicon technology has the ad-

vantage of high granularity, sensitivity and temporal resolution at the price of higher

material budget, cf. Figure 3.12.

Figure 3.13 illustrates the dependence of the tracker reconstruction efficiency and

transverse momentum resolution on the pseudorapidity η and transverse momentum

pT. It shows the resolution for muons as a function η for pT = 1, 10, and 100 GeV.

Similarly, Figure 3.14 shows the resolution of the transverse and longitudinal impact

parameters.

The CMS Pixel Detector constitutes the inner-most detection layer closest to the

beam line. It is composed of 66 million silicon pixels of dimensions 100 × 150 µm2



58
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Figure 2: Total thickness t of the tracker material traversed by a particle produced at the nomi-
nal interaction point with pseudo-rapidity η, expressed in units of radiation length X0 (left) and
hadronic interaction lengths λI (right). The contribution to the total material budget of each of
the sub-detectors that make up the CMS tracker is shown, together with the contributions of
the beam-pipe and of the support tube that surrounds the tracker.

3 Local Hit Reconstruction96

The first step of the reconstruction is referred to as local reconstruction. It consists of the clus-97

tering of zero-suppressed pixels or strips into hitsand then estimating their position and uncer-98

tainty, measured in the local coordinate frame of the sensor. An orthogonal coordinate system99

(u, v) is used, with axes orientated along/perpendicular to the pixels/strips in the plane of the100

sensor. Of the two coordinates, u is defined to be the one that is perpendicular to the B-field,101

(except in the case of the stereo strip sensors, where it defined as the one that makes the largest102

angle to the B-field).103

3.1 Hit Reconstruction in the Pixel Detector104

In the data acquisition system of the pixel detector [12], zero suppression is performed in the105

readout chips of the sensors [13], with adjustable thresholds for each pixel. This pixel readout106

threshold is set to a single-pixel threshold of 3200 electrons equivalent charge. Offline, pixel107

clusters are formed from adjacent pixels, including both side-by-side and corner-by-corner ad-108

jacent pixels. Each cluster must have a minimum charge of 4000 electrons equivalent. Resid-109

ual charge miscalibration, due to the pixel-to-pixel variation of the charge injection capacitor,110

(used for pixel gain calibration), are extracted from laboratory measurements and included in111

the Monte Carlo simulation.112

Two different algorithms are used to determine the position of the pixel clusters. A fast algo-113

rithm is used during track seeding and pattern recognition (described in Section 3.1.1), while,114

in the final track fit, a more precise algorithm based on cluster shapes is used (Section 3.1.2).115

3.1.1 First-pass hit reconstruction116

The cluster is projected along the transverse (u) and longitudinal (v) direction by summing the117

charge collected in the pixels with the same coordinate [14]. For clusters with a size of one pixel118

only, the position is given by the centre of that pixel, corrected for the Lorentz shift. For larger119

clusters the hit position is determined from the charge in the first and last pixels of the u and v120

Figure 3.12: The CMS tracker material budget in units of radiation length X0 (left)
and nuclear interaction length λI (right) [78]. The contributions from the individual
tracker subsystems are shown, as well as the contributions from the beam pipe at the
center of the tracker, and the support tube surrounding the tracker.

with a total active area of ≈ 1 m2. The pixels are arranged into three barrel layers

and two endcap disks on each side. The barrel layers are 53 cm in length and lie at

mean radii of r = 4.4 cm, 7.3 cm and 10.2 cm, while the endcap disks are from 6 cm of

the annular inner radius to 15 cm of the annular outer radius and lie at |z| = 34.5 cm

and 46.5 cm on each side. The large number of pixel detector channels places high

demands on its services, such as the low voltage power supply and the cooling system.

These in turn result in a contribution to the total material budget of the tracker in

front of ECAL, cf Figure 3.12. It is 0.05 X0 at η = 0 rising to ≈ 0.18 X0 at |η| = 1.5

and dropping again to ≈ 0.13 X0 at |η| = 2.4, see Figure 3.15.

The Silicon Strip Tracker complements the Pixel Detector in the detection of

trajectories of charged particles coming from the interaction point. It comprises 9.6

million silicon strips of various sizes with a total active area of 200 m2. The strips

are arranged into 15,400 modules which are in turn organized in a number of sub-

detectors. The inner subsystems are the Tracker Inner Barrel and Disks (TIB and

TID), while the outer subsystems are the Tracker Outer Barrel and the Tracker End

Caps (TOB and TEC), cf. Figure 3.11. To reduce the radiation damage to the active

silicon, the entire system is cooled and operated at a lower temperature.
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6.4. Track reconstruction 253
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Figure 6.14: Algorithmic (left) and global track reconstruction efficiency (right) for muons
(top) and pions (bottom) of transverse momenta of 1, 10 and 100 GeV/c.

momenta in the range 120–170 GeV/c and including low luminosity pile-up are shown in
Figure 6.15. The track selection used for this analysis is a very loose one, and the efficiency
and fake rate can be tuned by applying additional quality criteria. The most important pa-
rameters that are available for such a selection are the number of hits used in the track fit, the
number of invalid hits, and the χ2. As an example, the change of global efficiency and fake
rate as a function of the cut on the normalized χ2 are also shown in Figure 6.15.

6.4.6.2 Resolution

Five parameters are chosen to describe a track: d0, z0, φ, cot θ, and the transverse momentum
pT. The track parameters are defined at the point of closest approach of the track to the beam
axis (called the impact point); d0 and z0 hence measure the coordinate of the impact point
in the transverse and longitudinal plane (d0 = y0 cosφ − x0 sinφ, where x0 and y0 are the
transverse coordinates of the impact point). The azimuthal angle of the momentum vector
of the track, φ, is taken at the impact point, and θ is the polar angle. Figure 6.16 shows
the resolution of the 5 track parameters for samples of single muons with pT of 1, 10, and
100 GeV/c.

256 Chapter 6. Inner Tracking System

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

) [
%

]
t

/p t
 pδ(σ

1

10 , pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

a)

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

) [
m

ra
d]

φ δ(σ

-110

1

10 , pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

b)

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

m
]

µ
) [ 0

 dδ(σ

10

210

, pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

c)

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

m
]

µ
) [ 0

 zδ(σ

10

210

310

, pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

d)

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

]
-3

))
 [1

0
θ

 c
ot

(
δ(σ

-110

1

10

, pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

e)

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

/n
df

   
  2 χ

0

0.5

1

1.5

2

, pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

f)

Figure 6.16: Resolution of the 5 track parameters for single muons with transverse momenta
of 1, 10 and 100 GeV/c: a) transverse momentum, b) φ, c) transverse, d) longitudinal impact
parameter, e) cot θ, and f) reduced χ2.

Figure 3.13: CMS tracker reconstruction efficiency (left) [66] and transverse momen-
tum resolution (right) [67] as functions of pseudorapidity η for muons of transverse
momentum pT = 1 GeV (black circles), 10 GeV (blue triangles), and 100 GeV (red
squares).

3.5 CMS Electromagnetic Calorimeter

The CMS Electromagnetic Calorimeter (ECAL) [79, 80] is a hermetic, homogeneous

calorimeter that constitutes the next detection layer after the inner tracking system.

Its purpose is two fold: to measure the time, location, and amount of energy deposits

of electromagnetically interacting particles; and to fully contain electrons and pho-

tons inside of its volume. This enables their identification, precise estimates of their

momenta and the ability to trigger on high energetic electrons and photons, and large

missing transverse energy.

The ECAL is 3.5 m in diameter, 6.1 m in length and more than 93 t in weight.

It consists of three main subsystems: the ECAL barrel (EB), the two ECAL end-

caps (EE+ and EE-), and the two ECAL preshower detectors (ES+ and ES-), cf.

Figure 3.16.

The ECAL active material consists of 75,848 lead tungstate (PbWO4) crystals,

including 61,200 in the barrel, and 14,648 in the two endcaps. The preshower detector

is composed of two lead absorber layers interleaved with two active silicon layers.

The barrel crystals have the form of a tall, narrow a truncated pyramid. The endcap
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Figure 6.16: Resolution of the 5 track parameters for single muons with transverse momenta
of 1, 10 and 100 GeV/c: a) transverse momentum, b) φ, c) transverse, d) longitudinal impact
parameter, e) cot θ, and f) reduced χ2.
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Figure 6.16: Resolution of the 5 track parameters for single muons with transverse momenta
of 1, 10 and 100 GeV/c: a) transverse momentum, b) φ, c) transverse, d) longitudinal impact
parameter, e) cot θ, and f) reduced χ2.

Figure 3.14: CMS Tracker resolution on the transverse (left) and longitudinal (right)
impact parameter as a function of pseudorapidity η for muons of transverse mo-
mentum pT = 1 GeV (black circles), 10 GeV (blue triangles), and 100 GeV (red
squares) [67].
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Figure 43: Material budget of the pixel barrel in units of radiation length versus rapidity. The plot does not contain
contributions from the pixel support cylinder, the supply tube and cabling from the detector end flange to the supply
tube.

Figure 44: The FPix half-disk cooling channels mounted in the outer half-ring structure. The turbine-like geometry
is apparent. Panels are mounted on both sides of the cooling channels.

38

Figure 3.15: The CMS pixel detector material budget [67].

crystal geometry is nearly parallelepipedic.

When an electron or photon traverses the PbWO4 crystals, it interacts with the

material. Electrons and positrons emit bremsstrahlung photons while photons in-
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Figure 4.5: Layout of the CMS electromagnetic calorimeter showing the arrangement of crystal
modules, supermodules and endcaps, with the preshower in front.

Figure 4.6: The barrel positioned inside the hadron calorimeter.
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Figure 3.16: A diagram of the CMS electromagnetic calorimeter layout [79].

turn convert to electron-positron pairs, producing an exponential number of elec-

trons, positrons and photons in a cascade fashion with the total number of particles

multiplying at each step. An electromagnetic shower develops eventually stopping all

the energetic particles within the crystal volume. In the process, the crystals emit

blue-green scintillation light with a broad maximum at 420 nm whose overall inten-

sity is proportional to the deposited energy. This scintillation light is collected by

photodetectors attached to their back side, see Figure 3.17. There are two different

photodetector technologies employed for the Barrel and the Endcaps. The avalanche

photodiodes are used in the Barrel, the vacuum phototriodes in the Endcaps.

The high density d = 8.28 g cm−3 and high average atomic number of the PbWO4

crystals is key to their short radiation length of 0.89 cm and a small Molière radius

of 2.19 cm which are necessary to achieve the required granularity thickness. Their

response is also reasonably fast compared to the LHC design bunch spacing interval

of 25 ns as they emit 80 % of the scintillation light from a charged particle within that

period of time. Their light output is subject to change with varying temperature

by about −1.9 %/◦C at 18 ◦C requiring the presence of a system that cools the read-
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Figure 3.17: The ECAL PbWO4 Crystals with Photodetectors. Left: A barrel crystal
with two avalanche photodiodes. Right: An endcap crystal with a vacuum phototri-
ode [67].

out electronics and maintains the crystal temperature stable within ±0.05 ◦C. The

crystals are also sufficiently radiation hard. However, their response decreases in the

harsh environment during LHC operation due to their exposure to high radiation dose

rates [81]. The Caltech group developed, constructed and operates a laser monitoring

system that continuously tracks and corrects these changes to maintain the excellent

energy resolution. Figure 3.18 shows the time evolution of the relative crystal trans-

parency to the laser light (440 nm) averaged over the barrel for some fills in 2011. It

illustrates the loss of the response during a fill and its corresponding recovery during

the time between fills. Figure 3.19 shows the history of the relative crystal response

to the laser light in both 2011 (440 nm) and 2012 (447 nm) averaged over groups in

crystals by regions of the pseudorapidity absolute values |η|.
The EB has an inner radius of 124 cm, a length of 609 cm, and a thickness of 31 cm.

It covers the fiducial volume of |η| < 1.48. It has a granularity of 170× 360 = 61, 200

crystals folded in η×φ. It is composed of two halves, each on one side of the x-y plane

(EB+ and EB-). Each half is structured into 18 identical supermodules folded in the

φ direction with each supermodule containing 85 × 20 crystals in ∆η × ∆φ. Each

supermodule is in-turn made of 4 modules with the module 1 (the most central one

at lowest η) being 25× 20 crystals, and modules 2-4 20× 20 crystals in ∆η×∆φ. To

improve the ECAL hermeticity by mitigating the shower leakage through inter-crystal
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Figure 3.18: CMS ECAL relative mean laser response in the barrel for some fills
in 2011 [82]. The loss of the response is clearly visible during the fills. So is the
corresponding recovery in the mean time. The physics data is corrected crystal-by-
crystal using these measurements.

gaps, the crystals are mounted in a quasi-projective geometry: their axes are tilted at

3◦ with respect to a line from the nominal interaction vertex. Each EB crystal covers

0.0174 × 0.0174 in ∆η × ∆φ (1◦ × 1◦ in ∆θ × ∆φ), has a front face cross-sectional

area of ≈ 22 × 22 mm2 (about 1 Molière radius squared), and a length of 230 mm

corresponding to 25.8 X0 radiation lengths.

Seen from the nominal interaction vertex, the front faces of the EE disks are an-

nuli with inner and outer radii of 32 cm and 171 cm. They are located on each side at

|z| = 317 cm, and are 73 cm thick. Each EE disk is composed of two “Dees” symmet-

ric with each other by a reflection in the y-z plane. The EE covers a fiducial volume

of 1.5 < |η| < 3.0. Compared to the barrel, the endcap crystal are wider and shorter.

They have a front face area of 28.6×28.6 mm2 and a length of 200 mm corresponding

to 24.7 X0. The preshower detectors are mounted in front of the endcaps and cover
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Figure 3.19: CMS ECAL relative mean laser response histories in 2011 and 2012 for
groups of crystals in categories of |η| [82].

the pseudorapidity region of 1.65 < |η| < 2.6. The two disks of the lead absorber

are located at 2 X0 and 3 X0. See Figure 3.20 for a schematic diagram of a longitu-

dinal sectional view in the y-z plane of an ECAL quadrant showing the location and

arrangement of its subsystems and crystals.

The energy resolution σ(E) of the ECAL as a function of the total energy E of

the incident particle is [79]:

σ(E)

E
=
N

E
⊕ S√

E
⊕ C, (3.7)

where N , S, and C are the noise, stochastic, and constant terms, and the operator ⊕
denotes addition in quadrature:

x⊕ y =
√
x2 + y2. (3.8)
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calibration using data collected from a high energy electron test beam, showing a

resolution of

σE/E =
2.8%√
E[GeV]

⊕ 12%

E[GeV]
⊕ 0.3%. (2.4)

Figure 2-9: A schematic cross sectional diagram of the ECAL, showing the geometrical
arrangement of the barrel ECAL, the endcap ECAL, and the preshower detector. The
interaction point is located at the lower left edge of the diagram. The dotted lines
show the values of the pseudorapidity at the given angle.

The majority of the hadronic calorimeter lies inside the solenoid magnet coils and

therefore the ability to operate within a high magnetic field environment was an im-

portant design consideration. Brass was chosen as the absorber material due to its

relatively short nuclear interaction length and non-magnetic properties. The active

material consists of plastic scintillator tiles 3.7 mm thick. The light signal is trans-

mitted via wavelength shifting fibers to hybrid photodiode detectors. A schematic

diagram of the HCAL is shown in Figure 2-10.

The barrel region of the HCAL detector consists of 2304 individual towers ar-

ranged in a projective geometry lying between η of -1.4 and 1.4, each covering an

area 0.087×0.087 in η and φ. There are a total of 15 brass absorber plates, each 5 cm

thick, while the innermost and outermost layer is made of stainless steel for increased

45

Figure 3.20: A schematic diagram of a longitudinal-sectional view in the y-z plane
of an ECAL quadrant showing the location and arrangement of its subsystems and
crystals. [66].

The three terms correspond to a sum of three statistically independent quantities.

The parameters S, N , and C depend on the properties of the crystals, detector

electronics, calibration, and other factors, see Table 3.5.

The stochastic term describes the fluctuation in the number of photons and elec-

trons in the electromagnetic shower due to its lateral containment, endcap preshower

absorber, and Poisson fluctuations (ca. 2.3 %
√

GeV).

The noise term refers to the noise due to pileup deposits from multiple inelastic

collisions and readout electronics including the preamplifier and the readout.

Finally, the constant term represents fluctuations in the calibration and other

smaller effects that are proportional to the total deposited energy like non-uniformity

of the longitudinal light collection, shower leakage from the back of the crystal, geo-

metrical effects, etc.

The ECAL energy resolution has been measured using test beams of high ener-

getic electrons with minimal material in front of crystals, absence of magnetic field

and with beams centered on the crystal faces. The measured resolution for energies
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Barrel Endcaps
Term Contribution (η = 0) (|η| = 2) Unit

Noise at Electronics noise (at start-up) 15 75 % GeV
low luminosity Leakage current noise 3 –

Pileup noise 3 18
Total Noise Term 16 77

Noise at Electronics noise (at start-up) 15 75 % GeV
high luminosity Leakage current noise 11 –

Pileup noise 10 53
Total Noise Term 21 92

Stochastic Containment 1.5 1.5 %
√

GeV
Photo-statistics 2.3 2.3
Preshower sampling – 5.0
Total Stochastic Term 2.7 5.7

Constant Inter-calibration 0.4 0.4 %
Longitudinal non-uniformity 0.3 0.3
Others < 0.2 < 0.2
Total Constant Term 0.55 0.55

Table 3.2: CMS ECAL resolution design parameters [79] broken down into different
contributions to the various terms of (3.7)

reconstructed in 3× 3 crystals under such ideal conditions is [83]:

σ(E)

E
=

12.7 %

E (GeV)
⊕ 2.8 %√

E (GeV)
⊕ 0.3 %

Figure 3.21 illustrates the ECAL energy resolution as a function of the incident parti-

cle energy. The left panel shows the magnitude of the various contributions according

to the design [79], the right panel shows the measurement using a test beam of elec-

trons [83].

3.5.1 CMS ECAL In Situ Performance

The energies and directions of prompt electrons and photons from pp collisions in CMS

are identified and reconstructed starting from the energies deposited in each crystal

in the ECAL. These deposits are clustered by algorithms discussed in Section 4.4, and
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1   General Overview CMS–ECAL TDR

8

Fig. 1.3: Different contributions to the energy resolution of the PbWO4 calorimeter.

Angular and mass resolution

The two-photon mass resolution depends on the energy resolution and the error on the
measured angle between the two photons. If the vertex position is known, the angular error is
negligible. However, a contribution of about 1.5 GeV to the di-photon mass resolution (at a mass
of around 100 GeV) is expected from the uncertainty in the position of the interaction vertex, if the
only information available is the r.m.s spread of about 5.3 cm of the interaction vertices. At low
luminosity, where the number of superimposed events is small, the longitudinal position of the
Higgs production vertex can be localized using high-pT tracks originating from the Higgs event.
Studies indicate that even at high luminosity the correct vertex can be located for a large fraction
of events using charged tracks. However, this result depends on the precise knowledge of the
minimum-bias pileup at LHC energies. We thus retain the possibility of inserting a barrel
preshower device consisting of a lead/silicon layer. The information from the preshower, when
combined with that of the crystal calorimeter, could provide the measurement of the photon
direction at high luminosity, with an accuracy of about 45 mrad/√E.

1.4.4 Radiation environment

At a luminosity of 1034 cm–2 s–1 about 109 inelastic proton–proton interactions per
second will generate a hostile radiation environment.

The simulations of the radiation environment use minimum-bias events obtained from the
DPMJET-II event generator. The uncertainty in the estimate of the neutron fluence is about a factor
of 2 due to approximations in the geometrical descriptions of the subdetectors, and somewhat
smaller for the dose in and around the ECAL. All estimates are presented for an integrated
luminosity of 5 × 105 pb–1 assumed to be appropriate for the first ten years of LHC operation.
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resolution, measured by fitting a Gaussian function to the reconstructed energy distributions,
has been parameterized as a function of energy:

(
σ

E

)2

=

(
S√
E

)2

+

(
N

E

)2

+ C2, (1.2)

where S is the stochastic term, N the noise and C the constant term. The values of these
parameters are listed in the figure.
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Figure 1.7: ECAL supermodule energy resolution, σE/E, as a function of electron energy
as measured from a beam test. The upper series of points correspond to events taken with
a 20×20 mm2 trigger and reconstructed using a containment correction described in Sec-
tion 4.3.2.2. The lower series of points correspond to events selected to fall within a 4×4 mm2

region. The energy was measured in an array of 3×3 crystals with electrons impacting the
central crystal.

1.5.4 Hadron calorimeter

The design of the hadron calorimeter (HCAL) [3] is strongly influenced by the choice of mag-
net parameters since most of the CMS calorimetry is located inside the magnet coil (Fig. CP
1) and surrounds the ECAL system. An important requirement of HCAL is to minimize
the non-Gaussian tails in the energy resolution and to provide good containment and her-
meticity for the Emiss

T measurement. Hence, the HCAL design maximizes material inside the
magnet coil in terms of interaction lengths. This is complemented by an additional layer
of scintillators, referred to as the hadron outer (HO) detector, lining the outside of the coil.
Brass has been chosen as absorber material as it has a reasonably short interaction length, is
easy to machine and is non-magnetic. Maximizing the amount of absorber before the mag-
net requires keeping to a minimum the amount of space devoted to the active medium. The
tile/fibre technology makes for an ideal choice. It consists of plastic scintillator tiles read
out with embedded wavelength-shifting (WLS) fibres. The WLS fibres are spliced to high-

Figure 3.21: CMS ECAL energy resolution as a function of energy. Left: Differ-
ent contributions according to the design [79]: the noise term (magenta line labeled
“Noise”), the stochastic term (red line labeled “Photo”), the sum in quadrature of
the stochastic and constant terms (brown line labeled “Intrinsic”), and the total res-
olution (blue line labeled “All”). Right: Measurement for a 3 × 3 array of crystals
with electrons from a test beam incident in an area of 20 × 20 mm2 (solid line) and
4× 4 mm2 (dashed line) in the center of the front face of an arbitrary crystal. [66,83].

associated with hypotheses as to the nature of the particles that produced them, as

discussed in Sections 4.5 and 4.6. The energy deposited in each crystal, together with

other properties of the clusters are then used to estimate the energy of the electrons

and photons originating at the interaction point. As discussed in more detail in the

remainder of this section, the reconstructed electron and photon energy resolution is

significantly worse than the resolution measured in test beams.

This is due to several factors, the most important of which is the material of the

tracker, its cables and services in front of the ECAL, and the additional material of the

preshower in front of the ECAL endcap. Other factors contributing to the resolution

in situ include the energy scale determination using Z → e+e− and µµγ events, the

crystal-by-crystal calibration accuracy, the electronic noise, and the accuracy of the

GEANT4 simulation [84].

As discussed in detail in Section 4.4, the in-situ reconstruction of electrons takes

into account electron showering and photon conversions in the tracker material, that

lead to a spread of the electromagnetic showers along the φ-direction due to the
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bending of electrons and positrons in the magnetic field. As a result of the spreading

of energy over a larger angular range, there is a greater likelihood that part of the

shower goes into the inter-crystal, inter-module and inter-supermodule cracks, and so

more of the energy is lost on average and the fluctuations in these losses contribute

to the resolution. In addition, since the energy is spread among a greater number of

crystals, the overall contribution to the resolution from electronic noise is increased

for showering electrons relative to non-showering electrons.

In addition to the effects of translating the detector energies to the particle energies

and the associated changes in clustering, there are further effects that worsen the

energy resolution. In the ECAL barrel (|η| < 1.5), the per-crystal electronics noise

has risen due to the rise in the dark current in the avalanche photodiodes (APDs)

caused by irradiation (see Figures 3.22 and 3.23), and there is an additional small

effect due to the radiation-induced loss of transparency of the crystals (see Figure 3.19)

that amplifies the noise relative to the signal for a given particle energy.
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Figure 3.22: CMS ECAL APD dark current evolution in time [82].
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Figure 3.23: CMS ECAL APD noise in the barrel in ADC counts (top) and MeV
(bottom) [82]. Colors are used to represent the pseudorapidity magnitude |η| with
low values of |η| at the violet end of the spectrum and high values of |η| at the green
end of the spectrum as indicated by the color palette on the right side of the panels.

In the ECAL endcaps, the vacuum phototriodes used are immune to the leakage

current effect, but the endcaps are substantially more susceptible to the noise ampli-

fication effect (see Figure 3.24), since the loss of transparency in the endcap crystals,
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especially those at the larger values of |η|, is considerably larger as a result of the

higher radiation doses, as shown in Figure 3.19. These time-dependent noise effects
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Figure 3.24: CMS ECAL VPT noise in the endcaps in ADC counts (top) and MeV
(bottom) [82]. Colors are used to represent the pseudorapidity magnitude |η| with
low values of |η| at the green end of the spectrum and high values of |η| at the red
end of the spectrum as indicated by the color palette on the right side of the panels.

are not well-represented in the simulation.
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The in-situ electron and photon resolution is also affected by the accuracy of the

calibration and the cluster corrections (the energy reconstruction algorithm). Both

of these have evolved since 2010 and several different versions and combinations of

the two have been used since then. Figure 3.25 shows the relative photon energy

resolution unfolded in bins of transverse energy ET using photons from Z → µ+µ−γ

decays collected in 2011. Figures 3.26 and 3.27 show the relative electron energy

resolution unfolded in bins of pseudorapidity |η| using electrons from Z → e+e−

decays collected in 2011 and 2012, respectively.

The CMS simulation attempts to describe the resolution as realistically as possible,

taking into account all the known effects, including e.g. the estimated intercalibration

precision and its dependence on η and the data-taking period. In 2012, this precision

was approximately 0.35 % in the central region of the barrel up to |η| < 0.7, rising

with |η| in the outer region of the barrel with 0.7 < |η| < 1.5 to approximately 0.9 % at

its ends, see Figure 3.28. In the endcaps, it was approximately 3 % at the outer edges

near |η| = 1.5, dropping down to approximately 2 % in the range 1.6 < |η| < 2.3, and

rising again to approximately 5 % at |η| = 2.5.

Despite the efforts to realistically simulate the ECAL, it is clearly visible from

Figures 3.26 and 3.27 that the electron resolution in situ is worse than in simulation.

Among the known causes of this discrepancy are:

• the description of the material in front of the crystals,

• the increase of the APD electronics noise due to radiation damage discussed

above, and

• the scaling of the resolution by the transparency correction described above.

As of this writing, there is an ongoing effort in the CMS collaboration to improve

the simulation with respect to the above aspects. Whether there are further effects

contributing to the observed difference in the particle energy resolution in data and

simulation remains to be seen.
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Figure 3.25: Photon energy resolution (black points with error bars) unfolded in
bins of transverse energy ET using photons from Z → µ+µ−γ decays collected in
2011 overlaid with a fit (solid blue line). Top row: simulation, bottom row: data,
left column: barrel, right column: endcaps. The fitted function has a similar form
to (3.7) but it uses transverse energy ET instead of the energy E. The parameter S is
fixed to its value estimated from the test beam with electrons after adjusting for the
ET/E ratio of the sample at hand. The light yellow and light green bands represent
±1σ and ±2σ uncertainties on the fit, respectively.
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Figure 3.26: Electron energy resolution unfolded in bins of pseudorapidity |η| using
electrons from Z→ e+e− decays collected in 2011 [85].
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Figure 3.28: CMS ECAL intercalibration precision in 2012 for the barrel (left) and
the endcaps (right) in bins of pseudorapidity |η| [82]. The red squares corresponds
to calibration based on the φ-symmetry of the energy deposits, the blue upward-
pointing triangles correspond to calibration using electrons from Z→ e+e− and W→
eν decays, the green downward-pointing triangles correspond to calibration using
photons from π0 → γγ and η → γγ decays, and the black circles correspond to a
combination of the results from all the three methods.

3.6 CMS Hadron Calorimeter

The CMS hadron calorimeter [86] (HCAL) surrounds the ECAL and the inner track-

ing system and is partially installed inside of the superconducting solenoid and par-

tially outside of it. Similarly to the ECAL, its primary purpose is to measure and fully

contain certain particles. It complements the ECAL by further absorbing hadrons. It

is designed to (a) acquire the location, time and magnitude of the energy deposited

by the incident particles and (b) capture all hadrons so that the only particles origi-

nating from the collisions and traveling past the HCAL are muons and neutrinos. It

directly contributes to muon identification and precise measurements of jet kinemat-

ics and missing transverse energy. It also contributes to the rejection of jets faking

prompt isolated leptons and photons. It is vital for a number of important trigger

paths including hadronic activity, large missing transverse energy, etc.

The CMS HCAL is a sampling calorimeter. Its active volume consists of 70,000

scintillating plastic tiles interleaved with absorber plates. The short nuclear inter-

action length of λI = 16.42 cm, non-magneticity and reasonable cost were the key
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properties making brass alloy the absorber material of choice for the compact de-

sign of HCAL placed in a strong magnetic field. Brass is complemented by steel for

greater structural strength. Wavelength shifting fibers transmit the signal to Hybrid

Photodiodes for readout.

The CMS HCAL consists of 4 sub-systems, the HCAL barrel (HB), the HCAL

endcap (HE), the hadron outer calorimeter (HO), and the hadron forward calorimeter

(HF). The HE and HB lie inside the magnet and the HO and HF outside of it, see

Figure 3.29.

2008 JINST 3 S08004

HF

HE

HB

HO

Figure 5.1: Longitudinal view of the CMS detector showing the locations of the hadron barrel
(HB), endcap (HE), outer (HO) and forward (HF) calorimeters.

Table 5.1: Physical properties of the HB brass absorber, known as C26000/cartridge brass.

chemical composition 70% Cu, 30% Zn
density 8.53 g/cm3

radiation length 1.49 cm
interaction length 16.42 cm

(Dh ,Df) = (0.087,0.087). The wedges are themselves bolted together, in such a fashion as to
minimize the crack between the wedges to less than 2 mm.

The absorber (table 5.2) consists of a 40-mm-thick front steel plate, followed by eight 50.5-
mm-thick brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The
total absorber thickness at 90� is 5.82 interaction lengths (lI). The HB effective thickness increases
with polar angle (q ) as 1/sinq , resulting in 10.6 lI at |h | = 1.3. The electromagnetic crystal
calorimeter [69] in front of HB adds about 1.1 lI of material.

Scintillator

The active medium uses the well known tile and wavelength shifting fibre concept to bring out the
light. The CMS hadron calorimeter consists of about 70 000 tiles. In order to limit the number of
individual elements to be handled, the tiles of a given f layer are grouped into a single mechanical
scintillator tray unit. Figure 5.5 shows a typical tray. The tray geometry has allowed for construc-
tion and testing of the scintillators remote from the experimental installation area. Furthermore,

– 123 –

Figure 3.29: Longitudinal-sectional diagram of the HCAL layout depicting the posi-
tions of the four sub-detectors [67].

The HB covers the central region up to pseudorapidity of |η| < 1.4. It is radially

restricted at r = 1.77 m by the extent of the ECAL from the inside and at r = 2.95 m

by the extent of the solenoid from the outside. It comprises 2,304 separately-readout

towers with a granularity of ∆η×∆φ = 0.087×0.087 (∆θ×∆φ = 5◦×5◦). Each tower

is composed of 17 scintillator tiles interleaved with 16 absorber plates. Traversing HB

from the inside out, the absorber consists of a steel front plate 40 mm in thickness,

eight brass plates 50.5 mm in thickness, six brass plates 56.5 mm in thickness, and

finally a steel back plate 75 mm in thickness. The total absorber thickness is 5.82λI at
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pseudorapidity η = 0 and grows to 10.6λI at pseudorapidity |η| = 1.3. The scintillator

tiles are 3.7 mm thick, with the exception of the front and back tiles which are 9 mm

thick.

The HB is complemented by an additional absorber-scintillator layer, called HO,

outside the solenoid for improved hermeticity and containment. The HO matches the

coverage and segmentation of the HB. The HO scintillators are 10 mm thick. The

absorber is made of iron and is 18 cm thick. It serves as a “tail-catcher” containing

hadron showers leaking through the HB and the solenoid. It increases the total

effective thickness of the hadron calorimetry including ECAL to ≈ 10λI.

The HE covers the forward regions with pseudorapidities of 1.3 < |η| < 3.0.

It comprises 20,916 scintillator tiles in 18 layers with a granularity of ∆η × ∆φ =

0.087 × 0.087 for |η| < 1.6 and of ≈ 0.17 × 0.17 for 1.6 ≤ |η| < 3.0. The absorber

plates are made of brass and are 79 mm thick. The front scintillator tile is 10 mm, all

the others are 3.7 mm thick. The total effective thickness of the hadron calorimetry

is approximately 10λI — the same as for the HB + HO.

The HF is composed of 900 towers and 1,800 channels shared among two modules,

one on each side. The modules are cylindrical structures with outer diameters of

1.3 m. They sit at |z| = 11.2 m and extend the pseudorapidity coverage to |η| < 5.2.

They use a steel absorber with a depth of 1.65 m. Quartz fibers constitute the active

volume. They emit Čerenkov light and transmit it to photomultipliers for readout.

They have a diameter of 0.6 mm and are arranged in a square grid with a pitch of

5 mm. The tower segmentation varies from ∆η ×∆φ = 0.175× 0.175 at |η| = 3.0 to

∆η ×∆φ = 0.3× 0.35 at |η| = 5.0.

The total resolution of the CMS hadronic calorimetry including both ECAL and

HCAL can be expressed as a function of the incident particle energy as:

σ(E)

E
=

S√
E
⊕ C, (3.9)

where S is the stochastic term and C the constant term. The values of these terms

were estimated experimentally in test beams [87, 88]. We summarize the results in
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Parameter HB, HE HF Unit

Stochastic term S 84.7 198 %
√
GeV

Constant term C 7.4 9 %

Table 3.3: CMS HCAL calorimetry performance from beam tests.

Table 3.6.

Figure 3.30 shows the jet pT resolution as a function of the jet pT for jets re-

constructed using two different algorithms: the so-called calo-jets based solely on

calorimeter deposits, and the so-called PF jets based on the particle flow (PF) algo-

rithm that combines information from all the subsystems including the inner tracking.

The calo-jet reconstruction is generally more robust while the PF-jet reconstruction

is generally more performant. The measured relative jet pT resolution ranges between

approximately 18 % for low-pT calo-jets (pT ∼ 50 GeV), and approximately 8 % for

high-pT PF jets (pT > 200 GeV).
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Figure 3.30: Jet pT resolution in bins of jet pT for jets with pseudorapidities |η| < 0.5
as measured in dijet events selected in 35.9 pb−1 of pp collisions at

√
s = 7 TeV

collected in 2010 (black dots with error bars), compared to the so-called MC truth,
the generator-level simulation before and after applying a correction based on the
data measurements (dashed and solid red lines, respectively) [89]. The yellow bands
represent the total systematic uncertainty on the corrected MC truth. The left panel
corresponds to calo-jets, the right panel corresponds to PF jets.
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3.7 CMS Muon System

The CMS muon system [90] represents together with the return yoke the outermost

layer of the various CMS components. Its design was driven by three primary objec-

tives: triggering, momentum measurement and identification.

Of the various particles reaching CMS, muons are extraordinary in the way they

interact with matter. Similar to electrons, they lose energy though the bremsstrahlung

radiation as they propagate through material. However, compared to electrons, the

rate of this process is suppressed by a factor of ∼ 4× 104 as it is inversely propor-

tional to the square of the mass, and muons are 200 times heavier. As a result, muons

can escape the calorimeters with relatively small energy losses while simultaneously

depositing enough energy to enable their detection (unlike neutrinos). Consequently,

they can be reconstructed and identified with very high efficiency and very low back-

ground contamination, making them a great tool for studying rare and otherwise

difficult-to-reconstruct processes.

CMS uses three different types of gaseous detectors to register muons. This is a re-

sult of optimizing the performance in regions with different magnetic field intensities,

particle fluxes, and neutron background dose rates. The drift tube chambers (DTs)

used in the barrel region up to |η| < 1.2 provide the best spatial resolution. The cath-

ode strip chambers (CSCs) used in the endcap region up to |η| < 2.4 can cope with

the higher intensities of the magnetic field and higher rates of muons, and neutron

background. The resistive plate chambers (RPCs) used in both the barrel and endcap

regions complement the DTs and CSCs with an excellent temporal resolution thus

improving the triggering performance and reducing ambiguities in the correct bunch-

crossing assignment. Together, the three systems contain approximately 25 000 m2 of

active detection planes, and nearly 106 electronic channels. Figure 3.31 depicts the

layout of the muon detectors and their η coverage.

The DT system consists of 250 chambers inside the magnet return yoke. They

are arranged in 4 stations — concentric cylindrical layers interleaved with the magnet

return yoke at radii of approximately r = 4.0 m, 4.9 m, 5.9 m and 7.0 m from the beam.
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1

1 Introduction
The primary aim of the Compact Muon Solenoid (CMS) Collaboration is to discover physics
underlying electro-weak symmetry breaking with the favoured mechanism being the Higgs
mechanism. Many diverse experimental signatures from other potential new physics should
also be detectable. In order to cleanly detect these signatures the identification and precise
energy measurement of muons, electrons, photons and jets over a large energy range and at
high luminosities is essential.

In this paper we report on the performance of muon reconstruction, identification, and trig-
gering evaluated using the data collected by the CMS detector at the Large Hadron Collider
(LHC) at CERN during 2010. During that period the CMS experiment recorded a sample of
events produced in proton–proton collisions at a centre-of-mass energy of

p
s = 7 TeV with an

integrated luminosity of 40 pb�1. Muon reconstruction in CMS has been previously studied
in great detail using muons from cosmic rays [1, 2]. The first studies using 60 nb�1 of 2010
proton–proton collision data were reported in Ref. [3].

���

���

�� ��	


��


���

���
�
����	��

���

���
��� ��� ���

���

���

���

���

HCAL

ECAL

Tracker

Figure 1: Longitudinal layout of one quadrant of the CMS detector. The four DT stations in the
barrel (MB1–MB4, green), the four CSC stations in the endcap (ME1–ME4, blue), and the RPC
stations (red) are shown.

A detailed description of the CMS detector can be found in Ref. [4]. A schematic view of the
detector is shown in Fig. 1. Muon reconstruction is performed using the all-silicon inner tracker
at the centre of the detector immersed in a 3.8 T solenoidal magnetic field, and with up to four
stations of gas-ionization muon detectors installed outside the solenoid and sandwiched be-
tween the layers of the steel return yoke. The inner tracker is composed of a pixel detector and
a silicon strip tracker, and measures charged-particle trajectories in the pseudorapidity range
|h| < 2.51. The muon system covers the pseudorapidity region |h| < 2.4 and performs three

1A right-handed coordinate system is used in CMS, with the origin at the nominal collision point, the x axis
pointing to the centre of the LHC ring, the y axis pointing up (perpendicular to the LHC plane), and the z axis along
the anticlockwise-beam direction. The pseudorapidity h is defined as h = � ln tan(q/2), where cos q = pz/p. The
radius r is the distance from the z axis; the azimuthal angle f is the angle relative to the positive x axis measured in
the x-y plane.

Figure 3.31: The longitudinal sectional diagram of a upper-right quarter of the muon
system with the locations of the drift tubes (DT), resistive plate chambers (RPC),
and cathode strip chambers (CSC) [91].
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Along the z direction, they are segmented into 5 wheels each spanning approximately

2.7 m, and along the φ direction into 12 sectors, each covering an azimuthal angle of

∆φ = 30◦. To avoid gaps in the coverage, the chambers are staggered among the

different stations. Figure 3.32 shows a layout of the drift tube chambers for one of

the 5 wheels.
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Figure 7.3: Layout of the CMS barrel muon DT chambers in one of the 5 wheels. The chambers in
each wheel are identical with the exception of wheels –1 and +1 where the presence of cryogenic
chimneys for the magnet shortens the chambers in 2 sectors. Note that in sectors 4 (top) and 10
(bottom) the MB4 chambers are cut in half to simplify the mechanical assembly and the global
chamber layout.

the several layers of tubes inside the same station. With this design, the efficiency to reconstruct a
high pT muon track with a momentum measurement delivered by the barrel muon system alone is
better than 95% in the pseudorapidity range covered by 4 stations, i.e., η < 0.8. The constraints of
mechanical stability, limited space, and the requirement of redundancy led to the choice of a tube
cross section of 13 × 42 mm2.

The many layers of heavy tubes require a robust and light mechanical structure to avoid sig-
nificant deformations due to gravity in the chambers, especially in those that lie nearly horizontal.
The chosen structure is basically frameless and for lightness and rigidity uses an aluminium honey-
comb plate that separates the outer superlayer(s) from the inner one (figure 7.4). The SLs are glued
to the outer faces of the honeycomb. In this design, the honeycomb serves as a very light spacer,

– 166 –

Figure 3.32: Layout of the CMS barrel muon drift-tube chambers for one of the 5
wheels. The layout of the other wheels is identical with the exception of wheels −1
and +1 which have shorter chambers in two sectors to allow for cryogenic chimneys
of the solenoid [67].

The CSC system consists of 468 chambers in the 2 endcaps covering a region of

0.9 < |η| < 2.4. Their position resolution is coarser than for the DTs but they are

fast, finely segmented and radiation hard.
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Figure 3.33 shows the muon momentum resolution as a function of the momentum

measured by the inner tracking system only, the muon system only, and the full

system including the combination of both. The precision of the measurement is fully

dominated by the inner tracking system up to approximately p = 200 GeV. For higher

momenta, the muon system starts contributing significantly to the overall precision.
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Figure 3.33: Muon momentum resolution as a function of p measured by the inner
tracking system only (green circles), the muon system only (blue solid squares), and
the full system including the combination of both (solid red circles). Left panel shows
the performance in the region 0 < |η| < 0.2, right panel in the region 1.8 < |η| < 2.0.
(right) [66].
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Chapter 4

Reconstruction and Identification

The goal of this analysis is to measure the production rate of Zγ → µ+µ−γ and Zγ →
e+e−γ events. The strongest discrimination of these events from the backgrounds

comes from the identification of electrons, muons and photons. In this chapter, we

discuss how the final state particles in these events are reconstructed and identified.

A particle traversing CMS typically produces a signal in multiple channels of sev-

eral detector subsystems. To compare measurements with theory we need to make

conclusions about the underlying physical processes that lead to its production. The

question to ask is: “What particle is it, where was it produced, and with what mo-

mentum?” To combine all the relevant information from all channels of all subsystems

in an optimal way, a set of standard algorithms is employed. These are organized in

several steps.

First, the local reconstruction collects the relevant information for the individual

subsystems. For instance, tracks are reconstructed from individual hits in the tracker,

electromagnetic clusters and superclusters are reconstructed from ECAL deposits in

individual crystals, etc.

Then, the global reconstruction combines information from multiple subsystems

and associates it with particle candidates of specific types. For example, electron

candidates are reconstructed from tracks and ECAL superclusters.

Finally, the particle identification selects candidates of a certain type with high

efficiency while rejecting most candidates due to false signals, e.g. the electron iden-

tification selects electrons coming from Z → e+e− decays while suppressing most of
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the electron candidates due to quarks and gluons hadronizing into jets with a high

electromagnetic fraction.

4.1 Tracks

The goal of the CMS track reconstruction [66,78,92] is to collect all the signals (hits)

due to a single charged particle and combine them in an estimate of the track param-

eters and their incertainties including the impact parameter, charge, and momentum

at the interaction vertex. The challenge of the track reconstruction is to do this with

high efficiency and low fake rate, while meeting the physics goals of CMS [67, 73] at

the per-bunch-crossing track multiplicity corresponding to the design luminosity and

bunch intensity of the LHC [56].

Searches for heavy dilepton resonances require the reconstruction of hard tracks

with transverse momenta of up to pT = 1 TeV. Simultaneously, hadron production

rate measurements and optimal missing-transverse-energy and jet-energy resolutions

require an efficient reconstruction of very soft tracks with transverse momenta of down

to pT ≈ 100 MeV [92]. Also, precise estimates of the interaction vertex locations and

b-jet identification require excellent resolutions on the transverse and longitudinal

impact parameters. Finally, the reconstruction of certain processes, like the 3-prong

tau decay, require the ability to resolve very close tracks.

At the LHC design luminosity of L = 1034 cm−2 s−1, multiple inelastic pp col-

lisions will produce on the order of 1000 charged particles at each bunch crossing

every 25 ns. The CMS tracking must be able to process the bunch crossing events at

sufficient rates at both the offline reconstruction and the HLT trigger, given the CPU

resources available.

The dedicated piece of software used for track reconstruction by CMS is called

the Combinatorial Track Finder (CTF) [93]. The CTF runs in an iterative fashion.

Early iterations search for easier-to-reconstruct tracks (relatively harder pT, originat-

ing near the interaction region). After each iteration, the CTF removes hits assigned

to the reconstructed tracks. This reduces the combinatorial complexity so that further
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iterations can search for harder-to-reconstruct tracks (relatively softer pT, originating

from displaced vertices).

The CTF starts by obtaining parameters for initial track candidates, seeds, using

triplets of tracker hits near the beam pipe, or pairs of tracker hits near the beam pipe

together with a third constraint from the known position of a vertex or the nominal

beam spot [94].

The CTF then extrapolates the seeds outward along their expected trajectories of

charged particles in a magnetic field. At each additional detector surface, it searches

for hits consistent with the current track estimate employing a technique known as

the Kálmán filter [95–97]. This takes into account material effects of multiple scatter-

ing and energy losses, as well as the current track parameters and their uncertainties,

allowing for branching of individual tracks into multiple track hypotheses. The CTF

assigns compatible hits to the current track, and updates accordingly the track pa-

rameters and their uncertainties at the current detector layer. The search stops when

it reaches the limit of the tracker fiducial volume, or the number of missing expected

hits reaches a specified maximum, or the transverse momentum drops below a speci-

fied minimum. Tracks with too few hits are then discarded.

Starting with the collection of the found hits excluding the seed hits, the search is

then repeated in the opposite — inward — direction. This enables finding additional

hits in the seeding layers and other layers closer to the interaction vertex.

This track finding algorithm may lead to duplicate track candidates resulting from

a passage of a single charged particle, as well as incidental “fake” track candidates

resulting from ambiguous hit configurations corresponding to no actual particles. To

reduce these effects, the CTF discards tracks that share too many hits while having

a low total number of hits or a high fit χ2 value. This concludes the track search,

yielding a collection of track candidates and their associated hits.

In the next step, the CTF improves the estimates of the track parameters by a

Kálmán filter and smoother. It refits the tracks using all available hits. Compared to

the track finding, this avoids possible biases from the hit selection during the seeding

stage. Similarly to the track finding, the track fitting step accounts for material
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effects, namely multiple scattering and energy losses. However, in contrast to the

track finding, it uses a Runge-Kutta propagator [98] to account for the inhomogeneity

of the magnetic field by numerically solving the equations of motion.

Due to the sequential nature of Kálmán’s algorithm, the fit is performed twice.

First, it propagates the track from the inside out (the Kálmán filter), then from the

outside in (the Kálmán smoother). Both fits yield track parameters at each detector

layer using the information from the previous layers. Their average at each layer then

optimally combines the information from all the available layers.

Finally, the CTF selects a subset of track candidates to reduce the fraction of

“fakes.” It uses the following quantities to define quality criteria that depend on the

track pT and η:

• the number of layers with at least one associated hit,

• the number of layers with at least one associated “3D” hit constraining all three

spatial coordinates, i.e. hits in the pixel tracker or “matched hits” in the strip

tracker,

• the number of layers with missing expected hits surrounded from both sides by

layers that do contain associated hits,

• the normalized χ2 of the track fit: the ratio χ2/ndof of the χ2 and the number

of degrees of freedom ndof of the fit,

• the transverse |d0|/δd0 and longitudinal |z0|/δz0 impact parameter significances,

and

• the alternative transverse |d0|/σd0 and longitudinal |z0|/σz0 impact parameter

significances,

where d0 and z0 are the transverse and longitudinal impact parameters, δd0 and δz0

their uncertainties, and σd0 and σz0 their alternative uncertainties. For the purposes

of the track selection, d0 is defined as the distance from the beam spot in the plane
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transverse to the beam line (x-y), and z0 as the distance along the beam line (z-

axis) from the closest pixel primary vertex, if present, or the beam spot, otherwise.

δd0 and δz0 come from the covariance matrix of the track fit, while σd0 and σz0 are

parametrized as functions of the track pT. Tracks that fail the selection are discarded,

and their associated hits are reused in the next iteration.

In each iteration, the CTF repeats the above four steps: the seed generation, the

track search, the track fit, and the track selection. It performs six iteration passes

in total. Individual CTF iterations differ mainly in the requirements on the seed-

generation hits, and the criteria on the track selection, as well as the collection of

available hits that contains only those that have not been associated with any tracks

yet.

In addition to the general CMS tracking, the same algorithm with different con-

figurations is used to produce other specialized track collections. These include the

tracks reconstructed at the High Level Trigger (HLT), electron tracks and tracks in

the muon systems. The HLT configuration emphasizes speed over precision. For

example, it stops the track finding sooner, when enough hits have been found. We

discuss the specialized muon and electron tracking below in the respective Sections 4.7

and 4.6.

4.2 Event Vertices

The goal of the event vertex reconstruction is to partition the reconstructed tracks

into groups, each originating from a single inelastic pp collision, and to estimate the

spatial coordinates of the corresponding interactions. It is organized into three steps:

first, the selection of the tracks to be used, second, the clustering of the selected tracks

according to the z-coordinate of the point of their closest approach to the beam spot,

and third, the fitting of the vertex position.

The purpose of the first step, the track selection, is to remove tracks that are

displaced and not prompt (secondary decays). The tracks are required to pass a set

of criteria based on the significance of their transverse impact parameter with respect
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to the beam spot, the number of pixel and strip hits, and the value of the normalized

χ2 of their track fit.

In 2010, the number of pileup interactions per bunch crossing was relatively low. A

simple gap algorithm [99] was sufficient to assign tracks to vertices since the individual

vertices were relatively well separated along the beam direction (z-axis) compared to

the longitudinal impact parameter uncertainties of the tracks. The tracks were sorted

according to the z-coordinates of the points of their closest approach to the beam spot.

When a distance in the z-coordinates between any two closest tracks reached a value

greater than a given large gap, it defined a boundary separating the tracks into groups

belonging to different vertices.

Thanks to the great performance of the LHC in delivering higher instantaneous

luminosities, the number of pileup interactions increased significantly in 2011. This

required the introduction of a different, more sophisticated, algorithm for the track

clustering: deterministic annealing (DA) [100]. Similarly to the gap algorithm, it

is based on a clustering according to the z-coordinate of the points of their closest

approach to the nominal beam spot position, as defined in the next section. It is

inspired by an analogy to statistical mechanics. The collection of tracks is treated as

a thermodynamical system. The assignment of the tracks to vertices is not unique.

It is ‘soft’ with each track i at zT
i with an uncertainty σi having a certain probability

pik of originating from a given vertex k at zV
k . The χ2 pull of the distance of the

track i from the vertex k along the z-axis plays the role of the potential energy

Eik = (zT
i −zV

k )2/σ2
i . The vertex locations zV

k and weights wk at a given “temperature”

T are given by minimizing what is the equivalent of the system’s free energy in

statistical thermodynamics (using natural units in which the Boltzmann constant is

k = 1). It is defined as [78]:

F = −T
∑

i

pi log
∑

k

wke
−Eik/T , (4.1)

where the pi are the track weights reflecting their compatibility with the beam spot

and the wk are the vertex weights. The track-to-vertex assignment probabilities pik



89

are then given by:

pik =
wke

−Eik/T
∑

l wle
−Eil/T

. (4.2)

The track-to-vertex assignments are “soft” in the sense that a track may be compatible

with multiple vertices. They become “hard” in the limit T → 0 at which each track

corresponds to exactly one vertex zT
i = zV

k and there is as many vertices as tracks.

The DA algorithm starts at a very high T with a single vertex prototype k = 1 and

equal track assignments pik = 1 all compatible with the vertex. As the temperature

decreases, the minimum of F (4.1) reaches a saddle point at a critical temperature

given by:

T kc = 2

∑
i
pipik
σ2
i
Eik∑

i
pipik
σ2
i
.

(4.3)

At that temperature, the single vertex is split, a new vertex prototype is added and

the vertex positions zV
k and vertex weights ρk are re-optimized.

The starting temperature is chosen to be above the first critical temperature

calculated for pik = ρk = 1. It is decreased at every step by a cooling factor of

0.6 until a minimal temperature of Tmin = 4 is reached. This value of minimal

temperature corresponds to an optimal compromise between the power to resolve

two nearby vertices and the danger of accidentally splitting vertices due to outliers

in the measurements of the track zT
i .

To assign the tracks uniquely to vertices, the annealing is then continued down to

T = 1 without further vertex splitting. During this cool-down, an outlier rejection

is used to reduce the bias from tracks that are displaced by more than 4-σ from the

nearest vertex candidate. This completes the clustering of the selected tracks by the

DA algorithm.

Finally, an adaptive vertex fitter [101] is used to estimate the vertex parameters

for vertex prototypes with at least two tracks. These include:

• the vertex position in all three dimensions,
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• the vertex fit covariance matrix,

• the weights ωi ∈ [0, 1] of the associated tracks describing their statistical com-

patibility with the vertex (0 meaning incompatible, 1 meaning perfectly com-

patible), and

• the number of degrees of freedom defined as:

ndof = −3 + 2

ntracks∑

i

ωi, (4.4)

where the sum runs over all tracks assigned to the vertex and ωi is the weight

of the ith track.

The number of degrees of freedom is a good estimator of the total number of tracks

compatible with the interaction region and is therefore a useful quantity to identify

events with real proton-proton inelastic collisions.

4.3 Beam Spot

The beam spot (BS) is the luminous region where pp collisions occur. It is evaluated

for time periods corresponding to up to 60 individual luminosity sections. The so-

called luminosity sections (LSs) are time intervals of 26 s length into which the CMS

data taking is divided.

The BS is a property of the LHC beam while the vertex position is specific to

individual events. The BS is important since it is a good approximation of the vertex,

it is known already before the event reconstruction, and its determination is robust.

It is therefore used, for example, during the triggering for track identification.

The BS has approximately a 3-dimensional (3D) multivariate Gaussian probability

density. It is characterized by its location and width along the x, y, and z directions.

There are two independent methods used to determine the BS location (x0, y0, z0).

The likelihood fit maximizes the likelihood of the Gaussian density with respect to

the 3D locations of the reconstructed vertices. The d0-φ fit exploits a known cor-
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relation in the perturbations of the track transverse impact parameter d0 and the

track azimuthal angle φ due to small displacements of the BS location. The d0-φ fit

iteratively minimizes the χ2 of a large number of tracks from multiple collisions [102].

The advantage of the d0-φ fit is that it does not require the reconstruction of vertices.

Both the likelihood and the d0-φ fit methods yield consistent results.

There are also two independent methods used to determine the BS width param-

eters σx, σy and σz. The same likelihood fit used for the BS location returns also the

BS width parameters. The second method infers them from the measurement of the

“event-by-event correlations between the transverse impact parameters of two tracks

from the primary event vertex [78].” Averaged over an LHC fill, both methods yield

compatible results within a few µm [99].

4.4 ECAL Superclusters

The primary purpose of the ECAL superclusters is to identify and characterize the

sets of energy deposits in the CMS ECAL due to single prompt energetic electrons,

positrons and photons (e/γ). The superclusters group together relevant crystals and

their deposits and combine the information to estimate the location in the ECAL and

hence the direction as well as the total energy of the incident particle. The spatial

topology of the individual crystal deposits enables further inferences on the size of the

estimated uncertainties and the incident particle’s identity. Superclusters are used

for triggering, and in the reconstruction and identification of electrons and photons.

Due to the strong magnetic field and presence of the tracker material, electrons

and positrons from pp collisions tend to radiate bremsstrahlung photons before they

reach the ECAL. Photons, on the other hand, tend to convert into electron-positron

pairs. Therefore, superclusters consist of one or more spatially contiguous clusters

of ECAL crystals. These clusters correspond to individual e/γ particles entering the

ECAL. They can be both prompt, originating at the event vertex, and non-prompt or

secondary, originating from showering and conversions inside of the tracker volume.

Clusters composing a supercluster form a typical footprint spreading along the φ
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direction, due to the bending of electron and positron trajectories in the magnetic

field. We refer to the most energetic cluster of a supercluster as the seed cluster.

The supercluster reconstruction is organized into several steps. First, the rec-hit

reconstruction converts detector signals to energy deposits in individual pre-shower

(ES) channels and in individual barrel (EB) and endcap (EE) crystals, so-called rec

hits. Then, the clustering identifies groups of crystals creating clusters, and groups

of clusters creating superclusters. Finally, the location and energy of the so-formed

superclusters is estimated taking into account associated deposits in the ES in the

EE.

The supercluster reconstruction starts with the ECAL rec-hit reconstruction. The

same 12-bit analogue-to-digital converters (ADC) sample the signals from the silicon

sensors of the ES and the signals from the photodetectors of the EB and the EE at

a rate of 40 MHz. Three consecutive samples (time slices) are used for the rec-hit

energy estimate in ES, while ten samples are used in EB and EE. The readout pipeline

is delayed such that the signal pulse should begin from the second sample in ES and

from the fourth sample in EB and EE. This allows for pedestal estimation from the

first sample in the ES and from the first three samples in the EB and EE. In all ECAL

subdetectors, the pulse amplitude A in ADC counts is then reconstructed as a linear

combination of the individual sample counts Sj [103]:

A =
∑

j

wjSj,

where j runs over the time slices (three in the ES, ten in the EB and EE), and the wj

are the weights, which are optimized by using the measured pulse shapes averaged

separately in the EB, the EE and the ES. For each individual channel i, the amplitude

Ai is then multiplied by an ADC-to-GeV conversion factor Gd and an intercalibration

constant Ci. Here, d labels the subdetectors EB, EE and ES. The intercalibration

constants are defined so as to uniformize the response of the individual channels,

while giving unity on average.

The clustering starts by identifying seed crystals as maxima in the spatial array
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of individual crystal energy deposits. The clusters and superclusters are then built

around these seeds. In the absence of the magnetic field and the tracker material, the

best energy resolution is obtained by clustering a 5 × 5 fixed-size matrix of crystals

around the seed crystal. This was shown in tests with beams of highly energetic

electrons under such ideal conditions [104]. In CMS however, the situation is more

challenging. To take into account the spread of the secondary e/γ particles due to

the bending of the CMS magnetic field, the cluster sizes are dynamically adjusted

supercluster-by-supercluster rather than remaining fixed. There are two different

clustering algorithms used in CMS, one in the EB and one in the EE.

The hybrid algorithm clusters the crystals in the EB by searching along the φ

direction for deposits of fixed width in η centered on the seed crystal.1 “Dominoes”

of 3×1 or 5×1 crystals in η×φ are iteratively added to the supercluster if they pass

a given energy threshold, until a given maximum distance from the seed crystal of

Nstep crystals along the φ is reached in both the positive and the negative directions,

cf. Figures 4.1 and 4.2.
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6 The Hybrid algorithm

It has already been mentioned that for single showers, such as those produced by
unconverted photons, or those produced by electrons in testbeam conditions, energy sums of fixed
arrays of crystals seem to consistently give better results in terms of energy resolution, than energy
sums of crystals collected dynamically according to a cluster or “bump” finding algorithm. This
seems to be because containment variation as a function of impact position is amplified by dynamic
cluster finding. The Hybrid algorithm attempts to use theη−ϕ geometry of the barrel crystals to
exploit the knowledge of the lateral shower shape in theη direction (taking a fixed domino of three
or five crystals inη), while searching dynamically for separated (bremsstrahlung) energy in theϕ
direction.

A clarification is perhaps useful for users of the software: the Hybrid algorithm is inherently
asuper-clustering algorithm. The software framework in the ElectronPhoton domain has been set up
as a three step process: 1) make clusters, using a clustering algorithm, 2) promote clusters passing
some criteria to the status of ‘seed clusters’, 3) make super-clusters by associating other clusters to
seed clusters. The Hybrid algorithm has been fitted into this framework, but its seed making and
super-clustering steps in this framework associate sub-clusters that have, in fact, already been covertly
associated during the first clustering step. The Hybrid algorithm is designed to reconstruct relatively
high energy electrons in the barrel (so far we have used it for electrons with pT > 10 GeV). By contrast,
when looking for small deposits of energy in individual clusters, for example when making a
calorimetric isolation cut, the basic clusters of the Island algorithm are more appropriate objects to
work with.

Starting from a seed crystal — the maximum energy crystal in the region being searched,
which must also satisfy the condition ET > ET

hybseed— 1x3 crystal dominoes are made, each with
their central crystal aligned inη with the seed crystal. If the energy of the central crystal of a domino
is greater than Ewing then a 1x5 domino is used. This making of dominoes proceeds Nstepcrystals in
each direction from the original seed. Dominoes with energy less than Ethreshare eliminated. The
domino construction step of the algorithm is illustrated in Figure 6.

Fig. 6: Domino construction step of Hybrid algorithm

η

ϕ

seed crystal

search ± Nstep

sub-cluster sub-cluster

1x5 domino

1x3 domino

Figure 4.1: The ECAL hybrid clustering algorithm “dominoes” [105].

The arrangement of the EE crystals does not match the symmetry of magnetic

field lines as nicely as in the EB. Therefore a different approach is closer to optimal in

1Hence the name “hybrid” as the supercluster size is fixed in η and dynamic in φ, so it is neither
fixed nor dynamic, but something in between.
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island clustering algorithm, considerably reduces the tails in the reconstructed energy distribution, as
illustrated in Figure 5.

Fig. 4: The closest cluster to a single electron most energetic island cluster lies in a very narrowη slice, as opposed
to the singleπ0 case. The plot on the left shows theη2-η1 distribution for single electrons andπ0s. A super-cluster

algorithm (right) collects all calorimetric clusters satisfying a given geometric condition (e.g. lying in a certain
region around the “main” cluster) into a collection of clusters

Fig. 5: Reconstructed transverse energy for 30 GeV pT electrons using a single island cluster (hatched) and a super-
cluster collected in a 1-crystal-wide window inη around it (solid filled).
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Figure 4.2: The ECAL hybrid clustering algorithm search path [105]. Green squares
indicate clustered deposits, red squares unclustered deposits.

EE. The multi-5×5 algorithm clusters the crystals in the ECAL endcaps by iteratively

merging regions of 5×5 crystals centered on the seeds and removing already-clustered

crystals.

The supercluster position is estimated as an energy-weighted average over its

crystals. A simple averaging is complicated by the following two aspects:

• The lateral (η-φ) location of the crystals varies along their depth (r) as they

are arranged in a quasi-projective geometry and do not point to the nominal

interaction point, see Figure 4.3. This is taken into account by estimating the

crystal location at the average depth of the center of the shower tmax. This

depth depends logarithmically [106] on the shower energy. It also depends on

the incident particle type: it is about one radiation length X0 deeper for photons

than for electrons and positrons2.

• The energy deposition in the shower is non-uniform among the crystals. It

falls off approximately exponentially [106] with the lateral distance from the

2In terms of technical implementation, the dependence on the particle type is ignored at this
stage and all superclusters are treated as electron deposits. It is then taken into account during the
photon reconstruction.
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center of the shower. This is taken into account by applying weights based on

the logarithms of the crystal energies logEi rather than the crystal energies

directly Ei.

The supercluster position x then reads [105]:

x =

∑
iwi · xi∑
iwi

,

where we sum over all supercluster crystals i at positions xi, and the weights wi are

given by:

wi = max

{
0, w0 + log

(
Ei∑
iEi

)}
.

Here, the parameter w0 controls the smallest fraction of energy Ei/
∑

iEi that the

crystal i must contribute to be taken into account for the position measurement.

The default value of w0 = 4.2 found by optimization corresponds to Ei/
∑

iEi ≈
1.5 % [105].
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3. The zero suppression threshold used in the data simulation production is set to 300 MeV in
the endcap crystals (twice the noise width). This seems to result in large fluctuations in the
fraction of energy clustered. Because of this zero suppression the fraction of energy clustered
also depends on the shower energy.

4. The response of the preshower and endcap crystal system to very low energy bremsstrahlung
photons (E ~ 2 GeV) is not precisely proportional to its response to high energy showers.

It is hoped and expected that an improved endcap electron reconstruction procedure will be
available before the end of the year.

8 Position measurement using log weighting technique

A simple position measurement of the shower can be obtained by calculating the energy
weighted mean position of the crystals in the cluster. Going beyond this simple picture, two issues
need to be considered in more detail.

Firstly, the meaning ofcrystal positionneeds to be defined. The crystals in the CMS ECAL
are quasi-projective, and do not exactly point to the nominal interaction vertex. So the lateral position
(η,ϕ) of the crystal axis depends on depth as illustrated in Fig. 7. A depthtmax thus needs to be
defined. This depth is something like the longitudinal centre of gravity of the shower, and its optimal
mean value varies logarithmically with the shower energy. There is also a dependence on particle type
— electron showers have a maximum about one radiation length less deep than photon showers. In
the position measurement used for both Island and Hybrid super-clusters the depth is measured from
the front face of the crystals along the direction from the nominal vertex position to the approximate
shower position calculated using the arithmetic energy weighted mean of the shower front face
centres.

Fig. 7: Illustration of the crystal offpointing

crystal axis

nominal pos @ front face

corrected 
position

tmax

Figure 4.3: A diagram of the ECAL crystal quasi-projective geometry illustrating the
impact of the crystal off-pointing with respect to the nominal interaction point on the
dependence of its lateral position on the depth of the shower maximum tmax [105].

The supercluster energy is then estimated as:

E = F

[
Gd

∑

i

Si(t)CiAi + EES

]
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where we sum over all crystals of the supercluster labeled by the index i. The factor

F corrects for the η- and φ-dependent geometry and material effects, the factor Si(t)

corrects for time-dependent radiation-induced channel response changes, the term

EES stands for the eventual corresponding ES energy, and we continue our notation

of Gd and Ci introduced above in the discussion of the rec-hit reconstruction.

Figure 4.4 illustrates the impact of the clustering and correction algorithms on the

energy scale and resolution of superclusters produced by electrons from Z → e+e−

decays. The invariant mass of the electron-positron pair is calculated using the elec-

tron energies estimated in three (four in the endcaps) different ways with an increas-

ing level of sophistication: (i) the energy of the 5× 5 cyrstals centered on the seed

crystal, (ii) the uncorrected supercluster energy, (iii) the sum of the uncorrected su-

percluster energy including the preshower energy (for the endcaps only), and (iv) the

corrected supercluster energy. The intercalibration constants and laser-monitoring

transparency corrections are applied in all cases. The peak in the invariant mass be-

comes narrower and shifts to higher value with each step, with the last step peaking

at the known mass of the Z0 bosons and having the smallest width. This illustrates

that both the per-electron energy scale and the resolution in data improve with each

step. This indicates that the superclustering algorithm successfully identifies energy

deposits outside the 5× 5 crystals and that the corrections compensate well for the

energy lost in the material in front of the crystals, and the inter-crystal gaps. The

width of the mass peak using the currected supercluster energy is consistent with the

per-electron energy resolution shown in Figure 3.27, folded with the pseudorapidity

spectrum of the electrons.

Similarly, Figure 4.5 illustrates the impact of the intercalibration and transparency

corrections of the laser monitoring system. This time, the corrected supercluster

energy of the electrons from the Z→ e+e− decays is used in all three cases; however,

the energies of the individual crystals are evaluated differently.

For the purposes of triggering and e/γ reconstruction, it is useful to introduce the

transverse energy of the supercluster ET. It is a good approximation to the transverse

momentum of the underlying e/γ particle. Its advantage is that it is known before the
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Figure 4.4: Impact of the ECAL clustering and energy correction algorithms on the
energy scale and resolution of superclusters produced by electrons from Z → e+e−

decays [82]. Top: ECAL barrel, bottom: ECAL endcaps.
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electron and photon reconstruction. It is estimated from the supercluster η position

and energy E, assuming that it corresponds to a particle originating at the nominal

interaction point:

ET =
E

cosh η
.

Other variables characterizing the shower shape of the electromagnetic cluster are

powerful in discriminating backgrounds coming from jet production. This analysis

uses the following variables:

Shower width σiηiη, the log-energy weighted η-width of the electromagnetic cluster

defined by:

σ2
iηiη =

∑
i(ηi − η)2wi∑

iwi
, with

η =

∑
i ηiwi∑
iwi

and

wi = max

{
0, w0 + ln

Ei∑
j Ej

}

where the summing index i labels ECAL crystals in the 5× 5 matrix centered

on the seed crystal, the ηi denotes the pseudorapidity of the crystal i in units of

crystals, η the pseudorapidity of the 5× 5 cluster, wi the crystal log-weight, and

the Ei the uncalibrated energy deposit in the crystal i. The “i” notation in σiηiη

stands for the crystals being used as the unit for the pseudorapidity. In the same

way as for the supercluster position reconstruction, the parameter w0 controls

the smallest fraction of the energy Ei/
∑

j Ej that the crystal i must contribute

to be taken into account. Here, we use a value of w0 = 4.7 corresponding to

Ei/
∑

j Ej ≈ 0.9%. This value is chosen to optimize the background rejection

power of the σiηiη variable. It is greater than the value of w0 = 4.2 used in the

position reconstruction since the fluctuations are lower due to the following two

differences. First, we only consider crystals in the 5× 5 cluster around the seed

crystal and, second, we effectively average over five crystals at the same η.
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Comparisons of the cluster width spectra with data using superclusters from

electrons in Z → e+e− events and photons from Z → µ+µ−γ events revealed

that this variable was mismodeled in the simulation. To restore the agreement

we correct this variable in simulation by subtracting a correction term derived

using Z → e+e− events, cf. Figures 4.6, 4.7, 4.8 and 4.9. This correction term

has the value of ∆σiηiη = 1.1 × 10−4 in the barrel and ∆σiηiη = 1.6 × 10−4 in

the endcaps.
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Figure 4.6: Shower width σiηiη spectrum in data (black points with error bars) and
simulation (blue histogram) for ECAL barrel superclusters from photons in Z →
µ+µ−γ events. The green and orange histograms (which are hardly visible in the
figure) represent the expected background contributions from Z → µ+µ− + jets and
tt events, respectively.

Hadronic-over-electromagnetic ratio H/E, the ratio of the energy deposits in

the HCAL inside of a ∆R =
√

(∆η)2 + (∆φ)2 ≤ 0.15 cone around the position

of the supercluster and the clustered ECAL energy.
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Figure 4.7: Shower width σiηiη spectrum in data (black points with error bars)
and simulation (blue histogram) for ECAL endcap superclusters from photons in
Z → µ+µ−γ events. Green and orange histograms represent expected background
contributions from Z→ µ+µ− + jets and tt events, respectively.
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4.5 Photons

Photon candidates are reconstructed as high energy superclusters in the ECAL. For

each candidate, the magnitude of the photon energy is given by the total energy of

its electromagnetic superclusters, and its direction is given by the position of the

supercluster with respect to the primary event vertex. Such candidates correspond to

a mixture of real signal photons and mis-identified background objects coming mainly

from two sources: real isolated electrons and jets. Further photon identification

criteria are driven by improving the signal-to-background ratio while keeping the

signal efficiency high.

The hadronization process can sometimes fluctuate to yield a large fraction of the

overall momentum being carried by neutral hadrons π0 and/or η0 decaying to a small

number of highly energetic and collimated photons. Such jets can then lead to photon

candidates with ECAL clusters whose characteristics are similar to primary isolated

photons. On average, they tend to produce wider clusters in the η direction, and be

less isolated from other jet constituents leaving deposits in the tracker, ECAL and

HCAL subdetectors.

As for the primary isolated electrons, their footprint in the calorimeter is very

similar to the one of a photon in terms of the cluster shape, isolation and the lack of

HCAL deposits. However, unlike unconverted photons, they interact with the tracker

material producing a number of hits and, with high probability, a reconstructed track.

The presence, or lack of, such a track that is consistent with the electromagnetic

cluster in the direction and magnitude of the momentum discriminates electrons and

photons.

The photon identification consists of a list of criteria applied to a number of vari-

ables designed to capture the differences between the signal and background photon

candidates:

Shower width σiηiη as defined above for superclusters in Section 4.4,

Hadronic-over-electromagnetic ratio H/E, also as defined above for superclus-

ters in Section 4.4,
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Pixel seed match mps, the presence or absence of a pixel track of a momentum

consistent in direction and magnitude with a prompt electron creating the given

supercluster.

In addition to these identification variables, the following isolation variables used

in this analysis enable us to further suppress the jet-fake background:

Photon tracker isolation IγTRK , the scalar sum of the transverse momenta of tracks

originating from the same primary vertex, with pT > 1.5 GeV, within an annu-

lus of 0.04 < ∆R < 0.4 around the photon momentum direction, and excluding

a rectangular strip of ∆η×∆φ = 0.015× 0.4 to protect the isolation sum from

the inclusion of signal photon conversion tracks.

Photon ECAL isolation IγECAL, the scalar sum of transverse energy of ECAL crys-

tal deposits within a 0.06 < ∆R < 0.4 annulus around the supercluster ECAL

location, excluding a rectangular strip of ∆η ×∆φ = 0.04× 0.4 to protect the

isolation sum from the inclusion of energy deposits of converted signal photons.

Photon HCAL isolation IγHCAL, the scalar sum of the transverse energy of HCAL

tower deposits within a 0.15 < ∆R < 0.4 annulus around the supercluster

ECAL location.

To minimize the impact of the energy deposits from pileup events, the isolations

are corrected using an average energy density per unit area %FJ as:

Icorr = I − %FJ × Aeff (4.5)

where Aeff is an effective area of the isolation cone specific to the isolation type, see

Table 4.1.

4.6 Electrons

The CMS particle reconstruction process produces electron candidates from pairs of

tracks and ECAL superclusters whose position and energies match well.
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Effective Area Aeff

Isolation Barrel Endcaps

Tracker 0.0167 0.032
ECAL 0.183 0.090
HCAL 0.062 0.180

Table 4.1: Effective areas Aeff for the pileup correction of the photon isolation.

Due to their low mass, electrons radiate bremsstrahlung photons in the tracker

material significantly more often than other charged particles. The default CTF track

reconstruction algoritm assumes a Gaussian distribution for the fractional energy loss

in the tracker material — not a suitable assumption for electrons. Their energy loss

is better described by a distribution based on the Bethe-Heitler formula [108]. There-

fore, the electron reconstruction uses tracks from a special collection produced with

the same algorithm as the default tracks but with a different configuration that takes

this into account. This is the so-called Gaussian-sum filter (GSF) technique [109,110].

It approximates the correct energy loss distribution by a sum of Gaussian distribu-

tions rather than a single Gaussian distribution. It also uses ECAL superclusters

with ET above a certain threshold to seed the tracks. Figures 4.10 and 4.11 show the

electron reconstruction efficiency for the 2011A run period in the barrel and endcaps,

respectively. Similarly, Figures 4.12 and 4.13 show it for the 2011B run period.

We use electron identification variables designed to select highly energetic prompt

electrons from Z decays with high efficiency, and simultaneously suppresses back-

ground electron candidates due to prompt charged hadrons, non-prompt electrons

from early photon conversions, non-prompt electrons from hadron decays possibly

embedded in jets, and random coincidences of unrelated tracks and ECAL deposits.

The identification variables can be organized into four groups: (i) ECAL superclus-

ter variables, (ii) track-cluster compatibility variables, and (iii) conversion rejection

variables [111].

Similarly to photons, for electron identification, we use the following variables

defined above for ECAL superclusters in Section 4.4:
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Figure 4.10: Electron reconstruction efficiency in the barrel for the 2011A run pe-
riod [107]. Top: data, bottom: simulation.
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Figure 4.11: Electron reconstruction efficiency in the endcaps for the 2011A run
period [107]. Top: data, bottom: simulation.
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Figure 4.12: Electron reconstruction efficiency in the barrel for the 2011B run pe-
riod [107]. Top: data, bottom: simulation.
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Figure 4.13: Electron reconstruction efficiency in the endcaps for the 2011B run
period [107]. Top: data, bottom: simulation.
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Shower width σiηiη, and

Hadronic-over-electromagnetic ratio H/E.

These variables are useful for suppressing background due to hadrons and electrons

embedded in jets.

We use the following electron identification variables describing the spatial com-

patibility of the GSF track and the matching supercluster:

Track-cluster compatibility ∆ηin, the difference in the η coordinates between the

supercluster position and the expected electron incidence extrapolated from the

innermost track momentum measurement.

Track-cluster compatibility ∆φin, the difference in the φ coordinates between the

supercluster position and the expected electron incidence extrapolated from the

innermost track momentum measurement.

These variables are useful in suppressing background due to random coincidences of

unrelated tracks and ECAL deposits.

We use the following electron identification variables to suppress electrons origi-

nating from early conversions of primary prompt photons:

Number of missing hits nmiss, the number of missing hits before the first valid hit

of the electron track.

Conversion opening angle cot ∆θ, the cotangent of the opening angle between the

electron track and a track corresponding to a potential conversion partner of

opposite charge.

Conversion track distance dconv, the transverse distance between the electron track

and a track corresponding to a potential conversion partner at the point were

the two tracks become parallel.

In addition to these electron identification variables, we use the following isolation

variables to further suppress electrons and background from jets and hadron decays:
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Electron tracker isolation I
e
TRK , the scalar sum of the transverse momenta of

tracks originating from the same primary vertex, with pT > 0.7 GeV, within an

annulus of 0.015 < ∆R < 0.3 around the electron momentum direction, exclud-

ing a rectangular region of 0.03 × 0.3 in ∆η × ∆φ centered on the electron to

protect the isolation sum from the inclusion of the electron track and conversion

tracks of eventual bremsstrahlung photons [112,113].

Electron ECAL isolation I
e
ECAL, the scalar sum of transverse energy of ECAL

crystal deposits within a 3∆η0 < ∆R < 0.3 cone around the supercluster ECAL

location, excluding a rectangular strip of 3∆η0× 0.3 in ∆η×∆φ to protect the

isolation sum from the inclusion of energy deposits due bremsstrahlung showers

and secondary conversions. Here, ∆η0 is the size of a single crystal in units of

pseudorapidity η. In the ECAL barrel, only deposits with energies E > 80 MeV

are included in the sum. In the ECAL endcaps, only deposits with transverse

energies ET > 100 MeV are included [114,115].

Electron HCAL isolation I
e
HCAL, the scalar sum of the transverse energy of HCAL

tower deposits within a solid cone of ∆R < 0.3 around the ECAL supercluster

location.

Electron combined relative isolation I
rel, e
comb = (I

e
TRK + I

e
ECAL + I

e
HCAL)/pT, the

sum of the tracker, ECAL and HCAL isolations divided by the electron trans-

verse momentum.

Similarly to photons, to minimize the impact of the pileup energy deposits on

the isolation, we correct the combined isolation by subtracting the average energy

deposited by the pileup using eq. (4.5). Here, the effective area is given by Aeff = πR2

with R = 0.3.

4.7 Muons

In CMS, muons are reconstructed as tracks in the inner silicon tracker and matching

signals in the outer muon systems. The signals in the outer systems can be either
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isolated hits or a reconstructed track. There are two algorithms used. The tracker

muon reconstruction starts with the inner tracks. It propagates them through the

muon system using the known track parameters and the magnetic field map, and

searches for consistent hits in the muon system. The global muon reconstruction

requires that a global track can be fitted to the hits in both the tracker and the muon

system simultaneously.

Figure 4.14 shows the reconstruction efficiency for muons in the inner tracker

from Z → µ+µ− decays, measured in both data and simulation with the tag-and-

probe method. Similarly, Figures 4.15 and 4.16 show the efficiencies of the outer

track reconstruction and inner-outer track matching of the global muon reconstruction

algorithm, respectively.

The reconstruction is optimized to have a very high efficiency. However, it can

happen that signals that do not originate from primary isolated muons are also re-

constructed. These may come from a number of sources:

• hadronic punch-through,

• decays in flight,

• accidental track-to-segment matches, potentially involving pile-up tracks,

• cosmic muons.

A set of requirements serves to reject such undesired muon candidates and to identify

signal muons with high efficiency.

We use the following muon identification and isolation variables:

Global muon - the candidate is reconstructed as a global muon.

Reduced χ squared χ2/ndof, the ratio of the χ2 and the number of degrees of free-

dom ndof of the global track fit. Requiring low values of χ2/ndof suppresses

hadronic punch-through and muons from decays in flight.
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Figure 4.14: Muon inner track reconstruction efficiency map in the pT-η plane [107].
Top: data, bottom: simulation.
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Figure 4.15: Muon outer track reconstruction efficiency map in the pT-η plane [107].
Top: data, bottom: simulation.
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Figure 4.16: Muon inner-outer track matching efficiency map in the pT-η plane [107].
Top: data, bottom: simulation.
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Number of muon chamber hits nhits, the total number of valid muon chamber

hits included in the global track fit, for which a high value further discriminates

signal muons from hadronic punch-through and muons from decays in flight.

Number of matched stations nstations, the total number of muon stations with

muon segments. Requiring higher values of nstations suppresses punch-through

and accidental track-to-segment matches. This also guarantees the consistency

between the offline selection and the muon trigger selection, since the same

criterion is used in the trigger to establish that the muon transverse momentum

estimate is reasonably accurate.

Transverse impact parameter dxy, the signed minimum distance in the xy plane

of the extrapolated muon inner track and the primary vertex. Signal muons

tend to have lower values of |dxy| than cosmic muons and those from decays in

flight.

Longitudinal impact parameter dz, the signed minimum distance along the z

coordinate of the extrapolated muon inner track and the primary vertex. As

for dxy, requiring low values of |dz| contributes to rejecting cosmic muons and

muons from decays in flight.

Number of pixel hits npixel, the total number of reconstructed hits in the pixel

detector. The signal muons tend to record more hits in the pixel detector than

the muons from decays in flight.

Number of tracker hits ntracker, the total number of the hits in the inner tracker

including the silicon pixel and strip detectors. Requiring greater values of ntracker

further suppresses muons from decays in flight and ensures a reasonable estimate

of the inner track muon transverse momentum estimate.

In addition to the muon identification variables, this analysis uses the following muon

isolation variables:
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Muon Tracker Isolation IµTRK , the scalar sum of the transverse momenta of tracks

originating from the same primary vertex, with pT > 1.5 GeV, and within an

annulus of 0.015 < ∆R < 0.3 around the muon momentum direction.

Muon ECAL Isolation IµECAL, the scalar sum of transverse energy of ECAL rec

hits within a cone of ∆R < 0.3 around the muon direction.

Muon HCAL Isolation IµHCAL, the scalar sum of the transverse energy of HCAL

towers within a cone of ∆R < 0.3 around the near muon direction.

Muon Combined Relative Isolation Irel,µ
comb = (IµTRK + IµECAL + IµHCAL)/pT, the

sum of the tracker, ECAL and HCAL isolations divided by the muon transverse

momentum.

Hadronic punch through and decays in flight tend to have higher isolation values on

average than the signal muons. The tracker isolation is very robust with respect to the

pileup. The ECAL isolation is efficient in rejecting events with hard radiative photons

that tend to be collinear. The combined relative isolation has greater signal-to-

background rejection power due to reduced fluctuation coming from jet hadronization

and detector noise.
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Chapter 5

Analysis

In this chapter we first describe in Section 5.1 how we measure the cross section of

associated Zγ production, and in Section 5.2 how we set limits on the Zγ anomalous

triple-gauge couplings. In the following sections, we describe in more detail the needed

quantitative input variables and their estimates.

5.1 Cross Section Extraction

We estimate the value of the measured cross section as:

σ =
S

A · ε · L (5.1)

where S is the total number of recorded signal events passing the selection, A is the

geometric and kinematic acceptance of the signal events, ε is the overall efficiency of

reconstruction, triggering and selection for signal events in the acceptance, and L =
∫

L dt is the total integrated luminosity. Here, the acceptance A is the probability

that all the final state particles of a signal event cross the detector fiducial volume.

In practice, we only determine the product F = A ·ε without explicitly decompos-

ing it into its factors. We estimate A only indirectly through corrections derived from

the data and applied to simulation. In the simulation, the product of acceptance-

times-efficiency FMC is equal to the ratio of the selected signal events Ssel over the



120

total number of simulated signal events within the kinematic acceptance Sgen:

FMC =
Ssel

Sgen

. (5.2)

This follows from (5.1) substituting:

Sgen = σ · L.

To avoid singularities in the differential cross section, we define the phase space of

the kinematic acceptance by requiring that

• the photon transverse energy be E
γ
T > 15 GeV,

• the photon be separated from both leptons in the plane of pseudorapidity and

azimuthal angle by ∆R`γ > 0.7, and

• the invariant mass of the dilepton system be M`` > 50 GeV.

To proceed, we formally assume that the acceptance in simulation AMC is the same

as in data Adata = AMC = A. In practice, this assumption does not hold precisely.

However, our treatment will still be correct as we will release the assumption again

later in Section 5.8 and include the tolerance within which it holds as a systematic

uncertainty. We write the product of acceptance-times-efficiency in data as:

Fdata = Adata · εdata

= AMC · εdata (5.3)

= AMC · εMC · ρeff

= FMC · ρeff,

where FMC is evaluated from the definition (5.2), and ρeff is the ratio of the efficiencies

in data and in simulation:

ρeff =
εdata

εMC

.
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We can then write the measured cross section as:

σ =
N −B

FMC · ρeff · L
, (5.4)

where N is the total number of observed events passing the selection in data and

BZ+jets is the estimate of their subset corresponding to background events.

We assume that the efficiencies of the final state objects are mutually independent.

We then evaluate the event efficiency ε as a product of the efficiencies of the final state

objects:

ε = ε`+ · ε`− · εγ, (5.5)

where ` stands for a lepton ` = e, µ. We describe the measurements of the object

efficiencies in both data and simulation in more detail together with their selection

in Section 5.4.

In practice the efficiencies ε`± and εγ depend on kinematic and other variables

and so does the data/simulation efficiency ratio ρeff. To take this into account, we

measure the ρeff dependencies. We then generalize (5.3):

FMC · ρeff =
1

Sgen

· Ssel · ρeff

=
1

Sgen

·
Ssel∑

i

ρeff

=
1

Sgen

·
Ssel∑

i

ρ
(i)
eff ,

(5.6)

where we use the superscript (i) on the last line to denote that ρ
(i)
eff is specific for the

given simulated event i passing the selection and includes all the dependencies on

kinematic and other variables.

The luminosity L is integrated over the period of time corresponding to the acqui-

sition of the dataset used in this analysis, as discussed in detail in Section 5.3. The

goal of the selection is to achieve a high signal-to-background ratio. We discuss it in
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detail in Section 5.4 together with the corresponding selection efficiencies.

The leading source of background events comes from inclusive Z0 boson produc-

tion, pp→ Z +X → `+`− +X, with the reconstructed photon candidate originating

from fake signals X, mainly related to jet production. We estimate the amount of

such events directly from the selected data, using two independent methods as de-

scribed in Section 5.5. The other sources of background events are due to one of the

leptons originating from fake signals. Their contributions are minor and we estimate

them from simulation.

5.2 Anomalous Triple-Gauge Coupling Limits

Here we discuss the method we use to set limits on the anomalous triple-gauge cou-

plings (ATGCs) as introduced in Section 2.10. All of the coupling constants hVi vanish

at the tree-level approximation in the Standard Model (SM). Here, i = 1, . . . , 4 labels

the different terms in the vertex function (2.77) and V = Z, γ label the ZZγ, Zγγ ver-

tices. Nonzero values of the couplings with i = 1, 2 violate the CP symmetry, while

nonzero values of those with i = 3, 4 do not violate it.

Nonzero values of the ATGC couplings would cause an enhancement in the rate

of associated Zγ production at higher ŝ. This would manifest itself by an observed

excess of Z and γ bosons with high momenta. To set the limits on the ATGC values,

we use the pγT spectrum of the photon as it is more sensitive than the one of the Z0

boson.

To extract the limits on hVi we perform a counting experiment based on bins of pγT.

We set 95% C.L. upper limits on the values of couplings using a modified frequentist

hypothesis testing technique known as CLs [3, 116].

To explain the method, we denote the parameter(s) of interest θ. In the case of

the one-dimensional limits, this denotes one of the coupling constants θ = hVi with

i = 3, 4 and V = Z, γ. In the case of the two-dimensional limits, this denotes a pair

of the couplings θ = (hV3 , h
V
4 ) with V = Z, γ.

In addition to θ, the photon pT spectrum and its expectation depend on other
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parameters whose values are not known precisely, but are constrained through auxil-

iary measurements. These so-called nuisance parameters include the total integrated

luminosity L and the total number of observed signal and background events S and

B. We express them in terms of their fractional differences fX = X/X̂ of their true

and expected values X and X̂ as:

L = fLL̂ ,

S = fSŜ ,

B = fBB̂ .

We denote these nuisance parameters collectively as:

ν = (fL, fS, fB) .

The upper limits are defined by excluding points in the space of θ for which:

CLs < α,

where 1− α = 0.95 is the chosen confidence level. Here, CLs is defined as:

CLs =
pθ

1− p0

,

where pθ is the p-value under the signal hypothesis corresponding to the specific

point in the θ space, and p0 is the p-value of the SM hypothesis where all the ATGC

couplings vanish hVi = 0. The p-value is defined for an observed value of the test

statistic tθ, a quantity describing the compatibility of the observed data and the

assumed hypothesis. Small values of tθ correspond to good compatibility, while large

values of tθ correspond to poor compatibility. The p-value is the probability that

for an independent repetition of the measurement tθ attains a value equal or greater

than the one observed tθ,obs. In terms of the probability density function (PDF) of
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the test statistic f(tθ|θ), we write:

pθ =

∫ ∞

tθ,obs

f(tθ|θ) dtθ .

The CLs procedure defines the test statistic as:

tθ = −2 lnλ(θ) ,

where λ(θ) is the profile likelihood ratio:

λ(θ) =
L(θ, ˆ̂ν(θ))

L(θ̂, ν̂)
.

Here, L(θ,ν) is the likelihood function, θ̂ and ν̂ are the maximum-likelihood estimates

of θ and ν that maximize L(θ,ν), and L(θ, ˆ̂ν(θ)) is the profile likelihood, where ˆ̂ν(θ)

is the value of ν that maximizes the likelihood L(θ,ν) for a given fixed value of θ.

The likelihood L(θ,ν) reads:

L(θ,ν) = L(ν)
N∏

j=1

P(nj|νj(θ,ν)) (5.7)

where L(ν) is a likelihood factor describing our known constraints on the nuisance

parameters from auxiliary measurements and P (nj|νj(θ,ν) is the likelihood to observe

nj events in the bin j = 1, . . . , N of the photon pT with its corresponding expectation

of νj(θ,ν). Here, P(n|ν) is the Poisson probability distribution:

P(n|ν) =
νn e−ν

n!
.

For each bin of the photon pT spectrum, we write the expected number of events

as:

ν(θ,ν) = s(θ,ν) + b(ν),
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where s(θ,ν) and b(ν) are the expected number of signal and background events in

that bin:

s(θ,ν) = fLfS ŝ(θ) ,

b(ν) = fLfB b̂ .

Here, we factor out explicitly the dependence on the nuisance parameters.

Let us discuss the inclusion of our knowledge of the values of the nuisance pa-

rameters ν from independent measurements. To simplify the calculation, we use the

log-normal PDF φln (y |µ, σ) to approximate the true likelihood constraining ν in

(5.7). This density provides a model for the error of a process that involves many

small multiplicative errors [117]. The resulting likelihood then reads:

L(ν) ≈
∏

y∈ν

φln (y | ŷ, σ̂y) ,

where ŷ and σ̂y characterize the estimate of the nuisance parameter y and its uncer-

tainty from the auxiliary measurement. Here, the log-normal PDF reads:

φln (y |µ, σ) =
1

yσ
√

2π
e−

(ln y−µ)2

2σ2 .

5.3 Dataset and Trigger

This analysis uses all data acquired by CMS during the course of the year 2011.

During that period, LHC delivered a total integrated luminosity of 6.1 fb−1 of which

CMS recorded 5.6 fb−1 and certified for analysis 5.0 fb−1. There was a period of

no data taking due to a technical stop in August separating the 2011 dataset into

two periods. They are referred to as 2011A and 2011B, and correspond to certified

integrated luminosities of 2.3 fb−1 and 2.7 fb−1. These are further split into five

periods corresponding to different calibrations and detector conditions used for the

reconstruction.

The instantaneous luminosity was significantly lower during 2011A than during
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2011B, corresponding to a significantly lower average number of simultaneous inelastic

collisions during a single bunch crossing (pileup). This leads to differences in the

efficiency of the event selection. The selection efficiencies of photons and leptons

were measured separately for the 2011A and 2011B data taking periods and then

taken into account accordingly.

This analysis employs triggers based on two reconstructed leptons without requir-

ing the presence of a photon. The trigger configuration was continuously updated to

reflect the increasing luminosity and pileup.

For the eeγ final state we use unprescaled isolated double-electron triggers with

asymmetric pT thresholds of 17 GeV and 8 GeV. The isolation requirements changed

in 2011B to cope with the greater amount of background and to keep the trigger rate

at acceptable levels.

For the µµγ final state we use unprescaled double-muon triggers that — in con-

trast to the electron final state — do not require isolation. They also require different

thresholds on their transverse momenta to keep the rate within a reasonable win-

dow. The thresholds on the leading and subleading muons were 7 and 7 GeV at

the beginning of 2011, increasing to 13 and 8 GeV, and finally 17 and 8 GeV as the

instantaneous luminosity ramped up.

5.4 Selection

The greatest discrimination power of the signal selection comes from the requirement

of two isolated leptons and an isolated photon. The background is further suppressed

with kinematic cuts on the invariant masses of the dilepton system and of the three

final state objects. In this section, we list the selection criteria used for the Zγ

production cross section measurement and the setting of the limits on anomalous

triple gauge couplings (ATGCs). These selection requirements are specified in terms

of the identification and isolation variables introduced in the previous chapter.
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5.4.1 Selection of Photons

We list the numerical requirements on the identification and isolation variables in Ta-

ble 5.1. They were chosen to simultaneously maximize the signal selection efficiency,

the background suppression, and the statistical uncertainty on the estimated signal

production rate [118].

Requirement

Criterion Barrel Endcaps

Transverse momentum pT > 15 GeV

Pseudorapidity |η| < 1.4442 1.556 < |η| < 2.5
Shower width σiηiη < 0.11 σiηiη < 0.30

Pixel seed match absent
Tracker isolation IγTRK − 0.001× pT − %FJ × Aeff

TRK < 2.0
ECAL isolation IγECAL − 0.006× pT − %FJ × Aeff

ECAL < 4.2
HCAL isolation IγHCAL − 0.0025× pT − %FJ × Aeff

HCAL < 2.2

Table 5.1: Photon identification and isolation requirements. See section 4.5 for the
definition of the variables.

The efficiencies of the photon identification and isolation requirements are mea-

sured in the data with the tag-and-probe method using Z→ e+e− events, except for

the pixel match veto which is measured using Z→ µ+µ−γ events.

The tag-and-probe method is based on a measurement of the signal yield for

events from the decay of a resonance, such as Z→ `+`−. The events are “tagged” by

requiring stringent selection criteria for one of the decay legs. The other leg of the

decay then serves as a probe of a particular requirement. The yield is then extracted

for probes both passing P and failing F the given requirement. These yields can be

estimated from a fit of the sum of signal and background models to the invariant mass

data. The efficiency of the requirement can then be estimated as ε = P/(P + F ).

Figures 5.1 and 5.2 show the barrel and endcaps data/MC efficiency ratio scale

factors as two-dimensional maps of photon transverse momentum and primary vertex

multiplicity for the 2011A and 2011B data taking periods.
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Figure 5.1: Photon efficiency scale factors in the barrel. Top: the 2011A run period,
bottom: the 2011B run period.
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Figure 5.2: Photon efficiency scale factors in the endcaps. Top: the 2011A run period,
bottom: the 2011B run period.
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5.4.2 Selection of Electrons

We list the numerical requirements on the electron identification and isolation vari-

ables in Table 5.2. They were chosen to simultaneously maximize the signal selection

efficiency, the background suppression, and the statistical uncertainty on the esti-

mated rate of inclusive Z→ e+e− production [119].

Requirement

Criterion Barrel Endcaps

Transverse momentum pT > 20 GeV

Pseudorapidity |η| < 1.4442 1.556 < |η| < 2.5
Track-cluster compatibility |∆ηin| < 0.005 |∆ηin| < 0.007

|∆φin| < 0.039 rad |∆φin| < 0.028 rad
Shower width σiηiη < 0.010 σiηiη < 0.031

Number of missing hits nmiss = 0
Conversion opening angle | cot ∆θ| < 0.02
Conversion track distance |dconv| < 0.02 cm

Combined relative isolation I
rel, e
comb < 0.053 I

rel, e
comb < 0.042

Table 5.2: Electron identification and isolation requirements. See Section 4.6 for the
definition of the variables.

Figures 5.3 and 5.4 show the barrel and endcaps data/MC efficiency ratio scale

factors as two-dimensional maps of electron transverse momentum and primary vertex

multiplicity for the 2011A and 2011B data-taking periods as measured with the Z→
e+e− tag-and-probe method.
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Figure 5.3: Electron efficiency scale factors in the barrel. Top: the 2011A run period,
bottom: the 2011B run period.
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Figure 5.4: Electron efficiency scale factors in the endcaps. Top: the 2011A run
period, bottom: the 2011B run period.



133

5.4.3 Selection of Muons

We require the muons to be reconstructed as global muons as discussed in Section 4.7.

We list the numerical values of further requirements on the identification and isolation

variables in Table 5.3. Similarly to the electrons, they were chosen to simultaneously

maximize the signal selection efficiency, the background suppression, and the statis-

tical uncertainty on the estimated rate of inclusive Z→ µ+µ− production [119].

Criterion Requirement

reduced χ-squared χ2/ndof < 10
number of muon chamber hits nhits ≥ 1
number of matched stations nstations ≥ 2
transverse impact parameter |dxy| < 0.02 cm
transverse impact parameter |dz| < 0.1 cm
number of pixel hits npixel ≥ 1
number of tracker hits ntracker ≥ 11

relative combined isolation Irel,µ
comb < 0.1

Table 5.3: Muon identification and isolation requirements. See the text in Section 4.7
for the definition of the variables.

The efficiencies of the muon identification and isolation requirements are measured

in data with the tag-and-probe method using Z → µ+µ− events. Figure 5.5 shows

the data/MC efficiency scale factors as two-dimensional maps of muon transverse

momentum and pseudorapidity measured separately for the 2011 A and B data-taking

periods.
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Figure 5.5: Muon data/MC efficiency ratios for the 2011 A (top) and B (bottom)
data-taking periods.
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5.4.4 Selection of pp→ ``γ Events

The selected Zγ event candidates are required to have at least two leptons and one

photon passing the selection criteria described in Sections 5.4.1, 5.4.2, and 5.4.3. A

number of requirements on the kinematics of these three objects ensures that the

cross section is well-defined and improves the signal-to-background yield ratio. These

requirements are arbitrary to the extent that their exact numerical values are chosen

such to agree with similar measurements carried out at Tevatron and by the the Atlas

collaboration at the LHC.

• The invariant mass of the dilepton system is required to be greater than:

m`+`− > 50 GeV.

This reduces the contribution of dilepton production through the photon prop-

agator and avoids the divergence of the differential cross section for vanishing

dilepton mass values.

• The distance in the η-φ plane between the photon and the nearest lepton is

required to be greater than:

min ∆R(`±, γ) =
√

∆η2 + ∆φ2 > 0.7.

This avoids the collinear divergence of the differential cross section due to the

radiative decays Z→ µ+µ−γ.

In Figures 5.6 and 5.7 we show the kinematic distributions of photon candidates

in the selected event samples, compared with the predictions from the simulation

for the electron and muon channel respectively. In Figures 5.8 and 5.9 we show the

corresponding invariant mass distributions.
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(c) Photon candidate φ

Figure 5.6: Photon candidate kinematic distributions for selected events in the chan-
nel with electrons: data (black dots), Zγ signal (white histogram), Z/γ∗+jets and
other backgrounds are given as red and green filled histograms respectively.
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Figure 5.7: Photon candidate kinematic distributions for selected events in the chan-
nel with muons: data (black dots), Zγ signal (white histogram), Z/γ∗+jets and other
backgrounds are given as red and green filled histograms respectively.
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(a) Dielectron invariant mass
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(b) Dielectron + photon invariant mass

]2 [GeV/ceeM
50 100 150 200

]2
 [G

eV
/c

γ
ee

M

100

150

200

250

300

 dataγee→γZ

 ISRγee→γZ

 FSRγee→γZ

 -1CMS Preliminary 2011 @ 4961.1 pb  = 7 TeVs

(c) Two-dimensional plot

Figure 5.8: Mass distributions for the selected Z/γ events in the electron channel. Top
row: data (black points with error bars) overlaid with the simulation (histograms).
The dielectron invariant mass (left) peaks at mZ for the initial state radiation (ISR).
The eeγ invariant mass (right) peaks at mZ for the final state radiation (FSR). Bot-
tom panel: data (red dots) overlaid with simulation (solid squares; grey for the ISR
contribution and blue for the FSR contribution). The size of the squares denotes the
density of the events. The ISR and FSR contributions are clearly visible as vertical
and horizontal bands at Mee ≈ mZ and Meeγ ≈ mZ , respectively.
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(a) Dimuon invariant mass
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(b) Dimuon + photon invariant mass
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(c) Two-dimensional plot

Figure 5.9: Mass distributions for the selected Z/γ events in the muon channel. Top
row: data (black points with error bars) overlaid with the simulation (histograms).
Similarly to the electron channel, the dimuon invariant mass (left) peaks at mZ for
the initial state radiation (ISR). The µµγ invariant mass (right) peaks at mZ for
the final state radiation (FSR). Bottom panel: data (solid blue dots) and simulation
(solid grey dots). The ISR and FSR contributions are clearly visible as vertical and
horizontal bands at M`` ≈ mZ and M``γ ≈ mZ , respectively.
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5.5 Background Estimation

The dominant background comes from inclusive pp→ Z+X production where a final

state jet is misidentified as a photon. We measure the contribution of this background

in data, exploiting the difference between the real photons and misidentified jets in

the spectrum of the photon candidate shower width σiηiη . We obtain the background

yield estimate from an unbinned maximum likelihood fit to a sum of the signal and

background components. The signal component is taken from the simulation and

corrected by a scaling factor derived from Z → e+e− events. The background com-

ponent shape is derived from data using photon candidates from a tracker isolation

sideband:

2 GeV < ITRK − 0.001p
γ
T − 0.0167%FJ < 5 GeV in the Barrel, and

2 GeV < ITRK − 0.001p
γ
T − 0.0320%FJ < 3 GeV in the Endcaps.

The templates are built in bins of p
γ
T since the shower width σiηiη depends on

it slightly. The bin boundaries are at p
γ
T = 15, 20, 25, 30, 35, 40, 60, 90, 120 and

500 GeV.

Figure 5.10 shows an example of the fit result for photons with p
γ
T ∈ [15, 20) GeV.

5.6 PHOSPHOR Fit

The phosphor Fit is a method to extract the photon energy scale and photon energy

resolution in-situ measurement using radiative muonic Z0 boson decays Z→ µ+µ−γ.

It is based on an unbinned maximum likelihood fit of a model for the µµγ invariant

mass model mµµγ to the mµµγ values in selected Z→ µ+µ−γ events in the data. The

photon energy scale s and resolution r are parameters of the signal components of

the model. They are floated in the fit, together with the signal purity fS, and two

more parameters describing the background components of the the model.

We use these measurements to apply corrections to the photon momenta in both



141

η i ηi σ
0 0.005 0.01 0.015 0.02 0.025 0.03

E
ve

nt
s 

/ (
 0

.0
00

75
 )

0

200

400

600

800

1000

 = 7 TeVsCMS Preliminary 2011, 

-1
L dt = 5.0 fb∫

| < 1.4442η0 < |

 < 20 GeV
γ
T

15 GeV < p

η i ηi σ
0.01 0.02 0.03 0.04 0.05 0.06 0.07

E
ve

nt
s 

/ (
 0

.0
00

75
 )

0

20

40

60

80

100
 = 7 TeVsCMS Preliminary 2011, 

-1
L dt = 5.0 fb∫

| < 2.5η1.566 < |

 < 20 GeV
γ
T

15 GeV < p

Figure 5.10: An example of a background estimate using the template fit to the
shower width σiηiη for photons in the ECAL barrel (left) and endcaps (right) with
pT ∈ [15, 20]GeV. The black points with error bars represent the data, the solid blue
line shows the fitted sum of the signal and background components, the solid red line
shows the background component.

the data and the simulation. These corrections improve the photon energy scale for

both, and correct the energy resolution in the simulation to match the one in the

data. This is important for the cross section measurement because of the cut on the

photon pT and the related systematic uncertainty on the acceptance-times-efficiency

estimate FMC.

The goal of the phosphor fit is to characterize the in-situ ECAL response to pho-

tons by two parameters: the photon energy scale s and the photon energy resolution

r. Conceptually, this is an ill-defined problem. The ECAL response is a probability

density function and as such it has an infinite number of degrees of freedom consider-

ing full generality. To deal with this problem, we give up on the generality and restrict

ourselves to a subset of considered responses. We use the simulation as a starting

point in the description of our response-density phase space. We build its so-called

kernel density estimator (KDE) [120, 121], and then let its location and scale vary.

We choose the mode and the effective sigma as the location and scale parameters

and interpret them as the photon energy scale and resolution.1 Below, we introduce

1Mind the clash of the statistical and experimental terminology here: The scale parameter of the
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this language formally along with other related concepts to specify explicitly what we

mean.

5.6.1 Definitions

We define the photon energy response (Eγ response) x as:

x =
Eγ

Eγ
true

− 1

where Eγ is the reconstructed photon energy and Eγ
true is the true photon energy –

the generator level energy in the case of simulation.

The Eγ response is a random variable. We call its probability distribution function

the photon energy response distribution (photon energy response density, Eγ response

distribution, or Eγ response density) and denote it f(x).

The photon energy scale s is then the mode — the most probable value or the

position of the peak if you like — of f(x):

s := arg max
x

f(x), (5.8)

where the argument of the maximum operator arg max gives the value of the given

argument x for which the given function f attains its maximum value:

arg max
x

f(x) := {x | ∀y : f(y) ≤ f(x)} .

By photon energy resolution r we mean the effective sigma — half of the minimum

interval of the Eγ response distribution that contains ≈ 68.3 % of the area under the

curve, the same as the area under a Gaussian distribution ±1σ around its mean.

Strictly speaking, the definition of signal as a final state radiation event is am-

biguous since (a) every event is radiative and (b) there is interference with the initial

state radiation. We define signal through the matching to the generator level topology

photon energy response probability density in the statistical sense refers to the Eγ resolution in the
experimental sense, not the Eγ scale as the naming may suggest.
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as any event with a photon radiated off of one of the Z legs by the electromagnetic

component of the parton shower with a sufficiently large pT to pass our selection

criteria. All other events passing our selection criteria are considered background.

For most practical purposes of the Eγ scale and resolution measurement, the

Z + jets background has to be considered separately from backgrounds coming from

other sources. This is because its invariant mass spectrum peaks at ≈ mZ+pcut
T . Here,

pcut
T is the minimum photon pT threshold. This feature of the Z + jets background

mass spectrum would bias the measurement of the photon energy scale and resolution

if we did not model this background correctly.

Other backgrounds coming from QCD fakes, W + jet production, tt̄ production,

and other processes do not have peaking features. Their sum may be well modeled

by an exponentially falling distribution.

5.6.2 Monte Carlo Truth

The phosphor Fit relies on precise knowledge of the true values of the Eγ scale

and resolution in the simulation. These are also necessary to validate the method.

Therefore, a robust and accurate method to extract these values is desirable.

The estimation of the Monte Carlo true Eγ scale and resolution would be straight-

forward if the Eγ response followed a simple known density function, like the Gaussian

or the Crystal Ball [122]. We could then simply fit it to the simulated Eγ response

data and interpret its location and scale parameters as the Eγ scale and resolution.

Unfortunately, this does not seem to be the case.

In Figure 5.11 we fit the Crystal Ball line shape to the Eγ response of photons in a

subclass of µµγ events. We select only photons in the ECAL barrel with ET > 30 GeV

and R9 > 0.94. The fitted function describes the data very poorly due to the tails.

The tails are much heavier in the data than the function can model, biasing the fit.
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Figure 5.11: An example of Eγ response mismodeling by the CB line shape. These events have photons in the ECAL barrel
with ET > 30 GeV and R9 > 0.94. The fit range contains 99% of all events. (Top Left) The data and the fitted function on
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To judge the goodness of a fit, we plot the χ2 residuals and pulls as a function of

the observable x. The χ2 residuals are defined for each bin i = 1, . . . , N as follows:

∆ni = ni − νi, (5.9)

where ni and νi are the numbers of the observed and expected events in the bin i,

respectively. Here, the number of the expected events events in the bin i is:

νi =
N∑

j=1

nj

∫ bi

ai

f(x|θ) dx, (5.10)

where we sum j over all the bins. Here, f(x|θ) is the fitted model depending on P

parameters θ = θ1, . . . , θP , and ai and bi are the lower and upper boundary of the

bin i = 1, . . . , N , respectively. We choose the binning such that ni ≥ 30 for ∀i. This

guaranties that νi > 5 for ∀i at a very high confidence level. We define the χ2 pulls

as:

χi =
ni − νi√

νi
(5.11)

High values of the χ2 residuals and pulls indicate poor compatibility of the model

f(x|θ) with the data. For each bin, we plot ∆ni and χi at the median x of that bin.

We also plot the distribution of the χ2 pulls. This should follow a unit Gaussian

if the f(x|θ) describes the data well:

χi ∼ N (x|0, 1). (5.12)

Therfore we also overlay the spectrum of χ2 pulls with a properly normalized unit

Gaussian to see their mutual compatibility.

As another goodness-of-fit test, we calculate the χ2 statistic as [123]:

χ2 =
N∑

i=1

χ2
i , (5.13)
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where we sum the index i over all bins. If the data follows the model f(x|θ), the

χ2 statistic approaches a known probability density function (PDF), the so-called χ2

PDF f(z|nd). Here, nd is the number of degrees of freedom:

nd = N − P. (5.14)

The χ2 statistic follows the χ2 PDF in the limit of high statistic. In practice, the

χ2 PDF is a good approximation of the actual χ2 distribution when νi > 5 for all

i = 1, . . . , N [123]. This condition is satisfied by our choice of the binning. We can

thus use the χ2 PDF to calculate the p-value of the χ2 statistic as:

p =

∫ ∞

χ2

f(z|nd) dz. (5.15)

The p-value expresses the probability that the χ2 statistic of a random sample would

atain a greater value than the χ2 statistic of the sample at hand. The p-value should

be uniformly distributed. Poor compatibility of the model f(x|θ) with the data leads

to low numerical values of the p-value.
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Figure 5.13: An example of the Eγ response peak mismodeling by a Gaussian. These events have photons in the ECAL
endcaps with ET =10–12 GeV and R9 < 0.94. The fit range contains 70% of all events. (Top Left) The data and the fitted
function on a logarithmic y-axis scale with an x-axis range covering 99.99994% (5-σ) of the data. (Top Middle) The data and
the fitted function on a linear y-axis scale with an x-axis range covering 95.4% (2-σ) of the data.
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Figure 5.14: An example of the Eγ response peak mismodeling by a CB line shape. Same as Figure 5.13 but for the CB line
shape instead of a Gaussian.
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Figure 5.15: An example of the Eγ response peak mismodeling by a bifurcated Gaussian. Same as Figure 5.13 but for a
bifurcated Gaussian instead of a Gaussian.
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The poor modeling of the tails can be mitigated by fitting a subset of the data

near the peak, see Figure 5.12. However, reducing the fit range leads to additional

systematics due to the fit range and is very fragile since the behavior varies greatly

among various photon categories based on the photon pT, η and R9. Figures 5.13–

5.15 demonstrate the limitation of this approach for photons in the endcaps with

ET ∈ [10, 20] GeV and R9 < 0.94, for increasingly complex analytical models.

5.6.3 Photon Energy Response Model

It turns out that it is more robust and precise to use the sample of the energy re-

sponses (from the simulation) to build the model. We smooth it with a kernel density

estimator to obtain a non-parametric estimate of the photon energy response density.

We use the so-called KEYS estimator developed specifically for applications in

high energy physics [124]. It is bin-independent, scale invariant, continuously dif-

ferentiable, positive definite, and everywhere defined. It employs an adaptive kernel

bandwidth which has the advantage that it depends on the data only locally. This

enables it to handle a wide variety of distributions.

Given a training data sample {ti}ni=1 drawn from some unknown probability den-

sity f(x) the estimate of which we seek, the Eγ response distribution in our case,

the construction of the KEYS estimator proceeds in two steps. First, a fixed kernel

bandwidth h is used to obtain the estimate f̂0(x). This then serves as an input in the

definition of the adaptive kernel bandwidth bi, i = 1, . . . , n, used to build the final

estimator f̂1(x). The fixed bandwidth is defined as:

h =

(
4

3

)1/5

n−1/5σ,

where σ is the estimate of the standard deviation of f(x):

σ2 =
n

n− 1


 1

n

n∑

i=1

t2i −
(

1

n

n∑

i=1

ti

)2

 .
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The fixed bandwidth estimate is then:

f̂0(x) =
1

nh

n∑

i=1

K

(
x− ti
h

)
,

where K is a Gaussian kernel:

K(x) =
1√
2π
e−x

2/2.

Using f̂0(x), the adaptive kernel bandwidth corresponding to a data point i =

1, . . . , n is:

bi = %KEYS

(
4

3

)1/5

n−1/5

√
σ

f̂0(ti)
,

where %KEYS is a free parameter of the model. Given the bandwidths {bi}ni=1, the

KEYS estimate reads:

f̂1(x) =
1

n

n∑

i=1

1

bi
K

(
x− ti
bi

)
. (5.16)

The free parameter %KEYS relates the local and global scale of the structure of the

data σlocal and σ, respectively:

%KEYS =

√
σlocal

σ
.

Its default value is %KEYS = 1. Greater numerical values of %KEYS lead to smoother

estimates, while smaller numerical values of %KEYS lead to better estimates of fine

details in the structure of the data. The latter may be useful for example for bimodal

distributions, for which the σlocal and σ may differ significantly. The estimates, in

which we are interested, do not depend strongly on the value of %KEYS. We use the

value %KEYS = 1.5, which minimizes the fluctuations in the position of the peak,

while preserving the width of the distribution. Lower values of %KEYS lead to greater

fluctuations in the peak position while greater values of %KEYS lead to estimates with

width greater than the training data, see Figure 5.16.

To simplify the notation, we denote the KEYS estimator of the Eγ response

distribution f0(x) := f̂1(x). Here, the subscript “0” signifies that this is the estimator
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Figure 5.16: An illustration of the dependence of a KEYS estimator of the Eγ

response density on the parameter %KEYS. The dashed red, solid black, and dotted
blue lines correspond to KEYS estimators constructed with values of the parameter
%KEYS = 1.0, 1.5 and 2.0, respectively. The black dots with error bars represent the
simulated data used to “train” the estimators. The dashed red curve corresponding to
%KEYS = 1.0 is slightly more susceptible to random fluctuations of the peak position
due to the limited size of the training sample. The dotted blue curve corresponding
to %KEYS = 2.0 is slightly broader.
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corresponding to the nominal Eγ response in the simulation. We denote the scale

and resolution corresponding to the energy response density estimate f0(x) as s0 and

r0, respectively. Invoking the definitions introduced in Section 5.6.1, they read:

s0 = arg max
x

f0(x),

r0 = min

{ |b− a|
2

∣∣∣∣
∫ b

a

f0(x) dx =
1√
2π

∫ 1

−1

e−x
2/2 dx = erf

1√
2
≈ 0.683

}
.

(5.17)

We then introduce the dependence on the scale s and resolution r by a linear trans-

formation of the observable:

x→ x′ = α(s, r) + β(r)x = x0(x, s, r),

f0(x)→ f(x|s, r) = β(r)f0(x0(x, s, r)),
(5.18)

where the transformed photon energy response x′ = x0(x, s, r) is given by:

x− s
r

=
x0 − s0

r0

. (5.19)

Solving this relation for x0 gives:

α(s, r) = s0 − s
r0

r
=

1

r
(s0r − sr0) = r0

(
s0

r0

− s

r

)
,

β(r) =
r0

r
,

x0(x, s, r) = s0 + r0
x− s
r

.

(5.20)

Plugging (5.20) in the second line of (5.18), we obtain a model for the Eγ response

distribution based on a parameterized KEYS PDF estimator that depends on the Eγ

scale s and resolution r:

f(x|s, r) =
r0

r
f0

(
s0 + r0

x− s
r

)
, (5.21)

where f0(x) := f̂1(x) is the KEYS PDF estimate given by (5.16), s0 is its correspond-

ing scale given by (5.17), and r0 is its corresponding resolution given also by (5.17).
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Here, s and r play the roles of the scale and resolution corresponding to f(x|s, r), as

defined in Section 5.6.1. For the scale s, this can be seen in the following way:

f(s|s, r) =
r0

r
f0(s0) by (5.21)

≥ r0

r
f0(y0) for ∀y0 by (5.8) and (5.17)

≥ r0

r
f0

(
s0 + r0

y − s
r

)
for ∀y setting y0 = s0 + r0

y − s
r

≥ f(y|s, r) for ∀y by (5.21),

which matches the definition (5.8) for s being the scale corresponding to f(x|s, r).

To verify that r plays the role of the resolution, we write:

∫ b

a

f(x|s, r) dx =
r0

r

∫ b

a

f0

(
s0 + r0

x− s
r

)
dx by (5.21)

=

∫ s0+r0(b−s)/r

s0+r0(a−s)/r
f0(x0) dx0 setting x0 = s0 + r0

x− s
r

=

∫ b0

a0

f0(x0) dx0, (5.22)

where we define a0 and b0 as:

a0 = s0 + r0
a− s
r

, and

b0 = s0 + r0
b− s
r

,

which gives:

b0 − a0 =
r0

r
(b− a). (5.23)
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Plugging this in the definition of resolution, we obtain:

min

{ |b− a|
2

∣∣∣∣
∫ b

a

f(x|s, r) dx = erf
1√
2

}

=
r

r0

min

{ |b0 − a0|
2

∣∣∣∣
∫ b0

a0

f0(x0) dx0 = erf
1√
2

}
by (5.22) and (5.23)

=
r

r0

· r0 by (5.17)

= r,

which is what we wanted to show.

Figures 5.17 and 5.18 show examples of so-constructed Eγ response model and its

dependence on the scale and resolution, respectively.
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Figure 5.17: An illustration of the scale dependence of a transformed KDE Eγ

response model. We plot the model for a fixed value of the resolution r = 1 %, and
five different values of the scale. The solid red, green, blue, magenta and black lines
correspond to scale values of s = −4 %, −2 %, 0 %, 2 % and 4 %, respectively. The
curves peak at the given values of the scale as expected.

Having constructed a robust Eγ response density model, we can now obtain the
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Figure 5.18: An illustration of the resolution dependence of a transformed KDE Eγ

response model. We plot the model for different values of scale and resolution. The
three sets of five curves peaking at the same location correspond to three different
values of the scale. The left, center, and right peaks correspond to scale values of
s = −4 %, 0 % and 2 %, respectively. The solid red, green, blue, magenta and black
lines correspond to resolution values of r = 0.67 %, 0.8 %, 1.0 %, 1.3 % and 2.0 %,
respectively. The curves become wider with increasing values of r, as expected. Also,
all curves corresponding to a given scale peak at the same location, independent of
their width. This illustrates that there is no bias on the scale due to the resolution.
Conversely, the same-color threesomes of curves, corresponding to the same values of
the resolution r, have the same widths, independent of their locations. This illustrates
that there is no bias on the resolution due to the scale.
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scale and resolution estimates and their uncertainties from an unbinned maximum

likelihood fit back to the training sample, see Figure 5.19. Figures 5.20 and 5.21 show

further examples of such fits demonstrating that the models describe the data well in

the full range, including the tails.
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Figure 5.19: An example fit of a parameterized KEYS PDF model of the Eγ response
distribution. The black points with error bars represent the training sample {ti}ni=1,
the solid blue line shows the KEYS PDF f0(x) given by (5.16), with the scale s0 and
resolution r0 from (5.17). The dashed red line shows the parameterized KEYS PDF
f(x|sfit, rfit) given by (5.21). We also show the scale and resolution estimates sfit and
rfit and their uncertainties, as obtained from an unbinned maximum likelihood fit of
f(x|s, r) to the shown training sample {ti}ni=1. They agree with s0 and r0 within
their uncertainties. This agreement represents a successful sanity check of both the
concept behind the use of a parameterized KEYS PDF to model the Eγ response, as
well as its software implementation.
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Figure 5.20: An example of the Eγ response modeling by a parameterized KEYS PDF for photons in the ECAL barrel with
ET > 30 GeV and R9 > 0.94. This is similar to fits shown Figures 5.11 and 5.12 but the model here is fitted in the full range.
In contrast to the models shown in the other Figures, the model here describes the data well, including the tails.
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Figure 5.21: Another example of the Eγ response modeling by a parameterized KEYS PDF. Here, we show photons in the
ECAL endcaps with ET ∈ [10, 12] GeV and R9 < 0.95. These photons have a relatively poor resolution compared to those used
in Figure 5.20. The sample used here is similar to the one used in Figures 5.13-5.15 but the model here is fitted in the full
range. In contrast to the models shown in the other three Figures, the model here describes the data well, including the tails.
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5.6.4 Monte Carlo Smearing

The Eγ response in-situ differs from the one in the simulation. It is useful to use a

simple parameterization of this difference that provides a prescription to modify the

photon energies {Eγ
i }ni=1 in the simulation for all photon candidates. That way, we

can propagate the changes to photon energies to changes in the µµγ invariant mass

candidate-by-candidate. Comparing the smeared µµγ mass spectrum with the µµγ

data enables us to make inferences about the unknown Eγ response in the data.

One such prescription, which is common in high energy physics, is to inject a

Gaussian smearing:

Eγ
i → Eγ

i
′ = Eγ

i + ∆Eγ
i , (5.24)

where Eγ
i
′ is the smeared energy of the photon candidate i, and ∆Eγ

i = Eγ
i ∆ei is the

injected energy smearing. Here, ∆ei is a randomly generated dimensionless number,

usually following the normal distribution:

∆ei ∼ N (x|∆s,∆r), (5.25)

where ∆s and ∆r are free parameters.

Such a smearing of the simulated energies is equivalent to modifying the response

values xi = Eγ
i /E

γ
true,i − 1 to x′i = Eγ

i
′/Eγ

true,i − 1 in the following way:

xi → x′i = xi + ∆xi, (5.26)

where

∆xi = ∆ei + xi∆ei︸ ︷︷ ︸
≈0

≈ ∆ei.

(5.27)

Note that the nominal response values xi, and the values of the injected response

smearing ∆xi are independent, and thus uncorrelated. Therefore, we call this method
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of Monte Carlo smearing the uncorrelated smearing, or Gaussian smearing.

As a consequence of the fact that xi and ∆xi are independent, the smeared energies

Eγ
i
′ correspond to a smeared response f ′(x) which is a convolution of the nominal

response f(x) and the injected smearing N (x|∆s,∆r):

f(x)→ f ′(x) ≈
∫ ∞

−∞
f(y)N (x− y|∆s,∆r) dy, (5.28)

where

xi ∼ f(x), and

x′i ∼ f ′(x).

The relation for f ′(x) (5.28) is not mathematically exact because we neglect the

term xi∆ei in (5.27). In practice however, this is a very good approximation, since

both, the nominal resolution r, and the injected smearing ∆r, are significantly smaller

than unity: r � 1, ∆r � 1. The examples shown in Figures 5.20 and 5.21 correspond

to r = 0.0120± 0.0002 and r = 0.111± 0.002, respectively. These represent extreme

values on the opposite ends of the range of typical values of r for photons at CMS.

The smearing values are typically even smaller than the resolution values: ∆r / r.

If the nominal response f(x) is Gaussian with a nominal scale s and a nominal

resolution r, and the smearing is Gaussian as in (5.25), then the smeared response

f ′(x) is (approximately) also Gaussian:

f(x) = N (x|s, r) ⇒ f ′(x) ≈ N (x|s′, r′), (5.29)

which follows from (5.28). This relation would be exact if (5.28) was exact. The

corresponding smeared scale s′ and the smeared resolution r′ are:

s→ s′ = s+ ∆s

r → r′ =
√
r2 + (∆r)2.

(5.30)

Despite its straightforwardness and ubiquity, the Gaussian smearing has a number
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of features that make it less attractive:

• It can only model resolution values that are greater or equal to the nominal

ones r′ ≥ r.

• The generation of the random values ∆xi is computationally expensive.

• The Gaussian smearing (5.25) may not model well the behavior of the tails

which are often non-Gaussian, cf. Figures 5.12 and 5.13.

• It is nondeterministic in the sense that repeated calculations involving a smear-

ing of the same sample {Eγ
i }ni=1 with the same ∆s and ∆r do not lead to the

exact same results each time2. This may lead to difficulties with the technical

implementation, for instance when we use MINUIT [125] to find the values ∆s

and ∆r from a fit of the smeared simulation to the data.

• Finally, the nominal resolution typically varies as a function of kinematics and

other variables within the sample. The uncorrelated smearing treats all candi-

dates on the same footing, independent of their “local” scale and resolution. It

smears them by the same amount. This may lead to an over-smearing of can-

didates with relatively good resolution, and an under-smearing of candidates

with relatively poor resolution.

To avoid these aspects of the uncorrelated smearing, we choose a different approach

to the Monte Carlo smearing.

To smear the simulation, we proceed in analogy to the way we introduced the

energy and scale dependence of the response model f(x|s, r) in Section 5.6.3: we

linearly transform the response. The difference to the construction of f(x|s, r) is that

here we seek a prescription for the modification of the photon energies, an alternative

to (5.24). We start with the relation analogous to (5.19) but we rewrite it using the

notation introduced in this Section:

x′i − s′
r′

=
xi − s
r

. (5.31)

2This issue can be avoided if special care is taken to synchronize the seeds of the random generator
with the candidate index i and the smearing parameters ∆s and ∆r.
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This gives the following expression for the smeared response:

xi → x′i = xi + ∆xi

= s′ + r′
xi − s
r

,
(5.32)

and for the injected response smearing:

∆xi = x′i − xi

= s′ − r′

r
s+

(
r′

r
− 1

)
xi.

(5.33)

Note that here, in contrast to (5.27), the ∆xi depends on xi, and so xi and ∆xi

are correlated. Therefore, we refer to this way of smearing the Monte Carlo as the

correlated smearing.

The correlated smearing leads to the following expression for the smearing of the

energies:

∆Eγ
i = Eγ

true,i∆xi

=

(
r′

r
− 1

)
(Eγ

i − Eγ
true,i) +

(
s′ − r′

r
s

)
Eγ

true,i,
(5.34)

where ∆Eγ
i is to be plugged into (5.24). This relation exposes the challenge of apply-

ing the correlated smearing over applying the uncorrelated smearing. To apply the

uncorrelated smearing, we only need to choose some values of ∆s and ∆r. This is

equivalent to choosing the target smeared scale s′ and the target smeared resolution

r′ in the case of the correlated smearing. However, for the correlated smearing, we

need to know additional quantities, namely the nominal scale s, the nominal reso-

lution r, and the true photon energy Eγ
true,i. This is the price to pay for avoiding

the above listed inconveniences of the uncorrelated smearing. We deal with it in the

following way. We use the energy of a generator-level photon matched to the recon-

structed photon candidate i for the value of Eγ
true,i. We use the method described in

Section 5.6.3 to obtain the values of the nominal scale and resolution. This further

exemplifies the importance of a robust and precise method for the estimation of MC
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true scale and resolution.

The relation for the smeared response density corresponding to the correlated

smearing is:

f ′(x) =
r

r′
f

(
s+ r

x− s′
r′

)
. (5.35)

Similarly to the uncorrelated smearing, a Gaussian nominal response leads to a Gaus-

sian smeared response:

f(x) = N (x|s, r) ⇒ f ′(x) = N (x|s′, r′). (5.36)

Moreover, if the response is a parameterized KEYS PDF f(x|s, r) given by (5.21),

then the smeared response is again a parameterized KEYS PDF:

f(x) = f(x|s, r) ⇒ f ′(x) = f(x|s′, r′), (5.37)

This can be seen in the following way:

f ′(x) =
r

r′
f

(
s+ r

x− s′
r′

∣∣∣∣ s, r
)

by inserting f(x) = f(x|s, r) in (5.35)

=
r

r′
r0

r
f

(
s0 + r0

s+ r x−s
′

r′
− s

r

)
by (5.21)

=
r0

r′
f

(
s0 + r0

x− s′
r′

)

= f(x|s′, r′), by (5.21)

So we see that the our definitions of the correlated smearing (5.34) and the parame-

terized KEYS PDF model (5.21) are mutual consistent. Figures 5.22 and 5.23 show

the effect of the correlated smearing for varying values of target smeared scale s′ and

resolution r′, respectively, as well as an explicit test of this consistency.

To propagate the effect of the photon energy smearing to the change in the µµγ
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Figure 5.22: An illustration of the scale dependence of the correlated smearing and its
consistency with the parameterized KEYS PDF model. In this example, we require
photons to be registered in the ECAL barrel, have pT between 20 GeV and 25 GeV,
and R9 > 0.94. We plot the smeared response values {x′i}ni=1 as given by (5.32) for
different values of the target smeared scale s′ and a fixed value of the target smeared
resolution r′ = 2.0 %. For each different value of s′, we also plot the fitted response
model f(x|sfit, rfit) as given by (5.21), wher sfit and rfit come from the fit. The red,
green, blue, magenta and black points with error bars correspond to the responses
{x′i}ni=1 smeared to s′ = −10 %, −5 %, 0 %, 5 % and 10 %, respectively. The solid red,
green, blue, magenta and black lines represent the models fitted to the data of the
same color. ∆sfit = s′ − sfit denotes the difference between the target scale s′ and
the fitted scale sfit. Similarly, ∆rfit = r′ − rfit denotes the difference between the
target resolution r′ and the fitted resolution rfit. The different values of ∆sfit and
∆rfit correspond to models of the same color. In all cases, the target and fitted values
of scale and resolution are compatible with each other. This represents an explicit
test of the consistency between the correlated smearing and the parametrized KEYS
PDF modeling (5.37), as well as a test of their correct software implementation.



167

 - 1 (%)
γ
true/E

γ
x = E

-10 -8 -6 -4 -2 0 2 4

E
ve

nt
s 

/ (
 0

.2
5 

%
 )

0

100

200

300

400

500

600

700
 0.02 %± =  0.00 fit s∆s’ =   0 %,  

 0.02 %± =  0.00 fit s∆s’ =   0 %,  

 0.06 %± =  0.01 fit s∆s’ =   0 %,  

 0.02 %± =  0.00 fit s∆s’ =   0 %,  

 0.06 %± = -0.00 fit s∆s’ =   0 %,  

 0.01 %± =  0.01 fit r∆r’ = 1.0 %,  

 0.02 %± =  0.02 fit r∆r’ = 1.5 %,  

 0.04 %± =  0.01 fit r∆r’ = 2.0 %,  

 0.01 %± =  0.02 fit r∆r’ = 3.0 %,  

 0.06 %± =  0.03 fit r∆r’ = 5.0 %,  

Figure 5.23: An illustration of the resolution dependence of the correlated Eγ response
smearing and its consistency with the parameterized KEYS PDF Eγ response model.
This is the same as Figure 5.22 except for varying the resolution r′ instead of the
scale s′. In this example, we require photons to be registered in the ECAL barrel, to
have pT between 20 GeV and 25 GeV, and to have R9 > 0.94. We plot the smeared
response values {x′i}ni=1 as given by (5.32) for a fixed value of the target smeared
scale s′ = 0 % and different values of the target smeared resolution r′. For each
different value of r′, we also plot the fitted response model f(x|sfit, rfit) as given
by (5.21), wher sfit and rfit come from the fit. The red, green, blue, magenta and
black points with error bars correspond to the responses {x′i}ni=1 smeared to r′ =
1.0 %, 1.5 %, 2.0 %, 3.0 % and 5.0 %, respectively. The solid red, green, blue, magenta
and black lines represent the models fitted to the data of the same color. ∆sfit =
s′ − sfit denotes the difference between the target scale s′ and the fitted scale sfit.
Similarly, ∆rfit = r′ − rfit denotes the difference between the target resolution r′ and
the fitted resolution rfit. The different values of ∆sfit and ∆rfit correspond to models
of the same color. In all cases, the target and fitted values of scale and resolution
are compatible with each other. This represents an explicit test of the consistency
between the correlated smearing and the parametrized KEYS PDF modeling (5.37),
as well as a test of their sound software implementation.
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invariant mass, the following expression is useful:

m′µµγ,i =

√
m2
µµ,i +

Eγ
i
′

Eγ
i

(m2
µµγ,i −m2

µµ,i), (5.38)

where mµµ,i is the invariant mass of the muon pair within the µµγ candidate i, mµµγ,i

is the invariant mass of the µµγ candidate i, and m′µµγ,i is its corresponding smeared

invariant mass.

In order to quantify the effects of such a smearing on the µµγ mass distribution,

we estimate its peak position and width. To do so, we use a parameterized KEYS

PDF model again, very much the same way as we do for the Eγ response in Sec-

tion 5.6.3. We plot the smeared invariant mass values {m′µµγ,i}ni=1 together with the

corresponding fits in Figures 5.24 and 5.25.

Figure 5.24 illustrates the dependence of the µµγ invariant mass on the Eγ scale.

We observe that the µµγ mass peak location increases approximately linearly with

the increasing Eγ scale, while the absolute peak width remains approximately inde-

pendent of the Eγ scale.

Figure 5.25 illustrates the dependence of the µµγ invariant mass on the Eγ resolu-

tion. We observe that the µµγ mass peak width grows nonlinearly with the increasing

Eγ resolution, while the peak location remains approximately independent of the Eγ

resolution.

To examine these observations in more detail, we smear the µµγ invariant mass

for a finer grid of Eγ scale and resolution values and for a number of photon categories

based on the photon pT, η and R9.

We plot the resulting relative µµγ mass peak location as a function of the Eγ

scale for Z→ µ+µ−γ events requiring photons to be in the barrel and have R9 > 0.94

in Figure 5.26 and for events requiring photons to have R9 < 0.94 in Figure 5.27.

Figures 5.28 and 5.29 correspond to Z→ µ+µ−γ events requiring photons to be in the

endcaps. The shown dependencies reinforce our previous observation that the µµγ

mass peak position depends approximately linearly on the Eγ scale. We establish

that this dependence holds over a relatively broad range of Eγ scale values. We also
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Figure 5.24: An illustration of the µµγ invariant mass dependence on the Eγ scale for
Z→ µ+µ−γ events. This complements Figure 5.22 which shows the dependence of the
Eγ response instead of the µµγ mass shown here. The requirements on the photons
here the same as in Figure 5.22: they must be registered in the ECAL barrel, have
pT between 20 GeV and 25 GeV, and have R9 > 0.94. We plot the spectrum of the
smeared µµγ invariant mass {m′µµγ,i}ni=1 as given by (5.38), for different values of the
Eγ scale s′ and a fixed value of the Eγ resolution r′ = 2.0 %. For each different value
of s′, we also plot the fitted parameterized KEYS PDF model of the µµγ mass. The
red, green, blue, magenta and black points with error bars correspond to the smeared
masses {m′µµγ,i}ni=1 for s′ = −10 %, −5 %, 0 %, 5 % and 10 %, respectively. The solid
red, green, blue, magenta and black lines represent parameterized KEYS PDF models
fitted to the smeared mass values of the same color. ∆mµµγ = µ(mµµγ)−mZ denotes
the difference between the fitted peak location µ(mµµγ) and the Z0 boson mass mZ .
Similarly, σeff/µ(mµµγ) denotes the relative width of the mass peak defined as a ratio
of its effective sigma σeff and its location µ(mµµγ). The different values of ∆mµµγ

and σeff/µ(mµµγ) correspond to curves of the same color. We observe that the µµγ
mass peak location increases approximately linearly with the Eγ scale, while the
absolute peak width remains approximately independent of it. (The slight decrease
of σeff/µ(mµµγ) with s′ is largely driven by the increase of the denominator µ(mµµγ).)
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Figure 5.25: An illustration of the µµγ invariant mass dependence on the Eγ resolu-
tion for Z → µ+µ−γ events. This is the same as Figure 5.24 except for varying the
resolution r′ instead of the scale s′. Also, this complements Figure 5.23 which shows
the dependence of the Eγ response instead of the µµγ mass shown here. We require
photons to be registered in the ECAL barrel, have pT between 20 GeV and 25 GeV,
and R9 > 0.94. We plot the smeared µµγ invariant mass values {m′µµγ,i}ni=1 (5.38) for
a fixed value of the Eγ scale s′ = 0 % and a number of different values of the Eγ resolu-
tion r′. For each different value of r′, we also plot the fitted parameterized KEYS PDF
model of the µµγ mass. The red, green, blue, magenta and black points with error bars
correspond to the smeared masses {m′µµγ,i}ni=1 for r′ = 1 %, 1.5 %, 2 %, 3 % and 5 %,
respectively. The solid red, green, blue, magenta and black lines represent param-
eterized KEYS PDF models fitted to the smeared mass values of the same color.
∆mµµγ = µ(mµµγ) − mZ denotes the difference between the fitted peak location
µ(mµµγ) and the Z0 boson mass mZ . Similarly, σeff/µ(mµµγ) denotes the relative
width of the mass peak defined as a ratio of its effective sigma σeff and its location
µ(mµµγ). The different values of ∆mµµγ and σeff/µ(mµµγ) correspond to curves of the
same color. We observe that the µµγ mass peak width grows nonlinearly with the
increasing Eγ resolution, while the peak location remains approximately independent
of the Eγ resolution.
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observe that the slope increases significantly with increasing the photon pT. The

offset, on the other hand, seems to be anti-correlated with the photon R9. There

does not seem to be a strong dependence on the photon η (barrel vs endcaps).
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Figure 5.26: Position of the µµγ invariant mass peak as a function of the Eγ scale for
Z→ µ+µ−γ events requiring photons to be in the ECAL barrel and have R9 > 0.94.

We plot the relative µµγ mass peak width as a function of the Eγ resolution

for Z → µ+µ−γ events requiring photons to be in the barrel and have R9 > 0.94

in Figure 5.26 and for events requiring photons to have R9 < 0.94 in Figure 5.27.

Figures 5.32 and 5.33 correspond to Z → µ+µ−γ events requiring photons to be in

the endcaps. Again, these reinforce our previous observation that the relative width

of the µµγ mass peak grows nonlinearly with the Eγ resolution. The dependence

is weaker for lower values of the resolution and stronger for greater values of the

resolution. It seems to approach a linear dependence for large numerical values of the

resolution. Again, we also observe that the dependence increases significantly with

increasing the photon pT. There is also a visible dependence on the photon R9 and
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Figure 5.27: Position of the µµγ invariant mass peak as a function of the Eγ scale for
Z→ µ+µ−γ events requiring photons to be in the ECAL barrel and have R9 < 0.94.
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Figure 5.28: Position of the µµγ invariant mass peak as a function of the Eγ scale for
Z→ µ+µ−γ events requiring photons to be in the ECAL endcaps and have R9 > 0.95.
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Figure 5.29: Position of the µµγ invariant mass peak as a function of the Eγ scale for
Z→ µ+µ−γ events requiring photons to be in the ECAL endcaps and have R9 < 0.95.
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Figure 5.30: Width of the µµγ invariant mass peak as a function of the Eγ resolution
for Z → µ+µ−γ events requiring photons to be in the ECAL barrel and have R9 >
0.94.

These observation are useful to guide us in the construction of model for the µµγ

mass probability density that depends on the Eγ scale and resolution.

5.6.5 Model for the µµγ Invariant Mass

To estimate the scale and resolution from the µµγ invariant mass spectrum, we use a

similar approach as for the Monte Carlo truth. There are however several important

differences:

• We use the µµγ invariant mass spectrum m instead of the photon energy re-

sponse x.

• We use a different functional form for the observable transform introducing only
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Figure 5.31: Width of the µµγ invariant mass peak as a function of the Eγ resolution
for Z → µ+µ−γ events requiring photons to be in the ECAL barrel and have R9 <
0.94.
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Figure 5.32: Width of the µµγ invariant mass peak as a function of the Eγ resolution
for Z → µ+µ−γ events requiring photons to be in the ECAL endcaps and have
R9 > 0.95.
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Figure 5.33: Width of the µµγ invariant mass peak as a function of the Eγ resolution
for Z → µ+µ−γ events requiring photons to be in the ECAL endcaps and have
R9 < 0.95.
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the dependence on the scale:

m→ m′ = m+m

〈
∂ lnm

∂ lnE

〉
(s′ − s).

Here the prime (’) denotes the transformed quantities) and < · > the mean over

the given simulation sample.

• We introduce the dependence on the resolution through moment morphing, a

technique for interpolating probability density functions, between a number of

reference densities. This method is based on a linear interpolation of the linearly

transformed reference densities. The linear transform is chosen such that the

transformed densities reproduce the linearly interpolated first moment and the

linearly interpolated second central moment.

The reference densities are obtained from the simulation. We use (5.34) to smear

the photon energies to a desired reference resolution r′. The change in the photon

energy is then propagated to the µµγ invariant mass using (5.38).

See Figures 5.37 and 5.38 for the results of the fits to data and MC. We find

good agreement between the fitted and true values of the scale and resolution in the

MC. Also the corresponding MC smearing to match the measured resolution in data

agrees with the results from the Z → e+e− within uncertainties. This gives us more

confidence in the application of the Z→ e+e− results to photons.

The µµγ invariant mass PDF model is expressed as a sum of the signal and

background shapes. The relative proportion of the shapes is given by the signal

purity fS.

The background shape is taken from simulation. A KEYS kernel density estima-

tor [124] with no further degrees of freedom is “trained” on the discrete events to

obtain a smooth PDF.

The signal shape describes the Z resonance peak. Again, the shape is taken from

simulation and smoothed by the KEYS kernel density estimation procedure [124].

The dependence on the Eγ scale is introduced through a linear transformation of the

observable, the dependence on the Eγ resolution through moment morphing — an
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interpolation technique for PDFs that approximates a PDF dependence on resolution

given reference PDF shapes at several reference resolution values.

5.6.6 Dependence on Eγ Scale

Consider a perturbation of the µµγ invariant mass mµµγ induced by a small pertur-

bation of Eγ:

Eγ → Eγ ′ = Eγ + ∆Eγ

mµµγ → m′µµγ = mµµγ + ∆mµµγ

with

∆mµµγ ≈
∂mµµγ

∂Eγ
∆Eγ

≈ ∂mµµγ

∂Eγ
Eγ∆x.

We are interested in the situation where the Eγ perturbation is due to a small change

in the Eγ scale. The Eγ response change is then identical for all the events in the

sample ∆x = ∆s. Therefore we take the sample average of the second equation

factoring ∆x out of the average:

〈∆mµµγ〉 ≈
〈
∂mµµγ

∂Eγ
Eγ∆x

〉

=

〈
∂mµµγ

∂Eγ
Eγ

〉
∆x

=

〈
∂mµµγ

∂Eγ
Eγ

〉
∆s.

The last relation provides a proportionality factor between the mµµγ and s that we

use to define the linear transform:

mµµγ → mµµγ(s) = mµµγ(s0) +

〈
Eγ ∂mµµγ

∂Eγ

〉
(s− s0)
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where s0 is the reference Eγ scale at which the reference signal PDF is obtained, i.e.

for the nominal simulation.

5.6.7 Dependence on Eγ Resolution

The dependence of the resonance peak on the Eγ resolution is too complex to be

described through a simple linear transform like in the case of the scale. Therefore

we smear photon energies in the simulation to several reference resolution values and

obtain the signal model for each of them. We then interpolate the model shape for

all the Eγ resolution values using Moment Morphing.

This technique uses the mean and width, the first moment and the second central

moment, hence the name. It calculates them for each reference resolution and linearly

interpolates them to other values. It then linearly transforms the observables of the

reference densities to match the interpolated width and mean. The morphed density

is then an average of the transformed reference densities weighted proportionally to

the distance in the morphing parameter. Figure 5.34 shows the resulting dependence

of the µµγ mass model on the Eγ resolution.

5.6.8 Mass Model Validation

To test the consistency of the µµγ mass model, we fit it to the µµγ mass distribution

of the simulated events and compare the resulting estimates of the Eγ scale and

resolution with those obtained directly from the distribution of the Eγ response. For

brevity, we refer to the former as the fit Eγ scale and resolution, and to the latter as

the true Eγ scale and resolution.

To account for the fact that the Eγ response in data may be arbitrary, we also

smear the response to a range of different scale and resolution values and propagate

the smearing to the mass accordingly. For all fits, we use the same µµγ invariant

mass model trained on the nominal simulation without any smearing.

Figure 5.35 shows the Eγ scale estimate from the fit to the µµγ mass as a function

of the true photon energy scale. The photons in this example are required to be in
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Figure 5.34: The dependence of the µµγ mass model on the Eγ resolution illustrating
the result of moment morphing. We plot the probability density f(mµµγ|s, r) as a
function of the µµγ invariant mass mµµγ and the Eγ resolution r. We use color coding
to represent the density values.

the barrel, have R9 > 0.94 and pT > 25 GeV. Figure 5.36 show the same for the Eγ

resolution. We observe an excellent agreement between the fitted and true values for

both the scale and the resolution. This indicates that indeed the phosphor Fit can

estimate the Eγ scale and resolution correctly and validates the so-constructed µµγ

mass model.

5.6.9 Results and Correction

See Figures 5.37 and 5.38 for example results of the fits to data and MC, and Ap-

pendix ?? for all of the results. We find good agreement between the fitted and true

values of the scale and resolution in the MC. Also the corresponding MC smearing to

match measured resolution in data agrees with the results from the Z→ e+e− within

uncertainties. This gives us more confidence in the application of the Z → e+e−

results to photons.

See Table 5.4 and 5.5 for the results of the energy scale and resolution measure-
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Figure 5.35: Photon energy scale estimate from the fit to the µµγ mass in simulation
(black dots with error bars) as a function of the true photon energy scale, overlaid
with a linear χ2 fit to its values (solid black line). The results of the fit are displayed
in the top right: χ2 denotes the χ2 of the fit, ndf denotes the number of degrees
of freedom of the fit, p0 is the offset, and p1 the slope. We observe an excellent
agreement between the fitted and true values of the Eγ scale. Here, the photons are
required to be in the barrel, have R9 > 0.94 and pT > 25 GeV.

ments.

The relation 5.19 is also used for the final correction of the simulation requiring

perfect scale s′ = 0 and resolution equal to the one in data r′ = rdata. Given the scale

in data s, we calculate the corrected energy E ′ as:

E ′ =
E

1 + s
. (5.39)

After these corrections, the photon energy scale and resolution (averaged over the
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Photon Energy Scale (%)

Category Subdetector R9 pT (GeV) MC True Data Fit

1 Barrel > 0.94 10-12 0.30± 0.13 −0.79± 0.39

2 12-15 0.10± 0.10 −1.10± 0.30

3 15-20 0.11± 0.07 −0.64± 0.22

4 > 20 −0.10± 0.05 −0.32± 0.12

5 < 0.94 10-12 5.15± 0.27 3.19± 0.39

6 12-15 4.25± 0.21 2.34± 0.31

7 15-20 3.51± 0.17 1.71± 0.25

8 > 20 2.51± 0.11 0.58± 0.15

9 Endcaps > 0.95 10-15 0.31± 0.25 0.68± 0.62

10 > 15 0.50± 0.13 1.31± 0.29

11 < 0.95 10-12 12.27± 0.66 11.50± 0.66

12 12-15 10.67± 0.52 10.16± 0.58

13 15-20 8.10± 0.42 7.61± 0.49

14 > 20 5.89± 0.29 6.68± 0.33

Table 5.4: A summary of the derived photon energy scale estimates.
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Photon Energy Resolution (%)

Category Subdetector R9 pT (GeV) MC True Data Fit

1 Barrel > 0.94 10-12 2.49± 0.03 4.30± 0.81

2 12-15 2.15± 0.02 3.71± 0.51

3 15-20 1.77± 0.02 3.20± 0.05

4 > 20 1.37± 0.01 2.14± 0.22

5 < 0.94 10-12 8.11± 0.08 10.96± 0.62

6 12-15 6.77± 0.06 9.19± 0.45

7 15-20 5.39± 0.05 6.53± 0.49

8 > 20 3.82± 0.03 5.21± 0.09

9 Endcaps > 0.95 10-15 3.30± 0.06 7.76± 0.73

10 > 15 2.49± 0.03 4.81± 0.33

11 < 0.95 10-12 11.10± 0.16 15.79± 0.81

12 12-15 9.65± 0.13 13.49± 1.31

13 15-20 8.03± 0.10 12.90± 0.86

14 > 20 6.08± 0.07 9.16± 0.62

Table 5.5: A summary of the derived photon energy resolution estimates.
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Figure 5.36: Photon energy resolution estimate from the fit to the µµγ mass in simu-
lation (black dots with error bars) as a function of the true photon energy resolution,
overlaid with a linear χ2 fit to its values (solid black line). The results of the fit are
displayed in the top right: χ2 denotes the χ2 of the fit, ndf denotes the number of
degrees of freedom of the fit, p0 is the offset of the fitted line, and p1 its slope. We ob-
serve an excellent agreement between the fitted and true values of the Eγ resolution.
Here, the photons are required to be in the barrel, have R9 > 0.94 and pT > 25 GeV.

categories used in Tables 5.4 and 5.5) agree between data and simulation. The uncer-

tainties on these corrections are then taken into account as systematic uncertainties

as discussed in Section 5.8.
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Figure 5.37: The invariant mass of the µµγ system for Z → µ+µ−γ events selected
in data and simulation together with the fitted phosphor model, top and bottom
respectively. The photon is required to be in the ECAL barrel, have R9 > 0.94, and
the transverse momentum pT > 20 GeV. The photon energy scale and resolution and
the fraction of the signal events are floated in the fit. The dashed line corresponds to
the fitted background model component.
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Figure 5.38: Same as Figure 5.37 but for a different category of photons. The invariant
mass of the µµγ system for Z → µ+µ−γ events selected in data and simulation
together with the fitted phosphor model, top and bottom respectively . The photon
is required to be in the ECAL endcaps, have R9 < 0.95, and the transverse momentum
pT = (10 to 12) GeV. The photon energy scale and resolution and the fraction of the
signal events are floated in the fit. The dashed blue line corresponds to the sum of the
fitted background model components, the dotted blue line corresponds to the fitted
exponential background component.
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5.7 Pixel Match Veto Efficiency

Here we describe the efficiency measurement of the photon pixel match — a variable

used to veto photon candidates due to electrons. Using the full 2011 dataset of proton

collisions at
√
s = 7 TeV, we select radiative Z→ µ+µ−γ events and employ the cut-

and-count variant of the tag-and-probe method. We tag the events with the muon

pair and probe the veto with the photon.

5.7.1 Trigger Requirements

We do not require any specific trigger paths since we do not need to estimate the rate.

We use all the available events for both the real data and the Monte Carlo samples.

In this sense, the trigger for the real data is defined by the union of all triggers with

intended for muon pairs.

5.7.2 Collision Data Cleaning

We apply the standard collision data cleaning filters [126]. The collision data cleaning

criteria are as follows:

• remove the beam scraping events by requiring at least 25% of high purity tracks

for events with more than 10 tracks, and

• require a good vertex selection:

– at least 4 degrees of freedom of the vertex fit as defined by (4.4),

– |z| < 24 cm,

– d0 < 2 cm.

5.7.3 Selection of Muons

The muon selection criteria are as follows:

• the muon must be reconstructed as a global muon,
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• the global muon track fit should have a χ2/ndof < 10,

• the global muon must have at least one valid muon chamber hit matched to the

global fit,

• the muon must be reconstructed also as a tracker muon,

• the tracker muon must match to at least two muon stations,

• the muon inner track must have at least one hit in the silicon pixel detector,

• the muon inner track must have more than 10 hits (pixels + strips),

• |dxy(o)| < 1 cm where dxy(o) is the (approximate) inner track impact param-

eter in the transverse plane calculated with respect to the origin of the CMS

coordinate system,

• |dxy| < 2 mm where dxy is the (approximate) inner track impact parameter in

the transverse plane calculated with respect to the beam spot position, and

• pµT > 10 GeV where pµT is the muon transverse momentum.

Cosmic ray muon contamination is significantly reduced by the requirement of

|dxy| to be consistent with prompt muon production. Further cross-checks of timing

and cosmic tagger information [127] indicate that there is a negligible contribution

from the cosmic background.

These identification criteria are identical to those used in previous analyses study-

ing the W → µν and Z → µµ processes [127]. The muon isolation criterion, however,

is looser.

Based on the ∆R(µ±, γ) distance of the muons and the photon in the η-φ plane

we define the near and far muons µnear and µfar:

∆R(µnear, γ) = min ∆R(µ±, γ),

∆R(µfar, γ) = max ∆R(µ±, γ).
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Requiring the tracker isolation for a muon in the vicinity of a photon probe biases

the pixel match veto efficiency upwards. Therefore we apply the tracker isolotion to

the “far” muon only.

We list the full details below for the µ+µ−γ candidate selection in Section 5.7.6,

since this isolation criterion depends on the topology of the three final state objects.

More details and studies on muon identification can be found elsewhere [128].

5.7.4 Selection of Dimuons

We require at least two muons passing the muon selection in Section 5.7.3. The

dimuon selection criteria are as follows:

• the two muons must have opposite charge,

• mµ+µ− ∈ [40, 80] GeV, where mµ+µ− is the dimuon system invariant mass.

5.7.5 Selection of Photons

We reconstruct the photons as superclusters with ET > 2 GeV in the fiducial volume

of the ECAL detector: barrel with |η| < 1.4442 and endcap with 1.566 < |η| < 2.5.

This differs from the standard reconstruction by relaxing the default supercluster

requirement of ET > 10 GeV. Therefore we rereconstruct the photons ourselves.

The photon selection criteria are as follows:

• the photon must be in the ECAL fiducial volume, |ηSC| < 2.5, where |ηSC| is

the photon supercluster pseudorapidity,

• the photon must be outside the barrel-endcap gap, |ηSC| 6∈ [1.4442, 1.566],

• the photon supercluster seed rec hit (as described in 4.4) must not be flagged

as “out-of-time” by the reconstruction algorithm,

• the photon supercluster seed rec hit must not be flagged as “weird” or “bad”

by the ECAL severity level algorithm (meaning that the readout samples were

consistent with scintillation light signals),
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• IECAL < 4.2+0.006×pγT, where IECAL, the so-called “Jurassic” ECAL isolation,

is the sum of the transverse energy deposited in the ECAL in an annulus 0.06 <

R < 0.40, excluding a rectangular strip of ∆η × ∆φ = 0.04 × 0.40, and p
γ
T is

the photon transverse momentum,

• pγT > 5 GeV.

We also apply a tracker isolation criterion as defined in Section 4.5. However,

special care has to be taken to remove the near muon footprint. Since this criterion

depends on the topology of the µµγ system, we discuss it below in Section 5.7.6.

The standard photon identification also involves the H/E and HCAL isolation

selections [118]. We do not apply these criteria since they are significantly biased by

the near muon footprint, the removal of which is not trivial.

5.7.6 Selection of µµγ Candidates

We require at least one dimuon and one photon passing the selections in Sections 5.7.4

and 5.7.5 respectively.

The µ+µ−γ candidate selection criteria are as follows:

• Iµ,near
HCAL < 1 GeV, where Iµ,near

HCAL is is the near muon HCAL isolation as defined in

Section 4.7,

• Iµ,far
TRK < 3 GeV, where Iµ,far

TRK is the far muon tracker isolation as defined in

Section 4.7,

• Iµ,far
ECAL < 1 GeV, where Iµ,far

ECAL is the far muon ECAL isolation as defined in

Section 4.7,

• Iγ,corr
TRK − 0.001 × p

γ
T < 2 GeV, where Iγ,corr

TRK is the hollow-cone photon tracker

isolation IγTRK as defined in Section 4.5, corrected for the presence of the near

muon, the pT of which is removed from the sum,

• ∆R(µnear, γ) < 1, where ∆R(µnear, γ) is distance between the photon and the

near muon in the η-φ plane,
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• pT(µfar) > 15 GeV, where pT(µfar) is the far muon transverse momentum,

• mµ+µ−γ ∈ [75, 105] GeV, where mµ+µ−γ is the µ+µ−γ system invariant mass.

We reject all events with multiple µ+µ−γ candidates passing this selection. Using

Monte Carlo we find that this causes a negligible decrease of the signal selection

efficiency.

5.7.7 Monte Carlo Signal and Background

The Z → µµ+X Monte Carlo sample is used as a source of both the signal and the

background for X = γ and X = jet. The signal and background are defined by match-

ing to the Monte Carlo truth event topology. We require exactly one reconstructed

µ+µ−γ candidate passing the selection in Section 5.7.6.

The signal selection criteria are as follows:

• the photon must be matched to a generator-level photon using the default Monte

Carlo matching of the CMS Physics Analysis Tookit (PAT) [129],

• the matched generator-level photon must have a muon mother.

Every µ+µ−γ candidate failing these criteria is considered background.

5.7.8 Summary and Results

We carry out the measurement in four different categories of photons, based on the

subdetector region registering them (barrel or endcap), and the supercluster variable

R9 (see Section 4.4 for definition) designed to separate between converted and un-

converted photons (see Table ?? for definitions). We choose to categorize this way

because the electron efficiency varies significantly with category. We only use four

categories to maintain large enough sample per-category. We further split the mea-

surement based on the two run periods 2011A and 2011B introduced in Section 5.3.

We list the resulting electron-rejection efficiencies in Table 5.7.8.

The asymmetric errors on the efficiencies obtained for the data represent the sta-

tistical uncertainty defined as the Cloper-Pearson 68.3% confidence intervals. The
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Table 5.6: Photon categories used for the electron rejection cut efficiency measure-
ments.

Category Subdetector R9

1 Barrel R9 > 0.94

2 R9 < 0.94

3 Endcaps R9 > 0.95

4 R9 < 0.95

symmetric errors on data represent the systematic uncertainty due to the 100% un-

certainty on the background yield. The errors on the efficiencies obtained for the

Monte Carlo have the same meaning.

We also give the ratio of the data/MC efficiencies. We take the largest statis-

tical uncertainty, add the systematic uncertainty in quadrature and propagate the

uncertainties for both data and Monte Carlo to obtain the error on this ratio.

The resulting inclusive barrel photon pixel match veto efficiency is 97.4+0.9
−1.2 (stat.)±

0.5 (syst.) % in data and 97.75± 0.05 (stat.)± 0.01 (syst.) % in simulation giving the

data/simulation efficiency ratio 0.996± 0.013.

Similarly, the resulting inclusive endcaps photon pixel match veto efficiency is

86.0+4.1
−5.0 (stat.)± 2.5 (syst.) % in data and 89.72± 0.19 (stat.)± 0.01 (syst.) % in sim-

ulation giving the data/simulation efficiency ratio 0.959± 0.062.

In general, we find good agreement between data and Monte Carlo within the

estimated errors.

The efficiency results in the four categories are used, together with the identi-

fication efficiencies of the remaining photon selection requirements, estimated from

Z→ e+e− events, to obtain an overall efficiency of the photon identification εγ in (5.5).

The related uncertainties are taken into acount as systematic uncertainties, as dis-

cussed in Section 5.8.
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Table 5.7: Pixel match veto efficiency for photons in four different subdetector× R9

categories defined in Table 5.7.8.

2011 - all

Category εdata (%) εMC (%) εdata/εMC

1 98.81+0.15
−0.17 99.38+0.05

−0.06 0.9943+0.0016
−0.0018

2 93.79+0.62
−0.62 95.10+0.14

−0.14 0.9862+0.0063
−0.0064

3 94.46+0.70
−0.79 97.25+0.29

−0.32 0.9713+0.0076
−0.0085

4 81.90+1.23
−1.25 82.66+0.43

−0.44 0.9907+0.0130
−0.0132

2011A

1 99.15+0.17
−0.20 99.57+0.05

−0.05 0.9958+0.0017
−0.0020

2 94.07+0.63
−0.65 95.29+0.14

−0.14 0.9872+0.0065
−0.0067

3 95.61+0.86
−1.04 97.31+0.28

−0.31 0.9824+0.0091
−0.0108

4 83.33+1.36
−1.41 82.89+0.43

−0.44 1.0053+0.0143
−0.0148

2011B

1 98.46+0.24
−0.28 99.17+0.06

−0.07 0.9929+0.0025
−0.0029

2 93.51+0.74
−0.76 94.92+0.14

−0.15 0.9851+0.0076
−0.0077

3 93.35+1.13
−1.32 97.16+0.29

−0.32 0.9607+0.0116
−0.0135

4 80.35+1.65
−1.70 82.45+0.43

−0.44 0.9746+0.0170
−0.0175
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5.8 Systematic Uncertainties

In this section we discuss the systematic uncertainties in the cross section measure-

ment. These uncertainties come from various sources. They may also be of statistical

origin but, in contrast to the statistical uncertainty, they are due to a limited size of

some event sample other than the sample of the selected Zγ events from pp collisions.

These other samples include simulation samples and independent control samples of

the collision data.

We categorize the systematic uncertainties by the input of the cross section ex-

traction formula (5.4) they affect: the estimated yield of the Z + jets background

events BZ+jets, the estimated yield of the selected signal events S, the product of

acceptance and efficiency A× ε = F , the data/simulation efficiency scale factor ρeff,

and the uncertainty on the total integrated luminosity L.

Below we describe the sources of the various uncertainties for each of these factors,

explain how their impact is estimated, and give the size of these estimates. In the

end, we summarize all the effects and combine them to a total systematic uncertainty.

5.8.1 Uncertainties on the Z + jets Background BZ+jets

The estimated number of background events BZ+jets is subject to the uncertainties

of the fits in the various bins of p
γ
T as discussed in Section 5.5 above. We add these

per-bin uncertainties in quadrature as they are mutually statistically independent.

The total combined uncertainty on BZ+jets is 4.2 % and 5.5 % in the eeγ and µµγ

channels, respectively.

Note that the relative effect of this uncertainty on the final cross section estimate

is smaller because it enters through the difference S = N −∑iBi where i runs over

the various background components including Z + jets.

5.8.2 Uncertainties on the Signal S

The total estimated number of the selected signal events S is affected by the uncer-

tainties on the energy scale of photons and electrons, and by the uncertainty on the
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transverse-momentum scale of muons. It is estimated as the relative change in S due

to variations of these scales, independently up and down, by their uncertainty. We

propagate such scale perturbations as small changes in the energies of the selected

photons and leptons. These result in rejection of some events that would otherwise

pass the nominal selection due to the requirements on the minimal values of the trans-

verse momenta of the photons and leptons, and on the minimal value of the invariant

mass of the lepton pair. We estimate the scale uncertainties from control samples of

inclusive Z0 decays, Z → e+e− for electrons as 0.5 %, Z → µ+µ− for muons as 0.2 %,

and radiative Z0 decays Z → µ+µ−γ for photons as 1.0 % in the ECAL barrel (EB)

and 3.0 % in the ECAL endcaps (EE). The resulting combined uncertainty on S is

3.0 % and 4.2 % in the eeγ and µµγ channels, respectively.

5.8.3 Uncertainties on the Acceptance-Efficiency Product F

Of all the various factors in the cross section extraction formula (5.4), the acceptance-

times-efficiency product F has the longest list of systematic uncertainties associated

with it. We evaluate their effects on F by propagating changes of the individual

sources up and down by one σ. They are:

Eγ resolution

The photon energy resolution. Similarly to the photon energy scale, this comes

from the measurements with the radiative Z0 decays to muons Z → µ+µ−γ.

The uncertainties on the measured in-situ photon energy resolution are 1.0 % in

EB and 3.0 % in EE. Their effect on F in the eeγ channel — combined together

with the effect of the uncertainties on the electron energy resolution discussed

below — is 0.2 %. In the µµγ channel, it is 0.1 %.

Ee resolution

The electron (and positron) energy resolution. Similarly to the electron energy

scale, this comes from the measurements of inclusive Z0 decays to electrons

Z→ e+e−. The uncertainties on the measured in-situ electron energy resolution

are 1.0 % in EB and 3.0 % in EE. We evaluate their effect on F in the eeγ
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channel together with the photon energy resolution. The combined effect in the

eeγ channel is 0.2 % as discussed above.

p
µ
T resolution

The muon transverse-momentum resolution. Again, similarly to the muon

transverse-momentum scale, this comes from the measurements of inclusive Z0

decays to muons Z → µ+µ−. The uncertainty on the measured in-situ muon

transverse-momentum resolution is 0.6 %. Its effect on F in the µµγ channel is

0.1 %.

Pileup

The uncertainty on the simultaneous inelastic pp collision multiplicity. We infer

the distribution of pileup events 〈Nevt〉 in data by integrating the relation (3.4)

over time, where the distributions of the instantaneous luminosity L and num-

ber of bunches nb in the LHC are known, and we use the central value of the

measured inelastic cross section σinel = 68.0± 3.4 mb [65]. We reweight the

simulated events to match the inferred pileup distribution in data. To account

for uncertainties in the estimate of this distribution, we scale it up and down by

5 %. This covers the uncertainties on L =
∫

L dt, nb, and further effects due

to the imperfect pileup simulation, that is the differences with respect to the

data in the multiplicity, momentum and energy spectra, angular distributions,

beamsize along the z axis, etc. [130]. The total effect on F is 0.6 % and 0.4 %

in the eeγ and µµγ channels, respectively.

PDF

The uncertainty on the modeling of the parton distribution functions (PDFs) of

the proton. We follow [131] to estimate these uncertainties for the CTEQ6L [132]

PDF set. The software package Les Houches Accord PDF Interface (LHAPDF) [133–

135] is used to calculate per-event weights w±i,j due to variations along the 21

eigenvectors of the PDF set parametrisation. Here, i = 0, . . . , 20 labels the

eigenvectors, j = 1, . . . , Sgen labels the simulated events, and the superscript ±
denotes the variation by ±1σ (68 % confidence level). A weight w±i,j expresses
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the ratio of the probabilities for an event j to be generated using the ±1σ varia-

tion along the i-th eigenvector of the PDF set over the central value of the PDF.

Following the modified tolerance method [136,137] as described in [134], we de-

fine the total uncertainty as the greater value of the asymmetric uncertainties

∆F+ and ∆F−. Here, the asymmetric uncertainties read:

∆F± =
20⊕

i=1

max{±∆F+
i , ±∆F−i , 0} ,

where
⊕

denotes serial summation in quadrature,
⊕

i xi =
√∑

i x
2
i , and ∆F±i

denotes the differences ∆F±i = F±i − F0. Here, F0 corresponds to the central

value of F using the eigenvector i = 0 of the PDF set without variations, and

F±i to the variation of the eigenvector i = 1, . . . , 20 by ±1σ. To calculate

F±i , we generalize (5.2) to take into account the event weights w±i,j. Instead of

counting the events, we sum their weights:

N →
N∑

j=1

wj

F =
Ssel

Sgen

→ F±i =

∑Ssel

j=1w
±
i,j∑Sgen

k=1 w
±
i,k

,

where j = 1, . . . , Ssel runs over the selected signal events, and k = 1, . . . , Sgen

runs over all the generated signal events within the kinematic acceptance. For

the estimate of the central value, both of these yield the same, N =
∑N

j=1w0,j,

as the weights are equal to unity for the PDF central value, w0,j = 1 with j =

1, . . . , N . We find the total PDF uncertainty value of max{∆F+, ∆F−}/F0 =

1.1 % for both the eeγ and µµγ decay channels.

Signal modeling

Futher uncertainties due to signal modeling in the simulation including NLO

effects, the parton-shower matrix-element merging, hadronization, and other

systematic uncertainties. We estimate these as the difference between the results

obtained from the Monte Carlo integrator MCFM [138], and the Monte Carlo
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generator Madgraph [139]. The effect on F from these sources is 0.6 % in the

eeγ channel and 1.1 % in the µµγ channel.

Combining all the above effects, we find that the total systematic uncertainties

on F in the eeγ and µµγ channels are 1.4 % and 1.6 %, respectively.

5.8.4 Uncertainties on Efficiency Scale Factors ρeff

The data/MC efficiency scale factors ρeff are affected by uncertainties from several

sources. Some of them are of statistical origin due to the limited size of the control

samples used for the tag-and-probe measurements, both for the data and the simula-

tion. These uncertainties are returned by the maximum likelihood fit together with

the tag-and-probe efficiencies. Other uncertainties are due to the ambiguities in the

signal and background modeling in the tag-and-probe fit. These arise in situations

when multiple models are consistent with the data, while yielding slightly different

results. These uncertainties are estimated from differences in ρeff between the vari-

ous assumed models. Further unknown systematic uncertainties are estimated as the

difference in efficiencies from the fit to simulation, and from direct counting of the

passing and failing events using the Monte Carlo truth information for the signal and

background that is not available in data.

We sum in quadrature all of the various uncertainties mentioned above, to obtain

the total systematic uncertainty. We estimate them separately for the different final

state objects: photons, electrons and muons. In the cases of electrons and muons,

we take into account the efficiencies of triggering, reconstruction, and identification

and isolation. In the case of photons, we only account for the efficiencies of identifi-

cation and isolation. We do not include the triggering and reconstruction efficiency

uncertainties for photons because we do not make use of the photon triggers and

because the photon identification efficiency is so high that its difference from unity is

negligible, and so is the related uncertainty.

The systematic uncertainties on the data/simulation efficiency ratios ρeff in the

various categories are:
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Lepton Trigger

1.0 % and 0.8 % for the electron and muon triggers, respectively.

Lepton Reconstruction

0.1 % and 1.0 % for the electron and muon reconstruction, respectively.

Lepton ID & isolation

5.0 % and 2.3 % for the identification and isolation of electrons and muons,

respectively.

Photon ID & isolation

0.5 % and 1.0 % for the identification and isolation of photons in the ECAL

barrel and ECAL endcaps, respectively. These lead to combined uncertainties

of 0.5 % and 1.0 % in the eeγ and µµγ channels, respectively.

Summing in quadrature all the above uncertainties, we find the total systematic

uncertainties on the data/simulation efficiency scale factors ρeff in the eeγ and µµγ

channels of 5.1 % and 2.9 %, respectively.

5.8.5 Uncertainty on Luminosity L

Finally, we include an uncertainty on the total integrated luminosity. It is based

on the calibration of the effective cross section of pixel clusters using Van der Meer

scans [140]. The value of this uncertainty is 2.2 %.

This uncertainty is the same for both the eeγ and µµγ channels and is fully

correlated. Also, it is common to a large number of other CMS analyses, unlike

the other systematic uncertainties that are specific to the measurement discussed

in this work. Therefore, we choose to quote the resulting uncertainty on the final

result due to this uncertainty on luminosity, separately from all the other systematic

uncertainties.
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5.8.6 Summary of Systematic Uncertainties

Table 5.8 summarizes the systematic uncertainties due to the various sources, and

their impact as discussed above. We propagate these to the estimated cross section

individually. Except for the uncertainty due to luminosity, we add up in quadrature

all the contributions to obtain the total systematic uncertainty.

Effect (%)

Individual Combined

Affects Source Size (%) eeγ µµγ eeγ µµγ

BZ+jets Template method — 4.2 5.5 4.2 5.5

S Eγ scale in EB, EE 1.0, 3.0
3.0

4.2

Ee scale, p
µ
T scale 0.5, 0.2 0.6 3.0 4.2

F Eγ resolution in EB, EE 1.0, 3.0
0.2

0.1

Ee resolution in EB, EE 1.0, 3.0 —

p
µ
T resolution 0.6 — 0.1

Pileup 5.0 0.6 0.4

PDF — 1.1 1.1

Signal modeling — 0.6 1.1 1.4 1.6

ρeff Lepton trigger — 0.8 1.0

Lepton reconsturction — 0.1 1.0

Lepton ID & iso. — 5.0 2.3

Photon ID & iso. in EB, EE 0.5, 1.0 0.5 1.0 5.1 2.9

L Luminosity 2.2 2.2 2.2 2.2 2.2

Table 5.8: Summary of systematic uncertainties for the measurement of the Zγ cross
section.
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Chapter 6

Results

6.1 Cross Section Measurement

In Tables 6.1 and 6.2 we give the summary of the input parameters used to extract

the measured value of the cross section in the eeγ and µµγ channels using eq. (5.1).

We present a summary of the systematic uncertainties in Table 5.8.

Parameter Value

N 4108± 64.1 (stat)

BZ+jets 905.9± 49.8 (stat)± 38.4 (syst)

Bother 38.3± 2.8 (stat)

S 3163.8± 81.0 (stat)± 95.1 (syst)

F 0.132± 0.0018 (syst)

ρeff 0.929± 0.0466 (syst)∫
L dt (fb−1) 4.96± 0.11 (syst)

Table 6.1: Summary of input parameters for the extraction of the Zγ cross section in
the eeγ channel.

The measured cross sections are:

σ(pp→ Zγ → eeγ) = 5.20± 0.13 (stat)± 0.30 (syst)± 0.11 (lumi) pb, (6.1)

σ(pp→ Zγ → µµγ) = 5.43± 0.10 (stat)± 0.29 (syst)± 0.12 (lumi) pb. (6.2)

These measurements are compatible with each other within their uncertainties. We
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Parameter Value

N 6463± 80.4 (stat)

BZ+jets 1404.3± 56.4 (stat)± 77.0 (syst)

Bother 23.7± 2.2 (stat)

S 5034.9± 98.2 (stat)± 213.2 (syst)

F 0.196± 0.001 (stat)

ρeff 0.945± 0.016 (syst)∫
L dt (fb−1) 5.00± 0.11 (syst)

Table 6.2: Summary of input parameters for the extraction of the Zγ cross section in
the µµγ channel.

use the Best Linear Unbiased Estimator [141] to combine them to:

σ(pp→ Zγ → ``γ) = 5.33± 0.08 (stat)± 0.25 (syst)± 0.12 (lumi) pb. (6.3)

Both the per-channel results as well the combined one are compatible with the theoret-

ical prediction calculated at the next-to-leading order in αS as computed by MCFM:

σNLO(pp→ Zγ → ``γ) = 5.45± 0.27 (theory) pb. (6.4)

In addition to these results, corresponding to the lower bound on the photon trans-

verse momentum of p
γ
T > 15 GeV, we measure the Zγ cross section also for greater

values of this bound, p
γ
T > 60 GeV and p

γ
T > 90 GeV. We give these results together

with their predictions in Table 6.3. Again, we find no significant disagreement be-

tween the measurement and the theory. We summarize all of the cross section results

in Figure 6.1.
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Figure 6.1: A summary of the measured Zγ cross section values compared to their
theoretical predictions.
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p
γ
T requirement Result Cross section (pb)

p
γ
T > 15 GeV eeγ channel 5.20± 0.13 (stat)± 0.30 (syst)± 0.11 (lumi)

µµγ channel 5.43± 0.10 (stat)± 0.29 (syst)± 0.12 (lumi)

Mean 5.33± 0.08 (stat)± 0.25 (syst)± 0.12 (lumi)

Prediction 5.45± 0.27 (theory)

p
γ
T > 60 GeV eeγ channel 0.77± 0.07 (stat)± 0.13 (syst)± 0.02 (lumi)

µµγ channel 0.76± 0.06 (stat)± 0.08 (syst)± 0.02 (lumi)

Mean 0.76± 0.05 (stat)± 0.08 (syst)± 0.02 (lumi)

Prediction 0.58± 0.08 (theory)

p
γ
T > 90 GeV eeγ channel 0.047± 0.013 (stat)± 0.010 (syst)± 0.001 (lumi)

µµγ channel 0.046± 0.008 (stat)± 0.010 (syst)± 0.001 (lumi)

Mean 0.046± 0.007 (stat)± 0.009 (syst)± 0.001 (lumi)

Prediction 0.040± 0.004 (theory)

Table 6.3: A summary of the Zγ cross section measurements together with their
theoretical predictions using NLO QCD calculations using MCFM.
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6.2 Anomalous Triple Gauge Coupling (ATGC) Lim-

its

We use the SHERPA Monte Carlo generator [142] to produce simulations of the

expected ATGC signals for Zγ with up to 1 additional jet. We set the limits on

the values of the hV3 and hV4 coupling constants with V = Z, γ. We estimate the

one-dimensional limits for all of these couplings together with two-dimensional limits

on both the Z-type and γ-type couplings. In all of these cases, we assume SM values

for all the other couplings whose limits are not considered.

As discussed in Section 2.10, we calculate the limits without a dipole form-factor

scaling (2.78). Such a form-factor is often used to prevent violation of unitarity at

hight ŝ [38]. Our approach has the advantage that it is free of ad-hoc assumptions

about the energy dependence of such a scaling, and that it is correct when the scale

of new physics Λ is significantly greater than
√
ŝ. The absence of observation of

novel interactions and particles at the energy scale
√
ŝ, that we probe, supports the

correctness of the assumption Λ2 � ŝ.

We give the one-dimensional ATGC limits in Table 6.2. Figures 6.2 and 6.3 show

the two-dimensional limits.

Channel |hγ3 | × 103 |hγ4 | × 105 |hZ
3 | × 103 |hZ

4 | × 105

eeγ < 13 < 11 < 11 < 9.9

µµγ < 13 < 12 < 11 < 11

Combined < 10 < 8.8 < 8.6 < 8.0

Table 6.4: One-dimensional limits on the Zγγ and ZZγ ATGC couplings hV3 and hV4
with V = γ, Z.
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6.3 Comparison with Other Experiments

Electroweak measurements at LEP [143–149], the Tevatron [150–152], and initial data

from the LHC [153, 154] have previously constrained the values of the Zγ ATGCs.

All of these results are compatible with the SM and are superseded by the following

LHC measurements preceding this work that we discuss next.

CMS has previously measured the Zγ cross section and ATGC limits using 36 pb−1

of data collected in 2010 at
√
s = 7 TeV [155]. The ATLAS collaboration also pub-

lished the cross section measurements at
√
s = 7 TeV for the 2010 data [156] as well

as an update for 1 fb−1 of the 2011 data including ATGC limits [157].

In the analysis of the 2010 data, CMS used a looser requirement on the photon

transverse momentum, pT > 10 GeV. Therefore, the 2010 cross section measurement

is not directly comparable with the results presented in section 6.1. Table 6.3 shows

the corresponding previous ATGC results.

Source |hγ3 | × 103 |hγ4 | × 105 |hZ
3 | × 103 |hZ

4 | × 105

CMS, 36 pb−1 [119] < 70 < 60 < 50 < 50

ATLAS, 1 fb−1 [157] < 28 < 21 < 26 < 22

Table 6.5: Previous ATGC limit results using LHC data
.

6.4 Current Status and Outlook

In 2012, the Zγ analysis of the CMS collaboration has focused on a search for a SM

Higgs boson in this decay channel using 5.0 fb−1 of the 2011 proton-proton collision

data collected at
√
s = 7 TeV and 19.6 fb−1 of the 2012 proton-proton collision data

collected at
√
s = 8 TeV. The results have recently been published in [158]. The

sensitivity is too low to observe a Standard Model Higgs boson but it is interesting

for its power to exclude some exotic non-Standard-Model scenarios predicting greater

Higgs cross section times H→ Zγ branching fraction being first such analysis at the

LHC.



211

The search is performed by looking for a narrow peak above a smooth background

in the spectrum of the Zγ invariant mass with the Z decaying to electrons and muons,

` = e, µ, in the range of m``γ between 120 GeV and 150 GeV. The main sources of

background coming from Zγ and Z + jets production are estimated from the data

through a fit to the m``γ spectrum in the range of 100 GeV to 180 GeV, cf. Figure 6.4.
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Figure 6.4: The spectrum of m``γ for events selected in the H → Zγ → ``γ search
with data collected at 7 and 8 TeV [158].

To model the expected signal distribution, the CMS analysis employs the phos-

phor Fit photon energy measurements and corrections discussed in Section 5.6 and

developed for the analysis described in this work. The currently low sensitivity is

dominated by the low signal-to-background ratio. To increase the sensitivity, events

are classified in four categories based on the m``γ resolution for both the eeγ and µµγ

channels. Figure 6.4 shows the m``γ spectrum and background model fit combined
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over all the categories of both eeγ and µµγ channels.

The expected 95 % confidence level limits on the Higgs production cross section

times the H → Zγ branching fraction are between 6 and 19 times the Standard

Model cross section in the range of 120 GeV to 150 GeV. No significant excess is

observed. The observed 95 % confidence level upper cross section limits on the Higgs

production times the H → Zγ branching fraction are between about 3 and 31 times

the Standard Model cross section across the considered mass range, and about 10

times the Standard Model cross section at mH = 125 GeV, cf. Figure 6.5
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Figure 6.5: The observed and expected limit on the cross section times branching
fraction of the H→ Zγ process [158].

In addition to the Higgs search, the CMS collaboration intends to produce the

Zγ production cross section measurement and Zγ ATGC limits using the proton-

proton collision data collected in 2012. As of this writing, these analyses are about

to commence. These are interesting since they will provide the first measurements at
√
s = 8 TeV of this kind. Compared to the analyses at

√
s = 7 TeV, they will benefit
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from the increased energy and data sample size.

The increase of the center of mass energy is the leading effect here. It leads to an

increase of the production cross section of events with high pT photons. This increase

is especially significant for scenarios with nonzero ATGCs. The ATGC sensitivity

scales with a square root of such a cross section increase because of the quadratic

dependence of the cross section on h3 and h4 (2.80).

The accuracy of the cross section measurements scales approximately with a

square root of the luminosity because the systematic uncertainties are largely of sta-

tistical origin due to limited sizes of control samples. Similarly to the
√
s dependence,

The ATGC sensitivity then scales with a square root of the cross section accuracy

also because of the quadratic dependence of the cross section on the couplings. This

results in a scaling of the ATGC sensitivity with approximately the fourth root of the

luminosity. Accounting for both of these effects, Monte Carlo studies show that we

may expect the analysis of the 2012 data to improve the sensitivity of the limits on

h3 and h4 by factors of approximately 2 and 3, respectively.

A natural longer-term outlook is to perform all of the above Zγ analyses—the

Zγ production cross section measurement, the Zγ ATGC limits, and the search for

a Higgs boson in the H → Zγ decay channel—with the upcoming proton-proton

collision data
√
s ≈ 13 TeV when the LHC commences operation in 2015.

The increase in the center of mass energy is of major importance as it will enable

potentially discoveries of new heavy TeV-scale resonances at 13 TeV that are simple

inaccessible at 7-8 TeV. Furthermore, the increased center of mass energy would

lead to a significant increase of the ATGC hard-photon Zγ production, especially

due to the sqrts scaling of the h4 terms. In addition, the increased production cross

section and luminosity will lead to larger data samples. That will further decrease the

statistical uncertainties and also other systematic uncertainties that are of statistical

origin due to the sizes of control samples, such as the measurements of the energy

scale and resolution of photons and electrons, and measurements of the momentum

scale and resolution of the muons. Again, Monte Carlo studies show, that an analysis

of 20 fb−1 data may lead to an improvement of the h3 and h4 limit sensitivity by
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factors of approximately 5 and 20, respectively.

Finally, a new method has been developed to estimate the dominant Z + jets

background based on the isolation variables. This method performs better in terms

of the uncertainties thus mitigating the leading systematic uncertainty.

These Zγ studies can be extended by measurements of the Zγ polarization, differ-

ential cross section in the transverse momentum of the photon, Zγ+n jets cross section

with n = 0, 1, 2, . . . , and searches for heavy resonances beyond m``γ = 150 GeV. The

Zγ final state promises a rich and exciting field of future studies.
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Appendix A

PHOSPHOR Fit

Figures A.1 through A.42 show the fits of photon energy scale and resolution in data

and simulation as described in Section 5.6 about the phosphor Fit. We include all

the fits for 14 photon categories based on the photon transverse momentum pT (2 to

4 bins with edges at 10 GeV, 12 GeV, 15 GeV and 20 GeV), pseudorapidity (2 bins;

photons registered in the ECAL barrel and the ECAL endcaps), and R9 (2 bins with

an edge at 0.94 in the barrel and 0.95 in the endcaps), see Table A.1.

For each category, we extract the photon energy scale and resolution in three

different ways:

Monte Carlo Truth (MC Truth)

A fit to the photon energy response in simulation.

Monte Carlo Fit (MC Fit)

A fit to the µµγ invariant mass in simulation.

Data Fit

A fit to the µµγ invariant mass in data.

The MC truth represents the benchmark estimate of the photon energy scale and res-

olution in the simulation. The comparison of the MC truth and the MC fit represents

a closure test of the phosphor Fit method. The data fit represents the estimate of

the photon energy scale and resolution in the data.

For each fit, we plot the data (black points with error bars) overlaid with the fitted

model (blue solid line) twice. Once in the full fit range on a logarithmic y-axis scale
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Figure

Category Subdetector R9 pT (GeV) MC Truth MC Fit Data Fit

1 Barrel > 0.94 10-12 A.1 A.15 A.29

2 12-15 A.2 A.16 A.30

3 15-20 A.3 A.17 A.31

4 > 20 A.4 A.18 A.32

5 < 0.94 10-12 A.5 A.19 A.33

6 12-15 A.6 A.20 A.34

7 15-20 A.7 A.21 A.35

8 > 20 A.8 A.22 A.36

9 Endcaps > 0.95 10-15 A.9 A.23 A.37

10 > 15 A.10 A.24 A.38

11 < 0.95 10-12 A.11 A.25 A.39

12 12-15 A.12 A.26 A.40

13 15-20 A.13 A.27 A.41

14 > 20 A.14 A.28 A.42

Table A.1: Photon categories used in the phosphor Fit. The (endcaps, R9 > 0.95)
category contains the fewest events. This is the reason for the lower number of pT

bins: only 2 instead of 4.
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(top left), and once in a shorter range, which covers the peak area in more detail, on

a linear y-axis scale (top middle).

We also evaluate the goodness of each fit as described in Section 5.6.2. We plot the

χ2 pulls (bottom left), the χ2 residuals (bottom middle), and the χ2 pull distribution

(black points with error bars; top right) overlaid with a properly normalized unit

Gaussian (solid blue line). We evaluate the χ2 statistic, together with the related

number of degrees of freedom NDOF and the p-value of the χ2 statistic assuming it

follows the known χ2 PDF (bottom right).

In addition to the goodness-of-fit quantities, we also list the parameters of the

fitted model in the bottom right. These vary depending on the kind of the fit: Monte

Carlo (MC) truth, MC fit or data fit. For the parameters, that are floated in the fit,

we also list the resulting uncertainties. For the parameters, that are fixed in the fit,

we only give the central values.

A.1 Monte Carlo Truth

Figures A.1 to A.14 show fits to the photon energy response in simulation for the 14

different photon categories as detailed in Table A.1. The model parameters shown in

the bottom right are:

strue

The fitted photon energy scale.

rtrue

The fitted photon energy resolution.

We float both of these parameters in all the fits.

All fits show a good agreement between the data and the model with p-values

ranging from 0.18 % (Figure A.8) to 93 % (Figure A.10). Also of note are the strongly

non-Gaussian forms of the response spectra in all categories.
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Figure A.1: Fit to photon energy response for photons in the barrel, with R9 > 0.94, and pT of (10 to 12) GeV.
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Figure A.2: Fit to photon energy response for photons in the barrel, with R9 > 0.94, and pT of (12 to 15) GeV.
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Figure A.3: Fit to photon energy response for photons in the barrel, with R9 > 0.94, and pT of (15 to 20) GeV.
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Figure A.4: Fit to photon energy response for photons in the barrel, with R9 > 0.94, and pT > 20 GeV.
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A.1.2 Barrel, R9 < 0.94
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Figure A.5: Fit to photon energy response for photons in the barrel, with R9 < 0.94, and pT of (10 to 12) GeV.
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Figure A.6: Fit to photon energy response for photons in the barrel, with R9 < 0.94, and pT of (12 to 15) GeV.
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Figure A.7: Fit to photon energy response for photons in the barrel, with R9 < 0.94, and pT of (15 to 20) GeV.
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Figure A.8: Fit to photon energy response for photons in the barrel, with R9 < 0.94, and pT > 20 GeV.



226

A.1.3 Endcaps, R9 > 0.95
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Figure A.9: Fit to photon energy response for photons in the endcaps, with R9 > 0.95, and pT of (10 to 15) GeV.
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Figure A.10: Fit to photon energy response for photons in the endcaps, with R9 > 0.95, and pT > 15 GeV.
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A.1.4 Endcaps, R9 < 0.95

 - 1 (%)
γ
gen/E

γ
recoE

-50 -40 -30 -20 -10 0 10 20 30 40 50

E
ve

nt
s 

/ (
 1

 %
 )

-110

1

10

210

310

Full Fit Range

 - 1 (%)
γ
gen/E

γ
recoE

-10 -5 0 5 10 15 20 25 30 35

E
ve

nt
s 

/ (
 1

 %
 )

0

50

100

150

200

250

300

Peak Detail

Fit Pulls (Data - Fit) / 2χ
-6 -4 -2 0 2 4 6

γµµ
B

in
s 

of
 m

0

5

10

15

20

25

30

35

 Pulls Overlayed with Unit Gaussian2χDistribution of 

 - 1 (%)
γ
gen/E

γ
recoE

-50 -40 -30 -20 -10 0 10 20 30 40 50

F
it

(D
at

a 
- 

F
it)

 / 

-3

-2

-1

0

1

2

3

4

 Pulls2χ

 - 1 (%)
γ
gen/E

γ
recoE

-10 -5 0 5 10 15 20 25 30 35

D
at

a 
- 

F
it

-40

-30

-20

-10

0

10

20

30

40

 Residuals2χ
Response Fit (MC Truth)

: 65.2 / 66DOF / N2χ
p-value: 51 %

 0.7 %±: 12.3 trues  0.16 %±: 11.10 truer

Figure A.11: Fit to photon energy response for photons in the endcaps, with R9 < 0.95, and pT of (10 to 12) GeV.
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Figure A.12: Fit to photon energy response for photons in the endcaps, with R9 < 0.95, and pT of (12 to 15) GeV.
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Figure A.13: Fit to photon energy response for photons in the endcaps, with R9 < 0.95, and pT of (15 to 20) GeV.
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Figure A.14: Fit to photon energy response for photons in the endcaps, with R9 < 0.95, and pT > 20 GeV.
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A.2 Monte Carlo Fits

Figures A.15 to A.28 show fits to the µµγ invariant mass in simulation for the 14

different photon categories as detailed in Table A.1. The occasional dashed blue line

denotes the Z+jets background component (top left and top middle). The parameters

shown in the bottom right of each fit are:

strue

The MC true photon energy scale from Section A.1. (Not a parameter of the

model; shown only for comparison with sfit.)

rtrue

The MC true photon energy resolution from Section A.1. (Not a parameter of

the model; shown only for comparison with rfit.)

sfit

The fitted photon energy scale.

rfit

The fitted photon energy resolution.

NS

The fitted number of signal events.

NZ+jets

The fitted number of Z + jets background events.

Nexp

The number of other background events with an exponentially falling invariant

mass spectrum.

λexp

A parameter of the exponential density describing the other backgrounds.

We fix Nexp = 0 and λexp, and float sfit, rfit, NS, and NZ+jets in all the fits.
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A.2.1 Barrel, R9 > 0.94
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Figure A.15: Fit to µµγ invariant mass in simulation for photons in the barrel, with R9 > 0.94, and pT of (10 to 12) GeV.
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Figure A.16: Fit to µµγ invariant mass in simulation for photons in the barrel, with R9 > 0.94, and pT of (12 to 15) GeV.
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Figure A.17: Fit to µµγ invariant mass in simulation for photons in the barrel, with R9 > 0.94, and pT of (15 to 20) GeV.
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Figure A.18: Fit to µµγ invariant mass in simulation for photons in the barrel, with R9 > 0.94, and pT > 20 GeV.
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A.2.2 Barrel, R9 < 0.94
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Figure A.19: Fit to µµγ invariant mass in simulation for photons in the barrel, with R9 < 0.94, and pT of (10 to 12) GeV.
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Figure A.20: Fit to µµγ invariant mass in simulation for photons in the barrel, with R9 < 0.94, and pT of (12 to 15) GeV.
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Figure A.21: Fit to µµγ invariant mass in simulation for photons in the barrel, with R9 < 0.94, and pT of (15 to 20) GeV.
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Figure A.22: Fit to µµγ invariant mass in simulation for photons in the barrel, with R9 < 0.94, and pT > 20 GeV.
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A.2.3 Endcaps, R9 > 0.94
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Figure A.23: Fit to µµγ invariant mass in simulation for photons in the endcaps, with R9 > 0.94, and pT of (10 to 15) GeV.
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Figure A.24: Fit to µµγ invariant mass in simulation for photons in the endcaps, with R9 > 0.94, and pT > 15 GeV.
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A.2.4 Endcaps, R9 < 0.94
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Figure A.25: Fit to µµγ invariant mass in simulation for photons in the endcaps, with R9 < 0.94, and pT of (10 to 12) GeV.
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Figure A.26: Fit to µµγ invariant mass in simulation for photons in the endcaps, with R9 < 0.94, and pT of (12 to 15) GeV.
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Figure A.27: Fit to µµγ invariant mass in simulation for photons in the endcaps, with R9 < 0.94, and pT of (15 to 20) GeV.
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Figure A.28: Fit to µµγ invariant mass in simulation for photons in the endcaps, with R9 < 0.94, and pT > 20 GeV.
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A.3 Data Fits

Figures A.29 to A.42 show fits to the µµγ invariant mass in data for the 14 different

photon categories as detailed in Table A.1. The occasional dashed blue line denotes

the sum of the background components (top left and top middle). The occasional

dotted blue line denotes the exponential background component (also top left and top

middle). The model parameters shown in the bottom right of each fit are the same

as for the MC fits. We float sfit, rfit, NS, and NZ+jets in all the fits. We fix Nexp = 0,

and λexp for the (barrel, R9 > 0.94) categories since the exponential backgrounds do

not contribute here. We float Nexp and λexp in all the other categories.
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A.3.1 Barrel, R9 > 0.94
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Figure A.29: Fit to µµγ invariant mass in data for photons in the barrel, with R9 > 0.94, and pT of (10 to 12) GeV.
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Figure A.30: Fit to µµγ invariant mass in data for photons in the barrel, with R9 > 0.94, and pT of (12 to 15) GeV.
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Figure A.31: Fit to µµγ invariant mass in data for photons in the barrel, with R9 > 0.94, and pT of (15 to 20) GeV.
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Figure A.32: Fit to µµγ invariant mass in data for photons in the barrel, with R9 > 0.94, and pT > 20 GeV.
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A.3.2 Barrel, R9 < 0.94
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Figure A.33: Fit to µµγ invariant mass in data for photons in the barrel, with R9 < 0.94, and pT of (10 to 12) GeV.
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Figure A.34: Fit to µµγ invariant mass in data for photons in the barrel, with R9 < 0.94, and pT of (12 to 15) GeV.
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Figure A.35: Fit to µµγ invariant mass in data for photons in the barrel, with R9 < 0.94, and pT of (15 to 20) GeV.
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Figure A.36: Fit to µµγ invariant mass in data for photons in the barrel, with R9 < 0.94, and pT > 20 GeV.
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A.3.3 Endcaps, R9 > 0.94
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Figure A.37: Fit to µµγ invariant mass in data for photons in the endcaps, with R9 > 0.94, and pT of (10 to 15) GeV.
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Figure A.38: Fit to µµγ invariant mass in data for photons in the endcaps, with R9 > 0.94, and pT > 15 GeV.
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A.3.4 Endcaps, R9 < 0.94
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Figure A.39: Fit to µµγ invariant mass in data for photons in the endcaps, with R9 < 0.94, and pT of (10 to 12) GeV.
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Figure A.40: Fit to µµγ invariant mass in data for photons in the endcaps, with R9 < 0.94, and pT of (12 to 15) GeV.
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Figure A.41: Fit to µµγ invariant mass in data for photons in the endcaps, with R9 < 0.94, and pT of (15 to 20) GeV.
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Figure A.42: Fit to µµγ invariant mass in data for photons in the endcaps, with R9 < 0.94, and pT > 20 GeV.
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