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The geometry and constituent materials of metastructures can be used to engineer the thermal expansion coefficient. In this thesis, we design, fabricate, and test thin thermally stable metastructures consisting of bi-metallic unit cells and show how the coefficient of thermal expansion (CTE) of these metastructures can be finely and coarsely tuned by varying the CTE of the constituent materials and the unit cell geometry. Planar and three-dimensional finite element method modeling is used to drive the design and inform experiments, and predict the response of these metastructures. We demonstrate computationally the significance of out-of-plane effects in the metastructure response. We develop an experimental setup using digital image correlation and an infrared camera to experimentally measure full displacement and temperature fields during testing and accurately measure the metastructures’ CTE. We experimentally demonstrate high aspect ratio metastructures of Ti/Al and Kovar/Al which exhibit near-zero and negative CTE, respectively. We demonstrate robust fabrication procedures for thermally stable samples with high aspect ratios in thin foil and thin film scales. We investigate the lattice structure and mechanical properties of thin films comprising a near-zero CTE metastructure. The mechanics developed in this work can be used to engineer metastructures of arbitrary CTE and can be extended to three dimensions.
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Chapter 1

INTRODUCTION

Thermal expansion is usually considered an intrinsic material property not dependent on geometry. In this thesis, we demonstrate the ability to engineer high aspect ratio material ensembles that exhibit desired thermal expansion beyond the bounds of their constituents. We design, fabricate, and characterize material ensembles that exhibit near-zero and negative coefficients of thermal expansion (CTE) in thin foil and thin film scales, a combination which has not been demonstrated before.

A lot of work has been conducted over the last century on discovering and elucidating the behavior of materials that exhibit unique thermal properties such as low and negative CTE [1-3]. In the past decade, in addition to the discovery of materials with unique properties, work has focused on designing material ensembles that exhibit engineered properties by leveraging their geometry, periodicity, and material properties. Metamaterials, as they are usually called, exhibit unique acoustic or electromagnetic properties, such as sound wave manipulation, negative index of refraction, and artificial magnetism [4-6]. In this work, we develop high aspect ratio bi-material ensembles that exhibit near-zero and negative CTE through their constituent material properties and structural geometry. These material ensembles are termed metastructures; they derive their properties primarily from their mechanical structure. We engineer near-zero and negative CTE metastructures in thin foil and thin film scales. By realizing and
characterizing these metastructures, we demonstrate that a breadth of CTEs outside the limits of the CTE exhibited by available materials can be attained.

This thesis focuses on the development, characterization, and application of thin metastructures with tailored CTE. We expound upon the physical principles describing CTE tunability and characterize metastructure unit cells and arrays in thin foil and thin film size scales. We establish an experimental setup to characterize the thermal behavior of these metastructures and develop a computational model to predict and explain their unique behavior. We further develop a robust fabrication procedure to experimentally realize near-zero and negative CTE metastructures in previously unachievable scales.

1.1 Applications for Metastructures with Engineered CTE

The ability to engineer the coefficient of thermal expansion (CTE) of materials is highly impactful in applications where thermal strains may cause failure or decreased performance. Particularly in systems that experience temperature cycling throughout their operation or lifetime, it is advantageous that component materials either exhibit low CTE or match the CTE of an underlying structure. Examples of such systems abound in aerospace, the energy and semiconductor industries, civil engineering, and even biomedical applications [7-10]. Earth-orbiting spacecraft can experience temperature variations as large as 150 K as they orbit in shadow and sunlight and potentially develop high thermal strains. In these cases, use of low-CTE materials is warranted in the design process [11, 12]. Thermal expansion mismatch is known to cause cracks in solar cells and packaged semiconductor chips [13-15]. To avoid such failures, engineers use materials that have similar CTE. In microelectromechanical systems (MEMS,) medical applications, and civil structures thermal expansion is a critical design consideration [7, 16-18]. The desire for
improved performance and lower failure rates has given rise to demand for materials with low and tunable CTE.

To meet this demand, various materials have been used. Zerodur, a lithium aluminosilicate glass-ceramic trademarked by Schott Glass Technologies, and other glasses have been used for large telescope mirrors thanks to their low CTE (0 - 2 ppm/°C) [19]. In silicon integrated chips (IC’s), silicon, aluminum nitride, and silicon carbide have been used to match the CTE of the IC to prevent thermal-stress induced cracking [15]. Invar (nickel iron alloy Fe₆₄Ni) and other nickel alloys are used in a variety of applications where thermal stability and toughness is desired. Carbon composites, which exhibit low CTE, have applications ranging from automotive to aerospace. Despite their widespread use, however, these materials exhibit several limitations: ceramics are brittle; the CTE of nickel alloys tends to vary significantly with temperature; composites are prone to thermal fatigue and are usually costly.

An alternative approach is to develop metastructures which are designed to exhibit the desired CTE. The obvious advantage of this approach is that the range of achievable CTE is much greater than it would be by using single materials. Indeed, variable CTE metastructure concepts have been presented as early as 1996 by Sigmund and Torquato [20] and Lakes [21] who showed composite structures with theoretically unbounded CTE. More recently, Steeves et al [22] and Berger et al [23] have designed and experimentally realized bi-metallic 2D metastructures that exhibit near-zero CTE. These metastructures have been experimentally shown to exhibit low CTE over a wide temperature range (25 – 220 °C) and theoretically can exhibit unbounded CTE (though in practice the CTE range is limited by the availability of constituent materials). The metastructures exhibit high in-plane stiffness and their metallic constituents contribute to robustness compared to ceramics. Limitations, however, still exist. Previous work has not experimentally
shown negative CTE metastructures; fabrication techniques have limited applicability to large structures; the effect of structural design parameters is not well understood; and out-of-plane deformations have not been thoroughly studied.

1.2 Thesis Objectives

In this thesis, we aim to extend scientific understanding in the field of metastructures with near-zero and negative CTE by:

(i) Designing and experimentally realizing low and negative CTE metastructures

(ii) Extending the fabrication limits of these metastructures to thin foils and thin films

(iii) Elucidating scientific principles governing the mechanics of these metastructures

(iv) Predicting the thermal behavior of these metastructures through computational modeling

(v) Leveraging the understanding of the thermal deformation mechanics of these metastructures to develop an accurate predictive model of their CTE.

1.3 Definition of CTE for Metastructures

Coefficient of thermal expansion (CTE) denotes a material’s geometric dependence on temperature under specified thermodynamic conditions. Most materials will
expand when they undergo a positive temperature change. Mathematically, the coefficient of thermal expansion (CTE) tensor, $\alpha_{ij}$, is the temperature derivative of the strain tensor, $\varepsilon_{ij}$, under constant pressure [24]:

$$a_{ij} = \left( \frac{\partial e_{ij}}{\partial T} \right)_p. \quad (1.1)$$

Of course, the true strain tensor (with reference to the deformed configuration where $u_i$ is the deformation tensor) and Cauchy strain tensor, $\varepsilon_{ij}$ are defined as:

$$e_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{\partial u_k}{\partial x_i} \frac{\partial u_k}{\partial x_j} \right) \quad \text{and} \quad \varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right). \quad (1.2)$$

My work will focus on small deformations and thus from this point “strain” will refer to the Cauchy strain, $\varepsilon_{ij}$. By assuming a linear dependence of strain on temperature (which is accurate for small temperature changes, around non-cryogenic temperatures [24]) we can write:

$$a_{ij} = \frac{\varepsilon_{ij}}{\Delta T}. \quad (1.3)$$

Ignoring shear strains, we can compute the CTE along a particular direction using the following expression:

$$a = \frac{l_f - l_i}{l_i} \frac{1}{T_f - T_i}. \quad (1.4)$$

Using Equation 1.4, in which $l$ denotes length along a specific direction and subscripts $f$ and $i$ denote the final and initial configurations respectively, one can compute the CTE of any material along that direction by applying a temperature change and measuring the original length and change in length of an infinitesimally thin segment along that direction.
This definition of CTE is applicable and useful when defining thermal expansion between atoms in a crystal. In this way, we use this definition of CTE to characterize the thermal response of metastructures. In the same way that atomic unit cells are building blocks for crystals, structural unit cells are building blocks for metastructures. The CTE of metastructures is thus defined discreetly, between nodes of unit cells within the metastructure.

1.4 Thesis Organization

This thesis is organized in six chapters: Chapter 1 presents scientific context for the work of this thesis and outlines the objectives. Chapter 2 presents an introduction to the physics behind thermal expansion and reviews previous work in materials and metastructures with unique CTE. The focus is on metastructures. Advantages and limitations of previous work are critically evaluated. Chapter 3 presents the design of thin foil unit cell metastructures exhibiting low and negative CTE. An experimental setup to measure the CTE of these metastructures is developed and near-zero thin foil CTE unit cells are experimentally realized. A predictive model based on a computational sensitivity analysis is developed and verified. Chapter 4 presents the design and experimental realization of thin foil metastructure arrays exhibiting low and negative CTE. An experimental setup to study the deformation mechanics of these metastructure arrays is developed and negative and near-zero CTE metastructure arrays are experimentally delivered. A computational model is used to compare with experimental results and provide insight to the deformation mechanics. Chapter 5 presents the characterization of the Al and Ti thin film constituents of a near-zero CTE thin film metastructure. The grain size, elastic modulus, atomic orientation, and intrinsic film stress is characterized. Chapter 6 demonstrates the design of thin film metastructure arrays exhibiting near-zero CTE. A novel fabrication procedure to achieve free-standing
thin films is described and the CTE is measured. Chapter 7 outlines the conclusions of this thesis and presents possible future extensions of this work.
Chapter 2

BACKGROUND

The observation that materials tend to expand when heated dates back to the first century when ancient Greek mathematician and engineer Heron of Alexandria noted that air expands in the presence of fire. In the 17\textsuperscript{th} century the concept of temperature was introduced and Galileo used scientific principles to design the first gas thermometers. In 1714, the first precision mercury thermometer was developed by German-born physicist G.B. Fahrenheit (1686 – 1736). Still, thermal expansion was not well understood as a material property (but rather as a way to define temperature) until the realization that different solids expanded at different rates was prompted by the study of pendulum clocks in the 1730s [24]. It was not until the 20\textsuperscript{th} century that scientific principles were used to explain thermal expansion.

Interest in thermal expansion grew in the middle of the 20\textsuperscript{th} century as demand for materials with low CTE shifted beyond pendulum clocks to the automotive industry (engine components), consumer products (usually cookware), electronic devices, and scientific instruments (mostly telescopes). The search and design for materials with low-CTE usually centered on ceramics and metal alloys [1-3, 19] until the 1970s with the interest on effective properties of composite materials and foams [25-27]. Since then, a lot of work has been conducted on the design and development of materials and metastructures with desired thermal properties, initially theoretically and more recently, experimentally [20, 22, 23, 28-30].
2.1 Thermodynamic Foundations of Thermal Expansion

Scientific explanations of thermal expansion were initially formulated by Mie and Gruneisen in the early 1900s [31-34]. Based on their work the volumetric CTE, $a_v$, can be derived from thermodynamic principles:

$$a_v = \frac{\gamma_{CV} \chi_T}{V} = \frac{\gamma_{Cp} \chi_s}{V}, \quad (2.1)$$

where $\gamma$ (Gruneisen’s parameter) is a parameter relating the volume of a lattice to its vibrational frequency, $C_V$ and $C_p$ are the heat capacities at constant volume and pressure, $\chi_T$ and $\chi_s$ are the isothermal and adiabatic compressibilities (bulk moduli), and $V$ is the lattice volume. Equation 2.1 provides an intuitive understanding of CTE as the effect of the nonlinearly dependent force experienced by an atom as a function of displacement from its equilibrium position as through Gruneisen’s parameter:

$$\gamma = -\frac{\partial \ln(\omega_i)}{\partial \ln(V)}, \quad (2.2)$$

where $\omega_i$ is the $i^{th}$ vibrational mode frequency. Equation 2.2 vanishes when the atomic force-displacement relation is linear; no dependence of vibrational frequency of volume is observed in that case.

Equation 2.1 was found to be accurate for a wide temperature range for many solids and lays down the essentials for understanding thermal expansion from a thermodynamic point of view. It accurately accounts for the experimentally observed correlation between CTE, heat capacity, and compressibility. However, Equation 2.1 does not take into account two critical aspects of thermal expansion: (i) non-vibrational effects seen at ferromagnetic phase transitions and (ii) thermal expansion anisotropy [24]. These two mechanisms are usually responsible for the
low or negative CTE exhibited by certain materials. Furthermore, it is often
difficult to compute Gruneisen’s parameter from first principles without significant
simplifications. Later work on the understanding of thermal expansion has focused
on accurately computing Gruneisen’s parameter and generalizing the same
principles to take into account non-vibrational effects and anisotropy [24]. These
principles have been used to explain the low or negative CTE exhibited by certain
materials.

Sections 2.2 and 2.3 review the scientific background behind commonly found
low/negative CTE materials (< 2 ppm/°C) and metastructures.

2.2 Low and Negative CTE Materials

Most low CTE materials discovered so far are either ceramics or metal alloys [1, 2]. While advances in polymer technology have enabled the engineering of relatively
low in-plane CTE (~4 ppm/°C) polyimide films, this comes at the cost of high out-of-plane CTE [35, 36]. Sections 2.2.1 and 2.2.2 review scientific background on low-
CTE ceramics and metal alloys respectively.

2.2.1 Oxide Ceramics

A lot of previous work has focused on characterizing oxide ceramics with low or
negative CTE. Table 2.1 [1] lists some of these oxides and their average CTE over
a broad temperature range. In general the low/negative CTE of most oxides is due
to a combination of the following two factors: (i) stiff, three-dimensionally linked
bonds which resist change in bond length and (ii) atomic structures with low
packing density that enables the lattice to accommodate thermal energy in
transverse vibrations, perpendicular to the bond directions, effectively converting
thermal energy to potential energy.
Zerodur (CTE = 0.12 ppm/°C), a glass ceramic produced by Schott, has been widely applied as a mirror in large telescopes, such as Keck I and Keck II. Its composition is ~70% crystalline and ~30% amorphous. The CTE highly depends on the phase ratio. The crystalline and amorphous phases exhibit negative and positive CTE, respectively. The low CTE behavior of Zerodur is thus enabled by appropriately controlling the two phases to balance the overall CTE. This is a significant advantage as the CTE of Zerodur can be engineered depending on the phase ratio.

The crystalline phase exhibits negative CTE with a similar mechanism to β-Spodumene (CTE = 0.9 ppm/°C), β-Eurocryptite (CTE = -6.2 ppm/°C). These oxides exhibit very strong bonds in three dimensions and atomic structures which accommodate thermal energy in gaps within the crystal [37-39].

Zerodur and related glass-ceramics have been successfully used in aerospace and astronomical applications. However, two main drawbacks limit their widespread use. First, manufacturing and shaping Zerodur is costly and time-consuming.
Secondly, as most ceramics, Zerodur is brittle. This severely limits its applicability when considering thin sheets (e.g., usually an aspect ratio between diameter and thickness of at most four is maintained for solid Zerodur substrates) [40, 41].

2.2.2 Transition Metal Alloys and Invar

Metals usually exhibit CTE one order of magnitude higher than ceramics. However, a specific set of transition metal alloys has been shown to exhibit very low CTE and unique elastic properties. The most well-known of these alloys, Invar, was discovered in 1897 by Guillaume who, for this discovery, was awarded the 1920 Nobel prize in physics [42]. This Fe$_{65}$Ni$_x$Mn$_{35-x}$ face-centered cubic alloy (for $x = 35$) gained its name due to its approximate dimensional invariance under temperature change [24].

Depending on the nickel composition of the alloy, Invar’s CTE can range from $\sim 0.5$ to $\sim 20$ ppm/$^\circ$C. Common grades (35% nickel) usually exhibit CTE of $\sim 1.2$ ppm/$^\circ$C though grades designed for CTE of 5.3 ppm/$^\circ$C are also developed for electronics packaging components. Invar’s CTE is an order of magnitude below what is predicted by the Gruneisen model [43, 44]. The explanation for Invar’s low CTE is related to ferromagnetic phases that occur when the nickel concentration is $\sim 35\%$. Various specific mechanisms to explain this phenomenon have been proposed, however, none so far succeed in describing Invar’s unique behavior comprehensively [45-48].

Invar is widely used in applications where thermal stability is desirable. Early applications included pendulum clocks, thermostats, and ceramic-to-metal seals. More recently, Invar has been used in precision measurement instruments, composite molds for the aerospace industry, and cryogenic transport containers [49]. It has natural advantages over ceramics due to its ductility, it exhibits high stiffness (similar to titanium), and its use for more than a century has led to
thorough characterization and advances in manufacturability. However, the applicability of Invar is limited by physical principles. Invar’s CTE is roughly invariable over a small temperature range (4 to 38 °C) and substantially diminishes in temperatures higher than 100 °C due to loss of ferromagnetism as the Curie temperature (225 °C) is approached. Invar also tends to exhibit creep behavior and has a high tendency to oxidize [14, 50, 51]. The small temperature range of Invar’s low CTE has significantly limited its use in aerospace and other applications where high temperature ranges cannot be avoided.

2.3 Material Ensembles with Low or Negative Thermal Expansion Coefficient

Material ensembles, such as certain fiber composites and low-CTE metastructures exhibit low CTE thanks to their structure and constituent materials. The low-CTE of fiber composites is usually due to the low CTE of the fiber material; for low-CTE metastructures, structural design enables CTEs outside the bounds of the constituent materials.

2.3.1 General Two-Phase Materials and Fiber Composites

The effective thermoelastic properties of multiphase materials have been thoroughly studied [52-57]. Initially, Kerner derived the thermal expansion of a composite of packed grains based on the volume fraction and the shear modulus [52]. Hashin and Shtrikman used variational principles to derive tight bounds for the elastic properties of alloys, in agreement with experimental findings [53]. These bounds were later simplified and used to determine the elastic properties of anisotropic composite materials by Milton et al. [54]. By relating elastic properties to thermal expansion, Rosen and Hashin derived exact expressions for the thermal expansion tensor of two-phase composites as a function of their geometry and bulk
modulus [55]. While it can be shown that for three-phase composites (such as the metastructure studied here) it is not possible to find exact expressions relating bulk modulus to thermal expansion, bounds on the CTE can be developed [56, 57]. The tightest bounds for the CTE and biaxial stiffness of composites as a function of area fraction were developed by Gibiansky and Torquato [56]. These bounds demonstrate that the ensemble CTE need not be bounded by the CTEs of its constituents but also obviate the trade-off between biaxial stiffness and CTE.

Carbon-fiber reinforced composites, a particular type of composite materials, are widely used in commercial, high-end automotive, and aerospace applications thanks to their high specific strength and stiffness. In addition to those properties, carbon fiber composites can also exhibit near-zero CTE due to the negative in-plane CTE of graphite. The overall CTE of the composite is usually anisotropic and depends on the volume fraction, type of matrix, and heat treatment. It usually ranges between $\sim 0.2$ ppm/$^\circ$C for carbon fiber composites. However, carbon fiber composites experience two important limitations: (i) they are prone to thermal fatigue and delamination due to the CTE mismatch between fiber and matrix and (ii) the mechanism resulting in low-CTE for fiber composites limits the lower bound of the CTE to that of the fiber.

2.3.2 Low-CTE Metastructures

The first metastructures with engineered CTE can be attributed to Sigmund and Torquato, Gibiansky and Torquato, and Lakes [20, 21, 28, 56]. Steeves et al. and Berger et al. developed low-CTE metastructures following principles of previous work but with increased stiffness [22, 23, 29, 30]. Jefferson et al. patented a low-CTE metastructure design in 2012 [58]. All designs use high and low CTE materials to achieve effective CTE outside the bounds of those materials. Figure 2.1 shows
schematics of the low-CTE metastructure designs developed by Lakes (a) and Steeves (b).

The design by Lakes (Figure 2.1a) uses a series of bimaterial strips which undergo bending when experiencing temperature change. Bending causes an effective contraction in unidirectional length with the expansion in the normal direction accommodated by open space.

![Figure 2.1](image)

Figure 2.1 (a) Metastructure with unbounded CTE designed by Lakes [21]. (b) Metastructure with low CTE designed by Steeves et al. [22]. High and low CTE materials are indicated by blue (darker) and orange (lighter) colors, respectively.

The curvature, $\kappa$, of a bimaterial beam as a result of thermal bending can be computed by [21, 59, 60]:

$$\kappa = \frac{s(a_2-a_1)}{(h_1+h_2)} \frac{\Delta T (1 + \frac{h_1}{h_2})^2}{3 \left( (1 + \frac{h_1}{h_2})^2 + 1 + \frac{h_1E_1}{h_2E_2} \right) \left( \frac{h_1}{h_2} + \frac{h_2E_2}{h_1E_1} \right)}, \quad (2.3)$$

where subscripts 1 and 2 denote material 1 and 2 respectively, $\alpha$ denotes CTE, $h$ denotes beam height, $E$ denotes elastic modulus and $\Delta T$ denotes temperature change. The overall CTE of a metastructure designed by Lakes can be computed by the considering the strain as a result of curvature increment $d\kappa$: 
\[ \varepsilon = \left( \frac{1}{2} \cot \left( \frac{\theta}{2} \right) - \frac{1}{6} \right) l_{arc} \, d\kappa, \]  

(2.4)

where \( l_{arc} \) is the length of a bimaterial beam or arc and \( \theta \) is the included angle. Thus the CTE, \( \alpha \), can be expressed as:

\[ \alpha = \frac{l_{arc}}{(h_1 + h_2)^3} \frac{6(a_2 - a_1)(1 + \frac{h_1}{h_2})^2}{\left(1 + \frac{h_1}{h_2} \right) + \left(1 + \frac{h_1 E_1}{h_2 E_2} \right) \left(\frac{h_1}{h_2} + \frac{h_2 E_2}{h_1 E_1}\right)} \left(\frac{1}{2} \cot \left( \frac{\theta}{2} \right) - \frac{1}{6}\right). \]  

(2.5)

By manipulating the geometric and material parameters in Equation 2.5, arbitrarily high and low values of CTE can be achieved. Whether the CTE is positive or negative depends on the placement of constituents within each bimaterial beam (the metastructure shown in Figure 2.1a exhibits negative CTE). This metastructure exhibits 2D cubic symmetry which results in isotropic thermal expansion but anisotropic elasticity. However, hexagonal, elastically isotropic metastructures can also be designed with the same principles. The main advantage of this design is that it can achieve theoretically unbounded CTE.

However, the design proposed by Lakes [21] has not yet been experimentally realized. Jefferson et al. [58] patented the design and analysis of a very similar structure to Lakes’, though it is not mentioned whether that structure has been experimentally realized. The main limitation of this design is that it is dominated by bending, and thus exhibits low in-plane stiffness and strength which limits manufacturability.

Sigmund and Torquato [20, 28] employ topology optimization to achieve desired thermal expansion and stiffness properties. Their method begins with an initial design guess and explores the geometric design space by minimizing a cost function until a converged design is reached. Material parameters are generally specified initially.
The main advantage of this algorithm is that it describes a general approach to design any bimaterial structure for a set of properties, as long as the cost function can be defined. Using this methodology, Sigmund and Torquato optimized the geometry for bimaterial metastructure designs which exhibit zero and negative CTEs as well as high biaxial stiffness. However, a significant limitation of this approach is that the resulting designs tend to be too complicated for manufacturing. Additionally, the optimization algorithm is prone to falling into local minima, so it is important to test a variety of initial guesses. Another limitation is that the approach can optimize for geometry or material properties, but not for both.

More recently, Steeves et al. and Berger et al. [22, 23, 29, 30] showed that through another periodic arrangement in a two-dimensional truss-like structure of two pin jointed materials with different CTEs (Figure 2.1b) the overall response of the metastructure can exhibit zero CTE. The CTE, \( \alpha \), of a pin-jointed metastructure can be easily derived:

\[
\alpha = \alpha_1 \frac{1 - \frac{1}{2} \left( \frac{a_2}{a_1} \right) \sin(2\theta) \left( \frac{1}{\sqrt{3}} + \tan(\theta) \right)}{1 - \frac{1}{2} \sin(2\theta) \left( \frac{1}{\sqrt{3}} + \tan(\theta) \right)}. \tag{2.6}
\]

In Equation 2.6, subscripts 1 and 2 denote materials 1 and 2, \( \alpha \) denotes the material CTE and \( \vartheta \) denotes a characteristic design angle. Equation 2.6 assumes that members undergo only axial stresses. This assumption limits the applicability of Equation 2.6 to slender beams.

With a few more calculations the CTE for a metastructure with bonded joints can be derived [61]:

\[
\alpha = \alpha_1 \left( 1 - \frac{(C_1 \tan(\theta) (\sin(2\theta) + \sqrt{3} \cos(2\theta))) - 12(\cos(\theta) + \sqrt{3} \sin(\theta))^2 \left( \frac{a_2}{a_1} - 1 \right)}{C_1 \left( \sqrt{3} \cos(\theta) - \sin(\theta) \right)^2 + 12(\cos(\theta) + \sqrt{3} \sin(\theta)) \left( \cos(\theta) + \sqrt{3} \sin(\theta) + 2 \frac{E_1 A_1}{E_2 A_2} \right)} \right), \tag{2.7}
\]
where $C_1 = \frac{A_1 l_1^2}{I_1}$ and $A$ denotes the area, $E$, the elastic modulus, $l$, the side length of material 1, and $I$, the second moment. Equation 2.7 takes into account bending stresses in material 1 but not in material 2.

Equations 2.6 and 2.7 perform well for metastructures in which material 1 (blue/dark in Figure 2.1) exhibits low width to length ratio. However, when the thickness to length ratio increases the analytical predictions deviate significantly (up to ~ 200% error in this work) from FEM results. This effect is also observed in [61] and is attributed to incorrect effective length estimation of the frame. To achieve better agreement with FEM results scaling factors are used in [61].

Steeves et al. and Berger et al. [22, 23] also provide expressions for the biaxial stiffness, $S_b$, (such that $S_b = \frac{\varepsilon}{N_b}$, where $N_b$ is the force applied) of the pin-jointed metastructures:

$$S_b = \frac{E_2 A_2}{L} \cos\left(\frac{\pi}{6}\right) \left(3 - 2\sqrt{3} \sin(\theta) \sin\left(\frac{\pi}{6} + \theta\right)\right) \frac{3Q + 2\sin^2(\theta) \sin\left(\frac{\pi}{6} + \theta\right)}{3Q + 2\sin^2(\theta) \sin\left(\frac{\pi}{6} + \theta\right)}, \quad Q = \frac{E_2 A_2}{E_1 A_1}. \quad (2.8)$$

Equation 2.8 is shown to fall closely within the Gibiansky-Torquato [56] bounds for the area fraction of a three-phase system (two materials and gaps) when the biaxial stiffness is prescribed. The closeness to this bound suggests that, from a stiffness perspective, this may be an optimal design. Steeves et al.’s and Berger et al.’s design performs comparably against this bound to the designs obtained with shape optimization by Sigmund and Torquato [20, 28].

These structures were fabricated with 3 mm thick Ti and Al plates. Examples of bonded and pin-jointed metastructures were shown. Their CTE was characterized experimentally and computationally and their stiffness and in-plane buckling
behavior was characterized computationally [23, 29]. Detailed design principles were also developed [23].

The work by Steeves et al. and Berger et al. significantly advanced the state of the art of low CTE metastructures. They experimentally showed, for the first time, the manufacturability of such metastructures and also developed theoretical principles for predicting their CTE and stiffness. However, Steeves et al. and Berger et al. demonstrated the applicability of the design principles only in large, macroscale structures; the minimum thickness achieved was 3 mm. The fabrication principles and analysis that they performed are not scalable to thinner structures. Furthermore, they did not take into account 3D effects which become significant in high-aspect ratio metastructures. Also, while they allude to the potential of negative CTE, they did not experimentally demonstrate it. Finally, the accuracy of the theory predicting the CTE of bonded metastructures diminishes as the metastructure frame gets wider, a shortcoming which is mentioned but not addressed.
Chapter 3

ENGINEERED THERMAL EXPANSION
METASTRUCTURE UNIT CELLS

In this chapter, we study the design and testing of thin (< 200 μm), tunable CTE unit cells with large aspect ratios (~100) [62]. These unit cells can be periodically arranged to 2D arrays. Such structures are well suited for applications where low thickness, high aspect ratio, and mechanical flexibility are desirable, such as biomedical devices, solar energy systems, and semiconductors. The large aspect ratio of the metastructures in my design causes sensitivity to stress concentration. To manage these stresses we add curvature to the unit cell in the areas close to the low CTE points. We model the metastructures using both planar and full three-dimensional finite element models to guide the design of the materials’ interfaces and to inform the experiments. In order to design a thin and thermally stable unit cell we draw inspiration from previous theoretical work [22] as a starting point and employ FEM simulations to drive the design process. In 2007, Steeves et al. [22] showed that through a specific periodic arrangement in a two-dimensional truss-like structure of materials with different CTEs (Figure 3.1a) the overall response of the structure could have zero CTE at specific points. The thermal expansion of these points is governed by Equations 2.6 and 2.7, for pin-jointed and bonded structures, respectively.

As can be seen in Equation 2.6, the overall CTE of the structure is a function of the ratio of CTEs the constituents and the characteristic angle \( \theta \). Equation 2.7 takes into account more parameters, but the added parameters do not change the response substantially (discussed in 2.3.2). As shown in Figure 3.1b, this function
vanishes for pairs of values of $\theta$ and $\alpha_2/\alpha_1$. Thus by designing a unit cell with specific angle $\theta$ and picking appropriate constituent materials, it is possible to create unit cells, and consequently full-scale lattices having a final CTE less than that of either constituent.

Figure 3.1 (a) Pin-joined structure designed by Steeves [22] consisting of a high and a low CTE material and exhibiting low overall CTE, governed by Equation 2.6. (b) Equation 2.6 plotted for various values of $\alpha_2/\alpha_1$ and $\theta$ showing the thermal expansion coefficient of a pin jointed low CTE structure normalized by $\alpha_1$. It is possible to achieve zero and even negative thermal expansion coefficients by picking appropriate combinations of CTE ratio $\alpha_2/\alpha_1$ and angle $\theta$.

3.1 Design of Unit Cells with Engineered Thermal Expansion

In this work, the unit cell is composed of a low-CTE outer frame (Figure 3.2a) and a high-CTE inner plate (Figure 3.2b) combined to form a low CTE metastructure (Figure 3.2c), as in [23]. However, the unit cells presented here are ~25 times thinner, ~4 times smaller laterally, and have ~6 times higher aspect ratio than those in [23]. Such smaller sizes required the redesign of the interface between the constituent materials, to mitigate fabrication challenges. The interfaces of the two
constituents are lap-jointed and ultimately fabricated by spot laser-welding instead of press fit jointed as in [23].

Figure 3.2 (a) Schematic diagram showing the geometrical characteristics of the unit cell’s outer frame. $\theta$ is the angle between the internal unit cell frame angle and the inscribed equilateral triangle. (b) Schematic diagram of the unit cell’s inner plate. (c) Schematic diagram of the assembled unit cell.

The plate and frame are joined at three interfaces. These interfaces displace primarily in-plane during thermal loading and cause rotation, but no in-plane displacement, at the low-CTE points (Figure 3.2c). In this design, the characteristic angle $\theta$ is fixed at $30^\circ$. This results in the frame having a regular hexagonal shape, which is advantageous for isotropy in mechanical and thermal response. Unit cell dimensions are as shown in Figure 3.2c with thickness of 125 $\mu$m. Lateral dimensions are chosen by taking into account functional, application, and fabrication based constrains. Functionally, it is preferable that the unit cell has a low aspect ratio, and thus smaller lateral dimensions than those in this work. In terms of the specific aerospace applications that are most applicable to this work [63, 64], it is advantageous that the coverage area be maximized, which also suggests smaller lateral dimensions. However, fabrication of metastructures with dimensions smaller than $\sim$12 mm, would result in significant challenges with conventional machining (electron discharge machining) or even the lithography techniques used here (UV photolithography). Thus, in order to demonstrate
scalability to lower scales we chose to fabricate low-CTE metastructures with the dimensions shown in Figure 3.2.

### 3.2 Computational Study

To understand the behavior of these structures, predict their thermal and mechanical response, and improve upon previous theoretical work, we built realistic FEM models. While previous theoretical and computational work [22, 23] allows for an approximation of the thermal response, it is based on several limiting assumptions: (i) parts are composed of truss members; (ii) the interfaces are point contact; (iii) the interfaces are either pinned or bonded; (iv) it does not take into account out-of-plane effects which are relevant for this design. In addition, it gives little insight into the response of the structure as a function of variables other than $\theta$ and $\alpha_2/\alpha_1$. The FEM models developed in this work address the analytical limitations of previous work and enable a sensitivity analysis to material and geometric variables.

#### 3.2.1 FEM Model Formulation

In a general sense, FEM is a method for numerically solving a class of partial differential equations. FEM is composed of four steps: (i) constructing a mesh; (ii) formulating the discrete problem; (iii) solving the discrete problem; (iv) computing variables of interest based on variables calculated during solution of the problem. Constructing a mesh is conducted by breaking up the geometry of the problem to discrete elements. The discreet problem is then formulated by converting the governing equation from its strong form to its weak form and discretizing the weak form. In linear elasticity problems, the strong form and the weak form are mathematically equivalent.
To predict the thermal response of the unit cells designed, we developed planar and full 3D FEM models of the unit cell, using commercial software Abaqus FEA [65]. The mechanics of the unit cell are modeled using static linear elastic analysis. This assumption is accurate for small deformations and linear elastic materials. The validity of this assumption is shown in section 3.2.4. In the model used here, the FEM solves the equilibrium equation by converting it to its weak form and discretizing over elements to arrive to the following formulation for my problem [66]:

$$w \left\{ \sum_{e=1}^{n} (K_e d_e - f_e) \right\} = 0 \quad \forall w.$$  (3.1)

In Equation 3.1, the weight function, $w$, is an arbitrary function which vanishes on the zero displacement boundary of the problem; $d$ is the nodal displacement matrix and subscript $e$ refers to a specific element. $K_e$ and $f_e$ are the element stiffness matrix and element external force matrix, respectively:

$$K_e = \int_{\Omega_e} B_e^T D_e B_e d\Omega,$$  (3.2)

$$f_e = \int_{\Omega_e} N_e^T b d\Omega + \int_{\Gamma_t} N_e^T t d\Gamma.$$  (3.3)

In Equation 3.2, $\Omega$ is the geometric volume of the element, $B$ is the strain-displacement matrix, computed by taking the gradient of the shape functions $N$, $t$ is the traction boundary condition specified by the problem, and $\Gamma$ is the boundary on $\Omega$ on which the traction boundary condition is applied. The displacement boundary condition is naturally applied through the shape functions.

To fully define an FEM problem, we specified the model geometry ($\Omega$), the mesh and element type, the constitutive law ($D$), and boundary conditions ($\Gamma$, $t$, $b$, $N$, $B$). A boundary condition must be prescribed across the whole boundary of the geometry. In Abaqus FEA, areas not assigned boundary conditions by the user are
assigned to be traction-free by default. Abaqus FEA then defines the stiffness and external force matrices per Equations 3.2 and 3.3 and solves the problem of Equation 3.1 for the nodal displacements, \( d \), using Newton’s method [67]. The strain and stress can be computed from the displacement field and constitutive law, respectively.

As with any computational approach, it is important to identify and quantify sources of error in the solution. The major sources of error in an FEM model are of three kinds: (i) due to discrepancies between the model and the physical world; (ii) due to the inherent approximation of discretization in the model; (iii) due to compounding error during arithmetic operations in the solution phase.

Error arising from discrepancies between the model and reality is discussed in the sensitivity analysis section, 3.4. Inaccuracies arising due to discretization can be minimized by selecting an appropriate mesh and are discussed in section 3.2.3 along with a detailed mesh convergence study. Errors of the third kind are generally related to the solver of the FEM software as well as the condition of the problem being studied. In a linear elastic problem, these errors are generally small, will generally not compound, and may produce a consistent (but not growing) discrepancy with the exact solution [66]. Since the problem being studied is linear elastic and the Abaqus FEA software solver has been studied extensively this type of error is not analyzed in depth here.

In the planar mode, to account for the high aspect ratio and low thickness of the structure, we modeled the structure using triangular shell elements (S3R). In the full 3D case, we used 10 node tetrahedral elements (C3D10). Engineering drawings of the as modeled unit cell frame and plate are shown in Appendix A.1. A discussion of leveraging symmetry to improve computational efficiency is discussed in section 3.2.5. The interfaces between the plate and the frame are 396.6 \( \mu m \) diameter circles.
and are modeled as bonded by using *tie constraints* in Abaqus. This method was used to simulate the way that the two parts would be joined experimentally; i.e., by welding.

The main simplification of the planar model is that the two constituent parts of the unit cell are modeled in the same plane, whereas the 3D model fully captures the geometry of the metastructure. To measure the CTE of the unit cell we computed displacements under a simulated thermal load of 80 °C. Displacement and rotation at the node of the unit cell corresponding to the centroid of the lower face of the inner plate was constrained in all directions to prevent rigid body motion. The node at the centroid of the upper face was constrained from in-plane displacement to prevent rigid body rotation. The remaining part of the surface geometry was set to a thermal load of 80 °C. Post-processing, we calculated the CTE of the unit cell by measuring the expansion of the low-CTE points. In order to understand the response of the metastructure as well as the limitations of this design approach, we studied its thermal response as a function of two design variables: (i) the ratio of CTEs of the constituents; (ii) the frame width normalized by the length of the unit cell (12.4 mm). We consider CTE ratios between 1.75 and 2.75. This range is important because the CTE ratio of most metals is below 2.75 (Table 3.1) [68], while when considering ratios less than 1.75, the CTE of the unit cell is larger than desired. As seen in Figure 3.1b, the CTE ratio has a significant effect on the unit cell CTE, as predicted by Equation 2.7. To study the effects of the unit cell’s geometry, we modeled frames with normalized widths between $3.84 \times 10^2$ (476 μm frame width) and $10.97 \times 10^2$ (1.36 mm frame width). These widths ratios were selected based on bounds imposed by fabrication constraints on the lower end and the resulting CTE of the unit cell on the high end.
Table 3.1 CTE of common pure metals [68]

<table>
<thead>
<tr>
<th>Material</th>
<th>CTE (ppm/°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td>23.1</td>
</tr>
<tr>
<td>Beryllium</td>
<td>11.3</td>
</tr>
<tr>
<td>Gold</td>
<td>14.2</td>
</tr>
<tr>
<td>Iron</td>
<td>11.8</td>
</tr>
<tr>
<td>Lead</td>
<td>28.9</td>
</tr>
<tr>
<td>Magnesium</td>
<td>24.8</td>
</tr>
<tr>
<td>Nickel</td>
<td>13.4</td>
</tr>
<tr>
<td>Tantalum</td>
<td>6.30</td>
</tr>
<tr>
<td>Titanium</td>
<td>8.60</td>
</tr>
<tr>
<td>Zinc</td>
<td>30.2</td>
</tr>
<tr>
<td>Zirconium</td>
<td>5.70</td>
</tr>
</tbody>
</table>

3.2.2 Computational Results

The 3D FEM predicts higher CTE for the unit cell than the planar FEM model, while both models predict that the CTE is a function of the constituents’ ratio and the frame width. For a unit cell composed of constituents with CTE ratio of 2.7, and frame width of 814 μm (the design that was experimentally implemented and discussed in section 3.3), the planar FEM model predicts a CTE of 0.6 ppm/°C, while the full 3D FEM model predicts a CTE of 1.19 ppm/°C. As shown in section 3.3, the full 3D FEM prediction agrees more closely with experimental results.
Figure 3.3 The CTE of the unit cell as predicted by FEM for various CTE ratios $\alpha_2/\alpha_1$. The solid line indicates the prediction of Equation 2.7. The circular, triangular, star, and rhomboidal symbols indicate the FEM prediction of a unit cell design with frame width ratios of $3.84 \times 10^{-2}$, $5.44 \times 10^{-2}$, $6.56 \times 10^{-2}$, and $10.97 \times 10^{-2}$, respectively. The square symbols indicate the planar FEM prediction of the $6.56 \times 10^{-2}$ frame width ratio unit cell. The full 3D solid FEM model predicts a higher CTE for the unit cell than the planar FEM model.

As the normalized width dimension increases, the CTE of the unit cell increases. This is due to increased resistance in the bending of the frame. Furthermore, it is evident from Figure 3.3 that Equation 2.7 is not an accurate approximation for the CTE of the unit cell. This is due to violation of the assumption that the frame’s beams behave like truss-like structures. This presents a design trade-off as the frame beams need to be wide enough to support structural loads, but the ratio of CTEs of the constituent materials need to be small to prevent significant dissimilarities between the two materials which would result in fabrication challenges. In the final design selected for experimental testing, the normalized frame width is $6.56 \times 10^{-2}$ (814 μm frame width). We chose this frame width as it results in a design with the lowest beam width still ensuring structural stability of the structure, scalability to smaller scales, and fabrication feasibility in the current scale. The existing theoretical framework for these metastructures treats all constituent materials as beams. In this work, we computationally compare the
response of a metastructure consisting of all beam elements (as in the theoretical framework) and of one with a plate interior constituent, using FEM. Detailed analysis shown in section 3.2.3 yielded negligible difference in the thermal response of the two unit cells.

Figure 3.4 Isometric view of the shape of an exemplary unit cell as predicted by planar (a) and 3D (b) FEM with an 80 °C thermal load. Contours show the magnitude of the displacement vector. The out-of-plane deformation predicted by the 3D FEM case is evident in panel b. Displacements are magnified 40 times in (b).

In addition to in-plane geometrical effects, out-of-plane deformation is particularly important to this design. Figure 3.4 shows the magnitude of the displacements in as-designed unit cells with the planar FEM (a) and 3D FEM (b) models. The thin scale and relative out-of-plane attachment of the constituent parts can induce out-of-plane deformation on the cells. Out-of-plane displacement is clearly visible in Figure 3.4b. In this scenario, the out-of-plane response of this metastructure is critical to the performance of the optics. Figure 3.5a shows the maximum out-of-plane deformation induced during thermal loading as a function of unit cell thickness, as predicted by 3D FEM. As the thickness decreases, the out-of-plane
deformation increases, exhibiting the importance of out-of-plane effects at thinner scales.

Figure 3.5 (a) The maximum out-of-plane deformation of a unit cell as a function of the unit cell’s thickness. The maximum out-of-plane deformation occurs at the frame’s low CTE points. (b) The CTE of a unit cell as a function of the unit cell’s thickness. There is a measurable decrease in the CTE as the thickness decreases.

Figure 3.5b shows the effect of thickness on the CTE of the unit cell. As the thickness increases from 50 μm to 250 μm the CTE also increases, from 0.92 to 1.49 ppm/°C. The dependence of CTE on thickness suggests that the out-of-plane deformation has a measurable impact on the CTE of the metastructure. However, this impact is small and does not influence the low-CTE performance of the metastructure.

3.2.3 Mesh Convergence and Comparison with the Theoretical Solution

In order to minimize numerical errors and optimize computational cost, we performed a mesh convergence study using the h-refinement technique [69] as well as an error and computational cost analysis. In the h-refinement technique, the mesh density is increased while the element type is kept the same until the solution
converges to a value independent of discretization choice. For this study, we modeled the response of a unit cell under a thermal load of 80 °C. Models were made with increasing mesh densities using quadratic C3D10 elements. Quadratic elements provide a one order of magnitude lower error for a given element size compared to linear elements [66]. Once a convergence was achieved the mesh was optimized by lowering the mesh density in areas of low stress to increase computational efficiency, resulting in the mesh shown in Figure 3.6a.

Figure 3.6 shows three exemplary mesh grids used in the convergence analysis, the optimized mesh (Figure 3.6a), the most refined mesh (Figure 3.6b) and the least refined mesh (Figure 3.6c). Both the L2 norm (defined in Equation 3.4) of principal stresses and L2 norm of strain energy converge to values independent of discretization for the most refined mesh. The optimized mesh maintained the same level of precision for the areas of interest, while improving computational cost. The computational cost for these simulations was relatively light, ranging from 46 CPU seconds for the least refined mesh and 322 CPU seconds for the most refined mesh. However, computational cost becomes significant when simulating full scale arrays of unit cells (chapters 4 and 5).
Figure 3.6 Unit cells used in my 3D FEM mesh convergence analysis. The optimized mesh, ultimately used in the model, (a) contains 66,489 nodes and 37,418 elements for the frame part and 80,740 nodes and 45,169 elements for the plate part; the most refined mesh (b) contains 72,518 nodes for the frame part and 41,662 elements and 137,873 nodes and 81,331 elements for the plate part; the least refined mesh (c) contains 8,706 nodes and 3,972 elements for the frame part and 13,787 nodes and 6,776 elements for the plate part. All elements are quadratic C3D10.

The $L_2$ norm of the principal stresses and the strain energy over the entire volume was used as the metric to quantify mesh quality. The $L_2$ norm of a function is a way of defining the magnitude of a function $f(x)$ and is given by:

$$\|f(x)\|_{L_2} = \left(\int_{x_1}^{x_2} f^2(x) \, dx\right)^{1/2}. \quad (3.4)$$

The $L_2$ norm is a useful way to compare quantities which vary as a function of space. Figure 3.8 shows the results of the mesh convergence analysis. Convergence to the limit solution is observed in both the $L_2$ norms of principal stresses (Figure 3.7a) and strain energy (Figure 3.7b) for sufficiently refined meshes.
Figure 3.7 Comparison of the $L_2$ norms of (a) principal stresses and (b) strain energy as a function of increasing mesh density. In panel (a) the blue rhomboidal symbols represent the maximum principal stress, the red circular symbols represent the middle principal stress, and the green triangular symbols represent the minimum principal stress. Convergence to a discretization independent value is observed in principal stresses and strain energy for a sufficiently dense mesh.

Thus, to confirm the accuracy of the model, it now suffices to show that the FEM predicts the same thermal behavior as an exact solution. However, an exact solution cannot be obtained for the problem presented here by theoretical means. Previous work [22, 23] predicts the CTE of such metastructures under several limiting
assumptions (Equation 2.7). While a thorough discussion of these assumptions is presented in section 2.3.2, the three most relevant assumptions are: (i) structural elements behave like rods; (ii) the contact area is of infinitesimal size; and (iii) the structure undergoes purely in-plane deformation. To test the validity of my FEM model we modified the structure and model parameters in order to meet the three assumptions. Figure 3.8a shows the unit cell simulated to verify the FEM’s model accuracy. While the basic design was kept the same, features that could cause deviation from the theoretical result were removed and all structural elements were designed in order to behave like truss members (assumption i).

![Simulated structure](image)

Figure 3.8 (a) Simulated structure designed to be consistent with the assumption of truss-members and exhibit only in-plane behavior; (b) structure in which the outer material (shown in red) is designed to behave like a truss-member, but the inner material behaves like a plate. The only difference between the structure in (a) and in (b) is the geometry of the inner constituent shown in blue.

The interface between the two parts was minimized as much as practically possible in area and modeled as bonded using “tie constraints” (assumption ii). Finally, to limit any out-of-plane effects (assumption iii), the parts were modeled as shells in
the same plane. The CTE of the unit cell was measured for various ratios of CTE constituents by performing a similar analysis as in 3.2.1. In addition, the effect on thermal response of the inner constituent being a plate, as opposed to a rod (which the theory assumes) was assessed by computing the CTE of the unit cell shown in Figure 3.8b. Figure 3.9 shows the comparison between theoretical predictions of the CTE and the FEM model developed in this work. Excellent agreement is observed between the theory for bonded parts and the model. It is also evident that changing the inner constituent (shown as blue in Figure 3.8) from a rod to a plate does not significantly influence the CTE of the unit cell.

Figure 3.9 Comparison between theoretical predictions of the unit cell CTE as a function of CTE of constituents’ ratio and FEM model developed in this work. The solid line corresponds to a theory assuming pin-jointed structures, while the dashed line shows the theory for bonded structures. The FEM predictions for a structure with rod-like members and a structure with plate-like inner constituents are shown with blue asterisks and red circles, respectively.
In fact, when the inner constituent can be assumed to behave like a plate, the CTE of the overall structure is slightly lower than when it behaves like a rod. This can be attributed to the increased stiffness of the plate.

The excellent agreement between the theory and the model when the model is simplified to the theoretical limits confirms the viability of the FEM model in this work and enables predictive use of this model.

### 3.2.4 Validity of the Linearity Assumption

The model developed in this work and formulated in section 3.2.1 assumes linearity, i.e., the response is a linear function of the input variable over the range of interest. This assumption is valid when the material constitutive law is linear and when deformations are “small”. In this work, material properties are assumed linear over the range of interest. To verify that displacements are indeed small, theoretical and computational analyses were performed.

For the theoretical analysis, the unit cell was assumed to behave like a bimetallic strip. It can be shown that the curvature, $\kappa$, of a bimetallic strip under thermal loading is expressed by [59]:

$$\kappa = \frac{1}{\rho} = \frac{48}{33} \frac{\alpha_2 - \alpha_1}{h} (\Delta T).$$

(3.5)

In Equation 3.5, $\alpha_2$ and $\alpha_1$ are the CTEs of two materials, $h$ is the thickness of the strip and $\Delta T$ is the temperature difference experienced by the strip. Equation 3.5 assumes that the two materials of the bimetallic strip have the same thickness and disregards the effect of the materials’ elastic moduli (the effect can be shown to be less than 3% even when the elastic modulus ratio is $\frac{1}{2}$). The deflection can be evaluated from the curvature by recognizing that the deformed bimetallic strip of length $L$ forms a circular arc (Figure 3.10).
Thus the deflection $\delta$ is expressed by:

$$\delta(2\rho - \delta) = \left(\frac{L}{2}\right)^2.$$  \hspace{1cm} (3.6)

This expression can be linearized to $\delta = \frac{L^2}{8\rho}$ provided that $2\rho\delta \gg \delta^2$; i.e., the deflections are small compared to the radius of curvature. To test this linearity assumption we compare $2\rho$ and $\delta$. We can compute $\delta$ by solving 3.6 for $\delta$:

$$\delta = \frac{2\rho \pm \sqrt{4\rho^2 - L^2}}{2}.$$  \hspace{1cm} (3.7)

In Equation 3.7, the negative value of the square root is taken since $\delta$ must be smaller than $\rho$. Figure 3.11 compares $2\rho$ and $\delta$ for a range of values of bimetallic strip $L$ and change in temperature $\Delta T$. In Figure 3.11, the CTEs of the two materials, $\alpha_1$ and $\alpha_2$, were set to 23.1 and 8.6 ppm/°C and the bimetallic strip height, $h$, was set to 0.25 mm.
Figure 3.11 Ratio of bimetallic strip deflection $\delta$ and twice the radius of curvature $\rho$ for a range of values of bimetallic strip length $L$ and change in temperature $\Delta T$. The assumption $2\rho\delta \gg \delta^2$ remains accurate over the range of values shown.

As Figure 3.11 shows, the assumption that $2\rho\delta \gg \delta^2$ is accurate for strip lengths at least up to 60 mm (unit cell studied here is ~13 mm long) and temperature differences at least up to 150°C. Furthermore, the bimetallic strip assumption is a conservative (upper) estimate of the out-of-plane deflection of the unit cell since in the unit cell the two materials are not in full contact. Based on this analysis, the linearity assumption is valid for the unit cell under the conditions studied.

The linearity assumption and quality of the bimetallic strip model were further evaluated using FEM. The out-of-plane behavior of the unit cell studied here was modeled with linear and fully nonlinear FEM and compared with the theoretical prediction (Figure 3.12).
Figure 3.12 Comparison between linear FEM, nonlinear FEM, and the bimetallic strip theory for the deflection of a low CTE unit cell normalized by its thickness. Linear FEM is a good approximation until at least $\Delta T = 80^\circ C$, while the bimetallic strip theory provides an upper bound for the deflection.

The bimetallic strip theory predicts deflections between two and four times higher than the FEM and as predicted, provides an upper bound for the deflection of the unit cell studied here (Figure 3.12). By comparison with nonlinear FEM, the linearity assumption is confirmed for values up to least $80^\circ C \Delta T$. The linear assumption significantly deviates (~25% error) for normalized deflections greater than 0.25. This analysis provides a more stringent bound than the convention used in industry where deflection for a plate in bending can be described as “small” when it is smaller than half the thickness of the plate [70]. In this work, nonlinearity will be assumed whenever deflections are greater than 25% of the plate thickness.

3.2.5 Symmetric Boundary Conditions on the Unit Cell

While a full 3D FEM model analyzes the exact geometry of a structure with no simplifications or artificial boundary conditions, it is often advantageous to reduce
the size of the problem being modeled by leveraging symmetries. The reduced model should output the same solution as the full model but at reduced computational time. The unit cell in this work exhibits two-fold, three-fold, and six-fold symmetry. Figure 3.13 shows the full unit cell (a) and its equivalent symmetric models (b,c,d).

![Figure 3.13](image)

Figure 3.13 (a) Full unit cell model; equivalent unit cell model leveraging two-fold (b), three-fold (c), and six-fold (d) symmetry.

The equivalence of the symmetric models with the full unit cell was verified by computing the deflection of the unit cell for linear and nonlinear FEM (Figure 3.14a). The difference in results between the full unit cell and the symmetric equivalents was negligible. However, computational efficiency is significantly improved when reducing the model size by symmetry (Figure 3.14b). Computational efficiency is more significant in simulating lattices of unit cells, as in later chapters. In the case of lattices, it will be shown that the two-fold symmetry is the highest form of symmetry.
3.3 Experimental Study

With the final design determined through FEM analysis, we proceeded to experimentally show that this metastructure indeed behaves as predicted. While we show metastructures achieving different (and even negative) values of CTE in Chapter 4, here, we focused on showing near-zero CTE, as proof of principle. Thus, based on Figure 3.3, we chose to experimentally realize this design with two materials whose CTE ratio is about 2.7. Based on their CTE ratio and mechanical robustness, we fabricated the outer frame out of Titanium ($\alpha_{\text{Ti}} = 8.6$ ppm) and the inner plate out of Aluminum ($\alpha_{\text{Al}} = 23.1$ ppm) [68].
3.3.1 Sample Preparation

We fabricated and prepared samples for testing in three steps: (i) fabricate the Ti frame and Al plate separately; (ii) attach the two pieces at three points; (iii) add speckle pattern for Digital Image Correlation [71, 72] testing. Frame and plates were fabricated using wire electron discharge machining (EDM). Figure 3.15a shows a unit cell after the laser welding step, but before the speckle pattern has been applied. Following fabrication the two parts were cleaned and attached at three points by laser welding (Figure 3.15b). Laser welding was performed with a 50 W maximum power pulsed Nd:YAG laser. The power and frequency were adjusted such that the laser beam melted the titanium, which has a higher melting point than aluminum (1941 K vs. 933 K), but did not go through to the aluminum. Instead, the molten titanium at the interface with the aluminum melted a region of aluminum which resulted in the weld. During the laser welding process, the laser beam was normal to the sample while Argon gas was used to remove oxygen from the weld area.

To characterize the laser welding process, we measured the size of the weld for a series of Al/Ti welds. As can be seen in Figure 3.15b, the weld area consists of an inner circular area which corresponds to coalescence of the two materials and an outer area which encompasses the material deformed during the weld process. The material in the outer area exhibits wrinkles, likely due to buckling as a result of compressive stress developed as the inner area was heated during welding. The average inner and outer weld diameters were 400 μm and 894 μm, respectively. Finally, we added the speckle pattern by first painting the sample white and then adding black speckles by using Krylon Flat White and Flat Black spray paint, respectively.
From a random sample of speckles, the average speckle size was 26.97 pixels. Approximately half of the speckles contained less than 20 pixels and 40% of speckles contained 10-20 pixels. The size was controlled by changing the distance from which black spray paint was applied. The speckle size must be large enough to prevent aliasing but small enough that the correlation algorithm can accurately track the speckle subsets.

Figure 3.15 (a) Fabricated low CTE sample comprised of an Al inner plate and a Ti outer frame. (b) Laser-welded interface between the sample’s Al and Ti part.

3.3.2 Experimental Setup

We experimentally measured the CTE of the samples by heating them and measuring displacements using digital image correlation (DIC) [71, 72]. The DIC algorithm tracks the speckle pattern by performing a correlation on the greyscale values of “subsets” (groups of pixels) between the deformed and undeformed images. Based on the correlation, displacements are computed at specific pixels, with the resolution determined by the “step” size (e.g., with a step size of 1, displacements are computed at every pixel). If the step size is too high, spatial resolution is lost; if it is too low, noise is introduced to the displacement field. Subsets in this work
were composed of 21 pixels and the step size was five pixels. This resulted in a \(~50\ \mu m\) spatial resolution and a correlation displacement accuracy of \(~500\ nm\). The correlation accuracy corresponds to \(~5\%\) of the maximum displacement observed. The \(50\ \mu m\) spatial resolution is adequate to capture the overall deformation behavior of the \(\sim12\ mm\) sample.

A similar experimental setup to the one used here is discussed in detail in section 4.1. The samples were heated on a hot plate and the temperature was measured using a thermocouple and a resistance temperature detector. Images were taken once the temperature had stabilized at steps between \(40\ °C\) and \(160\ °C\) using a Nikon ShuttlePix P-400R microscope. We then computed the displacements at each temperature step using commercial VIC-2D \([73]\) software.

### 3.3.3 Measurement of the Thermal Expansion Coefficient

We observed agreement between the deformation predicted by our full 3D FEM model and the experimentally tested samples (blue areas in Figure 3.16). The four thermally stable areas predicted by the FEM models (shown in blue in Figure 3.16a,b) agree very well with the low CTE areas in the experiments (Figure 3.16c). The experimental data shows slight variations between the deformations at the welds, due to sample fabrication defects.
To validate my experimental setup we measured the CTE of the fabricated Al and Ti parts by themselves. As shown in Figure 3.17, we measured the CTEs of Al and Ti to be within 2.2% and 1.6% of values reported in literature [68], respectively. We measured our metastructures to have CTE of 2.56 ppm/°C (Figure 3.17). In Figure 3.17, specifically for the unit cell, error bars with horizontal caps indicate one standard deviation in measurement of the CTE error, while error bars without horizontal caps indicate the predicted effect a 5% measurement error in Al CTE, Ti CTE and frame width would have on the unit cell CTE.

Figure 3.16 Magnitude of in-plane deformation predicted for a 70°C change in temperature by (a) planar FEM, (b) 3D FEM, and (c) experimentally observed between 55 °C and 125 °C. Colder color tones represent regions of the unit cell with low thermal expansion.
3.4 Predicting and Engineering the Coefficient of Thermal Expansion through Sensitivity Analysis

To demonstrate CTE tunability with this design, establish the effect of measurement error on our experimental results, and determine the sensitivity of the CTE to its dependent variables, we performed a sensitivity analysis on the CTE as a function of six parameters: the CTEs and elastic moduli of the constituents ($\alpha_1, \alpha_2, E_1, E_2$) and the width of the frame ($f_{\text{width}}$) and the size of the welded contact area ($A_{\text{contact}}$). The frame width and contact area were normalized.
by the unit cell length (as shown in Figure 3.2c) to allow scaling. The welded contact area is neither a pivot nor a point contact, as assumed in Equation 2.7. Thus, some deviation from the CTE predicted by Equation 2.7 is expected. To assess the effect of the bending induced by the welded area, we analyze the sensitivity of the CTE to the contact area and frame width, in addition to the material properties. The sensitivity analysis indicated that a 5% measurement error in the CTE of the materials, and frame width can lead to significant error in the unit cell CTE. This is shown as the error bars without horizontal caps on the unit cell in Figure 3.17. Figure 3.18 shows the CTE of the unit cell as a function of frame width and the CTE of the inner plate constituent material. By varying those two parameters, it is possible to tune the CTE of the unit cell from -0.5 to 1 ppm/°C.
Figure 3.18 Unit cell CTE as a function of frame width (‘y’ axis) and CTE of constituent material (‘x’ axis). The unit CTE can range from -0.5 to 1 ppm/°C ppm by adjusting the CTE of one of its constituents and the width of the other constituent.

The sensitivity analysis was performed by running planar FEM simulations and computing the unit cell CTE by varying the six parameters: \( \alpha_1 \) from 7.6 to 9.6 ppm, \( \alpha_2 \) from 22.1 to 24.1 ppm/°C, \( E_1 \) from 106 to 126 GPa, \( E_2 \) from 60 to 80 GPa, \( f_{\text{width}} \) from \( 5.77 \times 10^{-2} \) to \( 7.38 \times 10^{-2} \) μm/μm, and \( A_{\text{contact}} \) from \( 8.06 \times 10^{-3} \) to \( 24.2 \times 10^{-3} \) μm/μm. Commercial data analysis software JMP [74] was used to determine the simulations necessary in order to obtain enough data for data regression and model generation. Forty six simulations were used to generate a data set of unit cell CTE as a function of each of the six parameters mentioned above. The correlation coefficient, \( r \), which is a measure of the linear dependence between two variables,
of each of these variables and the unit cell CTE was computed in the following way:

$$r = \frac{1}{n-1} \sum_{i=1}^{n} \left( \frac{X_i - \bar{X}}{S_X} \right) \left( \frac{Y_i - \bar{Y}}{S_Y} \right).$$  \hspace{1cm} (3.8)

In Equation 3.8, $\bar{X}$ and $\bar{Y}$ are the sample and response means, and $S_X$ and $S_Y$ are the sample and response standard deviations, as defined in Equations 3.9 and 3.10 below:

$$\bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i,$$  \hspace{1cm} (3.9)

$$S_X = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})^2}. \hspace{1cm} (3.10)$$

The dataset used to compute the correlation coefficient is shown in Appendix A.2.

Table 3.2 shows the correlation of unit cell CTE with the six parameters. As expected, the strongest correlation is observed with the CTEs of the constituents. However, while theoretical work predicts that the unit cell thermal expansion depends equally on the CTE of the constituents, the sensitivity analysis shows a much stronger correlation on the CTE of the frame. This is likely attributed to the finite width of the frame which the theory does not take into account. Also strong correlation of the unit cell CTE is observed on the width of the frame. The Young’s moduli of the two materials and the contact area between them do not have a strong correlation with the CTE.

<table>
<thead>
<tr>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$f_{\text{width}}$</th>
<th>$A_{\text{contact}}$</th>
<th>$E_1$</th>
<th>$E_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.89</td>
<td>-0.33</td>
<td>0.29</td>
<td>0.04</td>
<td>0.03</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

Table 3.2 Correlation coefficient between unit cell CTE and design parameters.
Since $\alpha_1$, $\alpha_2$, and the frame width ($f_{\text{width}}$) are the most important parameters influencing the CTE of this metastructure, we conducted a series of full 3D FEM simulations to determine the effect of these variables on the CTE. Statistics programming language R [75] was used to produce a multivariate fit of the CTE on those three variables. The multivariate fit performed is a linear, least squares regression and results in an expression of the unit cell CTE as a linear function of the six parameters. Give a dataset of inputs $X$, and response variable $y$, the least squares regression takes the following form:

$$y = Xb + \varepsilon. \quad (3.11)$$

In Equation 3.11, $b$ is computed to minimize $\varepsilon$ and yield the coefficients linking the response variable to the input as follows:

$$b = (X^TX)^{-1}X^Ty. \quad (3.12)$$

Performing the least squares calculation on the dataset shown in Appendix A.2, yields the following regression for the unit CTE:

$$\alpha = -4.263 + 1.689 \alpha_1 - 0.646 \alpha_2 + 87.945 f_{\text{width}}. \quad (3.13)$$

In Equation 3.13, $\alpha_1$ and $\alpha_2$ are in ppm, $f_{\text{width}}$ is in $\mu$m/$\mu$m, and the output $\alpha$ is expressed in ppm/oC.

Figure 3.19 presents a comparison between the CTE predictions of Equation 2.7, Equation 3.13, the planar and 3D FEM models developed in this work, and the experimental results.
Equation 3.13 was designed for the range $2.3 \leq \alpha_2/\alpha_1 \leq 3.6$. However, Equation 2 performs well at the boundary $\alpha_2/\alpha_1 = 1$ for $\alpha_2 = \alpha_1 = 23.1$ (11% error) and $\alpha_2 = \alpha_1 = 8.6$ (22% error). As seen in Figure 3.19, Equation 3.13 agrees well with computational and experimental results in this work. Using Equation 3.13 we can thus engineer the CTE of my samples by varying three parameters: the CTEs of the constituents and the width of the frame. We can use the strong sensitivity of the frame’s width to make coarse adjustments to the unit cell CTE, while making finer adjustments through the CTE of the plate and frame. This enables the design of metastructures with a precisely specified CTE.

<table>
<thead>
<tr>
<th>Constituent 1</th>
<th>Kovar</th>
<th>Titanium</th>
<th>Nickel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constituent 2</td>
<td>Aluminum</td>
<td>Aluminum</td>
<td>Aluminum</td>
</tr>
<tr>
<td>CTE prediction (ppm/°C)</td>
<td>-3.63</td>
<td>1.12</td>
<td>8.35</td>
</tr>
</tbody>
</table>

Table 3.3 CTE of metastructures with different constituent materials

Table 3.3 shows the CTE of metastructures that can be achieved by using different metallic constituents and by tuning geometric parameters such as the frame width.
Metastructures with a wide range of CTE can be fabricated by using the approach described in this work. Even negative CTEs can be achieved if the ratio of CTEs of the constituents is high enough as in the case of the metastructure composed of Kovar ($\alpha=5.9$ ppm/$^\circ$C) [76] and Aluminum.

### 3.5 Summary

In this chapter, we have demonstrated experimentally the ability to create thin bi-material metastructures exhibiting CTE of 2.6 ppm/$^\circ$C, significantly lower than that of their constituents ($\alpha_1=8.6$ and $\alpha_2=23.1$ ppm/$^\circ$C). Using planar and 3D finite element analysis, in agreement with experiments, we showed the ability to achieve fine and coarse control of the CTE from -3.6 to 8.4 ppm/$^\circ$C by varying three key parameters ($\alpha_1$, $\alpha_2$, and the frame beam width). We developed a robust fabrication procedure for high aspect ratio thin metallic structures allowing us to easily attempt new designs and ultimately develop large structures of arbitrary CTE. This allows us to design and fabricate thin, thermally stable, high aspect ratio metastructures with tunable CTE. In later chapters, we adapt this concept to test large areas lattices and to scale down this design to thin film scales.
Chapter 4

TAILORING THE THERMAL EXPANSION OF HIGH ASPECT RATIO METASTRUCTURE ARRAYS

In this chapter, we demonstrate metastructure arrays that exhibit a specified CTE which can be tailored by selecting constituent materials with difference thermal properties. The objective is to achieve arrays with large area coverage that can exhibit low and negative CTE.

The ability to vary the CTE of an array by appropriately choosing its constituent materials is demonstrated experimentally and computationally. The metastructure arrays fabricated and tested consisted of 16 unit cells with an aspect ratio of ~570. We studied the thermal response of the arrays as a whole as well as within the array. We observed excellent experimental agreement with FEM modeling and measured the CTE to be -3.72 and 1.17 ppm/°C for arrays made of Kovar/Al and Ti/Al, respectively.

4.1 Experimental

The experimental study of these arrays involved characterizing their thermal response and leveraging the impact of different constituent materials to tailor the thermal response. Two kinds of metastructure arrays were fabricated and tested in order to demonstrate near-zero and negative CTEs. Samples were fabricated using lithographic patterning and chemical etching. We characterized the thermal response of the samples using DIC and an IR camera.
4.1.1 Sample Design and Fabrication

Arrays consisting of 16 (4x4) unit cells were designed for fabrication and testing (Figure 4.1a). The number of unit cells was chosen such that there would be sufficient area to test away from the boundaries of the unit cell to avoid potential boundary effects.

Figure 4.1 (a) Schematic diagram showing the geometrical characteristics of a lattice. (b) Image of a lattice fabricated out of Al and Ti constituents.

Previous work only studied lattices containing up to 10 unit cells and discussed the presence of boundary effects [23, 29]. Here, there exists four interior cells away from the boundary, allowing investigation of the lattice in all directions, in contrast to previous work [23].

Fabrication of the individual constituents was accomplished by photolithographic patterning and chemical etching of 125 μm thick sheet metal, as opposed to EDM which was used for the unit cells. Chemical etching proved more robust in maintaining part dimensions than EDM. Feature sizes in all chemically etched parts were within +/-25 μm, corresponding to ~3% variability for the frame beam width, the most dimensionally stringent feature. In many cases, the dimensional variability was related to undercutting, though this was not extensively studied.
Parts manufactured by EDM were also frequently damaged due to high temperatures on the part surface during machining. Chemical etching of the lattice constituents was performed in bulk by Photofabrication Engineering Inc [77]. This fabrication technique was essential in the successful development of arrays with engineered CTE. Analysis performed for single unit cells (Section 3.4) guided the material selection for the constituents of the arrays. Frame parts were made out of titanium and Kovar (a nickel-cobalt ferrous alloy related to Invar). All inner plates were made out of aluminum.

The constituent frames and plates were then joined by laser welding as in the unit cell. To prevent inconsistencies in the welds, tooling was designed to keep the parts in intimate contact during the process. Lack of intimate contact between the parts during welding was deemed to be the leading cause of weld inconsistency. Stress developed during laser-welding contributed to curvature in the initial configuration of the arrays, though the effect of the initial array shape was not extensively studied. Figure 4.1b shows an array successfully fabricated out of a titanium frame with aluminum inner plates. Successful arrays were also made with Kovar. The constraints in materials selection were weldability and lithographic patterning and etching.

4.1.2 Thermal Testing Methodology

The CTE of these arrays was computed by measuring displacements incurred as a result of temperature change. The experimental setup can be described by the schematic flow chart in Figure 4.2. Accurate measurement of displacements and temperature was critical.
The size of the arrays necessitated accurate full-field temperature knowledge. This could be achieved in two ways: (i) by ensuring uniform temperature across the sample, and thus only requiring temperature data at only a few points; or (ii) by accurate knowledge of the temperature across the sample. We assessed both options. Maintaining uniform temperature across the sample would require a
thermal chamber. However, use of a thermal chamber would result in a large working distance in the optics used for digital image correlation and negatively impact resolution (see section 4.1.3). Instead, we chose to allow variability in the temperature across the sample, provided that it could be accurately determined.

Accurate, full-field knowledge of the temperature across the sample was obtained with an infrared (IR) camera. Displacements were computed with DIC. Then, the CTE of the sample was computed by analyzing the displacement and temperature data. An aluminum plate on top of the hot plate was used to improve the uniformity of heating. The hot plate temperature was incrementally increased in 20-40 °C steps and the sample was let to equilibrate at each temperature for about 20 minutes. Then, samples were imaged simultaneously with two optical cameras for DIC (Figure 4.3a) and an IR camera (Figure 4.3b). DIC was used to measure the thermal displacements and the IR camera was used to measure the sample temperature.

Figure 4.3 (a) Speckle image of array composed of Kovar and aluminum during testing; (b) IR camera image indicating temperature across the sample during testing.
An IR camera works by detecting electromagnetic radiation in the infrared spectrum (between 0.75 and 100 μm), which bodies at temperatures above 0 K emit. The intensity of this radiation is a function of physical constants, the absolute temperature of the body, and the wavelength of the radiation and is given by Planck’s law [78]:

\[ W_{\lambda b} = \frac{2hc^2}{\lambda^5\left(e^{\frac{hc}{\lambda kT}} - 1\right)} \]  

Equation 4.1

In Equation 4.1, \( W_{\lambda b} \) is the spectral radiant emittance at wavelength \( \lambda \) of a blackbody at temperature \( T \), \( h \) is Planck’s constant \( (6.626 \times 10^{-34} \text{ J s}) \), \( c \) is the speed of light \( (2.998 \times 10^8 \text{ m/s}) \), and \( k \) is the Boltzmann constant \( (1.381 \times 10^{-23} \text{ J/K}) \). Equation 4.1 is plotted for various temperatures in Figure 4.4.

Figure 4.4 Planck’s law (Equation 4.1) plotted for various temperatures; the spectral radiance is a measure of the intensity of radiation.
As shown in Figure 4.4, a blackbody will emit IR wavelengths with different intensity. An IR camera, which works over a narrow wavelength range, is calibrated to detect intensity and convert it to a temperature reading. A complication arises because most objects do not actually behave like blackbodies. In fact most materials will emit less radiation than a blackbody. The ratio of the actual intensity emitted to the intensity predicted by Planck’s law under the blackbody assumption is called emissivity, ε. For an IR camera to accurately measure temperature the emissivity of the object should be high.

The IR camera used in this work, a FLIR SC6000, employs an indium antimonide (InSb) detector, sensitive at 3-5 μm [79]. The IR camera’s reading was verified with thermocouples between room temperature and 250 °C and was found accurate to within 0.4 °C. To achieve such accuracy it is necessary that the emissivity of objects imaged is high enough (ε > 0.9) so that the radiation from the sample is detectable against noise. The objects being imaged during thermal testing were the aluminum plate on top of the hot plate and the arrays composed of aluminum, titanium, and Kovar. The emissivity of these materials generally ranges from 0.04 to 0.2 [80], which is too low for accurate temperature reading. This was resolved however, by spray painting the objects with Krylon Flat Black 1502 (ε = 0.95) [81].

4.1.3 Accuracy of the Testing Methodology

Error in the measurement of the thermal response can arise from error in measuring the displacements and/or error in measuring temperature. Error (%) in displacement measurement, $u_{err}$, in a particular direction would linearly affect error (%) in measured CTE, $\alpha_{err}$, by the same amount: $\alpha_{err} = u_{err}$, for small displacements. Error in temperature measurement, $\Delta T_{err}$, however, would affect percent error in measured CTE according to: $\alpha_{err} = \frac{1}{1+\Delta T_{err}} - 1$. 
Figure 4.5 Combined effect on CTE error (%) due to measurement error in displacement and temperature.

Figure 4.5 shows the resultant error in CTE due to errors in temperature and displacement measurement, computed by multiplying the contributions of the individual errors. In the worst case scenario, 10% errors in displacements and temperature cause error in the CTE greater than 20%. However, actual displacement and temperature errors are considerably smaller. The thermal camera temperature accuracy was determined to be +/- 0.4 °C. A typical temperature step size used in determining the CTE was ~100 °C, which amounts to 0.4% error due to temperature. Error arising from displacements can be determined from the quality of the DIC correlation. Confidence intervals on the accuracy of the displacement are provided by VIC-3D. The displacement, mean, one standard deviation confidence margin is 730 nm. Error in displacement can be translated to error in CTE by computing the CTE resolution. CTE is computed across the length of a unit cell, 11.4 mm. Displacement error in a temperature step of 100 °C results in CTE error of 0.65 ppm/°C. Combining this with 0.4% error in temperature
measurement, we compute that the error in CTE over 100 °C is 0.66 ppm/°C. This error represents the effective resolution of the experimental setup used in this work.

4.1.4 Experimental Results

The CTE was computed by plotting strain vs. temperature for Kovar/Al and Ti/Al. arrays. Strain was computed by dividing the displacement of the segment of interest by its original length. To account for temperature differences between the two points of interest, displacements were scaled linearly by the temperature ratio of the points. Figure 4.6 shows the segments on an array over which the CTE was measured.

Figure 4.6 Array schematic showing segments used to measure the CTE of an array. Measurements were made across solid lines in order to determine the thermal behavior inside the array. Dotted lines indicate areas measured to determine the overall CTE.

Segments that were expected to exhibit low CTE based on the analysis in Chapter 3 were chosen for analysis. We took measurements at points both inside the array (shown as solid lines in Figure 4.6) and across the array (dotted lines in Figure 4.6). Even though the thermal behavior of the metastructure is defined by the expansion at its extremities, information inside the array is necessary to understand
the overall thermal response. In some cases, the region of engineered CTE was shifted slightly from the true centroids of the plate constituents. In these cases, we measured the CTE between the true centroids as well as the nearby regions which exhibited the desired behavior (see section 4.3 for more detail).

A linear fit (for details see section 3.4) of the strain vs. temperature was taken to compute the CTE. Scaling displacements by using temperature data generally resulted in significantly improved linear correlation between strain and temperature when compared with using an average homogeneous temperature. The correlation coefficient was improved from an average of 0.83 to 0.96 for a set of Kovar/Al array results. Correcting for the temperature distribution across the sample also resulted in an average 10% improvement in measured CTE. Figure 4.7 shows exemplary strain vs. temperature data for (a) Kovar/Al and (b) Ti/Al arrays. The negative slope (-4.5 ppm/°C) of the linear fit in the Kovar/Al indicates contraction during heating. The CTE results are summarized in Table 4.1.
Figure 4.7 Strain (ppm) against temperature (°C) data for (a) Kovar/Al array and (b) Ti/Al array along points on a sample. The points represent experimental measurements and the lines indicate linear fits of the data. The slope of the lines corresponds to the CTE. Points on the frame nodes were used for the Kovar/Al array and points on the low CTE plate nodes were used for the Ti/Al array.
Table 4.1. CTE of arrays as experimentally measured across the entire array, between adjacent nodes on the frame constituent, and between adjacent nodes on the plate constituent. Reported errors are either one measurement standard deviation or the measurement accuracy as determined in section 4.1.3, whichever is higher.

<table>
<thead>
<tr>
<th>CTE (ppm/°C)</th>
<th>Kovar/Al</th>
<th>Ti/Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire array (frame nodes)</td>
<td>-4.91 +/- 1.50</td>
<td>0.95 +/- 0.98</td>
</tr>
<tr>
<td>Entire array (plate centroids)</td>
<td>-2.52 +/- 0.52</td>
<td>3.78 +/- 0.83</td>
</tr>
<tr>
<td>Entire array (actual plate nodes)</td>
<td>-</td>
<td>-1.21 +/- 0.57</td>
</tr>
<tr>
<td><strong>Entire array (average)</strong></td>
<td><strong>-3.72 +/- 1.01</strong></td>
<td><strong>1.17 +/- 0.87</strong></td>
</tr>
<tr>
<td>Adjacent frame nodes</td>
<td>-4.50 +/- 1.79</td>
<td>1.72 +/- 2.35</td>
</tr>
<tr>
<td>Adjacent plate (centroids)</td>
<td>-2.69 +/- 1.64</td>
<td>3.11 +/- 2.19</td>
</tr>
<tr>
<td>Adjacent plate (actual nodes)</td>
<td>-</td>
<td>-0.50 +/- 2.02</td>
</tr>
<tr>
<td><strong>Adjacent cell (average)</strong></td>
<td><strong>-3.60 +/- 1.72</strong></td>
<td><strong>1.44 +/- 2.19</strong></td>
</tr>
</tbody>
</table>

4.2 Computational

An FEM model was developed to simulate the experiments performed on the arrays and gain further understanding of their thermal response. The objective was to simulate the experiment performed on the arrays as accurately as possible and use the FEM model to explain observed phenomena.

4.2.1 FEM Model of Arrays

The FEM problem formulation was similar to the one described in section 3.2.1. However, nonlinear FEM was necessary as global out-of-place displacements exceeded 25% of the array thickness. Nonlinear FEM solves the problem iteratively, beginning with a deformed configuration obtained from the previous step. The experiment was simulated by changing the temperature of the array in 20 °C increments from 20 to 220 °C. Half the array was simulated by taking advantage of symmetry and a fully converged mesh was used. The model contained 185,204
C3D10 elements with 382,392 nodes. The material properties used in the model are shown in Table 4.2.

<table>
<thead>
<tr>
<th></th>
<th>Al</th>
<th>Ti</th>
<th>Kovar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic Modulus (GPa)</td>
<td>70</td>
<td>116</td>
<td>159</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>0.35</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>CTE (ppm/oC)</td>
<td>23.1</td>
<td>8.6</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Table 4.2 Properties of materials used in array FEM model

4.2.2 FEM Results

The FEM model showed agreement with experimental results. The thermal deformation mechanics of the arrays can be visualized by plotting the 2D displacements (Figure 4.8).

Figure 4.8 In-plane displacement magnitude for Ti/Al metastructure under a thermal load of 125°C (a) as measured experimentally by DIC; and (b) as computed by FEM. The dashed line indicates the axis of symmetry that was used in the FEM model to increase computational efficiency. Blue areas indicate regions of zero displacement and low overall thermal expansion between those regions. Experimental (a) and computational (b) results agree very well both in the magnitude and spatial variation of the displacements across the sample.
Figure 4.8 shows good agreement in thermal deformation between the (a) experimentally tested and (b) simulated Ti/Al array. As seen by the blue regions in Figure 4.8b, each unit cell exhibits a region of zero displacement and thus, zero CTE. The maximum displacement (shown in red) occurs at regions symmetrically opposite to the regions of minimal displacement. As experimentally observed (Figure 4.8a), the FEM simulation predicts an eccentricity to the location of the zero displacement regions (Figure 4.8b). In an ideal zero CTE array, the zero CTE region would occur at precisely the center of each unit cell. However, in realistic, nonzero-CTE arrays, there exists a region of zero displacement within each unit cell, though it is not located at the center. This region distinguishes positive CTE and negative CTE areas. Figure 4.9 shows how the CTE of an array varies based on distance from the center of the unit cell. The Kovar/Al array, which on average exhibits negative CTE, contains regions of positive CTE and similarly the Ti/Al array contains regions of negative CTE. The thermal deformation mechanics between the two arrays are similar except for a shift in the CTE.

The thermal strain between different points on the array was computed in order to further study the thermal response. As in the experiments, points in frame nodes and plate centroids were chosen. Figure 4.10 shows the strain against change in temperature for the Kovar/Al (a) and Ti/Al (b) arrays. For the adjacent frame nodes, two nodes on the frame in the middle unit cells of the array were chosen. In computing the entire array CTE the two unit cells at the top edge of the array were chosen. The nonlinear out-of-plane deformation introduces dependence in the CTE as a function of temperature. Thus the thermal strain curves are nonlinear. In Figure 4.10, the thermal strain curves are all concave down; increasing out-of-plane displacements results in lower CTE. This phenomenon is consistent with what is discussed in Chapter 3. The nonlinearity is more significant in the arrays than in the unit cells due to the higher aspect ratio of the arrays (discussed in Chapter 3).
Figure 4.9 CTE between two unit cells in Ti/Al and Kovar/Al arrays as a function of radial distance from the center of the unit cell, as computed by FEM. The CTE is computed by measuring the strain between a point on one unit cell and the reflectively symmetric point on a unit cell two cells away and dividing by the temperature difference (80 °C).
Figure 4.10 Strain against change in temperature for the Kovar/Al (a) and Ti/Al (b) arrays, as predicted by FEM. Dotted lines indicate linear fits to the data. The CTE, \(\alpha\), is computed by the slope of the linear fit.

Out-of-plane deformation also results in CTE dependency on the distance between the measured points. Since unconstrained thermal loading causes the arrays to undergo flexure (with theoretically constant curvature), the points at the extremities of the array will experience the highest out-of-plane displacement. Thus the CTE will be minimum between those points. This is evident in Figure 4.10; the CTE is lowest between the frame nodes of the entire array. The concavity of thermal strain results in increasing spatial dependence of the CTE as the temperature differences increase. The average CTE over the whole 200 °C
temperature difference range, \( \alpha \), is computed by taking the slope of the linear fit of the strain-temperature data (Figure 4.10). Even though the curves are nonlinear, the linear fit is computed to maintain consistency with the definition of CTE. The CTE of the Kovar/Al array is negative and that of the Ti/Al array is near zero, as designed. To compare directly with experimental results the CTE is calculated at the same points as in experiments by computing a linear fit up to 140 °C (for plots see Appendix A.3). The results of the CTEs as computed by FEM are shown in Table 4.3. Since the CTE within the array is not constant, multiple points are chosen for the calculation, similarly with experimental procedure.

<table>
<thead>
<tr>
<th>CTE (ppm/oC)</th>
<th>Kovar/Al</th>
<th>Ti/Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire array (frame nodes)</td>
<td>-8.25 +/- 1.90</td>
<td>-0.44 +/- 1.18</td>
</tr>
<tr>
<td>Entire array (plate centroids)</td>
<td>-3.34 +/- 1.20</td>
<td>1.62 +/- 0.70</td>
</tr>
<tr>
<td><strong>Entire array (average)</strong></td>
<td><strong>-5.80 +/- 1.55</strong></td>
<td><strong>0.61 +/- 0.94</strong></td>
</tr>
<tr>
<td>Adjacent frame nodes</td>
<td>-4.42 +/- 0.53</td>
<td>0.72 +/- 0.23</td>
</tr>
<tr>
<td>Adjacent plate (centroids)</td>
<td>-2.44 +/- 0.67</td>
<td>2.20 +/- 0.73</td>
</tr>
<tr>
<td>Adjacent cell (average)</td>
<td>-3.43 +/- 0.60</td>
<td>1.46 +/- 0.48</td>
</tr>
</tbody>
</table>

Table 4.3 CTE of arrays as computed by FEM between the entire array, between adjacent nodes on the frame constituent, and between adjacent nodes on the plate constituent. Since the CTE is not constant within the array, one standard deviation of the CTE between the points used to determine the CTE is also shown.

Figure 4.11 compares the experimental and FEM CTE results. Good agreement is observed in between the FEM and experiments. In all cases, computational and experimental results are within error. The predictive model developed in Chapter 3 (Equation 3.13) shows excellent agreement with experimental results.
Figure 4.11 CTE of the Ti/Al and Kovar/Al arrays measured within and across the sample experimentally and computationally with FEM. The prediction of the model developed in Chapter 3, is also shown. The arrays perform as designed, with the Ti/Al array exhibiting near-zero CTE and the Kovar/Al array exhibiting negative CTE.

The FEM tends to predict lower CTE than experimentally observed when measuring across the sample. This can be attributed to the nonlinear of out-of-plane thermal deformation at the edges. Experimentally, out-of-plane deformation causes the sample to not be in contact with the hot plate, thus decreasing the sample temperature and ultimately out-of-plane deformation at the edges. In the FEM simulations, however, a uniform temperature distribution is applied on the model, regardless of out-of-plane deformation. As the deformation becomes nonlinear, the methodology used to account for a temperature distribution across the sample becomes less accurate, because it assumes linear displacements.
The stresses induced by thermal loading were determined to be within the Von Mises yield criterion for temperatures up to at least 150 °C (Appendix A. 3.5). Stress concentrations occur near the weld areas, while the inner plate region exhibits significantly lower stress.

4.3 Discussion

4.3.1 Comparison with Previous Work

The unique thermal properties of the arrays developed here can be seen in Figure 4.12 which compares the CTE of the metastructures with that of their constituents. Arrays developed and studied in this work exhibit CTE outside the bounds of their constituents. We demonstrate, for the first time, the experimental realization of a Kovar/Al metastructure array, which exhibits negative CTE (~ -3.6 ppm/°C), even though composed of positive-CTE constituents. The Ti/Al array exhibits near-zero CTE (~ 1.4 ppm/°C), similar to the one in [23].
Figure 4.12 The CTE of metastructure arrays developed in this work compared with the CTE of their constituent materials and arrays developed in literature. The Ti/Al array developed here exhibits similar CTE to the one demonstrated in [23] with six times higher aspect ratio. The measured CTEs of Al and Ti agree well with literature [68]. The CTE of Kovar was reported in [76]. This work presents the first time a Kovar/Al array has been experimentally realized and shown to exhibit negative CTE.

The arrays that we studied are the first experimental instantiations of thin foil scale (125 μm thick constituents) arrays with 16 unit cells. Thinner and laterally larger structures solely of Ti and Al constituents have been incrementally developed in previous work; however, the most recent development prior to this work studied 3 mm thick of nine unit cells [22, 23, 29]. Improved fabrication techniques have been essential to extending previous work to higher aspect ratios. Previous work used laser-cutting and press-fitting techniques described by Wadley et al. [82]. However, these methods were replaced in this work by photolithographic patterning and laser-welding, which are more effective in smaller scales. Also essential to the implementation of higher aspect ratio metastructures has been the study of out-of-
plane effects. As the bending stiffness decreases due to lower thickness, the out-of-plane deformation increases and the effect on thermal response becomes more significant.

4.3.2 Future Work

The design, fabrication, and testing approach used in this chapter can be easily adapted to develop and characterize metastructures of even smaller size scales with a wide range of CTE. Photolithographic fabrication can be easily used in smaller scales, while the resolution of DIC can be improved by decreasing the speckle pattern size and by using higher magnification optics. Of course, there are also limitations to this approach. The out-of-plane deformation induced by the metastructure design could produce undesired effects in applications where low out-of-plane CTE is critical. Additionally, the variability of the CTE within an array leads to potentially undesirable inhomogeneity. Finally, the laser-welding technique can limit further decreasing of the size scale of the metastructure.

In future work, it will be important to assess the possibility of limiting out-of-plane deformation. One way that this could be accomplished would be by balancing the metastructure with symmetrical layers, similarly to composite laminates. It is also important to further study and identify all causes of inhomogeneity of thermal deformation within an array. This can be partly accomplished by removing potential sources of fabrication variability, primarily arising during the alignment phase. Tooling similar that is used in microfabrication could be developed to ensure precise alignment. Metastructures developed in this work could be applied in the future as thermally stable substrates, attached potentially by laser-welding.
4.4 Summary

We designed, fabricated, and thermally characterized low and negative CTE, thin (125 μm), high aspect ratio (~570) Ti/Al and Kovar/Al metastructure arrays in good agreement with FEM results. Principles developed in Chapter 3 enabled me to design metastructure arrays by predicting the CTE of metastructures with different constituents and appropriately considering out-of-plane deformations and structural design effects. To fabricate these metastructure arrays, we used photolithographic patterning and laser-welding. These techniques enabled precise and repeatable feature control in the desired size scale. We used DIC and an IR camera to obtain full-field measurement of displacements and temperature of the sample during testing. The IR camera allowed me to accurately correct for temperature differences across the sample during testing, while achieving submicron resolution with DIC. The full-field temperature and displacement information enabled direct comparison with FEM and led to understanding of the thermal deformation within an array.
Chapter 5

CHARACTERIZATION OF THIN FILM
METASTRUCTURE ARRAY CONSTITUENTS

Since the overall thermal and mechanical properties of the bimetallic lattice depend on the properties of its constituents, we characterized as-deposited Al and Ti by SEM inspection, nanoindentation, XRD, and by measuring the wafer curvature and applying Stoney’s equation [83]. The films were found to exhibit nanograined microstructure with [1 1 1] preferential orientation (i.e., texturing). The elastic moduli of the Al and Ti thin films were found to be 78.5 and 135.3 GPa, slightly higher than the bulk values of 70 and 116 GPa. This discrepancy was attributed to the film texturing. Wafer curvature measurement showed that the as-deposited Al film exhibited compressive residual stress (~50 MPa) while the Ti film exhibited tensile residual stress (~200 MPa). The Al film compressive stress, which could cause buckling during wafer lift-off, was mitigated by annealing.

5.1 Deposition of Al and Ti Films

First, Al and Ti films were deposited on Silicon wafers using electron-beam (E-beam) evaporation. Electron-beam evaporation is a process wherein a target material is heated by an E-beam in high or ultra-high vacuum (< 7x10^{-6} Torr). The E-beam vaporizes the target material which is then deposited on the substrate. Uniform deposition is highly dependent on the quality of the vacuum, which influences the mean free path of the vapor particles. The vapor particle mean free path, \( l \), is given by:
\[ l = \frac{k_B T}{\sqrt{2\pi d^2 p}}, \quad (5.1) \]

where \( k_B \) is the Boltzmann constant, \( T \) is the temperature, \( d \) is the diameter of the gas particle diameter, and \( p \) is the pressure. In a typical evaporation process at \( 5 \times 10^{-7} \) Torr and \( 30 \text{ – } 100 \) °C, the mean free path of the vapor particles is of the order of kilometers. In our process the evaporation rate was set to 2.0 A/s. This relatively high evaporation rate was necessary to deposit 1 μm thick films within tool usage time constraints. The high evaporation rate caused inconsistencies during the deposition of Ti, which requires a more powerful E-beam than Al, due to its higher melting point. The target thickness was 1 μm, though the actual thickness of the deposited films ranged from 0.9 μm – 1.2 μm. The thickness was measured by profilometer and cross-sectional SEM observation. We attribute deviation from the target thickness to error accumulation in the rate measurement during the deposition process due to the relatively thick films that we deposited.

5.2 Grain Size of Deposited Al and Ti Films through SEM Observation

Following film deposition, we inspected the films’ grain structure with SEM (Figure 5.1). We observed nanograin structure in both metals. By using the intercept procedure \([84]\) we measured the average grain size to be 80 nm for Al and 92 nm for Ti. Grain size can impact material properties such as yield strength. Grain size is known to inversely influence yield stress through the Hall-Petch \([85, 86]\) relationship:

\[ \sigma_y = \sigma_o + k_y \sqrt{d}, \quad (5.2) \]

where \( \sigma_y \) is the material yield stress, \( \sigma_o \) and \( k_y \) are material constants and \( d \) is the average grain diameter. Equation 5.2 is accurate for grain sizes larger than 1 μm.
and roughly accurate for grain sizes between 30 nm and 1 μm; for grains smaller than 30 nm an inverse Hall-Petch behavior is observed [87]. The yield strength of nanograined Al and Ti films has been shown to range from 300 to 600 MPa and 650 to 800 MPa, respectively [88-90]. Inverse dependence of grain size has also been observed for the CTE of nickel and copper thin films [91]. However, little work exists in literature on the dependence of CTE and Young’s modulus on grain size for Al and Ti films. It has been shown that the CTE of nanograined Al films can range from 32 ppm/°C to 23 ppm/°C as a function of thin film thickness [92-94]. The Young’s modulus of nanograined Al and Ti thin films has been shown to range from 60 to 90 GPa and 90 to 110 GPa, respectively [90, 95, 96].

Figure 5.1 SEM image of grains in (a) Al and (b) Ti as-deposited thin films. Magnification is 300,000 for both images. Al (a) was imaged with a 19.5 kV E-beam, while Ti (b) was imaged with a 2 kV E-beam.
5.3 Elastic Modulus of Al and Ti Films through Nanoindentation

To characterize the mechanical properties of the as-deposited Al and Ti thin films we performed nanoindentation experiments.

5.3.1 Fundamentals of Nanoindentation

Nanoindentation is an experimental technique in which an indenter tip penetrates a material while the applied load and displacement are being recorded; mechanical properties can then be extracted from the load-displacement data. The type of indenter tip has been shown to significantly influence the accuracy of the measurement of mechanical properties, with the Berkovich tip, a three-sided pyramidal shape, yielding good results [97]. The Young’s modulus of a material is related to the slope of the initial portion of the unloading portion of the load-displacement curve:

$$\frac{dP}{dh} = \frac{2}{\sqrt{\pi}} E_r \sqrt{A}. \quad (5.3)$$

In Equation 5.3, \(\frac{dP}{dh}\) denotes the slope of the unloading curve (\(P\) is the load, \(h\) the penetration depth), \(A\) is the projected contact area, and \(E_r\) is the sample’s reduced elastic modulus. The contact area, \(A\), can be shown to follow the following relation:

$$A = f(h_{\text{max}} - h_s), \quad (5.4)$$

where \(h_{\text{max}}\) is the maximum penetration depth, \(f\) is a function determined empirically through experimental calibration, and \(h_s\) is given by:

$$h_s = \epsilon \frac{P_{\text{max}}}{\frac{dP}{dh}}, \quad (5.5)$$
where $\varepsilon$ is a geometric constant dependent on the indenter tip shape. It is shown that $\varepsilon = 0.75$ is a good approximation for a Berkovich tip [98].

The reduced elastic modulus, $E_r$, is related to the sample elastic modulus, $E$, by:

$$\frac{1}{E_r} = \frac{1-\nu^2}{E} + \frac{1-\nu_i^2}{E_i},$$

(5.6)

where $E_i$ and $\nu_i$ are the elastic modulus and Poisson’s ratio of the indenter tip, respectively. Thus, the sample’s elastic modulus can be computed with knowledge of the load-displacement curve and a calibrated nanoindentation system by using Equations 5.3 – 5.6.

### 5.3.2 Measurement of Thin Film Elastic Modulus

We used an MTS Nanoindenter G200 system to conduct the indentation experiments on as-deposited Al and Ti thin films, 1 μm thick. A diamond Berkovich indenter tip was used. It was assumed to behave elastically, with $E_i = 1140$ GPa and $\nu = 0.07$. The maximum penetration depth for each sample was 100 nm, i.e., 10% of the film thickness. It has been shown that the maximum indentation depth should be less than 10% of the film thickness to avoid substrate effects in measurement [99]. Between 10 and 20 spots, 1 mm apart, are indented in each sample. The penetration happens at a strain rate of 0.025 s$^{-1}$. The nanoindenter system automatically adjusts to account for indenter movement due to thermal drift. Load-displacement curves for exemplary nanoindentation experiments on Al and Ti films are shown in Figures 5.2a and 5.2b, respectively.
Table 5.1 summarizes the findings of the nanoindentation measurements. We performed a total of 55 indentations on three Al films and 30 indentations on three Ti films. The elastic modulus for the Al films is measured within the range of what is reported in literature and within 13% of the commonly used value of 70 GPa [68]. The elastic modulus of Ti exhibits higher variability than Al, as measured by the standard deviation. This is attributed to inconsistencies experienced during deposition of the Ti films, as mentioned above. Deposition parameters have been shown to influence mechanical properties [96]. Furthermore, we measured a relatively high elastic modulus for the Ti films as compared to the range reported in literature, though still within 17% of commonly used 116 GPa [68]. The consistently relatively high measurement of the elastic modulus in the Al and Ti films, over a statistically significant sample, leads us to believe that the error is of systematic nature. To test the system calibration we performed nanoindentation with the same settings on a 2 mm thick piece of Al 6061 sheet and measured the elastic modulus to be 71.6 GPa (2.4% error from 70 GPa). This result significantly decreases the probability that the systematic error is due to poor calibration of the nanoindentation system. Instead, it points to either the presence of a substrate
effect, which has been shown to be present at even 10% penetration depth [95, 99], or truly altered mechanical properties. A possible explanation could be preferential orientation of the films in a direction of higher stiffness. Regardless of whether the observed increase in elastic modulus is an artifact or a physical result, elastic modulus has been shown in Chapter 3 to not significantly influence the CTE of bi-material metastructures.

<table>
<thead>
<tr>
<th>Elastic modulus (GPa)</th>
<th>Measured</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Titanium (1 μm thick)</td>
<td>135.3 +/- 23.3</td>
<td>90 - 116 [68, 90, 96]</td>
</tr>
<tr>
<td>Aluminum (1 μm thick)</td>
<td>78.5 +/- 9.4</td>
<td>60 - 90 [68, 95, 96]</td>
</tr>
<tr>
<td>Al 6061 (2 mm thick)</td>
<td>71.6 +/- 19.3</td>
<td>70 [68]</td>
</tr>
</tbody>
</table>

Table 5.1 Mean elastic modulus of as-deposited thin films measured by nanoindentation. 55 indentations were performed on three Al films and 30 indentations on three Ti films. Variability indicates one standard deviation.

5.4 Lattice Structure of Al and Ti Films through X-ray Diffraction

To further characterize the microstructure of the Al and Ti films we conducted XRD measurements.

5.4.1 Fundamentals of XRD

XRD is a technique for extracting information about the atomic structure of a material by shining an X-ray beam (of wavelength $\lambda$) at a series of angles, $\theta$, and recording the intensity of the beam scattered by the material’s atomic structure. Depending on the material’s interatomic spacing, $d$, intensity peaks will be observed for specific angles. Interatomic spacing can thus be computed from Bragg’s law [100]:
2\sin(\theta) = n\lambda. \hspace{1cm} (5.7)

From Bragg’s law we would expect that there would be discreet angles of high intensity. However, in a typical XRD experiment, a finite width peak is observed in the diffraction curve. There are two factors that contribute to the peak widening: (i) imperfections (slight misalignments, calibration, etc...) in the XRD instrument and testing conditions and (ii) physics from the sample itself. By accurately deconvoluting the effect of instrument and test conditions from sample-intrinsic reasons for peak broadening, we can use peak broadening to gain information about the sample. The instrument and testing conditions effect can be determined by measuring the peak width of a very large grain size standard sample. The sample causes peak broadening for three reasons: (i) finite crystallite size; (ii) presence of microstrain; and (iii) temperature effects. The finite crystallite size contributes to peak broadening because incident X-rays at angles close to the theoretically infinitely narrow peaks produce incomplete destructive interference due to differences in in spacing between atomic planes [100]. The width of the diffraction curve, \( B \), is related to the crystallite thickness, \( t \), by Scherrer’s formula:

\[
t = \frac{K\lambda}{B\cos(\theta)}, \hspace{1cm} (5.8)
\]

where \( K \) is a factor related to the shape of the crystallite, commonly taking the value 0.9 [100]. Equation 5.7 is accurate for crystal sizes up to 1000 nm; when the crystal is larger than 1000 nm, the peak broadening due to crystallite size is so slight that it cannot be deconvoluted from the other sources.

Uniform crystal lattice strain does not cause peak broadening but rather peak shift, according to 5.7. However, non-uniform strain results in multiple shifts of the peak which in turn appears as peak broadening. The strain can be calculated from by differentiating 5.7 with respect to \( d \).
\[ b = -2 \frac{\Delta d}{d} \tan(\theta), \]  

(5.9)

where \( b \) is the broadening due to fractional variation in the Bragg plane spacing. This value of strain corresponds to the sum of the maximum principal strains and is usually divided by two to obtain the maximum tensile/compressive strain, assuming that the two are equal in magnitude [100].

Atomic oscillations around their mean position in a crystal are a function of temperature and the elastic constants of the crystal. Theoretically, such thermal vibration causes an increase in peak width. However, temperature factors have been experimentally shown to not be a big contributor to peak broadening until temperatures near the melting point and can usually be safely ignored [100].

5.4.2 XRD Measurements

We performed XRD measurements on Al and Ti films in order to compute the crystallite size and effective internal strain. We also performed XRD measurements on a polycrystalline Si powder standard sample to deconvolute the effect of instrument and testing parameters. A PANalytical X’Pert Pro X-ray powder diffractometer was used to perform the measurements. The diffractometer uses a Copper anode which emits X-rays at a wavelength of 0.15406 nm. The anode voltage was set to 45 kV. The full spectrum of angles (30° – 90°) was measured with quick scans (less than 30 minutes) and the peaks at ~38° were observed to be the strongest. Consequently they were imaged by scanning between 35° and 41°. The angular step size was 0.001° and each step was held for 2 seconds. The total XRD measurement time was 3.5 hours and it was performed at ambient temperature. Figure 5.3 shows the XRD peaks of the imaged (a) Al and (b) Ti thin film samples.
Figure 5.3 Intensity vs. $2\theta$ in a typical XRD measurement for (a) Al and (b) Ti thin films. A broader peak is observed on the Ti sample.

The relative intensity of the $\sim 38^\circ$ peaks compared to the other peaks indicated that the films had a [1 1 1] texturing. X’Pert HighScore software was used to deconvolute the effects of internal lattice strain, crystallite size, and instrument and testing setup on peak broadening. Table 5.2 summarizes the computed strain, stress, and crystallite size for our samples.

<table>
<thead>
<tr>
<th>Crystal size (nm)</th>
<th>Orientation</th>
<th>Strain (%)</th>
<th>Stress (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Titanium</td>
<td>22</td>
<td>[1 1 1]</td>
<td>+/- 0.496</td>
</tr>
<tr>
<td>Aluminum</td>
<td>39</td>
<td>[1 1 1]</td>
<td>+/- 0.294</td>
</tr>
</tbody>
</table>

Table 5.2 Lattice properties of Ti and Al thin films determined by XRD measurements. XRD predicts the sum of absolute values of the maximum and minimum principal strains.

The texturing observed in the Aluminum and Titanium could explain the increased elastic modulus measured by indentation. If we consider purely [1 1 1] oriented Al and Ti films in uniaxial tension, their elastic moduli would be 106.75 GPa and
162.4 GPa respectively [68]. The nanoindentation measurements of 78.5 and 135.3 GPa for the elastic moduli of A and Ti fall between the bulk values (70 and 116 GPa) and those for purely [1 1 1] oriented crystals (106.75 and 162.4 GPa), indicating that texturing could be the cause of the observed increased elastic moduli.

The crystal sizes of 22 and 39 nm for Ti and Al is consistent with the SEM observed grain sizes of 92 and 80 nm, corresponding to 2-4 crystallites per grain. The measured internal stress in the Al and Ti films could create challenges during fabrication of the lattice, particularly with out-of-plane buckling. Since XRD cannot determine the exact value of strains/stresses, but rather the sum of absolute values of principal strains, it is important to measure internal strains/stresses directly.

5.5 Internal Stress of Al and Ti Films through Wafer Curvature and Effect of Annealing

A direct way to measure internal stresses in a thin film of thickness $h_f$ on a substrate of thickness $h_s$ is by measuring the resulting curvature, $κ$, and relating it to stress through Stoney’s formula [83]:

$$σ_f = \frac{E_s h_s^3 κ}{6h_f(1-ν_s)} \quad (5.10)$$

In Equation 5.10, subscripts $f$ and $s$ denote the film and substrate, while $E$ and $ν$ are the elastic modulus and Poisson’s ratio respectively. Equation 5.10 assumes film and substrate thickness uniformity, infinitesimal strains, linear elasticity, isotropic film stresses and no out-of-plane stresses, equibiaxial curvature, and spatially constant stresses across the system [101]. To satisfy the last assumption it is important to measure the global curvature of the system. We used a Tencor
FLX-2320 Thin Film Stress Measurement system, which uses laser interferometry to measure the wafer curvature. The wafer curvature is measured before and after deposition and the stress is calculated with Equation 5.10. To assess the effect of thickness on residual stress we measured films of various thicknesses.

Figure 5.4 The effect of annealing on residual stress of Ti and Al thin films as a function of film thickness. Film stress is independent of thickness but becomes more tensile after annealing.

We measured compressive stress (~50 MPa) for the Al films and tensile stress (~200 MPa) for the Ti films. The compressive stress of the Al film could cause buckling during lift-off from the wafer. To mitigate the compressive stress we annealed the Al films at 200 °C for 2 hours in a nitrogen/hydrogen environment. After annealing, we measured tensile film stress (~200 MPa). The effect of annealing on residual film stress as a function of film thickness is summarized in Figure 5.4. Annealing results in more tensile stress in both Al and Ti samples. In Ti samples, growth of a TiN layer was observed by energy-dispersive X-ray spectroscopy and SEM observation (Appendix A.4). X-ray diffraction imaging after annealing showed
unchanged [1 1 1] texture and revealed the commonly observed peak doublet resulting from annealing [100] (Appendix A.4). While compressive stress could cause buckling during wafer lift-off, tensile stress does not significantly affect the fabrication of a low-CTE thin film array. As a result the Al films needed to be annealed prior to substrate lift-off. However, Ti annealing should be avoided to prevent the nitride layer growth.

5.6 Summary

As-deposited and annealed Al and Ti thin films were characterized by SEM, nanoindentation, XRD, and wafer curvature measurements. The results of this characterization are summarized in Table 5.3. The films were nanograinized (< 100 nm grains) and exhibited [1 1 1] texture. The texture contributed to the increased elastic modulus measured by nanoindentation. Annealing increased tensile stress in all films and residual stress was found to be independent of film thickness.

<table>
<thead>
<tr>
<th></th>
<th>Aluminum</th>
<th>Titanium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grain size (nm)</td>
<td>SEM</td>
<td>As deposited</td>
</tr>
<tr>
<td>Crystal size (nm)</td>
<td>XRD</td>
<td>80</td>
</tr>
<tr>
<td>Modulus (GPa)</td>
<td>Nanoindentation</td>
<td>22</td>
</tr>
<tr>
<td>Orientation</td>
<td>XRD</td>
<td>[1 1 1]</td>
</tr>
<tr>
<td>Stress (MPa)</td>
<td>Wafer curvature</td>
<td>-50</td>
</tr>
</tbody>
</table>

Table 5.3 Summary of characterization of Al and Ti thin films. The thin films were used as constituent materials of the Ti/Al low-CTE metastructure.
Chapter 6

LOW THERMAL EXPANSION THIN FILM METASTRUCTURE ARRAYS

In this chapter we present the fabrication, characterization, and demonstration of the unique thermal properties of \~1 \textmu m thick bi-metallic thin films [102-104]. These thin film metastructures can lead to the development of low-cost, adaptive structures that operate in extreme thermal environments, such as reflective layers for space telescopes. Micro-electro-mechanical-system (MEMS) devices and packaging, and even flexible electronics may also benefit from this 2D, low-CTE bi-material array film, which could be used as buffer layers to minimize thermal fatigue and failure caused by CTE mismatch.

The design of these films is based on principles developed in Chapter 4 by using 3D finite element simulations while taking into account microfabrication

---

1 This work was performed in collaboration with Dr. Namiko Yamamoto, Dr. Risaku Toda, and Dr. Victor White. E.E.G. conducted early fabrication attempts. N.Y., led sample fabrication with technical support from R.T. and V.W. E.E.G. ran and analyzed the simulations. N.Y. performed the experiments and analysis. N.Y. prepared the manuscript.
limitations. The films consist of a periodic array of Al hexagonal plates attached to a Ti frame. We successfully fabricated these discontinuous structured films by a unique combination of conventional micro-fabrication process steps, and measured their CTE to be $-0.6$ ppm/°C using 3D DIC. Fabrication was accomplished by conventional microfabrication techniques such as photolithography, etching, lift-off, and metal deposition [105].

6.1 Fabrication of Free-Standing Thin Film Low-CTE Metastructure Arrays

We fabricated a free-standing 1 μm thin film low CTE metastructure using a combination of metal deposition, photolithography, metal lift-off, and dry etching. Figure 6.1a shows the target design of the thin film metastructure, while the fabricated and lifted-off structure is shown in Figure 6.1b.

The fabrication procedure can be broadly categorized in two steps: (i) fabricating the metastructure array on a substrate (steps 1-6 in Figure 6.2); and (ii) lifting off the array from the substrate (steps 7-9 in Figure 6.2).
Figure 6.1 (a) Design of thin film low-CTE thin film metastructure. (b) SEM image of fabricated low-CTE metastructure after lift-off.
Figure 6.2 Process flow for fabrication of free-standing low-CTE thin film metastructure.

6.1.1 Fabrication of Low-CTE Thin Film Metastructure Arrays on a Substrate

The first fabrication step in the fabrication process is to thermally grow SiO$_2$ on an SOI wafer. An SOI (Silicon on Insulator) wafer contains a top layer of Si, an in-between layer of SiO$_2$ and a bottom layer of Si. SOI wafers are preferred to Si
wafers because the SiO₂ layer can be used as etch-stop in the substrate lift-off phase. SiO₂ is grown in a “wet” oxidation process characterized by the reaction Si + 2H₂O → SiO₂ + 2H₂. The substrate is left in a water vapor (1000 °C) chamber for 15 hours. The resulting SiO₂ layer is ~2 μm thick. The SiO₂ is then patterned such that it consists of a ring on the backside of the wafer. The patterning is done by spin coating photoresist (AZ 5214E) on the SiO₂ on backside of the wafer, developing the photoresist, and etching away the SiO₂ in the unprotected areas with buffered oxide etch (BHF, 5:1 buffered HF) for about 1 hour. The SiO₂ ring is used as an etch mask in the substrate lift-off steps to maintain a substrate ring around the thin film metastructure for structural support.

Once the SiO₂ layer has been removed from the top surface of the wafer, a photolithography step is used to enable patterning of the Al layer via metal lift-off. It is important that Al is deposited first, so that it can be annealed without also annealing the Ti layer. For the lithography step AZ 5214E image reversal photoresist is spun onto wafer, exposed, and developed. Image reversal photoresists can behave like positive or negative photoresists depending on post-exposure treatment. Specifically for AZ 5214E, post-bake at 120 °C and a 10 s flood exposure after regular exposure will enable negative photoresist behavior. Negative photoresists exhibit negative wall profile, which is better suited for metal lift-off processes, such as the one we use here. After the wafer is patterned with photoresist, a nominally 1 μm thick Al film is deposited by E-beam evaporation. Then the wafer is placed in acetone, which is used to remove all photoresist. Metal deposited on top of the photoresist is removed (“lifted-off”) and the desired Al pattern is left on the substrate. The Al film is then annealed at 200 °C. The patterned Ti film is then deposited on the substrate in the same way as the Al. Before the photoresist is exposed, the Ti mask is aligned to the Al patterned film. We ensure that the alignment step is good enough that there are always regions of overlap between the Al and Ti films in areas where the parts are joined.
After the Ti film is deposited, a photoresist speckle pattern is added for DIC testing. This is done by photolithography as described above. Photoresist speckles are \( \sim 5 \) μm in diameter.

### 6.1.2 Substrate Lift-off of Low-CTE Thin Film Metastructure Arrays

We tried methods such as gold or photoresist sacrificial layers and etching the substrate itself to achieve a free-standing film. Etching the substrate was the most successful method. Gold sacrificial layers did not work because the etchant could not penetrate between the metastructure and the substrate to remove the sacrificial layer (this problem can be modeled as Stokes flow). Photoresist sacrificial layers were not successful because the photoresist swelled when stripped, causing cracking in the film during lift-off.

We etched the substrate in three steps: (i) fast etching of the wafer’s Si backside; (ii) etching of the SiO\(_2\) “etch-stop” layer; and (iii) slow etching of the remaining Si layer behind the Ti/Al metastructure film.

The first step was achieved with deep reactive-ion etching (DRIE). Ion bombardment is the primary etching mechanism, resulting in anisotropic etch profiles. An SPTS Technologies system running the Bosch process was used. The Bosch process consists of two alternating steps, each lasting a few seconds: (i) an isotropic plasma etchant (SF\(_6\)) bombards the substrate vertically; (ii) an inert passivation layer (C\(_4\)F\(_8\)) is deposited. The alternating etching/passivation process results in a series of small isotropic etches, which result in an overall anisotropic etch profile. DRIE was used until the SiO\(_2\) was encountered. The SiO\(_2\) layer was necessary in order to stop the aggressive DRIE etching early enough to not damage the Ti/Al films. The DRIE process lasted \( \sim 2 \) hours to etch 200 μm of Si.
The SiO$_2$ layer was then removed with reactive-ion etching (RIE). Contrary to DRIE, RIE is a chemical etching process, wherein an ion plasma chemically reacts with the surface and etches it isotropically. RIE is a slower process than DRIE and was used to remove the bulk of the SiO$_2$ layer in a controlled fashion. The RIE process was performed at 10 mTorr with CHF$_3$ and O$_2$ flowing at 40 and 2 sccm, respectively; the electric field was created at 400 W. It took about 14 minutes to etch a ~1 μm SiO$_2$ layer.

The final step was removal of the Si layer behind the Ti/Al film with XeF$_2$ etching. XeF$_2$ isotropically etches Si through the reaction $2\text{XeF}_2 \rightarrow 2\text{Xe} + \text{SiF}_4$. XeF$_2$ is released in 60 s pulses and sequentially etches the substrate. This method was used as the final etching step because it would not significantly etch the Ti/Al film, though relatively slow etching of Ti was observed.

6.1.3 Free-standing Ti/Al Thin Film Metastructure Fabrication
Summary and Discussion

Free-standing Ti/Al thin film metastructure arrays were successfully fabricated using a combination of conventional microfabrication techniques. Figure 6.3a shows a schematic broadly describing the fabrication method and Figure 6.3b shows an SEM image of the free-standing array. A circular 10 unit cell diameter thin film array was successfully released for the first time. The array’s flatness was measured by optical interferometry to be within 200 nm, except for the areas where the Ti and Al films overlapped (Appendix A.4).
There are significant challenges in fabricating free-standing thin film arrays as compared to sheet metal structures, such as internal stresses, film fragility due to low thickness, and substrate release challenges. However, microfabrication also has advantages compared to the fabrication processes discussed in previous chapters. First, welding is avoided since the two metals alloy at their interface during deposition. Secondly, alignment between the two parts can be performed much more accurately and precisely thanks to the presence of microfabrication tools specifically for this purpose. Thirdly, by the nature of microfabrication, which is geared toward high aspect ratio 2D structures, a large number of unit cells can be fabricated in one step, compared to aligning and welding each part in the macroscale process. By leveraging these advantages of microfabrication it is possible to scale the procedure developed in this work to develop large thin film metastructure arrays at low cost.

Figure 6.3 (a) Schematic showing fabrication process of free-standing Ti/Al thin film array. (b) SEM image (top view) of free-standing Ti/Al thin film array. A circular 10 unit cell diameter area was released from the substrate.
6.2 Thermal Expansion of Thin Film Ti/Al Metastructure

We measured the CTE of the free-standing Ti/Al metastructure arrays by applying heat and measuring the displacements with DIC. The testing concept is similar to the one used in Chapter 4, though the size scale of the samples necessitated high magnification cameras for the DIC system. We also modeled the thermal deformation of the samples using FEM. Experimentally we measured the CTE to be -0.6 ppm/°C. The FEM model predicted 1.1 ppm/°C.

6.2.1 Experimental Setup

The experimental setup used to measure the CTE consisted of a stereo microscope attached to a heating stage and a thermocouple for temperature measurement (Figure 6.4). The 2D bi-metallic array samples were prepared with photoresist speckle patterns of ~4 μm. The samples were heated from room temperature to ~185 °C, and magnified images were recorded from two angles through a stereo microscope. The stereo microscope has a ~800 μm field of view and an in-plane spatial resolution of ~5-10 nm. The displacement noise was evaluated by taking multiple stationary images of a sample. Noise was less than ~2 nm (in-plane), compared to the expected displacement range of 5 - 15 nm.
Figure 6.4 3D digital image correlation with a stereomicroscope to map small thermal displacement: (center) schematic of the set-up; (right bottom) a sample prepared with photoresist speckle pattern; (right top) 2D images of a sample taken from two different angles; and (left) 3D image constructed with DIC to show the out-of-plane displacement.

Figure 6.5 Experimental measurement of Si wafer CTE as a function of temperature. As expected, variability in the CTE measurement decreases when the CTE is computed at temperatures greater than 45 °C.
CTEs were calculated by computing the strain between two points and dividing by the temperature difference. Data points were taken at scattered locations across the sample surface, at six set temperatures (room temperature, \(~45 \, ^\circ C\), \(~80 \, ^\circ C\), \(~115 \, ^\circ C\), \(~150 \, ^\circ C\), \(~185 \, ^\circ C\)).

The accuracy of this measurement technique was evaluated using a Si wafer prepared with the same speckle pattern. Based on 65 data points, the CTE of the Si wafer was calculated to be 1.8 ppm/\(^\circ C\) (median), \(~31\%\) lower than the literature CTE value of [1 0 0] Si (2.6 ppm/\(^\circ C\)). To assess the quality of the CTE measurement we plotted the calculated CTE as a function of temperature (Figure 6.5). As shown in 5.3.1.2, variability in the CTE is highest at low temperatures (\(~45 \, ^\circ C\)). At small \(\Delta T\), the thermal displacement is very small (\(~2 \, nm\)), and cannot be properly distinguished from noise (\(~2 \, nm\)). When the data points taken at \(~45 \, ^\circ C\) are eliminated, scattering significantly decreased, and the new Si CTE was computed to be 3.3 ppm/\(^\circ C\).

6.2.2 CTE of the Thin Film Ti/Al Metastructure Array

The CTE of the Ti/Al metastructure array was measured across 250 low-CTE nodes (Ti frame connection nodes, and centers of Al plates) scattered points on the sample by computing the strain and dividing by the temperature difference for five temperature sets up to \(~185 \, ^\circ C\).

We also simulated the thermal deformation of the thin film metastructure with a 4.5 unit cell diameter, symmetric FEM model. The Si substrate ring was modeled as a displacement boundary condition. The displacement magnitude was computed based on the CTE of Si and temperature difference applied. Out-of-plane displacement was set zero at the boundary. The direction was radially outward. The validity of this boundary condition hinges on the assumption that the response
of the thin film at the boundary is dominated by the substrate. The substrate is more than 100 times thicker than the film, supporting the assumption.

<table>
<thead>
<tr>
<th>CTE (ppm/°C)</th>
<th>Al</th>
<th>Ti</th>
<th>Ti/Al array</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature [68]</td>
<td>23.1</td>
<td>8.6</td>
<td>1.19</td>
</tr>
</tbody>
</table>

Table 6.1 Experimental measurements and computational predictions of the Ti/Al thin film metastructure array. The Ti/Al array exhibits slightly negative CTE, significantly lower than its constituents.

Figure 6.6 Measured Ti/Al metastructure array CTE compared with reference and simulated values. Circles show median values, the box shows the 25/75th percentile and the line shows extreme values.

The experimental measurements and computational predictions of the Ti/Al thin film metastructure CTEs are summarized in Table 6.1 and shown in Figure 6.6. The measured value (-0.6 ppm/°C) of the 2D bi-metallic lattice is comparable to,
but slightly lower than the FEM predicted CTE value (1.19 ppm/°C). We attribute this discrepancy to the following two factors: (i) differences between the experimental sample set-up and the simulation; and (ii) error and uncertainty in measurement technique. One main difference between the model and experiments is the lap joint at the Al and Ti interface. As a product of the deposition process, the Al and Ti films lie in the same plane, except at the joint. However, the FEM models the two parts in different planes. Another main difference between the experimental setup and the FEM model is the uniformity of temperature across the sample. While temperature variation is modeled as completely uniform, it is possible that this is not the case experimentally. A third difference between the FEM model and experiments is that the FEM model does not contain internal stresses which are present in the fabricated structure. Regarding measurement uncertainty, the experimental technique was shown to accurately measure the CTE of Si to within 0.7 ppm/°C, but with high variance. The CTE modeled with FEM is within the 25/75th percentile of experimental measurements.

The FEM model predicts increasing CTE radially outward from the center of the metastructure array as the simulated Si boundary gets closer. This effect is also seen experimentally. Out-of-plane deformation measured experimentally with 3D DIC was ~1 μm, while the FEM model predicted ~2-4 μm out-of-plane deformation. One reason that the out-of-plane deformation observed experimentally is lower than the FEM’s prediction is the lap joint interface. Experimentally, the two materials are in the same plane (except at the interface), whereas in the FEM model they are in different planes, which would increase out-of-plane deformation. Nonetheless, the experiments and FEM results (Appendix A.5) agree within experimental error.
6.3 Summary

We successfully developed, for the first time, a thin film metastructure designed to have low CTE with a large application temperature range. We used FEM simulations to develop the metastructure and the experimentally measured response in agreement with the FEM prediction. We developed a scalable microfabrication procedure to reliably fabricate this discontinuous thin film array. We controlled the film residual stress by annealing and the film was released from the substrate by etching the substrate with DRIE, RIE, and XeF₂. We experimentally confirmed low effective CTE ($-0.6 \text{ ppm/°C}$) for this metastructure array.

This flexible, low-cost, low-weight metastructure can be applied in areas such as fine-precision devices in thermally harsh environments and MEMS devices requiring thermal buffer layers. Beyond the current sample, material selection and lattice design can be tailored to suit the application temperature range and the aimed CTE range as in Chapter 4 for macroscale structures.
Chapter 7

CONCLUSION

In this thesis, we develop and understand the mechanics of thin foil and thin film metastructures that exhibit low and negative CTE. We experimentally demonstrate that the thermal behavior of these metastructures agrees with computational predictions and that desired thermal response can be achieved through appropriate design.

In Chapter 3, we studied the thermal response of thin foil Ti/Al metastructure unit cells. We demonstrated experimentally bi-material metastructures exhibiting CTE of 2.6 ppm/°C, significantly lower than that of their constituents. We developed a 3D FEM model to accurately predict the thermal response of these metastructures. We computationally showed fine and coarse control of the CTE from -3.6 to 8.4 ppm/°C by varying three key design parameters ($\alpha_1$, $\alpha_2$, and the frame beam width). We developed a robust fabrication procedure for high aspect ratio metastructures enabling new designs and geared toward ultimately developing large structures of arbitrary CTE.

In Chapter 4, we designed, fabricated, and thermally characterized low and negative CTE, high aspect ratio (~570) Ti/Al and Kovar/Al metastructure arrays in good agreement with FEM results. We used photolithographic patterning and laser-welding to fabricate these metastructures. These techniques enabled precise and repeatable feature control in the desired size scale. We developed a robust experimental setup using DIC and an IR camera to obtain full-field measurement of displacements and temperature during testing. The full-field temperature and
displacement information enabled direct comparison with FEM which led to further understanding of the inhomogeneous thermal deformation within an array.

In Chapter 5, we characterized Ti and Al thin films as potential constituents of a thin film low-CTE metastructure. We used SEM, nanoindentation, XRD, and wafer curvature measurements to determine the lattice structure and mechanical properties of as-deposited and annealed Al and Ti thin films. We used this information to inform the design and fabrication of thin film low-CTE metastructures.

In Chapter 6, we discuss the development of a thin film Ti/Al metastructure array designed to have low CTE. FEM simulations were used to design the metastructure; the experimental response is shown to be in agreement with computational predictions. We discuss the development of a scalable microfabrication procedure to reliably fabricate high aspect ratio, thin film metastructure arrays. The films were released from the substrate by etching the substrate with DRIE, RIE, and XeF₂. Low effective CTE for this metastructure array was experimentally confirmed (−0.6 ppm/°C).

The discovery and characterization of metastructures with engineered CTE will aid in applications where thermal strains may cause failure or decreased performance, such as aerospace, solar energy, and semiconductor applications. In particular, the size scale of the metastructures developed in this work enables application in MEMS, solar cells, biomedical devices, and thermally stable optics. Additionally, the ideas explored can be applied in the future to develop more complex metastructures, such as anisotropic CTE by design in three dimensions. The principles developed in this work can be applied to engineer properties of metastructures beyond CTE.
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APPENDIX

A.1 Metastructure Design

Figure A.1.1. Engineering drawings of the Ti frame (left) and Al plate (right) for a Ti/Al low CTE metastructure

A.2 Sensitivity Analysis Dataset

<table>
<thead>
<tr>
<th>$\alpha_1$ (ppm/°C)</th>
<th>$\alpha_2$ (ppm/°C)</th>
<th>$f_{\text{width}}$ (mm)</th>
<th>$A_{\text{contact}}$ (µm)</th>
<th>$E_1$ (GPa)</th>
<th>$E_2$ (GPa)</th>
<th>CTE (1/°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>0.915</td>
<td>200</td>
<td>116</td>
<td>70</td>
<td>6.05E-07</td>
</tr>
<tr>
<td>9.6</td>
<td>23.1</td>
<td>0.815</td>
<td>200</td>
<td>116</td>
<td>70</td>
<td>1.64E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>22.1</td>
<td>0.915</td>
<td>300</td>
<td>126</td>
<td>60</td>
<td>-1.47E-07</td>
</tr>
<tr>
<td>9.6</td>
<td>24.1</td>
<td>0.715</td>
<td>300</td>
<td>126</td>
<td>80</td>
<td>6.83E-07</td>
</tr>
<tr>
<td>9.6</td>
<td>24.1</td>
<td>0.715</td>
<td>300</td>
<td>106</td>
<td>60</td>
<td>7.26E-07</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>0.815</td>
<td>100</td>
<td>116</td>
<td>70</td>
<td>3.35E-08</td>
</tr>
<tr>
<td>7.6</td>
<td>22.1</td>
<td>0.915</td>
<td>300</td>
<td>106</td>
<td>80</td>
<td>-4.40E-07</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>0.815</td>
<td>200</td>
<td>116</td>
<td>60</td>
<td>1.46E-07</td>
</tr>
<tr>
<td>9.6</td>
<td>24.1</td>
<td>0.915</td>
<td>300</td>
<td>126</td>
<td>60</td>
<td>1.84E-06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>9.6</td>
<td>22.1</td>
<td>0.915</td>
<td>300</td>
<td>126</td>
<td>80</td>
<td>2.74E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>24.1</td>
<td>0.915</td>
<td>100</td>
<td>106</td>
<td>80</td>
<td>-1.66E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>24.1</td>
<td>0.715</td>
<td>300</td>
<td>126</td>
<td>60</td>
<td>-2.38E-06</td>
</tr>
<tr>
<td>9.6</td>
<td>22.1</td>
<td>0.915</td>
<td>100</td>
<td>106</td>
<td>80</td>
<td>2.59E-06</td>
</tr>
<tr>
<td>9.6</td>
<td>24.1</td>
<td>0.715</td>
<td>100</td>
<td>126</td>
<td>60</td>
<td>6.42E-07</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>0.815</td>
<td>200</td>
<td>116</td>
<td>80</td>
<td>-1.38E-08</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>0.815</td>
<td>300</td>
<td>116</td>
<td>70</td>
<td>1.65E-07</td>
</tr>
<tr>
<td>7.6</td>
<td>24.1</td>
<td>0.715</td>
<td>100</td>
<td>126</td>
<td>70</td>
<td>-2.76E-07</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>0.815</td>
<td>200</td>
<td>126</td>
<td>70</td>
<td>1.03E-07</td>
</tr>
<tr>
<td>8.6</td>
<td>24.1</td>
<td>0.815</td>
<td>200</td>
<td>116</td>
<td>70</td>
<td>-5.34E-07</td>
</tr>
<tr>
<td>7.6</td>
<td>22.1</td>
<td>0.715</td>
<td>300</td>
<td>126</td>
<td>80</td>
<td>-1.29E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>22.1</td>
<td>0.715</td>
<td>100</td>
<td>126</td>
<td>60</td>
<td>-1.36E-06</td>
</tr>
<tr>
<td>9.6</td>
<td>24.1</td>
<td>0.915</td>
<td>100</td>
<td>106</td>
<td>60</td>
<td>1.67E-06</td>
</tr>
<tr>
<td>9.6</td>
<td>22.1</td>
<td>0.715</td>
<td>100</td>
<td>106</td>
<td>60</td>
<td>1.81E-06</td>
</tr>
<tr>
<td>9.6</td>
<td>22.1</td>
<td>0.915</td>
<td>300</td>
<td>106</td>
<td>60</td>
<td>2.80E-06</td>
</tr>
<tr>
<td>9.6</td>
<td>22.1</td>
<td>0.715</td>
<td>100</td>
<td>126</td>
<td>80</td>
<td>1.76E-06</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>0.815</td>
<td>200</td>
<td>106</td>
<td>70</td>
<td>8.95E-09</td>
</tr>
<tr>
<td>9.6</td>
<td>22.1</td>
<td>0.715</td>
<td>300</td>
<td>126</td>
<td>60</td>
<td>2.00E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>22.1</td>
<td>0.715</td>
<td>100</td>
<td>106</td>
<td>80</td>
<td>-1.57E-06</td>
</tr>
<tr>
<td>9.6</td>
<td>24.1</td>
<td>0.915</td>
<td>300</td>
<td>106</td>
<td>80</td>
<td>1.55E-06</td>
</tr>
<tr>
<td>9.6</td>
<td>24.1</td>
<td>0.915</td>
<td>100</td>
<td>126</td>
<td>80</td>
<td>1.58E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>22.1</td>
<td>0.915</td>
<td>100</td>
<td>106</td>
<td>60</td>
<td>-3.33E-07</td>
</tr>
<tr>
<td>9.6</td>
<td>24.1</td>
<td>0.715</td>
<td>100</td>
<td>106</td>
<td>80</td>
<td>4.33E-07</td>
</tr>
<tr>
<td>7.6</td>
<td>23.1</td>
<td>0.815</td>
<td>200</td>
<td>116</td>
<td>70</td>
<td>-1.53E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>24.1</td>
<td>0.715</td>
<td>300</td>
<td>106</td>
<td>80</td>
<td>-2.57E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>22.1</td>
<td>0.715</td>
<td>300</td>
<td>106</td>
<td>60</td>
<td>-1.25E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>24.1</td>
<td>0.915</td>
<td>100</td>
<td>126</td>
<td>60</td>
<td>-1.26E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>24.1</td>
<td>0.915</td>
<td>300</td>
<td>106</td>
<td>60</td>
<td>-1.35E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>24.1</td>
<td>0.715</td>
<td>100</td>
<td>106</td>
<td>60</td>
<td>-2.70E-06</td>
</tr>
<tr>
<td>9.6</td>
<td>22.1</td>
<td>0.915</td>
<td>100</td>
<td>126</td>
<td>60</td>
<td>2.89E-06</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>0.815</td>
<td>200</td>
<td>116</td>
<td>70</td>
<td>5.56E-08</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>0.815</td>
<td>200</td>
<td>116</td>
<td>70</td>
<td>5.56E-08</td>
</tr>
<tr>
<td>8.6</td>
<td>22.1</td>
<td>0.815</td>
<td>200</td>
<td>116</td>
<td>70</td>
<td>6.45E-07</td>
</tr>
<tr>
<td>9.6</td>
<td>22.1</td>
<td>0.715</td>
<td>300</td>
<td>106</td>
<td>80</td>
<td>1.85E-06</td>
</tr>
<tr>
<td>7.6</td>
<td>24.1</td>
<td>0.915</td>
<td>300</td>
<td>126</td>
<td>80</td>
<td>-1.44E-06</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>0.715</td>
<td>200</td>
<td>116</td>
<td>70</td>
<td>-3.09E-07</td>
</tr>
<tr>
<td>7.6</td>
<td>22.1</td>
<td>0.915</td>
<td>100</td>
<td>126</td>
<td>80</td>
<td>-4.21E-07</td>
</tr>
</tbody>
</table>
### A.3 Metastructure Array FEM Results

<table>
<thead>
<tr>
<th>$\alpha_1$ (ppm/°C)</th>
<th>$\alpha_2$ (ppm/°C)</th>
<th>$f_{\text{width}}$ (µm)</th>
<th>Normalized $f_{\text{width}}$ (µm/µm)</th>
<th>CTE (ppm/°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>27</td>
<td>814</td>
<td>6.56E-02</td>
<td>1.29</td>
</tr>
<tr>
<td>10</td>
<td>26</td>
<td>814</td>
<td>6.56E-02</td>
<td>1.81</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>814</td>
<td>6.56E-02</td>
<td>2.33</td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>814</td>
<td>6.56E-02</td>
<td>2.85</td>
</tr>
<tr>
<td>10</td>
<td>27</td>
<td>1366</td>
<td>1.10E-01</td>
<td>4.51</td>
</tr>
<tr>
<td>10</td>
<td>27</td>
<td>674</td>
<td>5.44E-02</td>
<td>0.22</td>
</tr>
<tr>
<td>10</td>
<td>27</td>
<td>476</td>
<td>3.84E-02</td>
<td>-1.79</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>814</td>
<td>6.56E-02</td>
<td>1.19</td>
</tr>
<tr>
<td>8.6</td>
<td>23.1</td>
<td>476</td>
<td>3.84E-02</td>
<td>-1.45</td>
</tr>
<tr>
<td>7.6</td>
<td>23.1</td>
<td>814</td>
<td>6.56E-02</td>
<td>-0.33</td>
</tr>
<tr>
<td>7.6</td>
<td>23.1</td>
<td>476</td>
<td>3.84E-02</td>
<td>-3.14</td>
</tr>
</tbody>
</table>

Figure A.3.1 Strain vs temperature calculated by FEM at adjacent frame nodes for a Kovar/Al metastructure
Figure A.3.2 Strain vs temperature calculated by FEM at adjacent plate centroids for a Kovar/Al metastructure

Figure A.3.3 Strain vs temperature calculated by FEM at adjacent frame nodes for a Ti/Al metastructure
Figure A.3.4 Strain vs temperature calculated by FEM at adjacent plate centroids for a Ti/Al metastructure.

Figure A.3.5 FEM prediction of Von Mises stress developed in metastructure as a result of thermal loading at 150 °C.
A.4 Thin Film Characterization

Figure A.4.1 EDX spectrum of Aluminum thin film after annealing.

Figure A.4.2 EDX spectrum of Titanium thin film after annealing.
Figure A.4.3 SEM image of Al (left) and Ti (right) thin film after annealing.

Figure A.4.4 XRD spectrum of Al (left) and Ti (right) thin films after annealing
Figure A.4.5 Optical interferometry image of fabricated thin film Ti/Al metastructure array

A.5 Thin Film Metastructure Array FEM
Figure A.5.1 FEM prediction of thin film Ti/Al metastructure array thermal deformation at 116 °C. The CTE computed between various points is shown on the right.

A’A: CTE = 1.073 ppm/°C
AB: CTE = 1.145 ppm/°C
BC: CTE = 1.347 ppm/°C
CD: CTE = 1.540 ppm/°C
EF: CTE = 1.339 ppm/°C
FG: CTE = 1.551 ppm/°C
GH: CTE = 1.736 ppm/°C
HI: CTE = 1.498 ppm/°C
E: total deflection = 4.003 μm
  local deflection = 205. nm
F: total deflection = 3.787 μm
  local deflection = 195. nm
G: total deflection = 3.147 μm
  local deflection = 171. nm
H: total deflection = 2.135 μm
  local deflection = 160. nm

Global deflection = 3.798 μm