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Abstract 

Two of the most important questions in mantle dynamics are investigated in three 

separate studies: the influence of phase transitions (studies 1 and 2), and the influence of 

temperature-dependent viscosity (study 3). 

(1) Numerical modeling of mantle convection in a three-dimensional spherical shell 

incorporating the two major mantle phase transitions reveals an inherently three­

dimensional flow pattern characterized by accumulation of cold downwellings above the 

670 Ian discontinuity, and cylindrical 'avalanches' of upper mantle material into the lower 

mantle. The exothermic phase transition at 400 Ian depth reduces the degree of layering. A 

region of strongly-depressed temperature occurs at the base of the mantle. The temperature 

field is strongly modulated by this partial layering, both locally and in globally-averaged 

diagnostics. Flow penetration is strongly wavelength-dependent, with easy penetration at 

long wavelengths but strong inhibition at short wavelengths. The amplitude of the geoid is 

not significantly affected. 

(2) Using a simple criterion for the deflection of an upwelling or downwelling by an 

endothermic phase transition, the scaling of the critical phase buoyancy parameter with the 

important lengthscales is obtained. The derived trends match those observed in numerical 

simulations, i.e., deflection is enhanced by (a) shorter wavelengths, (b) narrower 

up/downwellings (c) internal heating and (d) narrower phase loops. 

(3) A systematic investigation into the effects of temperature-dependent viscosity on 

mantle convection has been performed in three-dimensional Cartesian geometry, with a 

factor of 1000-2500 viscosity variation, and Rayleigh numbers of 10S-107. Enormous 

differences in model behavior are found, depending on the details of rheology, heating 

mode, compressibility and boundary conditions. Stress-free boundaries, compressibility, 

and temperature-dependent viscosity all favor long-wavelength flows, even in internally-
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heated cases. However, small cells are obtained with some parameter combinations. 

Downwelling plumes and upwelling sheets are possible when viscosity is dependent solely 

on temperature. Viscous dissipation becomes important with temperature-dependent 

viscosity. 

The sensitivity of mantle flow and structure to these various complexities illustrates 

the importance of performing mantle convection calculations with rheological and 

thermodynamic properties matching as closely as possible those of the Earth. 
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Chapter 1 

General introduction 

The aim of this chapter is to set this thesis in a broad context, describing the 

developments in various fields of geophysics that have motivated this present work, the 

important constraints, and a historical overview of previous work. More specific 

introductory material is given in each chapter; the aim here is to provide a broader 

perspective, rather than simply repeating that material. 

Paradigm 

Convection of the solid mantle of the Earth by slow viscous creep is now accepted as 

the driving mechanism of plate tectonics, and the unifying concept in solid Earth 

geophysics. Mantle convection provides a framework which links together the major 

disciplines, such as seismology, mineral physics, geochemistry, tectonics, and geology, 

and thus, a thorough understanding of this process is essential to understand the dynamics, 

structure and evolution of the Earth, and other terrestrial planets. Much progress has been 
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made using laboratory experiments and numerical simulations; however, due to the 

complexity of material properties and the interactions between various effects, some of the 

most fundamental, first-order questions are not satisfactorily resolved, and remain the 

subject of intense debate. The most important such question is whether the mantle convects 

as two or more layers, or whether the flow extends throughout the entire mantle. Another is 

the influence of variations in viscosity, a property which is known to vary enormously over 

the range of conditions experienced in the mantle, and is thus expected to exert a huge 

influence on the flow. Recent advances in supercomputer technology, and in particular the 

appearance of massively-parallel supercomputers, have allowed the mantle convective 

process to be simulated in three dimensions with unprecedented realism and complexity. 

This thesis reports such simulations which address the fundamental questions of whether 

the phase transition at 660 km depth can enforce layered convection, and the influence of 

temperature-dependent viscosity. 

Conception 

Although mantle convection was proposed over a century ago [Fisher, 1881] and 

again over six decades ago as a mechanism for transporting heat from the Earth [Holmes, 

1931; Pekeris, 1935] or for causing continental drift [Wegener, 1929], it was not until a 

number of advances in the 1960s, leading to the theory of plate tectonics, that these ideas 

became widely accepted. The chief lines of evidence for plate tectonics were (1) symmetric 

paleomagnetic lineations on the ocean floor [Vine and Mathews, 1963; Hertzler et al. , 

1966], supporting the idea of sea floor spreading [Hess, 1962; Dietz, 1961], (2) 

paleomagnetic evidence for continental drift and the good 'fit' of continents [Runcorn, 

1956; Irving, 1956; Bullard et al., 1965], (3) seismic 'Benioff zones' mapping the 

position of subducted oceanic plates [Benioff, 1954; Plafker, 1965; Stauder and Bollinger, 

1966; Isaaks and Molnar, 1971], with the associated gravity profiles [Talwani, 1961] 
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suggesting deep extension of the dipping lithosphere [McKenzie, 1969a; Minear and 

Toksoz, 1970], (4) the discovery of transform faults [Wilson, 1965], the fmal component 

of plate boundaries, and (5) the global distribution of seismicity clearly marking plate 

boundaries [Isaacs et al., 1968] with earthquake mechanisms along mid-ocean ridge 

transform faults indicating seafloor spreading [Sykes, 1967]. 

These lines of evidence led to a theory of 'plate tectonics' [McKenzie and Parker, 

1967; Morgan, 1968; Le Pichon, 1968] with the oceanic plates forming the upper boundary 

layer [Turcotte and Oxburgh, 1967] of a convective system by which the Earth loses its 

heat [Holmes, 1931; Tozer, 1967; Schubert et al., 1969]. Continents were envisioned as 

compositionally more buoyant material which do not subduct [lsaaks et al., 1968; 

McKenzie, 1969b]. Further discussions and references may be found in various review 

papers [Turcotte and Oxburgh, 1972; Richter, 1978a; Schubert, 1979; Hager and Gumis, 

1987]. 

Observation 

A successful theory of mantle convection must satisfy a large variety of observational 

and physical constraints, arising from fields such as seismology, geochemistry, mineral 

physics, plate tectonic models and reconstructions, and gravitational measurements. These 

constraints are now outlined. 

Basic pattern 

A successful model must reproduce the basic surface pattern of mantle convection, 

with linear subduction zones and spreading centers, continents, and relatively fixed 'hot 

spots'. Some of the observations demand a quantitative explanation, for example, the heat 

flow, bathymetry and gravity signal of cooling oceanic plates, observations which can be 
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fit fairly well with a simple half-space cooling model [e.g., Turcotte and Oxburgh, 1967; 

McKenzie and Sclater, 1968; McKenzie et al. , 1974; Parsons and Sclater, 1977; Jarvis and 

Peltier, 1982]. 

Seismology 

Seismology is the most important tool for probing the Earth's interior and provides 

an invaluable role in constraining the structure and dynamics of the Earth's mantle. For the 

purposes of this present work, there are three main types of constraint 

(1) Information about radial structure, which often takes the form of spherically­

averaged models. It was this type of observation that allowed the first order structure of the 

Earth to be mapped out Birch [1952] used seismic velocity profiles to obtain his 

conclusion that there are large changes in structure through the transition zone. Indeed, 

seismic techniques are still being used to refine our understanding of the major 

discontinuities in this region [e.g., Benz and Vidale , 1993], as discussed later on. From 

seismically-derived models of spherically-averaged properties, for example PREM 

[Dziewonski and Anderson, 1981], combined with mineral physics data, the composition 

of different regions in the mantle can be inferred [e.g., Anderson, 1967, 1970; Burdick and 

Anderson, 1975; Anderson and Bass, 1984; Bina and Wood, 1987; Weidner, 1987; Duffy 

and Anderson, 1989; Ita and Stixrude, 1992], although the uncertainties in such inferences 

are currently quite large. 

(2) Global information about lateral heterogeneity in seismic velocity, giving long­

wavelength (typically longer than about 4000 km) constraints on mantle structure, in 

particular, three-dimensional seismic tomographic models [Dziewonski, 1984; Nataf et al., 

1986; Woodhouse and Dziewonski, 1987, 1989; Hager and Clayton, 1989; Tanimoto, 

1990b; Inoue et al., 1990; Zhang and Tanimoto, 1991, 1992, 1993; Su et al., 1992b; 

Masters et al., 1992; Pulliam et al., 1993; Vasco et al. , 1993; Li and Romanowicz, 1994]. 
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Although individual convective features cannot be imaged at these wavelengths, these 

models provide important information. One of the chief fmdings of these is that the 

heterogeneity in the mantle is strongly dominated by very long wavelengths [Nakanishi and 

Anderson, 1983; Tanimoto, 1990a,b; Su and Dziewonski, 1991, 1992], unlike simple 

numerical convection models, which display a broader spectrum [Jarvis and Peltier, 1986, 

1989]. Obtaining this long-wavelength heterogeneity is an important challenge for the 

numerical community. The higher resolution of these models give information about the 

depth to which structures extend beneath hotspots and mid-ocean ridges [Zhang and 

Tanimoto, 1991, 1992, 1993] although there is some debate over these issues [Suet al., 

1992a]. Global tomographic datasets can also be used in a statistical manner, for example, 

in correlation with past subduction histories [e.g., Richards and Engebretson, 1992; 

Scrivner and Anderson, 1992], or other surface observables [Ray and Anderson, 1993]; 

and in conjunction with mineral physics, for calculation of mantle temperature anomalies 

[Hager et al., 1985; Cadek et al., 1994], or for comparison with datasets from numerical 

convection models [e.g., Jordan et al., 1993]. Other global information includes mapping 

of topography on the 660 k:m discontinuity [Shearer and Masters, 1992]. 

(3) Information about local or regional structure, which gives direct information 

about the individual small features that are dynamically important in convection at the high 

Rayleigh number thought to be appropriate for the Earth's mantle. This class of study 

includes local one-dimensional models, which, for example, can give information about 

structures in D" [e.g., lAy and Heimberger, 1983a,b; Young and lAy, 1990; Garnero et 

al., 1993; Nataf and Houard, 1993], as well as regional [e.g., Grand, 1987] and local 

tomographic images. Particularly important for this thesis are the local tomographic studies 

of slabs [Zhou and Anderson, 1989; Zhou and Clayton, 1990; van der Hilst et al., 1991; 

Fukao et al., 1992], which indicate that in many areas, slabs are deflected at the 660 k:m 

discontinuity and stagnate in the transition zone, whereas in other areas, apparent 

extensions of the slabs are observed in the lower mantle. These and other seismic 
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constraints on slab penetration are reviewed in Lay [1994]. Recently, an attempt has been 

made to detect mantle plumes [Nataf and VanDecar, 1993]. 

Plate motions and history 

Motions of tectonic plates provide important constraints on the convection process. 

There are two ways of approaching these constraints: (1) trying to reproduce certain general 

characteristics of plate motions with theoretical experiments; (2) using the specific details of 

current or historical plate motions for various geodynamical calculations. 

(1) There are several general characteristics of plate motions that can be investigated. 

One of these is the motion of continents, which may periodically assemble into 

supercontinents and break up again [e.g., Gurnis, 1988; Lowman and Jarvis, 1993]. 

Continents may also generate long-wavelength heterogeneity [Gurnis and Zhong, 1991; 

Zhong and Gurnis, 1993]. In addition to the horizontal motion of continents, vertical 

motions, possibly resulting in flooding, provide additional constraints [Gurnis, 1990a&b, 

1992, 1993]. 

Another important feature of plate motions is that they exhibit a significant component 

of toroidal flow [Lithgow-Bertelloni et al., 1993], a mode of flow that is not obtained in 

constant-viscosity convection with homogeneous boundary conditions, and some analyses 

have been made of this problem [Forte and Peltier, 1987; Olson and Bercovici, 1991; 

Gable et aL, 1991; Cadek and Ricard, 1992]. 

The mechanisms by which plate boundaries form are poorly understood, and in 

particular, the initiation of subduction [Mueller and Phillips, 1991]. In laboratory 

experiments with a dense paraffin skin floating on liquid paraffin, the skin must be forcibly 

pushed into the interior in order to initiate subduction-like behavior [Jacoby, 1976]. Plates 

in numerical models are usually imposed by the modeler, and do not arise self-consistently. 

Strongly non-linear rheology produces concentrated deformation in the upper boundary 
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layer which may result in plate-like behavior [Cserepes, 1982; Christensen , 1984b; 

Christensen and Harder, 1991; Weinstein and Olson, 1992; Bercovici, 1993]; however, 

more work is needed to establish whether this behavior is realistic for the Earth. Obtaining 

self-consistent plates remains a major technical and theoretical challenge for the 

geodynamical community. 

(2) There are several ways in which current or historical plate motions can be used to 

establish constraints. Some researchers have focused past locations of subduction, 

attempting to establish the location of subducted slab material by correlating integrated 

subduction locations with global seismic tomographic models [Richards and Engebretsen, 

1992; Scrivner and Anderson, 1992] or by using a simple, semi-dynamical model to advect 

slabs vertically into the mantle and relate the results to various geophysical observables 

[Ricard et al., 1993]. Another research area is to combine current plate motions with 

buoyancy distributions inferred from seismic tomography to derive information about the 

viscosity structure and/or scaling of density/velocity with depth [e.g., Forte et al., 1991; 

Ricard and Wuming, 1991]. Spherical convection models can be used to simulate and 

study episodes in the Earth's history such as the breakup of Pangea [Baumgardner, 1993]. 

Geoid and topography 

The surface gravitational field, in the form of the equipotential surface or geoid, 

provides important geodynamic information about processes and structure in planetary 

interiors. Dynamic surface topography is a related clue, although it can be obscured by 

crustal and lithospheric effects, particularly on the Earth. The observed geoid is related to 

internal mass anomalies and is highly sensitive to the viscosity structure. Thus, by 

combining information about internal mass anomalies derived from seismic tomographic 

models with the geoid, the spherically-averaged viscosity profile of the Earth can be 

constrained, a principle which has been employed in many studies [Ricard et al., 1984; 
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Richards and Hager, 1984; Hager and Richards, 1989; Hager and Clayton, 1989; Kaula, 

1989; Rapp and Pavlis, 1990; King et al., 1992; Forte et al., 1993]. Further clues are 

provided by admittance ratios, i.e., the ratio of geoid to surface topography, which are an 

important constraint on Venus (where seismic tomographic models are not yet possible) 

and have been used to argue against the presence of an asthenosphere on Venus [Kiefer et 

al., 1986]. Unfortunately, a fundamental difficulty with geoid modeling is the non­

uniqueness of the results. 

Geochemistry, mineral physics and layered mantle models 

Important constraints on mantle structure and dynamics arise from geochemical 

observations, and results from mineral physics and seismology. Useful reviews are 

presented by Carlson [1987] and Wyllie [1988]. 

It is well established that large increases in seismic velocity occur through the 

transition zone, and although these were initially thought to be diffuse [Birch, 1952], later 

studies indicated sharp seismic discontinuities at depths of around 400 and 660 km [e.g., 

Anderson and Toksoz, 1963; Lees et al., 1983; Benz and Vidale, 1993], depths at which 

major phase transitions in the olivine system are expected to occur [e.g., Birch, 1952; 

Anderson, 1967; Akimoto and Fujisawa, 1968; Ringwood and Major, 1970; Ringwood, 

1972; Kumazawa et al., 1972] (Further historical background and references can be found 

in Anderson [1991]). However, results from mineral physics suggest that it may not be 

possible to obtain the seismically observed seismic velocity and density jumps with a 

homogeneous mantle composition, suggesting a change in bulk composition at the same 

depths in addition to the phase transition [Anderson, 1967, 1979; Burdick and Anderson, 

1975; Liu, 1979; Jackson, 1983; Jeanloz and Thompson, 1983; Lees et al., 1983; 

Anderson and Bass, 1986; Jeanloz and Knittle, 1989; Stixrude et al. , 1992]. It is possible 

that a chemical boundary could coincide on average, but not exactly, with the phase 
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boundary, an effect which may not be detectable seismically [Jeanloz and Thompson, 

1983; Jeanloz, 1991]. Weinstein [1993] has demonstrated how chemical layering at 670 

km may arise dynamically, by a 'filter effect' of the endothermic phase transition on 

chemical heterogeneity. 

Additional support for chemical layering or heterogeneity comes from geochemical 

observations, i.e., isotopic analyses of mantle derived rocks, which indicate distinct 

reservoirs of magma source material that have retained their separate identities for a billion 

years or more, an inference which is commonly explained in terms of different convecting 

regions within the mantle. The idea of layered mantle convection was first proposed by 

P.P. Bij1aard, as reported in Gutenberg et al. [1951], which at that time was motivated by 

Birch's seismically-derived observations of large structural changes though the mantle 

transition zone [Birch, 1952]. Many layered models based on geochemical constraints have 

been proposed, with the chemical boundaries coinciding with seismically observed 

discontinuities. These include the two-layered model of DePaolo and Wasserburg [1976, 

1979] and Jacobsen and Wasserburg [1981] (although the inversion of Allegre and Lewin 

[1989] questions the validity of this model); the three-layered model of Anderson [1982a; 

1989], the two-layered 'megalith' model of [Ringwood, 1982, 1991], and the 'marble 

cake' upper mantle model of Allegre and Turcotte [1986]. Whole-mantle models have also 

been proposed, such as the model of Hofmann and White [1982] in which chemically 

different slab material accumulates above the Core-Mantle Boundary (CMB). 

The idea of layered mantle convection has also been proposed in various geophysical 

studies, e.g., Turcotte and Oxburgh [1967, 1972]; Richter, [1973]; Richter and McKenzie, 

[1978]. 
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Modeling 

There are a number of approaches to studying mantle convection. The approach 

which has been most useful in developing a systematic understanding of the important 

processes is to conduct theoretical studies using idealized models, in which the parameters 

and results may not be Earth-like, but some particular aspect of the dynamics can be 

examined and understood in detail. The other approach is to tune the parameters to make 

the resulting model look as similar as possible to that of the Earth (clearly it can only 

reproduce the general character of the Earth, not the exact details). It is also possible to use 

mantle convection models to specifically model specific events in Earth history 

[Baumgardner, 1993]. 

Historical overview 

Systematic laboratory investigations of convection in a viscous fluid heated from 

below date back to Benard [1901], and a mathematical formulation to Rayleigh [1916]. 

Thus, not surprisingly, this type of convection is generally referred to as Rayleigh-Benard 

convection. Rayleigh made a number of simplifying assumptions which he attributed to 

Boussinesq [1903], and this set of assumptions, known as the Boussinesq approximation, 

has been commonly used in mantle convection modeling. The Boussinesq approximation 

assumes that (1) density is constant except for weak variations with temperature, so that 

density variations appear only in the buoyancy term of the momentum equation and (2) all 

material properties are constant This second restriction is not good for the mantle and is 

commonly relaxed in numerical studies. The first approximation is marginally applicable to 

the mantle, and studies in which the density is allowed to vary with depth are now 
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common. Mantle convection models are now reaching a state of realism where 

compressible effects are important 

To study mantle convection, both laboratory experiments and numerical simulations 

have been performed. Laboratory experiments have been a useful tool, particularly during 

the 1970s and early 1980s, when numerical simulations were mostly limited to two 

dimensions, but are fundamentally limited in their applicability to the Earth due to the 

relatively simple material properties of laboratory materials, the common use of rigid 

boundaries (the mobility of plates on the Earth suggests that free-slip boundaries are more 

appropriate), and low Prandtl numbers (that for the Earth is -1Q23), limiting the Rayleigh 

number that can be reached before inertial effects become important By contrast, the scope 

of numerical simulations has followed the development of computing technology, and the 

sophistication and realism now achievable in numerical simulations exceeds that which can 

be accomplished in the laboratory. 

A brief historical chronology of mantle convection studies follows. It is beyond the 

scope of this to detail the exact findings of each study - the aim is simply to give an idea of 

the important research areas and trends. Detailed reviews of work relevant to this thesis are 

found in the various chapters, and more general reviews in Schubert [1979,1992], Peltier 

[1985], Hager and Gurnis [1987], Christensen [1989d], and Jarvis and Peltier [1989]. 

Most of the work performed in the 1970s, which is reviewed by Schubert [1979], 

concentrated on two-dimensional solutions at fairly low Rayleigh numbers [e.g., Torrance 

and Turcotte, 1971, Richter, 1973a, Turcotte et al., 1973; McKenzie et al., 1974; 

Parmentier et al., 1976], or axisymmetric spherical finite-amplitude convection [Hsui et aL, 

1972; Turcotte et al., 1972; Young and Schubert, 1974; Cassen and Young, 1975; 

Schubert and Young, 1976; Schubert et al., 1977], with fully three-dimensional spherical 

solutions reported by Young [1974]. Laboratory experiments were also performed [e.g., 

Richter and Parsons, 1975; Booker, 1976; Whitehead, 1976, 1978; Richter, 1978a, Nataf 

et al., 1981, 1988]. 
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The 1980s saw development of more sophisticated two-dimensional models, with 

systematic studies of compressibility [Jarvis and McKenzie, 1980; Steinbach et aL , 1989; 

Schmeling, 1989; Machetel and Yuen, 1989], variable-viscosity convection [Daly, 1980; 

Cserepes, 1982; Parmentier and Morgan, 1982; Jacoby and Schmeling, 1982; Christensen, 

1983, 1984a&b, 1985a&b, 1987a&b; Christensen and Yuen, 1989], phase transitions 

[Christensen and Yuen, 1984, 1985] and chemical1ayering [Richter and McKenzie, 1981; 

Christensen and Yuen , 1984, 1985]. In the second half of the decade, advances in vector 

supercomputers allowed time-dependent three-dimensional simulations, both in Cartesian 

geometry [Cserepes et al., 1988; Houseman, 1988; Travis et al., 1990b&c; Cserepes and 

Christensen, 1990; Balachandar and Yuen, 1992] and spherical geometry [Baumgardner, 

1985, 1988; Machetel et al., 1986; Glatvnaier, 1988; Bercovici et al., 1989abc; Glatzmaier 

et al., 1990; Schubert et al., 1990]. There was a general trend towards more realistic 

parameters, which is continuing today, such as higher Rayleigh number [Schubert and 

Anderson, 1985; Gurnis and Davies, 1986a; Machetel and Yuen, 1987; Christensen, 

1989a; Solheim and Peltier, 1990; Malevsky and Yuen, 1993; Yuen et al. , 1993], large 

aspect-ratio [Christensen, 1987a; Christensen and Yuen, 1988; Hansen and Ebel, 1988; 

Weinstein et al., 1989; Hansen et al., 1992], depth-dependent parameters associated with 

compressibility [Leitch and Yuen, 1989; Leitch et al., 1991; Hansen et al., 1993; Moser et 

al., 1993] and viscosity variations [Malevsky and Yuen, 1992; van Keken et al., 1992; 

Larsen et al. , 1993a&b]. At this time, detailed studies of plate [Gurnis, 1988, 1989; 

Davies, 1986, 1988a&b, 1989a&b; Weinstein and Olson, 1992; Zhong and Gumis, 1993], 

slab [Christensen and Yuen, 1984; Kincaid and Olson, 1987; Gumis and Hager, 1988; 

Davies, 1989a; Zhong and Gurnis, 1992; King and Hager, 1994] and plume [Olson et al., 

1987, 1988, 1993; Kellogg, 1991] dynamics and chemical mixing [Olson et al., 1984; 

Hoffman and McKenzie, 1985; Gurnis and Davies, 1986b,c,d; Davies and Gurnis, 1986; 

Kellogg and Turcotte, 1987,1990; Christensen, 1989b; Kellogg and Stewart, 1991; Olson 

and Kincaid, 1991; Todesco and Spera, 1992; Kellogg, 1992; Hansen et al., 1992] also 
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started appearing. Another area of study has been small-scale convection [Richter, 1982; 

Schmeling and Marquart, 1991] or complete mantle layering [Ellsworth and Schubert, 

1988]. 

Two major exciting new developments occurred in the 1990s. The first was a 

resurgence of interest in the question of layering induced by phase transitions, and the 

second was the appearance of the first systematic (though limited) three-dimensional 

numerical studies of variable-viscosity convection [Christensen and Harder, 1991; Ogawa 

et al., 1991]. These two topics form the focus of this thesis and are discussed in the next 

two sections. 

Mantle layering and phase transitions 

From the earlier discussion on geochemical constraints, it is clear that mantle layering 

is an important hypothesis to investigate. The debate was recently enlivened by various 

seismological lines of evidence discussed earlier, notably (1) tomographic studies of 

subducted slabs which show some slabs being deflected at the 660 km discontinuity (2) 

global mapping of topography on the 660 Ian discontinuity favoring models in which the 

slabs are deflected horizontally [Shearer and Masters, 1992] and (3) good correlations 

between integrated subduction history and transition zone structure [e.g., Scrivner and 

Anderson, 1992]. 

How would layering occur dynamically? One mechanism is that the inherent density 

change associated with the chemical differences could prevent mantle mixing. However, 

numerical [Richter and McKenzie, 1981; Christensen and Yuen, 1984; Kellogg, 1991; 

Todesco and Spera, 1992 and laboratory [Richter and Johnson, 1974; Richter and 

McKenzie, 1981; Olson, 1984; Nataf et al., 1988] experiments suggest that the likely 

density jump in the Earth would be too small to prevent whole-mantle convection by itself. 
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The second mechanism is related to the deflection of the phase boundary at 660 km 

depth. Due to the negative Clapeyron slope of this transition [Navrotsky, 1980; Ito and 

Yamada, 1982; Ito and Takahashi, 1989], this deflection results in anomalous buoyancy 

forces which act to inhibit the flow of material across the 660 km discontinuity [Schubert 

and Turcotte , 1971; Schubert et al., 1975; Yuen and Olson, 1982], possibly causing 

layering, even in an isochemical mantle. Although this basic result was established a decade 

ago [Christensen and Yuen, 1984, 1985], it is only recently that strong interest in its 

application to the Earth has occurred, with a series of two-dimensional isochemical models 

[Machete[ and Weber, 1991; Liu et al., 1991; Peltier and Solheim, 1992; Zhao et al., 1992; 

Steinbach and Yuen, 1992, 1993; Machete[, 1993; Steinbach et aL, 1993; Weinstein, 1993; 

Solheim and Peltier, 1994a&b; Ita and King, 1994; Zhong and Gumis, 1994]. The 

consensus emerging from these calculations is that of a partially or intermittently layered 

mantle characterized by accumulation of slabs in the transition zone, followed by vigorous 

catastrophic avalanches of cold material into the lower mantle. Given this consensus, the 

challenge now is twofold: (1) to improve the realism of the numerical models, including 

such effects as three dimensionality, spherical geometry, temperature-dependent viscosity, 

plates, chemical variations, etc., (2) to establish more ways in which the theoretical models 

can be related to and constrained by observational constraints such as those from seismic 

tomographic models, the geoid and historical plate motions. 

Both of these challenges are addressed in this thesis. 

Variable viscosity 

The most important material property influencing the convection of mantle rocks is 

viscosity, which is strongly temperature-dependent, varying by many orders of magnitude 

over the range of conditions experienced in the mantle [Weertman, 1970; Stocker and 

Ashby, 1973; Weertman and Weertman, 1975; Ashby and Verrall, 1977; Durham et al., 
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1979; Yuen et al., 1983]. However, the majority of numerical studies, particularly in three-

dimensions, have not included this effect, due to computational difficulty and expense. 

Many two-dimensional studies of variable-viscosity convection have been performed, and 

were listed earlier. These can be roughly divided into idealized studies of individual 

features such as plumes or slabs, and general studies of whole-mantle convection with 

variable viscosity, which may not reproduce individual local features very well, but are 

important for establishing the first-order flow pattern. 

Three-dimensional work consists of laboratory experiments [e.g., Booker, 1976; 

Richter et al., 1983; White, 1988] which are limited in their applicability to the Earth, as 

discussed earlier, and numerical simulations [Busse and Frick, 1985; Christensen and 

Harder, 1991; Weinstein and Christensen, 1991; Ogawa et al., 1992]. The numerical work 

has generally been limited to low Rayleigh-number, steady-state, Boussinesq, heated-from­

below solutions in limited domains. While these have been useful for establishing some 

basic results, to understand the Earth it is necessary to simulate compressible convection in 

wide domains, at high Rayleigh number, and with most of the heating from within. 1bis 

thesis presents a systematic study of these additional effects, in Chapters 5 and 6. Chapter 

6 begins with a review of studies of variable viscosity convection. A longer review of 

rheology and convection experiments can be found in Christensen [1989d]. 

Computation 

The sophistication and scale of numerical mantle convection simulations has been 

controlled mainly by the growth of computing power, with numerical methods being 

another, less important factor. Throughout the period in question, available computing 

power has risen steadily [Buzbee, 1993; Baskett and Hennessy, 1993; Dongarra, 1993], 

with vector supercomputers by vendors such as Cray playing a major role since the mid 

1980s. Recently, however, a step-up in computing power has occurred in the form of 
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massively-parallel supercomputers, with vendors such as Thinking Machines Corporation 

and Intel offering machines with several times the power of contemporary vector computers 

(for a review see Hills and Boghosian [1993]). The California Institute of Technology has 

been strongly involved with the development of such computers since the 1980s, and since 

1992, has housed and operated the 512-node Intel Touchstone Delta system, owned by the 

Concurrent Supercomputer Consortium. It is on this computer, which has a theoretical 

peak speed to 32 billion floating point operations per second, that the majority of the 

simulations reported in this thesis were performed, with many of the cases in Chapter 6 

being performed on the 400-node Intel Paragon at San Diego Supercomputer Center. To 

run on these computers, codes must be explicitly parallelized using a MIMD (Multiple 

Instruction Multiple Data) message-passing paradigm, and a description of this and the 

implementation of the codes used in this thesis are included in the appendices. 

Thesis 

From the above discussion, it is clear that two of the major issues in mantle dynamics 

are (1) the ability of phase transitions to induce layered or partially layered mantle 

convection, and (2) the influence of variations in viscosity on the convective flow. The 

increase in computer power described in the previous section makes this a timely moment 

in which to make progress on these issues in three-dimensional geometry. This forms the 

focus of the work reported in this thesis. 

Phase transitions 

Chapters 2 and 3, which consist largely of Tackley et al. [1993b] and Tackley et al. 

[1994] respectively, present the results of three-dimensional compressible simulations of 

phase-change modulated mantle convection in a spherical shell, and how the results may be 
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compared to geophysical observables, particularly the results from global seismic 

tomographic inversions. This work was performed in collaboration with David Stevenson 

and Gerald Schubert, who both acted in an advisory role, and Gary Glatzmaier, who 

provided the original computer code, which I subsequently parallelized and modified. 

Chapter 2 focuses on the effect of the endothermic phase transition at 670 km depth, 

providing a basic characterization of the flow characteristics and relationship to 

observables. The analysis is extended in Chapter 3 by additional calculations including the 

exothermic phase transition at 400 km depth, and a broader and more detailed analysis of 

how the results may be compared to geophysical observables. Further analysis and 

comparisons with seismic tomographic models were performed in two collaborative efforts 

which are reported elsewhere, in Jordan et aL [1993] and Johnson et al. [1993]. 

It is important to understand the effects observed in numerical experiments, and a 

theoretical analysis of constant-viscosity upwellings and downwellings encountering an 

endothermic phase transitions is reported in Chapter 4. The phase change strength required 

to deflect idealized convective features is found as a function of the important lengthscales 

in the system, explaining most of the trends observed in numerical simulations. A 

collaborative analysis of the interaction of high viscosity downwellings with an 

endothermic phase transition was reported in Bercovici et aL [1993]. 

Variable viscosity 

Chapters 5 and 6 present a systematic suite of simulations of three-dimensional 

convection with strongly variable viscosity, performed in a wide Cartesian box. Four 

simulations are presented in Chapter 5, which consists largely of Tackley [1993]; these 

illustrate some important basic results pertaining to the effect of boundary conditions and 

aspect ratio. The effects of other complexities, namely compressibility, heating mode, 
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depth-dependency of the rheology, and Rayleigh number, are systematically investigated in 

Chapter 6. 

Technical aspects 

Appendices A and B describe the two computer codes used to perform most of this 

research, detailing how they were implemented on parallel computers, and giving some 

performance and benchmarking results. Appendix C describes the solution method used in 

Chapter 4. 

Other work 

There are a number of related studies I have performed or been involved with at 

Caltech, which are not reported in this thesis, but which have been published or will be 

published in the future. These include the three collaborative ventures already mentioned 

[Jordan et al., 1993; Johnson et aL, 1993; Bercovici et al., 1993]. 

Two aspects of phase transition modulated mantle convection have been studied 

using the Cartesian multigrid code. The first aspect is the effect of dimensionality, i.e., 2-

D versus 3-D. The results from that study indicate that although the behavior is qualitatively 

similar, the time variability of the system is intrinsically weaker in 3-D than in 2-D, 

illustrating the importance of performing three-dimensional simulations if any quantitative 

conclusions are desired. The second aspect is the effect of temperature-dependent viscosity. 

The results indicate that when viscosity is dependent solely on temperature, the degree of 

layering is greatly enhanced compared to a constant viscosity case with similar heat flux. 

However, realistic subduction zones are not obtained. When a yield stress is added to the 

rheology, allowing the upper boundary layer to enter the interior easily, the degree of 

layering is greatly reduced. 
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A focus of attention with the spherical code has been the amount of true polar wander 

that it is possible to induce by mantle convection. Convection induces mass anomalies in 

the mantle which result in non-uniform moment of inertia. The Earth will realign itself so 

that the maximum principle moment of inertia axis corresponds to the rotation axis. The rate 

of true polar wander calculated for whole mantle and phase change convection simulations 

[Tackley et al., 1993b] is high, compatible with the theoretical prediction of Goldreich and 

Toomre [1969]. 

Venus has been another focus of attention. Recently, I have started to study the 

influence of phase transitions in three-dimensional spherical Venusian mantle convection, 

focusing particularly on the effect of boundary conditions. Earlier studies looked at the 

possibility of generating Coronae by melt-driven instabilities in the shallow mantle [e.g., 

Tackley and Stevenson, 1993b], a mechanism that is described in Tackley and Stevenson 

[1993a]. 
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Chapter 2 

Effects of an endothermic phase transition 
at 670 km depth in a spherical model of 
convection in the Earth's mantle 

Numerical modeling of mantle convection in a spherical shell with an endothermic 

phase change at 670 k:m depth reveals an inherently three-dimensional flow pattern, 

containing cylindrical plumes and linear sheets which behave differently in their ability to 

penetrate the phase change. The dynamics are dominated by accumulation of 

downwelling cold material above 670 km depth, resulting in frequent avalanches of upper 

mantle material into the lower mantle. 1b..is process generates long-wavelength lateral 

heterogeneity, helping to resolve the contradiction between seismic tomographic 

observations and expectations from mantle convection simulations. 

Introduction 

The question of whether an endothermic phase transition associated with the seismic 

discontinuity at 670 km depth could enforce layered convection in the Earth's mantle has 

received much attention [Christensen and Yuen, 1985; Liu et al., 1991; Zhao et al., 1992; 
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Machete[ and Weber, 1991; Peltier and Solheim, 1992], and has profound implications for 

the Earth's thermal and chemical structure and evolution [Wyllie, 1988]. Early two­

dimensional numerical modeling [Christensen and Yuen, 1985] seemed to show that an 

unrealistically large Clapeyron slope of -6 MPa K-1 would be required for layering to 

occur. Recent work in two-dimensional Cartesian [Liu et al. , 1991; Zhao et al., 1992; 

Weinstein, 1993] and spherical axisymmetric [Machete[ and Weber, 1991; Peltier and 

Solheim, 1992] geometries with realistic phase-change parameters has, however, indicated 

significant layering, as well as complex new phenomena and modes of time-dependence 

in the flow. 

To understand the Earth it is essential to determine how the effects observed in these 

two-dimensional studies are modified in three-dimensional geometry. Here we present 

results from a numerical simulation of fully three-dimensional compressible mantle 

convection in a spherical shell with an endothermic phase change at 670 km depth. The 

spatial resolution and Rayleigh number are much higher than in previous spherical models 

with no phase change [Bercovici et al., 1989a,b,c; Glatvnaier et al., 1990; Schubert et al., 

1990]. Although there are some similarities with the two-dimensional results, the 

simulated flow pattern is inherently three-dimensional, with features that penetrate the 

phase change being exclusively cylindrical in form. The upper mantle is characterized by 

interconnected linear downwellings which do not penetrate. At the intersections of these 

downwelling sheets, cold material accumulates above 670 km depth, building up until 

huge catastrophic breakthroughs [Christensen and Yuen, 1985; Machete! and Weber, 1991; 

Peltier and Solheim, 1992] into the lower mantle are precipitated, flushing the local upper 

mantle contents through broad cylindrical downwellings to the core-mantle boundary 

(CMB). These events occur in a globally asynchronous manner, with typically three to four 

in progress at any particular time. This process generates large amplitude long-wavelength 

lateral heterogeneity, which may go some way towards reconciling observations of long­

wavelength dominance from seismic tomography [Nakanishi and Anderson, 1983; 
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Tanimoto, 1990a&b; Su and Dziewonski, 1991, 1992; Suet al. , 1992b] with the much 

broader spectrum predicted by high Rayleigh number convection simulations [Jarvis and 

Peltier, 1989; Glatvnaier, 1988]. 

The behavior of downwellings is similar to that observed in a completely basally 

heated three-dimensional Cartesian layer with two phase changes [Honda et al., 1993]. 

However, we fmd that the use of spherical geometry and realistic internal heating greatly 

modifies the heat flow characteristics, geometry of lower-mantle flow, upwelling plume 

structure, and global time-dependence as well as facilitating direct comparison with seismic 

tomography. 

Model Characteristics 

Our model incorporates the effect of the endothermic spinel to perovskite plus 

magnesiowtistite transition occurring at -670 km depth, consistent with a peridotitic mantle 

composition [Ito and Takahashi, 1989]. Some authors have included additional phase 

changes in their models [Liu et al., 1991; Zho.o et al., 1992; Peltier and Solheim, 1992; 

Honda et al., 1993; Weinstein, 1993]. These slightly alter the propensity toward layering 

and cause some other second-order effects, but considering the other approximations and 

uncertainties in current mantle modeling we choose to restrict these calculations to an 

examination of the first-order effect due to the endothermic phase change at 670 km depth. 

Our preliminary modeling results with the 400 km phase change added display little 

qualitative difference in behavior. 

The equations of compressible self-gravitating flow are solved and integrated in time 

using a spectral-transform method [Glatzmaier, 1988], implemented on the Intel 

Touchstone Delta parallel supercomputer system at the California Institute of Technology. 

As the mantle is characterized by very high Prandtl number, inertial terms are ignored. The 

anelastic approximation is used, eliminating acoustic waves which propagate many orders 
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of magnitude faster than convective velocities. Entropy, pressure, gravitational potential 

and peloidal mass flux potential are expanded laterally in spherical harmonics, up to degree 

and order 127, and the nonlinear products associated with advection and viscous 

dissipation are evaluated in grid space using 384 longitudinal points by 192 latitudinal 

points. Variables are expanded vertically in separate Chebyshev series for the upper and 

lower mantles, with 33 radial levels in the lower mantle and 17 radial levels in the upper 

mantle. Use of two Chebyshev expansions matched at 670 k:m depth gives excellent 

vertical resolution at the core-mantle boundary (CMB), 670 km depth and the surface, 

where it is most needed. The fields are adequately resolved since the horizontal and vertical 

variances of variables fall by many orders of magnitude between maximum values and 

truncation [Glatzmaier, 1988; Bercovici et al., 1989a; Glatzmaier et al., 1990; Schubert et 

al., 1990]. 

As the phase boundary deflection observed in the Earth [Shearer and Masters, 1992] 

is at least an order of magnitude smaller than the characteristic size of convective features in 

our model, it is not necessary (to a good approximation) to resolve the exact details of the 

phase change. Thus, deflection of the phase change resulting from lateral temperature 

variations at 670 km depth is represented as a sheet mass anomaly at this depth, resulting in 

discontinuous normal stress between the two Chebyshev regimes. This approach has the 

advantage of a phase loop (the pressure or depth interval over which the multivariant phase 

change occurs) of zero-width, important because the phase loop width significantly affects 

the inhibition of flow across the boundary [Peltier and Solheim, 1992]. and recent 

experiments [Ito and Takahashi, 1989] constrain this width to be a few kilometers at most 

For numerical reasons, the latent heat release (absorption) that accompanies upward 

(downward) motion through the phase change must be spread out 25 Ian on either side of 

the interface. This treatment of the phase change has been validated by computing two­

dimensional Cartesian and spherical axisymmetric results and comparing to previously 

published results [Christensen and Yuen, 1985; Machete[ and Weber, 1991]. 
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Parameters 

Entropy, pressure and gravitational potential are expanded as perturbations relative to 

a self-gravitating adiabatic reference state. The Murnaghan equation is assumed, leading to 

a polytrope [Glatzmaier, 1988] (i.e., Poc[pl+lln_pol+lln], where n is the polytropic index). 

A constant Gruneisen parameter of 1.0 and polytropic index of 0.5 gives a reasonable fit to 

the Earth model PREM [Dziewonski and Anderson, 1981]. Implicit in this treatment is the 

depth-dependence of material properties such as density, bulk modulus and thermal 

expansivity, with the latter varying from 3.0xl0-5 at the surface to 2.2x1o-s at 670 km 

depth and 1.2x10-5 at the CMB. Heat capacity is assumed constant at 1250 J kg-lK-1. 

Thermal conductivity and viscosity are specified as functions of depth only, with dynamic 

viscosity increasing roughly exponentially from 1.7xl022 Pas at the surface to 1.9x1022 

Pas at 670 km depth and 2.1x1()23 Pas at the CMB. Thermal conductivity is 2.3 Wm-lK-1 

at the surface, increasing with depth as the fourth power of density, giving a lower mantle 

increase consistent with experiments [Osako and Ito, 1991] and theory [Anderson, 1987]. 

The boundary conditions at the surface and CMB are stress-free and isothermal, with the 

temperatures at the CMB and surface flxed at 3450 K and 1060 K respectively. Of the total 

temperature drop across the mantle, 1250 K is superadiabatic and 1140 K is due to 

adiabatic compression. The unrealistically high surface temperature is a consequence of 

treating the viscosity as a function of depth only rather than a function of temperature, so 

rheologically stiff plates are not produced. However, absolute temperatures in such a 

calculation are not meaningful except to the extent that they are adjusted to be realistic at 

some level (for example, the upper mantle); only temperature differences are relevant to the 

convective style and vigor. 

Because the ratio of internal heating to basal heating strongly affects the degree of 

layering in two-dimensional models [Solheim and Peltier, 1994], it is important to match 
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the internal heating rate and core heat flux of the Earth as closely as possible. We therefore 

use an internal heating rate of 2.75x1Q-12 W kg-1, compatible with chondritic values. The 

volume-averaged Rayleigh numbers resulting from internal heating and superadiabaticity 

[Schubert et aL, 1990] are 1.8x107 and 1.2x106 respectively, an order of magnitude higher 

than in previous studies [Glatzmaier et al., 1990], but almost an order of magnitude less 

than those characterizing the Earth. Realistic Rayleigh numbers are obtainable in two­

dimensional calculations [Liu et al., 1991; Zhao et al., 1992; Peltier and Solheim, 1992], 

which are useful for predicting how the effects observed here might scale to the Earth-like 

regime. 

We take the value of the Clapeyron slope to be -4 MPa K-1, the preferred value from 

recent experimental results [Ito et al., 1990], though at the high end of the range from 

previous experiments [Ito and Takahashi, 1989]. We choose a high value in order to 

determine and characterize the maximum effect that the phase change could have on the 

flow. Although this value has been observed to cause very strong layering in one 

axisymmetric result [Machete[ and Weber, 1991], the inhibiting effect of the phase change 

in that simulation was greatly enhanced by the use of a much lower thermal expansivity at 

670 km depth than is consistent with experimental and theoretical estimates [Anderson et 

al., 1992], and the imposed two-dimensionality. 

The simulation was started from a case with no phase change and run for about 

15,000 timesteps, corresponding to about 3 billion years; the results we present here are 

characteristic of the last 9000 timesteps, after the system has overcome the initial transient 

adjustment to the presence of the phase change. 

Observables 

We obtain a mean surface heat flow of 2x1013 W, of which -40% comes from the 

core. The total is similar to that of the Earth, but the basal heatflow is considerably larger 
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than most estimates for the Earth [Schubert, 1979; Schubert et al., 1980; Davies and 

Richards, 1992]. Even so, it drives very little plume activity, as discussed below. It is 

possible that the mantle heating rate should be substantially augmented by the effect of 

secular cooling [Sharpe and Peltier, 1978; Schubert, 1979; Schubert et al., 1980] which is 

missing from the model because the heating is treated as time-independent, but this is an 

issue for the future. 

Maximum convective velocities are around 40 mm yrl and average surface velocities 

typically 6 mm yrl, an order of magnitude lower than plate velocities, although a direct 

comparison may be flawed because our simulation lacks rigid plates. The principal 

difference between our parameters and the Earth probably lies in the use of higher than 

realistic viscosities, which is necessitated by computing limitations. At the higher Rayleigh 

number which would result from lower viscosities, the phase change has a stronger 

inhibitive effect on the flow [Christensen and Yuen, 1985; 7Jzao et al. , 1992]; thus our 

calculation may underpredict the degree of layering which would occur in the Earth-like 

regime. 

Flow pattern 

In Fig. 2.1, which illustrates cold features for the fmal frame of the calculation, a 

network of interconnected cold downwelling sheets, which do not penetrate the phase 

change, is observed in the upper mantle. The distance between sheets that are roughly 

parallel is typically 3000-8000 km, a scale which is consistent with present subduction 

zones in some regions of the Earth. They have some small-scale complexity due to local 

boundary-layer instabilities, which would probably be suppressed by the high-viscosity 

lithospheric plates on the Earth. At the intersections of these sheets, large pools of cold 

material form above the 670 km phase change. This cold material is gravitationally unstable 

and after building up sufficiently triggers a sudden avalanche into the lower mantle, in the 
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FIG.2.1 Cold downwellings for final frame of simulation. Blue surface is an 

isocontour showing ~here the temperature is 110 K lower than the horizontally 

averaged value. Green surface is the core. A network of interconnected linear 

downwellings is visible in the upper mantle, with three huge cylindrical 

downwellings in the lower mantle, spreading out into pools of cold material above 

the core-mantle boundary. 
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FIG.2.2 Hot upwellings for final frame of simulation. Red surface is an isocontour 

of superadiabatic temperature, showing where the temperature is 110 K higher than 

the reference state adiabat A single plume from the core-mantle boundary feeds a hot 

region in the upper mantle. However, most broad hot regions in the upper mantle are 

not directly linked to lower mantle structures. 
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form of a very large diameter (-lOOOkm) cylindrical downwelling plume. This 

downwelling acts as a conduit to the CMB, effectively emptying the cold material from the 

local upper mantle to a large pool at the base of the mantle, despite the increase in viscosity 

with depth. The downwelling then shuts off completely and is not observed to recur in 

exactly the same place during the course of the simulation, though many such events may 

occur in the same general area, and a total of about 15 events are observed during this part 

of the simulation. Thus, these events cool all areas of the lower mantle and core. At any 

one time, several of these flushing events are in progress at different places around the 

sphere, triggering in a globally asynchronous manner. Owing to the spherical geometry, 

the surface area of the CMB is about 35% of the surface area of the 670 km interface, and 

thus the combined effect of flushing events occurring in different places around the sphere 

is to surround the core with cold material, resulting in a heat flow ( 40% of surface heat 

flow) considerably higher than most estimates for the Earth [Sharpe and Peltier, 1978; 

Schubert, 1979; Schubert et al., 1980; Davies and Richards, 1992], but with very little 

upwelling plume activity. 

Figure 2.2 shows the corresponding hot, upwelling regions for the final frame. The 

most prominent features are the broad hot regions in the upper mantle, which are generally 

not associated with any deep features in the lower mantle. The lateral heterogeneity is much 

greater in the upper mantle than in the lower mantle, as shown quantitatively later on. At the 

CMB, ridges of hot material are observed. These are swept around by the enormous 

injections of cold upper mantle material caused by flushing events, and occasionally a 

short-lived, transient plume is formed at the intersection of these ridges, rising to the 670 

km interface and injecting hot material into the upper mantle. One of these can be observed 

in Fig. 2.2. Thus, in both directions, cylindrical forms (plumes) are seen to penetrate the 

670 km phase change, whereas linear forms (sheets) do not The upward flow in the upper 

mantle and in the top of the lower mantle is generally the weak, distributed return flow 
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FIG.2.3 Superadiabatic temperature field on different cross-sectional slices. a&b 

(top row), The final frame of the phase change simulation. Scale ranges from 

-1050K to +350K. c&d (bottom row), A typical case with no phase change. This 

case is representative of mainly internally-heated whole-mantle models [Houseman, 

1988; Bercovici et al., 1989b; Glatvnaier et al., 1990; Schubert et al., 1990; Travis 

et al., 1990c], and has Rayleigh numbers for internal and basal heating of 1.4xl07 

and 5.5x10S respectively, a factor ten viscosity increase with depth, and a basal heat 

flow of -16% of the surface heat flow. Scale ranges from -780K to +220K. 
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characterizing mainly internally heated convection [Houseman, 1988; Bercovici et al., 

1989b; Glatzmaier et al., 1990; Schubert et aL , 1990; Travis et al., 1990c]. 

The radial dependence of the flow structure is clearly visible in Fig. 2.3a and b, 

which shows the superadiabatic temperature field in two cross-sectional slices for the fmal 

frame of the simulation. The upper mantle is extremely heterogeneous on long 

wavelengths, containing some broad (up to -10,000 km) regions of anomalously cold or 

hot material, as well as regions with the classical small aspect-ratio convection cells 

[Christensen and Yuen, 1988; Busse, 1989]. In the lower mantle two large cylindrical 

downwellings are visible (Fig. 2.3b), and a thick layer of cold material surrounds the core. 

One broad upwelling plume from the CMB (Fig. 2.3a) penetrates the 670 km phase 

change and injects hot material into the upper mantle, but this is the only such feature in the 

whole lower mantle. The inclusion of realistic temperature-dependent viscosity would 

result in a low viscosity layer immediately above the CMB because of the thermal 

boundary layer, which may result in more upwelling plumes. The lack of strong plume 

activity in our model is not, however, of concern since on the Earth plumes are merely 

secondary features, carrying only 10-15% of the total heat flux [Davies and Richards, 

1992]. 

The ability of the cold downwelling lower mantle plumes to reach the CMB, despite 

the increasing viscosity and decreasing thermal expansivity with depth, is in marked 

contrast to a similar case with no phase change illustrated in Fig. 2.3c and d, in which the 

somewhat smaller downwellings slow down and broaden in the lower half of the mantle, 

allowing the formation of many upwelling plumes, despite the low basal heat flux. It is 

possible that a larger viscosity increase with depth, as favored by some researchers [Davies 

and Richards, 1992], may slow down the giant drips observed in the phase-change case. 

However, they are such large features, with a large reservoir of feeding material, that it 

seems unlikely they will be prevented from reaching the CMB. 
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a . Radial Mass Flux Diagnostic 

0.0 1000.0 2000.0 3000.0 
Depth (km) 

b. Mass flux through 670km 
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FIG. 2.4 a, Radial mass flux diagnostic F(r) for the final frame of simulation. b, 

Time series of F(670) for the last 9000 timesteps (2 Gyr). F(r), defined in Peltier and 

Solheim, [1992], is the spherically-averaged modulus of radial mass flux, 

normalized so that the integral over nondimensional depth is unity. 
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Radial mass flux 

A useful indicator is the radial mass flux diagnostic [Peltier and Solheim, 1992], 

defmed as the spherically-averaged absolute radial mass flux, normalized so that the 

integral over nondimensional depth is unity. This diagnostic for the fmal frame is shown in 

Fig. 2.4, together with the time-series of mass flux through the 670 km discontinuity for 

the last 9000 timesteps (-2 Gyr) of the simulation. The phase change is observed to have a 

marked inhibitive effect on the flow, indicated by the minimum in the radial mass flux at 

670 km. Examination of this diagnostic for individual spherical harmonic degrees indicates 

that long wavelengths of flow are virtually unaffected by the phase change, whereas short 

wavelengths are increasingly inhibited; for spherical harmonic degrees above -40, flow is 

effectively confined to the upper mantle. 

From the radial mass flux across the interface at 670 km depth it is possible to 

calculate a 'mixing time', defmed as the time required for a mass equal to the mass of the 

mantle to pass through 670 km. For this case the time is 4.5 Gyr. To scale to the Earth's 

Rayleigh number (Ra). it is likely that the mass flux (of downwelling cold material) scales 

roughly as the heat flux, suggesting a Ral/3 scaling [Turcotte and Schubert, 1982] which 

would reduce the mixing time to -2.1 Gyr for an order of magnitude increase in Ra. This 

is less than half the age of the Earth, but the increased effect of the phase change at higher 

Ra [Christensen and Yuen, 1985; Zhao et al., 1992] may increase this time. 

There is some time-dependence of the flow through the phase change at 670 km 

depth, with the mass flux diagnostic at 670 km depth (F(670)) varying between 0.5 and 

0.8 during this simulation. However, this time-dependence is much weaker than that 

observed in two-dimensional axisymmetric [Machetel and Weber, 1991; Peltier and 

Solheim, 1992] or Cartesian [Weinstein, 1993] geometries, because due to the large 

effective aspect ratio in our 3-D spherical simulation, several flushing events are typically 

occurring at any given time, so the convection is never strongly layered on a global scale. 
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FIG.2.5. Radial profile of spherically-averaged temperature for final frame (solid 

line). Reference state adiabat is shown as dashed line. 
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As a result, globally averaged diagnostics such as F(670), mean temperature, and so 

on are not greatly affected by an individual flushing event. Given the observed preference 

for penetration in cylindrical rather than linear forms, it is also possible that in two­

dimensional geometry, where up/downwellings are restricted to being linear, cold material 

builds up to a greater extent before it can be flushed into the lower mantle, and thus these 

events are more violent. It is possible that our flushing events would be more abrupt and 

violent if we could decrease the viscosity to Earth-like values, as observed in two­

dimensional models [Weinstein, 1993; Solheim and Peltier, 1994]. However, we believe 

that with an Earth-like viscosity, flushing events would still overlap in time, and the global 

time-dependence would be intrinsically weaker in full three-dimensional spherical geometry 

than in spherical axisymmetric or two-dimensional Cartesian geometries. 

Spherically-averaged temperature 

The horizontally-averaged (1=0) temperature field is shown in Fig. 2.5. A 

temperature drop of several hundred degrees occurs around 670 km depth. In addition a 

small kink is observed at 670 km, due to the release or absorption of latent heat by material 

advected across the phase change. The net thermal gradient at 670 km depth is low, and 

thus the conductive heat flow across the 670 km interface is only -10% of the surface heat 

flow, with most of the heat flux across 670 km depth being advected. On local scales, 

much steeper temperature gradients are observed in regions far from cylindrical 

downwellings and most of the radial heat flux may be conductive. 

Lateral heterogeneity and seismic tomography 

The effects of the phase change on the horizontal spectrum of density anomalies and 
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b. Total Lateral Heterogeneity 
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FIG.2.6 a, Power in each spherical harmonic degree, vertically averaged through 

upper and lower mantles, for the final frame. The lateral power spectrum has 

similarities with that observed by Inoue et al. [1990] using seismic tomography 

(plotted in Su and Dziewonski, [1991] Fig.2.5) b, Radial profile of total lateral 

heterogeneity (in density). A peak is observed at 670 km depth, as with two­

dimensional results [Peltier and Solheim, 1992]. c, Power in each spherical hannonic 

degree, vertically averaged through the whole mantle, for the case with no phase 

change (illustrated in Fig. 2.3c&d). d, as b for the case with no phase change. 
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the depth-dependence of total power [Peltier and Solheim, 1992] is pronounced, resulting 

in a dominance of long-wavelength power in the upper mantle and base of the lower 

mantle, and a concentration of total power in the same areas (Fig. 2.6a and b), compatible 

with seismic tomography [Su and Dziewonski, 1991, 1992]. In the upper mantle the 

dominant frequencies are spherical harmonic degrees 1.=2-7, with a peak at 1.=6, while in 

the deepest -400km of the lower mantle, 1.=2 and 3 dominate, with a secondary peak at 

1.=5-6. This is very different from the illustrated result with no phase change (Fig. 2.6c and 

d), in which a broad peak is observed in the range 1.=8-20; and also with a published 

basally-heated model at Ra=106 [Fig. 1 in Glatzmaier, 1988] which peaks at 1.=10. Indeed, 

the lateral spectrum is fairly consistent with the observations of long-wavelength 

dominance from seismic tomography [Nakanishi and Anderson, 1983; Tanimoto, 

1990a&b; Su and Dziewonski, 1991, 1992; Inoue et al. , 1990], particularly that of Inoue et 

al. (plotted in Su and Dziewonski [1991, 1992]). The flow lacks the dominant 1.=2 

component found in some seismic models [Nakanishi and Anderson, 1983; Tanimoto, 

1990a&b]; this is probably due to the absence of tectonic plates and continents, as 

discussed later. The asymptotic fall off in power with spherical harmonic degree varies 

with depth, but is roughly proportional to f.-2. 

Even when filtered to seismic tomographic resolution (e.g., 1.=10, Chebyshev degree 

n=13), the effect of the phase change is still clearly discernible, both in the entropy field 

and in radial correlations between layers [Jordan et al., 1993]. However, all plume-like 

upwellings on the lower mantle disappear completely. The strongest of the broad 

cylindrical downwellings are visible as smeared out cold anomalies, and thus may be 

discernible in tomographic models. The peak in the radial heterogeneity profile (Fig. 2.6b) 

is still visible at n=13, but disappears at n=6. Although the lateral heterogeneity spectrum 

exhibits a dominance at long wavelengths, it is necessary to expand to at least £-31 in order 

to see all the main features. 
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Slab penetration 

The issue of whether subducting lithospheric slabs penetrate the lower mantle, or are 

deflected by the 670 km discontinuity, has received much attention [Christensen and Yuen, 

1984; Creager and Jordan, 1986; Vidale and Garcia-Gonzales, 1988; Zhou and Anderson, 

1989; Zhou and Clayton, 1990; van der Hilst et al., 1991; Fukao et al., 1992] and is central 

to the question of mantle layering. The closest analogues to slabs in our model are the 

linear downwellings in the upper mantle, and thus our model results suggest that slabs do 

not immediately penetrate, but instead build up in the transition zone until sufficient cold 

mass has accumulated to precipitate an avalanche into the lower mantle [Solheim and 

Peltier, 1994]. This picture would be consistent with (1) strong correlations between past 

locations of subduction and seismically fast ('cold') regions at the base of the upper mantle 

and top of the lower mantle [Scrivner and Anderson, 1992], (2) recent tomography of slabs 

[Zhou and Clayton, 1990; van der Hilst et al., 1991; Fukao et al., 1992] showing that at 

least in some areas slabs flatten out along the 670 km discontinuity and appear to stagnate 

in the transition zone, (3) recent global tomography [Su et al., 1992b] showing broad 

seismically fast areas at 600 km depth in places where subducted slabs would be expected 

to accumulate, and (4) global mapping of topography on the 670 km discontinuity [Shearer 

and Masters, 1992] favoring models in which subducting slabs are deflected horizontally at 

the discontinuity. 

Differences from the Earth? 

Although our model does not include the effects of variable viscosity, tectonic plates 

or continents, many of the major characteristics of the Earth are reproduced, such as the 

predominance of linear downwellings in the upper mantle (analagous to slabs except for 

their symmetric nature), wavelength of upper mantle features (compatible with typical plate 
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sizes), the secondary nature of upwelling plumes, and the similarity of lateral heterogeneity 

spectra at different depths with seismic tomographic models [Su and Dziewonski, 1991, 

1992]. 

One difference is that junctions of linear downwellings, at which the large pools of 

cold material build up in our model, are not observed in the Earth except at the intersection 

of the Pacific, Philippine and Eurasia plates. This may make catastrophic breakthrough 

more difficult and more violent, as in two-dimensional models [Christensen and Yuen, 

1985; Machete! and Weber, 1991; Peltier and Solheim, 1992; Weinstein, 1993; Solheim 

and Peltier, 1994]. In addition, the cold slab material is highly viscous and if deflected by 

the phase change, may have a greater tendency to stagnate in the transition zone. 

The addition of rigid plates would probably reinforce the long wavelength nature of 

the flow [Davies, 1988b; Gumis and Zhong, 1991]. The plate tectonic cycle, including 

subduction zone locations, may be controlled by the assembly and breakup of 

supercontinents [Gumis, 1988], which would pump power into the very lowest spherical 

harmonic degrees [Scrivner and Anderson, 1992]. 
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Chapter 3 

Effects of multiple phase transitions in a 
3-D spherical model of convection in the 
Earth's mantle 

Numerical models of mantle convection that incorporate the major mantle phase 

changes of the transition zone reveal an inherently three-dimensional flow pattern, 

with cylindrical features and linear features that behave differently in their ability to 

penetrate the 670 km discontinuity. The dynamics are dominated by accumulation of 

cold linear downwellings into rounded pools above the endothermic phase change a 

670 km depth, resulting in frequent 'avalanches' of upper mantle material into the 

lower mantle. The effect of the exothermic phase transition at 400 km depth is to 

reduce the overall degree of layering by pushing material through the 670 km phase 

change, resulting in smaller and more frequent avalanches, and a wider range of 

morphologies. Large quantities of avalanched cold material accumulate above the core-

mantle-boundary (CMB), resulting in a region of strongly-depressed mean 

temperature at the base of the mantle. Tile 670 km phase change has a strong effect on 

the temperature field, with three distinct regions being visible: the upper mantle, 



42 
containing linear downwellings and pools of cold material in the transition zone, and 

characterized by a high-amplitude long-wavelength spectrum; the mid-mantle, 

containing quasi-cylindrical avalanche conduits and characterized by a low-amplitude, 

broad spectrum; and the deep mantle, containing large pools of cold, avalanched 

material and characterized by a high amplitude, ultra-red (i.e., long wavelength) 

spectrum. The effect on the velocity field is very different. A ow penetration across the 

670 km phase change is strongly wavelength-dependent, with easy penetration at long 

wavelengths but strong inhibition at short wavelengths. Thus, when comparing 

numerical models with long-wavelength seismic tomography, diagnostics based on tre 

density field, such as the radial correlation function, are much more sensitive to the 

effects of phase transitions than those based on the velocity field. The amplitude of the 

geoid is not significantly affected by the partial layering, because the contribution from 

the strong heterogeneity in the transition zone is almost perfectly balanced by the 

contribution from deflection of the 670 km discontinuity. Avalanches are associated 

with geoid lows. However, a more complex viscosity structure is required to correctly 

match the sign of the geoid over slabs in the Earth . 

Introduction 

The major seismic discontinuities at depths variously described as 400-440 km and 

650-700 km bound the transition zone, and are now widely accepted as primarily 

representing mineralogical phase transformations [Birch, 1952; Anderson, 1967; 

Ringwood, 1982, 1991], although associated and perhaps induced chemical changes at 

around the same depths remain an intriguing possibility [Anderson, 1989; Jeanloz, 1991; 

Ringwood, 1991; Weinstein, 1992]. 

The lower of these transitions, associated with the phase change from r-spinel to 

perovskite + magnesiowi.istite at around 670 km depth, is endothermic and therefore resists 
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the flow of material across it [Schubert et al. , 1975]. The question of whether this phase 

transition could enforce layered convection in the Earth's mantle has received much 

attention, and has profound implications for the Earth's thermal and chemical structure and 

evolution [e.g., Wyllie, 1988]. Early two-dimensional (2-D) numerical modeling 

[Christensen and Yuen, 1985] indicated that an unrealistically large Clapeyron slope of -6 

MPa K-1 would be required for layering to occur. However, recent work in two­

dimensional Cartesian [Liu et al., 1991; Zhao et al., 1992; Weinstein, 1993] and spherical 

axisymmetric [Machete[ and Weber, 1991; Peltier and Solheim, 1992] geometries with 

realistic phase-change parameters has indicated significant layering, as well as complex 

phenomena and modes of time-dependence in the flow. In particular, Peltier and Solheim 

[1992] and Weinstein [1993] fmd periods of strong layering punctuated by brief, vigorous 

episodes of whole-mantle flow associated with catastrophic 'avalanches', which were flrst 

noted by Christensen and Yuen [1985]. 

The additional influence exerted by the other major phase transition at around 400 km 

depth, associated with the phase change from olivine to B-spinel, which is exothermic and 

therefore enhances the flow of material across it [Schubert et al., 1975], has been included 

in many of these studies. Zhao et al. [1992] and Steinbach and Yuen [1992] demonstrate its 

effect on introducing another dynamical timescale to the system. However, the question of 

whether its influence increases or decreases the overall propensity to layering is unclear, 

since different studies show conflicting results on this issue [Steinbach and Yuen, 1992; 

Zhao et al., 1992; Solheim and Peltier, 1994]. 

In order to understand the Earth, it is essential to determine how the effects observed 

in these two-dimensional studies are modified in three-dimensional (3-D) geometry. 

Tackley et al. [1993b] presented a simulation performed in three-dimensional spherical 

geometry with the endothermic phase change at 670 km depth and heat flow approximately 

a factor of two lower than that characteristic of the Earth, suggesting a Rayleigh number too 

low by almost an order of magnitude (assuming NuocRaTl/3 [Turcotte and Schubert, 
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1982]), and found that the avalanches, or 'flushing events' occurred exclusively in 

cylindrical forms, and that the time-dependence of global quantities was weak. These 

results were corroborated by the calculation of Hondo. et al. [1993] in a completely basally­

heated Cartesian box with two phase changes present, and at a similar Rayleigh number. 

More recent results by Yuen et al. [1994] in the same geometry demonstrate the effect of 

higher Rayleigh number in reducing the mass flux across the 670 km discontinuity, which 

was previously demonstrated in 2-D by Christensen and Yuen [1985]. 

Although such 3-D calculations still lack many of the features of the real Earth, such 

as plates, they are progressively becoming more 'realistic', and thus it is desirable to fully 

understand and analyze their implications for mantle dynamics, and to devise ways of 

comparing them to actual observations of the Earth, such as seismic tomographic models 

and the geoid. By understanding and quantifying the strengths and weaknesses of current 

convection models in these comparisons, we can establish a reference point for future, 

perhaps more realistic, studies. For this purpose, the use of spherical geometry is clearly an 

important ingredient, as it facilitates direct comparison with Earth observations, and has 

previously been found to significantly modify the heat flow characteristics, geometry of 

lower-mantle flow, and upwelling plume structure [Bercovici et al., 1989c; Tackley et al., 

1993b]. Thus, in this paper we extend the analysis of the result reported in Tackley et al. 

[1993b], and compare this with new simulations which contain the 400 km phase change, 

as well as with observations of the Earth, including seismic tomographic models. The 

geoid has not been considered in any of the numerical results referenced above, yet is one 

of the most important constraints on the internal structure and dynamics [Kaula, 1989]. 

Thus, we calculate the geoid for these cases, and characterize its amplitude spectrum and 

relationship to internal processes in our model The spatial resolution and Rayleigh number 

of these convection models are much higher than in previous spherical models with no 

phase change [Baumgardner, 1985, 1988; Bercovici et al., 1989a,b,c; Glatvnaier et al., 

1990; Schubert et al., 1990]. 
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Model, method and parameters 

Overview 

Our physical model and numerical method are modified versions of those described 

in Glatvnaier [1988]. The equations of compressible self-gravitating flow are solved and 

integrated in time using a spectral-transform method, implemented on the Intel Touchstone 

Delta parallel supercomputer system at the California Institute of Technology. Since the 

mantle is characterized by very high Prandtl number, inertial terms are ignored. The 

anelastic approximation is used, eliminating acoustic waves which propagate many orders 

of magnitude faster than convective velocities. The state of the system is expressed as the 

combination of a time-independent, radially-dependent adiabatic reference state (discussed 

later), and the time-dependent three-dimensional variables of poloidal mass flux potential, 

and perturbations to entropy, pressure, and gravitational potential fields. The time­

dependent variables are expanded laterally in spherical harmonics, up to degree and order 

127, and the nonlinear products associated with advection and viscous dissipation are 

evaluated in grid space using 384 longitudinal points by 192 latitudinal points. Variables 

are expanded vertically in Chebyshev series. For the cases with two phase changes, three 

separate expansions are used, corresponding to the lower mantle (33 radial levels), 

transition zone (13 radial levels), and shallow mantle (13 radial levels). For the case with a 

single phase change, two expansions are used with 33 lower mantle and 17 upper mantle 

levels, and for whole-mantle cases, a single expansion of 41 radial levels is used. Use of 

multiple Chebyshev expansions matched at the phase change depths gives excellent vertical 

resolution ( -5 km) at the core-mantle boundary (CMB), phase change depths and the 

surface, where it is most needed. Adjacent Chebyshev expansions are matched at the 

internal interfaces by continuity of temperature, conductive heat flux, mass flux, tangential 
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velocity and tangential stress, with a discontinuity in normal stress and gravitational 

acceleration, as explained in the next section. External boundaries (surface and CMB) are 

stress-free and isothermal. The fields are adequately resolved since the horizontal and 

vertical variances of variables fall by many orders of magnitude between maximum values 

and truncation [Glatzmaier, 1988; Bercovici et aL, 1989b; Schubert et al., 1990]. 

Phasechangepar~re~n 

Our model incorporates the effects of the exothermic olivine to B-spinel transition 

occurring at around 400 km depth (hereafter referred to as the '400'), and endothermic y-

spinel to perovskite plus magnesiowtistite transition occurring at around 670 km depth 

(hereafter referred to as the '670'), consistent with a peridotitic mantle composition [Ito and 

Takahashi, 1989]. 

Since the phase boundary deflection observed in the Earth [Shearer and Masters, 

1992] is at least an order of magnitude smaller than the characteristic size of convective 

features in our model, it is not necessary (to a good approximation) to resolve the exact 

details of the phase change. A posteriori justification of this assumption is provided by the 

actual calculated phase boundary deflections. Thus, deflection of the phase change resulting 

from lateral temperature variations at 400 or 670 km depth is represented as a sheet mass 

anomaly at that depth, resulting in discontinuous normal stress and gravitational 

acceleration between two adjacent Chebyshev regimes. This approach has the advantage of 

a zero-width phase loop (the pressure or depth interval over which the multivariant phase 

change occurs), important since the phase loop width significantly affects the inhibition of 

flow across the boundary [Peltier and Solheim, 1992], and recent laboratory experiments 

[Ito and Takahashi, 1989] and seismological observations [Benz and Vidale, 1993] 

constrain this width at 670 km to be a few kilometers at most This method is equivalent to 

the 'effective thermal expansivity' approach [Christensen and Yuen, 1985], collapsed into a 
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discontinuity. For numerical reasons, the latent heat release (absorption) that accompanies 

upward (downward) motion through the phase change must be spread out 25 km on either 

side of the interface. Latent heat release has a very small effect on the propensity to 

layering, as shown by Christensen and Yuen [1985], thus the details of its implementation 

are probably not critical to the model results. This treatment of the phase change has been 

validated by computing two-dimensional Cartesian and spherical axisymmetric results and 

comparing to previously published results in which the phase boundary deflection is fully 

resolved [Christensen and Yuen, 1985; Machete[ and Weber, 1991]. These tests confirm 

that this approximation is reasonable, giving the right magnitude of the effect, at the 

Rayleigh numbers presented here. Additional tests suggest that at higher Rayleigh 

numbers, where peak-to-peak phase boundary deflection is comparable to the width of 

convective features, both this technique and the 'effective thermal expansivity' technique 

may overestimate the effect of the phase changes. 

Gravitational field 

Although perturbations in the gravitational field have a negligible effect on the time 

evolution of the flow [Glatznuzier, 1988], we include them in order to study the geoid, 

which is one of the most important geophysical observables, providing clues as to 

processes in the interior [Kaula, 1989]. The net geoid is a balance between two opposite 

and nearly equal contributions: internal mass anomalies, and dynamic surface and CMB 

topography [Ricard et al., 1984; Richards and Hager, 1984]. Since the resulting 

gravitational perturbation acts in such a way as to produce further surface deformation, a 

self-gravitational effect which is very important at long wavelengths, it is essential to 

calculate gravitational perturbation simultaneously with the flow field. We do this, using a 

first-order treatment of surface and CMB dynamic topography [Richards and Hager, 

1984], in which the deformation is treated as a sheet mass anomaly causing a discontinuity 
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in vertical gradient of gravitational potential over the boundary in question. Deflection of 

the phase changes due to temperature perturbations are treated in a similar manner. The 

external and internal fields are constrained to be bounded solutions [Glatzmaier, 1988]. 

Tiris implementation was checked by computing geoid kernels for sheet mass anomalies at 

various depths, and comparing to published kernels calculated using a propagator matrix 

technique [Hager and Clayton, 1989]. 

Reference state 

Entropy, pressure, and gravitational potential are expanded as perturbations relative 

to a self-gravitating adiabatic reference state. The Murnaghan equation is assumed, leading 

to a polytrope [Glatzmaier, 1988] (i.e., P oc: [pl+lln- p 01+11n], where n is the polytropic 

index, pis the density and p0 is the zero-pressure density). Implicit in this treatment is the 

depth-dependence of material properties such as density, bulk modulus and thermal 

expansivity, but with the Gruneisen parameter and heat capacity kept constant Thermal 

conductivity and viscosity are specified as functions of depth only. Parameter values are 

given in Table 3.1. The parameters were chosen to give a reasonable fit to Earth model 

PREM [Dziewonski and Anderson, 1981], and were improved when the 400 km phase 

change was added, resulting in two different, though fairly similar, sets of parameters. 

The fractional decrease of thermal expansivity over the lower mantle (about 2.1) is 

reasonably close to the factor of 2.5 found in recent thermodynamic analyses [Chopelas 

and Boehler, 1992;Anderson et aL, 1992; Duffy and Ahrens, 1993]. Thermal conductivity 

increases with depth as the fourth power of density, giving a lower mantle increase 

consistent with experiments [Osako and Ito, 1991] and theory [Anderson, 1987]. 

However, much more significant than uncertainties in the exact depth-dependencies of 

such thermodynamic parameters, are the uncertainties in the radial profile of viscosity, 

and perhaps most importantly, the assumption that the viscosity is constant horizontally. 
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Parameter 2-layer cases 3-layer cases units 

Gruneisen 1.0 1.0 

Poly. index n 0.5 0.4 

Heat capacity 1250 1250 J kg-1K-1 

p: surface 3610 3610 kgm-3 

p:CMB 5600 5600 kgm-3 

a: surface 3.0x1Q-5 3.3xw-5 K-1 

a: 670km 2.2x1o-5 2.3x1o-5 K-1 

a : CMB 1.2x1o-5 1.1x1Q-5 K-1 

11: surface 1.7x1Q22 1.8x1Q22* Pas 

,: 670km 1.9x1Q22 2.1x1o22* Pas 

11:CMB 2.1x1Q23 2.1x1o23• Pas 

k: surface 2.4 2.4 W m-1K-1 

k:CMB 14.0 14.0 W m-1 K-1 

Tsurface 1060 940 K 

Tcmb 3450 3150 K 

~Tsa 1250 1250 K 

Qint 2.0xw-12 2.0xw-12 Wkg-1 

RaT 1.2x106 1.2x106 

RaH 1.8x107 1.8x107 

RaT surf 3.5x106 3.7x106 

*Case 5 has a constant kinematic viscosity of 4.7x1o16 m2 s-1, giving a dynamic 

viscosity of 1.7x1Q22(surface) to 2.6x1Q22 (CMB) Pas 

TABLE 3.1: Reference State Parameters 
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We make the latter assumption to keep the computational task reasonable, since time-

dependent 3-D simulations with strongly temperature-dependent viscosity require 

considerable computational resources, and are only recently becoming feasible [Tackley, 

1993]. There is general agreement in the literature for a viscosity increase with depth across 

the mantle [Hager and Richards, 1989; Ricard and Wuming, 1991; King and Masters, 

1992; Forte et al., 1993; Mitrovica and Peltier, 1993]. However, the magnitude and exact 

form of this increase are highly uncertain, since there is a considerable null space associated 

with current datasets and inversion techniques [King, 1994]. For this study we arbitrarily 

specify a smooth, power-law dependence of viscous diffusivity on density (giving a depth 

profile similar to an exponential dependence on depth) with an index of zero in the upper 

mantle (constant viscous diffusivity) and 7 in the lower mantle, resulting in an increase of 

dynamic viscosity by a factor of approximately 12 over the depth of the mantle. Values of 

dynamic viscosity at the surface, 670 km depth and CMB are given in Table 3.1. 

Thermal parameters 

Surface and CMB temperatures, and internal heating rates, are also listed in Table 

3.1. Since our formulation lacks rigid plates, the surface temperature is chosen to represent 

of the base of the lithosphere [as in Bercovici et al., 1989b&c; Glatzmaier et al., 1990; 

Machetel and Weber, 1991]. However, absolute temperatures in such a calculation are not 

meaningful except to the extent that they are adjusted to be realistic at some level (e.g., the 

upper mantle); only temperature differences are relevant to the convective style and vigor. 

Since the ratio of internal heating to basal heating strongly affects the degree of layering in 

two-dimensional models [Solheim and Peltier, 1994], it is important to obtain a ratio 

similar to that in the Earth. Thus, because our superadiabatic temperature drop is lower than 

that of the Earth, as explained above, we reduce the chondri tic heating rate [Stacey, 1992] 
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proportionally in order to maintain a ratio of internal to basal heating similar to that 

commonly believed. although this ratio is not well known [Leitch and Yuen, 1989]. 

The volume-averaged Rayleigh numbers resulting from internal heating (RaH) and 

superadiabaticity (RaT), as defined below, are given in Table 3.1. 

Rar = (g(r)a(r))t:..T d3 
v(r)K'(r) sa 

Ran= ( g(r)a(r) )Qds 
v(r)]((r)k(r) 

(3.1) 

where barred quantities denote radially-dependent reference state quantities thermal 

expansivity (a.), gravitational acceleration (g), viscous diffusivity (v), thermal diffusivity 

(lC) and thermal conductivity (k=pcplC). flTsa is the superadiabatic temperature drop, Q is 

the internal heating rate per unit mass and d is the depth of the mantle. Table 3.1 also lists 

Rasurf, the surface Rayleigh number used by some authors [e.g., Honda et al., 1993], 

which is defmed as RaT above but with the volume average being replaced by values at the 

surface. These Rayleigh numbers are about an order of magnitude higher than in previous 

spherical studies [Glatzmaier et aL, 1990], but almost an order of magnitude less than those 

characterizing the Earth. This is due to computational limitations: higher Rayleigh numbers 

would result in narrower features which could not be adequately resolved at the highest 

numerical resolution currently practical. Realistic Rayleigh numbers are obtainable in 2-D 

calculations [Liu et al., 1991; Zhao et al., 1992; Peltier and Solheim, 1992], and in 3-D 

Cartesian calculations [Yuen et al., 1994], which might be useful for predicting how the 

effects observed here might scale to the Earth-like regime. 
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Phase change parameters 

There has been a tendency in studies of convection with phase transitions to focus on 

the Clapeyron slope as the only important parameter; however, this is misleading since the 

effectiveness of a phase transition in inhibiting or assisting flow, due to the anomalous 

buoyancy associated with its vertical deflection, is given by a nondimensional combination 

of parameters known as the phase buoyancy parameter P [Schubert and Turcotte, 1971; 

Christensen and Yuen, 1985]. 

P = (y~p) I (ap2gh) (3.2) 

where y is the Clapeyron slope, ~p is the density change associated with the phase 

transition, a is the thermal expansivity, pis the background density, g is the gravitational 

acceleration and his a depth scale for the convection, here taken to be the depth of the 

mantle. Thus, the magnitude of the density jump across the phase change and the local 

thermal expansivity at the phase change depth are as important as the Clapeyron slope, and 

all three parameters are subject to some uncertainty. 

The 670 km phase transition has a density jump of 10-11% and a Clapeyron slope 

which is given by laboratory experiments as -2.8 MPa K-1 [Ito and Takahashi, 1989], -4±2 

MPa K-1 [Ito et al. , 1990] or -3±1 MPa K-1 [Akaogi and Ito, 1993], compatible with the 

value of -1.7 to -4.4 MPa K-1 calculated by Wicks and Richards [1993] by combining 

seismic observations of '670' deflection beneath the Izu-Bonin subduction zone with a 

thermal model of the subducted slab. The 400 km transition has a lower density jump given 

as 5% in PREM [Dziewonski and Anderson, 1981] or 8% in recent mineralogical studies 

[Akaogi et al., 1989; Katsura and Ito, 1989], and a Clapeyron slope in the range 1.5 MPa 

K-1 [Akaogi et al. , 1989] to 2.5 MPa K-1 [Katsura and Ito, 1989]. Thus, the magnitude of 

P 400 is much smaller than the magnitude of P670· since both the density jump and 
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Clapeyron slope are of lower magnitude, and the thermal expansivity is larger at 400 km 

depth than at 670 km depth [Chopelas and Boehler, 1992; Anderson et al. , 1992]. 

However, there is some uncertainty about the relative importance of the '400' and '670' 

since the phase transitions are not equidistant from all boundaries, which may affect the 

best choice of lengthscale 'h' in equation (2). 

The latent heat release or absorption Qr_ associated with a phase transition is related to 

the other parameters by: 

Qr_ = "{{'~p I p2 (3.3) 

where Tis the temperature and the other symbols are defmed above. 

Simulation details 

Five simulations are presented here, using four different sets of phase change 

parameters, as listed in Table 3.2, which lists the phase buoyancy parameters P4oo and 

P670 as well as the dimensional Clapeyron slopes and density jumps. For the '670', we 

take the preferred values of density change and Clapeyron slope from Ito et al. [1990], 

except for Case 4, in which we test the sensitivity of the system to Y670 by reducing it to -3 

MPa K-1. In cases 1 to 3, the strength of the '400' is increased from zero to a value much 

larger than that likely for the mantle, in order to assess its influence on the convective 

system. Case 5 is as case 2 except with a constant viscous diffusivity throughout the 

mantle, instead of a smooth viscosity increase with depth. 

Although a value of -4 MPa K-1 for y670 has been observed to cause very strong 

layering in one axisymmetric result [Machetel and Weber, 1991], the inhibiting effect of 

the phase change in that simulation was greatly enhanced by the use of a very much lower 

thermal expansivity at 670 km depth (1.4xl0-5 K-1) than is consistent with experimental 
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and theoretical estimates [Chopelas and Boehler, 1992; Anderson et al. , 1992; Duffy and 

Ahrens, 1993] resulting in a very low P670 of around -0.22. 

Case: 1 2,5 3 4 Units 

1400 0 3.0 4.0 3.0 :MPa K-1 

Op4QO 0 200.0 400.0 200.0 kgm-3 

1670 -4.0 -4.0 -4.0 -3.0 :MPa K-1 

0P670 400.0 400.0 400.0 400.0 kgm-3 

P400 0.0 0.055 0.135 0.055 

P670 -0.147 -0.147 -0.147 -0.110 

TABLE 3.2: Phase Change Parameters 

Case 1 was started from a case with no phase change and run for about 15,000 

timesteps, corresponding to about 3 billion years; the results we present here are 

characteristic of the last 9000 tirnesteps, after the system has overcome the initial transient 

adjustment to the presence of the phase change. Cases 2-5 were started from final states of 

other runs with similar parameters, and run until the system overcame its transient 

adjustment to the new parameters, which typically took 5-10,000 timesteps. 

Results 

Heat flow and velocities 

We obtain mean surface heat flows of around 1.8x10l3 W, of which -40% comes 

from the core in cases 1-4, and -60% comes from the core in case 5. The total is about a 
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factor of two smaller than that of the Earth, but the fraction of basal heating is considerably 

larger than most estimates for the Earth [Schuben, 1979; Schubert et aL, 1980; Davies and 

Richards, 1992]. It is possible that the mantle heating rate should be substantially 

augmented by the effect of secular cooling [Sharpe and Peltier, 1978; Schuben et al., 1980] 

which may account for 30% of the surface heat flow [Breuer and Spohn, 1993]. This is 

missing from the model because the heating is treated as time-independent; the effect is only 

recently receiving attention from the numerical modeling community [Steinbach et al., 

1993]. 

Maximum convective velocities are in the range 25-45 mm yrl, depending on the 

size and vigor of avalanches, and average surface velocities are typically 5-6 mm yrl, an 

order of magnitude lower than plate velocities, though a direct comparison may be flawed 

because our simulations lack rigid plates. The principal difference between our parameters 

and the Earth probably lies in the use of higher than realistic viscosities, which is 

necessitated by computing limitations. At the higher Rayleigh numbers which would result 

from lower viscosities, the phase change has a stronger inhibitive effect on both two­

dimensional [Christensen and Yuen, 1985; Zhao et aL, 1992] and three-dimensional [Yuen 

et al., 1994] flow; thus our calculation may underpredict the degree of layering which 

would occur in the Earth-like regime. 

Flow pattern 

Effect of the '670'. Figure 3.1 illustrates cold and hot features for case 1 (with only 

the '670' included), at three times at intervals of approximately 500 million years. The 

basic structure of the flow was described in Tackley et al. [1993b]. A network of 

interconnected cold downwelling sheets, which do not penetrate the phase change, is 

observed in the upper mantle (UM). The distance between sheets that are roughly parallel is 

typically 3000-8000 km, a scale which is consistent with present subduction zones on the 
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Ea.rth. They have some small-scale complexity due to local boundary-layer instabilities, 

which would likely be suppressed by the high-viscosity lithospheric plates on the Earth. At 

the intersections of these sheets, large pools of cold material form above the 670 km phase 

change. This cold material is gravitationally unstable and after building up sufficiently 

triggers a vigorous avalanche into the lower mantle, in the form of a very large diameter 

(-1000 km) cylindrical downwelling plume, which reaches the CMB on a timescale of 

several lOs Ma. This downwelling acts as a conduit to the CMB, effectively emptying the 

cold material from the local upper mantle to a large pool at the base of the mantle, despite 

the increase in viscosity with depth. The increase in viscosity with depth slows these 

downflows and results in the region of spreading being of greater vertical extent The 

downwelling then shuts off completely and is not observed to recur in exactly the same 

place during the course of the simulation, though many such events may occur in the same 

general area (such as the lower left region of these plots) and about 15 events are observed 

in total during the fmal 2 billion years of the simulation. Thus, these events cool all areas of 

the lower mantle and core. At any one time, several of these avalanches are in progress at 

different places around the sphere, triggering in a globally asynchronous manner. Because 

of the spherical geometry, the surface area of the CMB is about 35% of the surface area of 

the 670 km interface, and thus the combined effect of avalanches occurring in different 

places around the sphere is to surround the core with cold material, resulting in a CMB heat 

flow (-40% of surface heat flow) considerably higher than most estimates for the Earth, as 

discussed above, but with very little upwelling plume activity. Thus, most of the core heat 

flux is taken up in heating up these "dead slabs" rather than feeding active upwelling 

plumes. This may be in accord with the Earth, since Olson et al. [1993] conclude on the 

basis of numerical simulations of plumes with realistic rheology that the entire mantle 

plume population draws material from less than 20% of the core-mantle boundary. 
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In some areas, where elongated or larger pools of cold material accumulate above the 

'670', multiple cylindrical avalanches, closely spaced in time, may occur. This is 

happening in the region at the lower left of Figure 3.1. 

The most prominent features in the pattern of hot upwellings are the broad hot 

regions in the upper mantle, which are often not directly associated with any deep features 

in the lower mantle. It is apparent that the lateral heterogeneity is much greater in the upper 

mantle than at mid-mantle depths, as shown quantitatively later on. At the CMB, 

interconnected ridges of hot material are observed, which extend radially upward several 

hundred kilometers. These are swept around by enormous injections of cold upper mantle 

material caused by avalanches, and occasionally a larger accumulation of hot material is 

formed at the intersection of these ridges, causing a short-lived, transient plume to rise 

through the mid-mantle to the 670 km interface and inject hot material into the upper 

mantle. One of these can be observed in the upper part of Figure 3.1 (lower right plot). 

Thus, in both directions, cylindrical forms (plumes) are seen to penetrate the 670 km phase 

change, whereas linear forms (sheets) do not. The upward flow in the upper mantle and in 

the top of the lower mantle is generally the weak, distributed return flow characterizing 

mainly internally heated convection [Houseman, 1988; Glatzmaier et al., 1990; Travis et 

aL, 1990c]. It is interesting that the large hot structures in the deep mantle, which should be 

quite buoyant, have difficulty ascending through the mid-mantle. The reason is that 

although they are hot relative to the spherically-averaged temperature in the deep mantle, 

they are not particularly hot relative to the spherically-averaged mid-mantle temperature, 

because the temperature in the deep mantle is strongly depressed by the large pools of cold 

avalanched material. 

Effect of adding the '400'. Figure 3.2 shows similar views for case 3 (with a '400' 

of approximately equal strength to the '670'), at three times at intervals of 500 million 

years. Here, the flow is more complex. Avalanches display a wider range of morphologies, 

including quasi-linear, and are generally smaller and more frequent This is because the 
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Fig. 3.1. Cold downwellings (left) and hot upwellings (right) for Case 1 

(single phase change) at three times during the simulation, at intervals of -500 

million years. Cold and hot isosurfaces show where the temperature is 110 K 

lower and higher respectively than the horizontal average. The core-mantle 

boundary is shown in green. Time increases down the page, with the 

lowermost figures depicting the fmal state of the simulation. 
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Fig. 3.2. As figure 3.1, but for case 3 (both phase changes), again at intervals 

of around 500 million years. 
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'400' limits the extent to which cold material can accumulate above the '670': when 

accumulations become thick enough to straddle the '400', the additional negative buoyancy 

caused by the upward deflection of the 400 km phase change pushes the cold material 

through the '670', resulting in more frequent and smaller avalanches. Thus, it appears that 

the effectiveness of the '670' on inhibiting mass flux between the upper and lower mantles 

is reduced by the '400', a point which is shown quantitatively later. A range of downflow 

morphologies occurs because such break-throughs may be forced before cold material is 

able to flow to triple junctions and accumulate into broad pools. 

Several strong, stable plume-like upwellings, which penetrate the '670' with ease, 

are visible. These form in this case partly because the smaller avalanches are less effective 

in surrounding the CMB with cold material, and thus a larger fraction of the core flux is 

taken up in driving active upwellings, and partly because the mid-mantle region is less hot 

than in case 1, due to the smaller thermal boundary layer at 670 km depth, thus allowing 

hot plumes from the deep mantle to rise easily through this region. 

There has been a tendency to regard plumes, which are postulated to cause hotspots 

such as Hawaii [e.g., Sleep, 1990; Davies and Richards, 1992], as a distinct, secondary 

mode of convection, somehow decoupled from the main, plate-scale flow [Loper and 

Stacey, 1983; Davies and Richards, 1992]. However, such a mode of flow has never been 

observed in any self-consistent numerical or laboratory experiment Upwelling plumes 

always occur as part of the main, and only, convective system, as we observe in these 

results. However, there is a problem with obtaining hotspot-like plumes, which must 

simultaneously satisfy the requirements of being relatively stationary in position, and fairly 

weak, since hotspots are estimated to carry only 6% of the surface heat flux (excluding the 

plume head contribution) [Davies and Richards, 1992]. For example, in case 1 the plumes 

are weak, but short-lived and transient, whereas in case 3 the plumes are quite stationary, 

but much stronger than those thought to drive hotspots like Hawaii. It may be that the 
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solution to this problem lies in the use of realistic temperature-dependent viscosity, which 

we plan to incorporate in future phase change experiments [Tackley, 1993]. 

On the basis of these observations, three distinct regions of the mantle can be 

identified: the upper mantle (UM), characterized by linear downwellings and pools of cold 

material building up above '670', the mid-mantle (MM), characterized by large cylindrical 

downwelling plumes and weaker upwelling plumes, and the deep mantle (DM), 

characterized by pools of avalanched material surrounding the core and a network of 

interconnected hot ridges which sometimes break through the MM in the form of plumes to 

the UM. The UM can be further subdivided into the transition zone (TZ), in which the 

pools of cold material accumulate, and the shallow mantle (SM), containing narrow linear 

downwellings and the upper thermal boundary layer. The next section examines these 

distinct regions in more detail, and discusses their relationship to the surface observables, 

geoid and dynamic topography. 

Surface observables and radial structure 

Figure 3.3 shows the geoid, dynamic topography, and superadiabatic temperature 

field for case 1 (with only the '670'). The superadiabatic temperature field is shown on 

four surfaces of constant radius, corresponding to the four distinct regions discussed 

above: SM, TZ, MM and DM. This frame corresponds to the last frame in Figure 3.1. In 

the SM, the downwelling sheets are clearly visible, separated by broad hot regions. In the 

TZ, broad regions of cold material are visible, caused by pooling of cold material above the 

'670'. At MM depth, the picture is completely different, with a few broad cylindrical 

downwellings in a generally warm background, and a few faint upwelling plumes visible. 

At DM depth, broad circular cold pools corresponding to the downwellings in MM are 

seen, with an interconnected system of hot ridges separating them. 
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Fig. 3.3. Surface observables, and sections of constant radius for the fmal 

frame of Case 1. a. (top left) Geoid, with scale ±120 m. b.(top right) dynamic 

surface topography, scale ±5.0 km. c.(mid left), d.(mid right), e.(bottom left) 

and f.(bottom right) show the superadiabatic temperature field at depths 200, 

550, 1200 and 2600 k:m respectively, representing regions SM, TZ, MM and 

DM. Scale ranges from -1050 to +350 K. Plots are scaled according to the 

radius; lines of longitude and latitude indicate the position of the surface. 
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Fig. 3.4. As Figure 3.3, but for Case 3. Geoid ranges ±110 m, topography 

±5.0 Ian, and superadiabatic temperature from -950 to +300 K. 
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The dynamic surface topography is closely related to shallow upper-mantle (UM) structure, 

with the narrow downwelling sheets having a clear surface expression. The geoid, 

however, resembles a combination of flltered UM and MM structure, with the pattern of 

upper-mantle downwellings visible, but negative peaks over the mid-mantle avalanches. 

Cold regions are associated with geoid lows, and hot regions with geoid highs. 

Figure 3.4 shows the same plots for case 3 (with a strong '400' added). In this case, 

there is less pooling of material in the TZ at the intersections of downwellings; rather, a 

general thickening of the downwellings is observed in this region. At MM depth, there are 

more avalanches visible, typically smaller than in case 1, and including at least one which is 

elongated. The surface topography and geoid display the same characteristics as in case 1, 

with the geoid even more strongly reflecting upper mantle structure, and the position of 

MM avalanches barely visible. 

As shown in various studies [Ricard et al., 1984; Richards and Hager, 1984; Hager 

and Clayton, 1989], the net geoid resulting from, for example, a cold temperature anomaly 

(i.e., a positive mass anomaly) is the small difference of two large terms, the geoid high 

associated with the anomaly itself, and the geoid low associated with the dynamically­

induced negative topography at the surface and CMB. The sign and amplitude of the 

observed geoid are highly sensitive to the exact details of the radial viscosity profile and 

any chemical stratification. For a simple constant viscosity profile and chemically­

homogeneous mantle, the contribution from surface topography is always dominant, and 

thus the net geoid associated with a cold temperature anomaly is a geoid low, as observed 

in our model. 

These different contributions can be combined to obtain kernels giving the observed 

geoid for sheet mass anomalies of different spherical harmonic degrees at different depths. 

These kernels go to zero at the boundaries due to perfect isostatic compensation of mass 

anomalies at chemical boundaries. For a homogeneous, constant-viscosity mantle, the long 

wavelength kernels peak deep in the interior, with l=2 peaking at around mid-mantle 
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depth, £=8 peaking in the transition zone, and shorter wavelengths peaking at progressively 

shallower depths [Hager and Richards, 1989; Hager and Clayton, 1989]. This explains 

why the geoid signal observed in our models, which is dominated by long wavelengths, is 

closely related to structure in the TZ and MM. 

The downward deflection of the phase boundary at 670 Ian depth caused by a cold 

temperature anomaly (resulting in a positive mass anomaly) at that depth results in a 

negative mass anomaly. Thus, the geoid contributions of these opposite anomalies partially 

cancel, reducing the geoid contribution from transition zone heterogeneity. In contrast, 

deflection of the '400' results in a geoid contribution of the same sense to temperature 

anomalies in that region, enhancing the geoid contribution from the mid upper-mantle. This 

partly accounts for the differences between case 1, in which geoid resembles a combination 

of UM and MM structure, and case 3, in which the UM completely dominates the geoid 

signal. 

The major downwellings (slabs) of the Earth are associated with geoid highs rather 

than geoid lows, as in our model. This discrepancy could be corrected by a large viscosity 

jump at 670 Ian depth [Hager and Clayton , 1989] which is a common feature of mantle 

viscosity models derived using geoid data [e.g., Davies and Richards, 1992; King et al., 

1992; Forte et al. , 1993]. 

Time-dependence 

Figure 3.5 shows the geoid, TZ and MM structure, and cross-sections for case 1 at 

three times corresponding to the same times and viewing angle as in Figure 3.1. The radial 

dependence of the flow structure is clearly visible in the right plots (d,h,l), which show the 

superadiabatic temperature field in constant-longitude cross-sections. The upper mantle is 

clearly heterogeneous on long wavelengths, containing some broad (up to -10,000 Ian) 

regions of anomalously cold or hot material, as well as regions with the classical small 
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Fig. 3.5. Time evolution of case 1, showing three times during the simulation, 

at intervals of -500 million years (as figure 3.1). Left column (parts a,e,i) 

shows geoid, with scale ±120 m, other columns show superadiabatic 

temperature in the transition zone (second column, parts b,f,j), mid-mantle 

(third column, parts c,g,k) and in vertical cross section (i.e., at constant 

longitude, parts d,h,l), with the right-hand side of the cross sections 

corresponding to a vertical line running down the center of the constant-radius 

sections. Superadiabatic temperature scale ranges from -1050 to 350 K. 
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Fig. 3.6. As Figure 3.3, for case 3. Geoid ranges ±110 m, and superadiabatic 

temperature from -950 to +300 K. 
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aspect-ratio convection cells [Christensen and Yuen, 1988; Busse, 1989]. Pooling of cold 

material can be seen in the TZ. The MM and DM can be clearly distinguished, with DM 

occupying the lowermost -800 km of the mantle. 

Comparing the geoid with the TZ and MM for the three times, it appears that the 

geoid closely resembles upper-mantle structure. Avalanche conduits in the MM are 

associated with distinct geoid lows that are of only slightly higher amplitude than the 

signature of the upper-mantle structure. 

The same plots for Case 3 (Figure 3.6) reveal a similar behavior. In the MM region, 

distinct hot upwelling structures can be identified more clearly than in Case 1. However, in 

this case, avalanche conduits have a weaker surface expression, which is partly because the 

mid-mantle is colder, thus reducing the temperature anomaly associated with avalanche 

conduits, and partly because the contribution from '400' deflection reinforces the upper­

mantle signature, as discussed earlier. 

Spherically-averaged temperature 

The horizontally-averaged (l=O) superadiabatic temperature fields for all cases are 

shown in Figure 3.7. Due to slightly different reference adiabats in different cases, these 

have been aligned at the surface and CMB. In general, both the upper and lower mantles 

are strongly subadiabatic. There is a strong boundary layer at 670 k:m, having a temperature 

change of several hundred degrees over a vertical extent of -250 km, in addition to the 

usual boundary layers at the surface and CMB. Small kinks, of vertical extent -30 Ian, are 

observed at 670 km and 400 km, due to the release or absorption of latent heat by material 

advected across the phase change. This effect was previously noted by Christensen and 

Yuen [1985]. In regions of high vertical mass flux (i.e., high local Peclet number) at 670 

km depth, the release or absorption of latent heat is dominant and local conductive heat flux 

is negative (i.e., downwards). However, in regions where cold material is pooling above 



0 

0 

C\1 

0 

OJ 

0 

0 

----Case 1 
- Case 2 

Case 3 
Case 4 

- · · - Case 5 

75 

-'I 
r· 

I I 

I I 
I I 

I I I 
I 

I ~ 
'\. 

\...:: 

0 .0 250 .0 500.0 750 .0 1000.0 1250.0 
Superadiabatic Temperature (K) 

Fig. 3.7. Radial profile of spherically-averaged (1=0) superadiabatic 

temperature for Cases 1-5. Profiles are aligned by boundary conditions. 



76 

the '670' and thus the radial velocity through the '670' is very low, the resulting thermal 

boundary layer results in strong upward conduction of heat. When spherically averaged, 

these effects nearly cancel in a very localized region around the '670', so that the net 

thermal gradient at 670 km depth is low, and thus the net thermal conduction across the 

'670' is close to zero, and most of the heat flux across 670 km is advected. The 

subadiabatic upper mantle and the thermal boundary layer across the '670' result in a local 

temperature minimum in the transition zone [Weinstein, 1993], which, if temperature­

dependent viscosity were included, would result in higher viscosity in this region. 

Comparing cases 1, 2 and 3, it is clear that the magnitude of the thermal boundary 

layer across the '670' diminishes as P400 increases, due to an increase in either Clapeyron 

slope or density change. Thus, it seems reasonable to conclude that the amount of layering 

decreases due to the presence of the '400'. This decrease in the temperature change across 

the '670' is associated mainly with a reduction of the temperature in the MM, resulting in 

easier penetration of upwelling hot plumes from the DM. Case 4, which has a weaker 

'670' Clapeyron slope of -3 MPa K-1, but otherwise the same parameters as case 2, 

displays virtually no boundary layer at 670 k:m depth, suggesting that the strength of the 

'670' exerts a much greater influence on stratification than the strength of the '400'. 

In the DM, where avalanches spread out into pools of cold material surrounding the 

core, the temperature is strongly depressed from an adiabat extrapolated from the upper 

mantle. This effect is greatly enhanced by the spherical geometry, because the surface area 

of the core is -35% of the surface area of the 670 km interface. The departure of the 

geotherm from an adiabat is of similar magnitude to the r.m.s. temperature variations in the 

interior, but a factor of -Slower than the peak-to-peak temperature variations at a particular 

depth. A subadiabatic interior temperature gradient is expected in a mantle heated 

substantially from within [Schubert, 1992; Parmentier et al., 1994]. However, the 

avalanches strongly increase this subadiabaticity. This region of depressed temperature in 

the deep mantle is important in the interpretation of seismic tomography, as discussed later. 
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In case 5, in which the viscosity is constant with depth, the OM region has a smaller 

vertical extent, as can be seen by examination of the temperature profiles in Figure 3.7. The 

thermal gradient at the CMB is steeper, resulting in a higher core heat flux. These effects 

arise because cold avalanched material is not slowed down by a viscosity increase in the 

deep mantle, as it is in the other cases. 

Radial mass flux 

A useful indicator of the degree of flow stratification is the radial mass flux diagnostic 

[Peltier and Solheim, 1992], defmed as the spherically-averaged absolute radial mass flux, 

normalized so that the integral over nondimensional depth is unity. 

f(r) = < plu,l> 

Ji.r J < plu,l> dr 
(3.4) 

where <plurl> is the absolute value of the mass flux averaged over a surface of 

constant radius, the integral in the denominator is performed from the CMB to surface, and 

M is rsurtace-rcmb· 

The radial mass flux diagnostic for the various cases, averaged over several thousand 

timesteps, is shown in Figure 3.8. The phase change is observed to have a marked 

inhibitive effect on the flow, as indicated by the minimum in the radial mass flux at 670 

km. Comparison of cases 1-3 indicates the effect of the '400' on the propensity to layering. 

The most pronounced minimum at 670 krn is shown by case 1, which has no phase change 

at 400 km. Cases 2 and 3, with increasingly stronger phase changes at 400 km cP4oo is 

0.055 and 0.135, respectively), display progressively less pronounced minima, indicating 

that increasing the strength of the '400' decreases the degree of layering. This was also 

indicated by examination of the spherically-averaged temperature profile (previous section). 

Solheim and Peltier [1994] reach the same conclusion based on 2-D spherical axisymmetric 
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modeling, but Steinbach and Yuen [1992] and Zhao et al. [1992] fmd that adding the '400' 

decreases the mass flux across 670 km in their 2-D Cartesian experiments. This difference 

could be related to the depths at which the phase changes are placed, or the difference 

between Cartesian and spherical geometries. It does not seem to be related to Rayleigh 

number or dimensionality since our experiments are almost an order of magnitude lower in 

Rayleigh number, and have an additional dimension, compared with those of Solheim and 

Peltier [1994], but we reach the same conclusion. 

For case 4, which has a weaker '670' Clapeyron slope of -3 MPa K-1 and the same 

'400' strength as case 2, the radial mass flux diagnostic displays no minimum, but just a 

change in slope at 670 km depth. Thus, the degree of layering is highly sensitive to the 

strength of the '670'. From a comparison of cases 1 to 4, it is evident that the degree of 

layering is much more sensitive to the strength of the phase change at 670 km depth than 

the strength of the phase change at 400 km depth. The constant viscosity case (case 5) 

displays a similar amount of layering as case 2, but has greater mass flux towards the base 

of the mantle, presumably due to the lower viscosity there. 

Examination of the radial mass flux for individual spherical harmonic degrees (i.e., 

the spherical harmonic coefficients of pur on surfaces of constant radius) for the most 

stratified case (case 1, Figure 3.9) indicates that long wavelengths of flow, such as £=2 

and £=5, are virtually unaffected by the phase change, whereas short wavelengths are 

increasingly inhibited, with a noticeable effect at £=10; and flow for spherical harmonic 

degrees above around 40, is effectively confmed to the upper mantle. At the wavelengths 

employed in the current generation of global seismic tomographic models, the flow appears 

essentially unlayered, compatible with the long-wavelength flow pattern in the Earth 

calculated by Phipps Morgan and Shearer [1993] , which takes into account density 

anomalies derived both from global seismic tomography and from the observed deflection 

of the '670' [Shearer and Masters, 1992]. A qualitative explanation of this phenomenon is 

as follows: At a particular point, flow with a given horizontal wavelength is sensitive to 
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density anomalies vertically-averaged over a lengthscale similar to this horizontal 

wavelength. For short wavelengths, flow through '670' is sensitive only to density 

anomalies in the immediate vicinity of the '670', and thus is strongly influenced by 

deflection of this interface. At the longest wavelengths, however, flow across 670 is 

influenced by density anomalies vertically-averaged through the entire mantle, and thus a 

much larger deflection of the 670 would be needed to balance this integrated buoyancy and 

thereby prevent flow penetration. Deflection of a downwelling by the '670' is associated 

with short wavelengths of flow; avalanches are associated with long wavelengths of flow. 

The calculation that the long-wavelength flow field in the Earth penetrates the '670' is still 

compatible with slabs being deflected when they first encounter the phase transition. 

From the radial mass flux across the interface at 670 km depth it is possible to 

calculate a 'mixing time', defmed as the time required for a mass equal to the mass of the 

mantle to pass through 670 km. For cases 1-5 this time is 4.5, 4.3, 4.1, 2.3 and 3.7 Gyr, 

respectively. This further quantifies the conclusions discussed above: the effect of the '400' 

is to moderately decrease the propensity to layering, while the effect of slightly weakening 

the '670' is to greatly decrease the degree of layering. To scale these mixing times to the 

Earth's Rayleigh number (Ra), it is likely that the mass flux (of downwelling cold material) 

scales roughly as the heat flux, suggesting a Ral/3 scaling [Turcotte and Schubert, 1982] 

which would reduce the mixing time to -2.1, 2.0, 1.9, 1.1 and 1.7 Gyr, respectively, for 

an order of magnitude increase in Ra. This is less than half the age of the Earth, but the 

increased effect of the phase change at higher Ra [Christensen and Yuen, 1985; Yuen et al. , 

1994] may increase this time. 

Globally-averaged time-dependence 

The time-dependence of radial mass flux through the phase changes, and total heat 

flow through the CMB and surface are shown for the last billion years of Case 3 in Figure 
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3.10. There is some time-dependence of the flow through the phase changes at 400 and 

670 km depth, with the mass flux diagnostic at 670 km depth <F670) varying between 0.75 

and 0.85 during this period. F400 and F670 display similar variations, with F400 generally 

higher than F670. except during one brief period towards the end of the simulation. The 

surface and CMB heat flux displays very weak time-dependence, in contrast to the two­

dimensional calculation of Weinstein [1993], in which they show a sharp peak for each 

individual avalanche. 

These plots show that the time-dependence of globally-averaged quantities is much 

weaker than that observed in spherical axisymmetric [Machete[ and Weber, 1991; Peltier 

and Solheim, 1992] or 2-D Cartesian [Weinstein, 1993] geometries, because due to the 

large effective aspect ratio of the sphere, several avalanches are occurring at any given time, 

and thus the convection is never strongly layered on a global scale. As a result, globally 

averaged diagnostics such as F670, surface heat flux, mean temperature, etc., are not 

greatly affected by an individual avalanche. 

It is possible that our avalanches would be more abrupt and violent if we could 

decrease the viscosity (thus increasing the Rayleigh number) to Earth-like values, as 

observed in two-dimensional models [Weinstein, 1993; Solheim and Peltier, 1994]. 

However, we believe that with an Earth-like viscosity, avalanches would still overlap in 

time, and the global time-dependence would be intrinsically weaker in full three­

dimensional spherical geometry than in spherical axisymmetric or two-dimensional 

Cartesian geometries. Four arguments support this view: ( 1) Cylindrical downflows 

penetrate the endothermic phase change more easily than linear downflows, and thus result 

in smaller, less vigorous and more frequent avalanches. This is indicated by our numerical 

results, and by the analytical model of Bercovici et al. [1993]. (2) Cylindrical avalanches 

last for longer, thus increasing the probability of temporal overlap with other avalanches. 

This is because they take longer to exhaust their pool of feeding material than linear 

avalanches, due to the radially-convergent influx of material towards the conduit (3) The 
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synchronicity observed in 2-D, whereby an avalanche in one place induces a simultaneous 

avalanche in another place, is less likely to occur in 3-D. This is because the velocity field 

associated with 3-D cylindrical downflows decreases with distance much more rapidly than 

that for a linear downflow (!/distance rather than 1/log(distance)), and thus cylindrical 

avalanches will have a much smaller influence on their distant surroundings. (4) If 

avalanches are essentially unsynchronized, there is a much higher probability of temporal 

overlap in a 3-D sphere than in an axisymmetric sphere, because, due to simple geometry, 

it is possible to fit many simultaneous cylindrical avalanches into a 3-D sphere, but only 

about 3linear avalanches in a 2-D axisymmetric sphere. 

Comparisons with the Earth 

Lateral heterogeneity 

The effect of the phase changes, particularly the endothermic transition at 670 km 

depth, on the spectrum of density anomalies at different radii is pronounced. Previous 

work has focused on the depth-dependence of total power, which shows a peak at 670 km 

[Peltier and Solheim, 1992; Tackley et al., 1993b], and the vertically-averaged lateral 

spectrum, which for case 1, shows some similarity with the global seismic tomographic 

model of Inoue et al. [1990] [Tackley et al., 1993b]. Here we investigate the spectral 

characteristics further by considering spectral heterogeneity maps (i.e., the long­

wavelength spherical harmonic spectrum as a function of radius) for cases 1 and 4, which 

are the most stratified and least stratified cases respectively, and the seismic model 

SH12/WM13 of Suet al. [1992b]. Such comparisons between convection models and 

seismic models are made complicated by the problem of an uncertain radially-dependent 

coefficient to scale between entropy or temperature and seismic velocity. In particular, this 

coefficient may be much higher in the transition zone than in the surrounding layers 
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(suggested by the inversion of Forte et al. [1993] and supported by the thermodynamic 

analysis of Karato [1993]), which would suppress transition zone heterogeneity in the 

seismic models. The problem of this uncertain radially-dependent coefficient can be 

eliminated by normalizing the spectrum at each radius by the total r.m.s. amplitude at that 

radius. Thus, we present normalized spectra in addition to unnormalized spectra which still 

retain information about radial variation of total r.m.s. amplitude. 

In the spectral heterogeneity map (SHM) for case 1 (Figure 3.11a,b), the three 

distinct regions, previously identified from the spatial images of the temperature field, are 

clearly visible from their spectral characteristics. The upper mantle (UM) is characterized by 

a high amplitude 'red' (i.e., long-wavelength, peaking at £<8) spectrum, although since it 

also contains narrow features, there is still significant amplitude at much higher degrees, as 

may be true in the Earth [Gudmundsson et al., 1990; Davies et al., 1992]. The mid-mantle 

(MM), comprising the upper -1000 km of the lower mantle, is characterized by a low­

amplitude, broad spectrum, with a wide peak at £=5-20, and the deep mantle (DM) is again 

characterized by a high-amplitude red spectrum (peak £<6). These can be understood 

qualitatively by the following argument: Jarvis and Peltier [1986] showed that for simple 

convection cells, boundary layers are characterized by a high-amplitude, long-wavelength 

spectrum, with the interior of the convective region having a low amplitude, broad 

spectrum. Thus, the UM and DM display the boundary layer signature, while the MM 

corresponds to the interior of the convective region. The entire UM has a boundary layer 

signature due to the pooling of cold material above the '670', which also creates an 

additional boundary layer at 670 km depth, identified by a peak in the total power [Tackley 

et al., 1993b; Peltier and Solheim, 1992]. Avalanched cold material pooling above the 

CMB gives the DM its long-wavelength signature. The height of this region is influenced 

by the magnitude of the viscosity increase with depth, as shown earlier by consideration of 

spherically-averaged temperature profiles. 



86 

Fig. 3. 11. Spectral heterogeneity maps (SHM) for cases 1 and 4 and the 

seismic model SH12/WM13 of Su et al. [1992b]. Plotted are contours of 

r.m.s. spherical harmonic amplitude as a function of (normalized) depth. In the 

left column (a,c,e) are the entropy perturbations (for simulations) and seismic 

velocity anomalies (for seismic model). The plots in the right column have been 

normalized by the total r.m.s. amplitude at each radius. Thickness of contour 

line proportional to amplitude, with ten contour levels scaled to maximum value 

in each plot. 
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Figure 3.11 c,d show the SHM for case 4, the case with the least stratification, as 

discussed earlier. Even with the very small degree of layering, the three main regions are 

again visible, though less clearly, indicating that long-wavelength averaged characteristics 

of the thermal field are very sensitive to even small degrees of flow stratification. The upper 

boundary layer is much stronger than the 670 km boundary layer (Figure 3.11 c), whereas 

they are of comparable amplitude in case 1 (Figure 3.11 a). In addition, the spectral peak 

has shifted to shorter wavelengths and broadened in this case. 

The raw seismic model (Figure 3.11 e) does not display much r.m.s. heterogeneity in 

the transition zone, or a peak in total amplitude at 670 km depth. This is also true of other 

seismic models we have examined [Tanimoto, 1990b; Inoue et al., 1990; Masters et al. , 

1992]. However, when normalized, a more coherent upper mantle signature emerges, with 

a change in the spectral characteristics at around 670 km depth, marking the start of the 

MM. The DM is visible in both raw and normalized spectra, and extends over a somewhat 

greater depth range than in the convection models. 

Thermal fields from the convection models lack the dominant l=2 component found 

in some seismic models [Nakanishi and Anderson, 1983; Tanimoto, 1990a,b; Su and 

Dziewonski, 1991, 1992]; possible reasons for this are discussed later. The asymptotic 

behavior of power with spherical harmonic degree varies with depth, but goes 

approximately as £-2. 

Geoid spectra 

Figure 3.12 shows the amplitude spectra of the geoid (i.e., the total geoid amplitude 

at each spherical harmonic degree, summed over order) for four convection models, 

compared to observations of Earth [Rapp and Pavlis, 1990] and Venus [Konopliv, 

personal communication, 1993]. The geoid is normalized to the radius of the planet, which 

is equivalent to normalizing gravitational potential to GMIR, where G is the gravitational 
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constant, M is the planetary mass and R is the planetary radius. The convection models are 

case 1 (Figure 3.12 a), case 2 (Figure 3.12 b), an 85% internally-heated case with no phase 

change, reported in Tackley et al. [1993b] (Figure 3.12 c), and an unpublished case with 

no internal heating, no phase change, constant viscosity and a Rayleigh number of 3xi06 

(Figure 3.12 d). 

There are two main characteristics to compare: the slope ({)lnA/dlnl) and the absolute 

amplitude. All simulations and data display roughly the same slope ({)lnAf{)In£ = -1.5) and 

absolute amplitudes, except for the internally-heated, no phase-change case (Figure 3.12 c) 

which has a plateau for low degrees up to about 20-30. The absolute amplitudes of geoid 

coefficients for the simulations with phase changes are broadly comparable to those of 

Earth and Venus and to the basally-heated case with no phase change, although there are 

differences in detailed degree-by-degree comparisons. 

This is somewhat surprising, since (1) the geoid kernels (discussed earlier) for low 

degrees peak at mid-mantle (£=2) to transition zone (£=8) depths, falling to zero at the 

surface and CMB [Hager and Clayton , 1989]. (2) The phase change introduces high­

amplitude, long-wavelength heterogeneity in the transition zone, where these geoid kernels 

are most sensitive. Thus, one would expect a much larger geoid, an argument that has 

been used in the past to argue against any significant layering [Davies and Richards, 1992, 

and references therein] . The lack of any significant signal from the strong transition zone 

heterogeneity is due to the near canceling of its contribution by an opposite and nearly equal 

contribution from density anomalies associated with deflection of the 670 km interface. In 

this dynamically self-consistent system, cold material accumulates in the transition zone 

while its negative buoyancy is balanced by positive buoyancy from downward deflection of 

the phase boundary. A balancing of mass anomalies close together results in a near 

canceling of geoid contributions. The cases with no phase changes have their long­

wavelength power concentrated in the surface and CMB thermal boundary layers [Jarvis 

and Peltier, 1986], where the long-wavelength geoid kernels are close to zero. 
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Fig. 3.12. Geoid amplitude spectra, normalized to planetary radius, for four 

convection models, compared to the Earth and Venus. a) Case 1. b) Case 3. c) 

Whole-mantle model with 85% internal heating. d) Whole-mantle model with 

completely basal heating. e) Earth. t) Venus. 
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The £=1 geoid is usually set to zero by taking the origin of coordinates to be the center of 

mass. However, in these simulations the coordinate origin is fixed, and it is interesting to 

note that in case 1 and the two whole-mantle cases, the £=1 coefficient was the largest, 

indicating offsets (up to-24m) of the fixed coordinate origin (the center of figure) from the 

instantaneous center of mass. This is much smaller than the observed offsets of 280m for 

Venus [Bindschadler et al., 1994] and 2.1 km for the Earth [Balmino et al., 1973]; this 

could be because crustal thickness variations plays a large role in determining the center of 

figure for these planets, and the crust is not included in our model. 

Visual comparison with tomography: effect of filtering 

In order to make any comparisons between convection simulations and seismic 

models, it is necessary to consider the effects of limited seismic resolution on the 

convective features. Although the ftltering that seismic tomographic datasets and inversions 

perform on the actual Earth structure is complex, for the moment we approximate it by a 

simple truncation of the convection results at the nominal resolution of typical current 

tomographic models, i.e., f=lO, Chebyshev degree n=13, and removal of the spherically-

symmetric (f=O) component, although in the near future, more realistically-ftltered datasets 

may be possible [Johnson et al., 1993]. 

We show in other sections that even when filtered to seismic tomographic resolution, 

the effect of the phase change on globally-averaged diagnostics of the thermal field is still 

clearly discernible, both in spectral heterogeneity maps (SHM) and in radial correlations 

between layers [Jordan et al., 1993]. The strong heterogeneity around the '670' (Figure 

3. lla) which is associated with a peak in the radial proflle of horizontally-averaged 

heterogeneity [Peltier and Solheim, 1992; Tackley et al., 1993b] is still visible at 

Chebyshev degree n=l3, but disappears at n=6. 
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In the flitered temperature field for Case 1 (Figure 3.13), all plume-like upwellings in 

the mid-mantle disappear completely. The strongest of the broad cylindrical downwellings 

are visible in the MM as smeared out cold anomalies, and thus may be discernible in 

tomographic models. Although the lateral heterogeneity spectrum in the upper mantle is 

dominated by long wavelengths, the most important convective features (the linear 

downwellings) are very narrow and it is necessary to expand to at least f-31 in order to see 

these features clearly, indicating the importance of obtaining seismic Earth models out to 

high spherical harmonic degree, even though most of the power has been demonstrated to 

be at long wavelengths [Tanimoto, 1990a; Su and Dziewonski, 1991]. 

There are some significant differences in deep mantle morphology between seismic 

Earth models and the convection simulations presented here. Seismic models indicate the 

existence of two major quasi-circular slow ("hot") regions at the base of the mantle 

underneath the Pacific and Africa, which are frequently interpreted as sources of hot 

upwelling plumes. These are surrounded by linear fast ("cold") regions situated 

approximately underneath past subduction zone locations [Fukao, 1992; Scrivner and 

Anderson, 1992; Richards and Engebretson, 1992]. In contrast, our models contain 

circular pools of cold material surrounded by hot ridges. Some convection simulations 

seem to demonstrate broad hot upwellings compatible with those seen in seismic 

tomography [e.g., Balachandar and Yuen, 1992]; however, a large fraction of basal heating 

is required for these broad plumes, which is not compatible with various geophysical 

constraints, as summarized in Stacey [1992]. 

If avalanches occur in the Earth, these calculations indicate that the deep mantle 

would have a strongly depressed mean temperature, due to the efficient deposition of large 

volumes of cold material above the CMB. Calculation of actual temperature anomalies in 

the deep mantle from seismic tomography supports the hypothesis [Yuen et al. , 1993b]. 

When compared to this depressed mean temperature, hot anomalies in the DM appear much 

hotter than they actually are in absolute terms. This was shown in Figure 3.1, where large 
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Fig. 3.13. Effect of filtering on the temperature field for case 1. Field has been 

truncated to spherical harmonic degrees 1-10, and whole-mantle Chebyshev degree 13. 

View is from same angle as figure 3.3. a) shallow mantle: 200 Ian depth. b) mid-mantle: 

1200 km depth. c) deep-mantle: 2600 km depth. d) cross-section. 



95 



96 
hot ridges are seen in the deep mantle. It can also be seen clearly by comparing the cross-

section in Figure 3.13, which has the .f=O term removed, with the unfiltered cross-sections 

in Figure 3.5. This effect may be important in the interpretation of seismic tomography, 

which is insensitive to the spherically-symmetric temperature. The large, hot plumes which 

appear in the DM region of tomographic models may not be as hot in absolute terms as they 

appear relative to their surroundings. In the mid-mantle region, where our model predicts 

that the spherically-averaged superadiabatic temperature is higher, their buoyancy relative to 

the immediate surroundings is lower, and they may not be able to rise to the upper mantle, 

as was seen in case 1. This may explain why only tenuous structure is visible in the mid­

mantle above these seemingly giant plumes. As discussed earlier, the departure of the 

geotherm from an adiabat is of similar magnitude to the r.m.s. temperature variations in the 

interior. 

Two-point correlation functions 

It is desirable to develop ways of quantitatively comparing mantle flow models with 

seismic tomographic models, since visual comparisons can be somewhat subjective. Puster 

and Jordan [1993] proposed and tested a class of two-point auto-correlation functions to 

extract globally-averaged characteristics from simulated or seismic datasets. Of these, 

Jordan et al. [1993] compare radial correlation functions (RCFs) for global seismic 

tomographic models, with those for frames from the phase change simulation of Tackley et 

al. [1993b and case 1 in this paper], fmding the RCF to be a very sensitive detector of any 

flow stratification at 670 krn depth, even at the nominal resolution of seismic tomography. 

Any stratification results in a decorrelation of structures across 670 km depth. Glatzmaier 

and Schubert [1993] show that a completely impermeable boundary at 670 krn causes an 

extreme decorrelation in the RCF at this depth. Here, in Figure 3.14, we compare the RCF 

for the most strongly layered case (case 1) with the RCF for the most weakly layered case 
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(case 4), both for the full temperature fields and for those which are truncated to the 

nominal resolution of typical global tomographic models. 

In the unfiltered plots, the characteristic narrowing of the central correlation peak 

(running along the diagonal of the plots) at 670 km depth (nondimensional depth 0.23), is 

still clearly visible even for case 4, although the strong decorrelation between upper and 

lower mantles is less pronounced for that case. In the filtered plots, this narrowing is still 

clear in case 1, but less pronounced in case 4. In case 1, an additional constriction is visible 

in the lower mantle, indicating the boundary between regions MM and DM. 

RCFs for the current generation of seismic tomographic models do not, however, 

display any characteristics of flow stratification at 670 km, even though such characteristics 

should still be visible at the nominal resolution of these seismic models [Jordan et al., 

1993]. Reasons for this are discussed in the conclusions section. 

Slab penetration 

The issue of whether subducting lithospheric slabs penetrate the lower mantle, or are 

deflected by the 670 km discontinuity is central to the question of mantle layering. The 

closest analogues to slabs in our model are the linear downwellings in the upper mantle, 

and thus our model results suggest that slabs do not immediately penetrate, but instead 

build up in the transition zone until sufficient cold mass has accumulated to precipitate an 

avalanche into the lower mantle [Christensen and Yuen, 1985; Solheim and Peltier, 1994]. 

This picture would be consistent with (1) strong correlations between past locations of 

subduction and seismically fast ('cold') regions at the base of the upper mantle and top of 

the lower mantle [Scrivner and Anderson, 1992; Ray and Anderson, 1993], (2) recent 

tomography of slabs [ZJzou and Clayton, 1990; van der Hilst et al., 1991; Fukao et al., 

1992] showing that at least in some areas slabs flatten out along the 670 km discontinuity 

and appear to stagnate in the transition zone, (3) recent global tomography [Suet al., 1992] 
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showing broad seismically fast areas at 600 km depth in places where subducted slabs 

would be expected to accumulate, and (4) global mapping of topography on the 660 km 

discontinuity [Shearer and Masters, 1992] favoring models in which subducting slabs are 

deflected horizontally at the discontinuity. 

However, the seismic evidence, reviewed by Lay [1994], does not paint a uniform 

picture, as slabs do appear to penetrate into the lower mantle in some regions [Creager and 

Jordan, 1984; Vidale and Garcia-Gonzalez, 1988; Fukao et al., 1992] and thus the true 

situation is probably complex, with some slabs penetrating and others being deflected at 

670 km depth. Our model lacks temperature-dependent viscosity, and hence the high 

viscosity of slabs (although slabs have warmed slightly by the time they reach 670 km 

depth), which may alter the results in two ways: (1) the overall planform and morphology 

of downwellings and avalanches and (2) the ability of a slab-like downwelling to penetrate 

the '670' [Zhong and Gumis, 1994]. 

On the first point, we note that during a cylindrical avalanche in our models, cold 

material flows laterally along the "slabs" towards the avalanche, a mode of flow that is not 

possible when the slab is of much higher viscosity than its surroundings. Thus, in the 

Earth, the supply of new cold material to an ongoing cylindrical avalanche is much more 

restricted, and the avalanche may therefore be shorter in duration. Indeed, junctions of 

linear downwellings, at which the large pools of cold material build up in our model, are 

not observed in the Earth except at the intersection of the Pacific, Philippine and Eurasia 

plates. If most of the build-ups and avalanches are linear, this may make catastrophic 

breakthrough more difficult and more violent, as in two-dimensional models. 

On the second point, simulations by Christensen and Yuen [1984] indicate that a 

viscous slab acts as a stress guide, penetrating the 670 krn phase boundary more easily. 

However, their model is strongly constrained in a manner that is likely to be most favorable 

to penetration: the slab is forced to be vertical, an angle of subduction not seen in the Earth, 

and must bend back upon itself in order to deflect, a mode of deflection apparently not seen 
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in the Earth. In addition, no overall lateral movement of the slab or migration of the 

subduction zone was allowed. In contrast, laboratory experiments [Kincaid and Olson, 

1987; Buttles et al., 1993] indicate that in the presence of retrograde trench migration 

[Garfunkel et al. , 1986] and a viscosity jump at 670 km, a highly viscous slab can flatten 

out along the 670 km discontinuity without a phase change being necessary at all, provided 

there is a large enough viscosity contrast across '670'. In addition, the cold slab material is 

highly viscous and when deflected by the phase change, has a greater tendency to stagnate 

in the transition zone [Kincaid and Olson, 1987; Gumis and Hager, 1988; Buttles et al., 

1993]. 

Any jumps in viscosity at 670 km depth, which could be a viscosity increase [Davies 

and Richards, 1992; Mitrovica and Peltier, 1993], viscosity decrease [Karato and Li, 

1992], or narrow zone of low viscosity [Forte et al., 1993] may serve to decouple flow in 

the upper and lower mantles [Ellsworth and Schubert, 1988], altering the likelihood of slab 

penetration. 

Other possible influences of variable viscosity 

Clearly, high priority must be given to incorporating temperature-dependent viscosity 

in convection models with phase changes. However, a viscosity which is dependent solely 

on temperature arguably makes such models less Earth-like than constant viscosity models. 

This is because the downwellings in models with purely temperature-dependent viscosity 

are broad and symmetric (i.e., two-sided) [Tackley, 1993; Steinbach and Yuen , 1993], 

with considerable stress occurring where they leave the upper boundary layer. Thus, they 

do not resemble slabs in the Earth, which are narrow, asymmetric (single-sided), and enter 

the interior easily due to subduction zone faults, thereby allowing them to transmit more 

stress onto any obstacle. The dynamics of a slab encountering the '670' may be 

significantly different from the dynamics of one of the former downwellings encountering 
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the '670'. Realistic Earth-like slabs are obtainable by imposing subduction zone 'faults' 

[Zhong and Gumis, 1992] or 'weak zones' [Gumis and Hager, 1988; Davies, 1989a; King 

and Hager, 1994] at prescribed locations and much has been learned from such models. 

However, none of the above studies included phase changes; those that did [Christensen 

and Yuen, 1984; Zhong and Gumis, 1994] have vertical, two-sided downwellings. In the 

long term it is desirable to generate a self-consistent (i.e., with no imposed features) model 

of variable-viscosity flow with phase changes, which must include some way of self­

consistently generating plates and slabs, in itself a theoretical and numerical challenge that 

has so far eluded the geodynamical community. 

The inclusion of temperature-dependent viscosity would result in a low viscosity 

layer immediately above the CMB due to the thermal boundary layer, which would strongly 

affect the formation and dynamics of upwelling plumes [Olson et al. , 1987, 1993], making 

them narrower, more concentrated, more vigorous, possibly resulting in more of them, and 

allowing the formation of plume heads [Duncan and Richards, 1991]. However, the 

possible lack of realism in plume activity in our model is not of concern since on the Earth 

plumes are minor features, carrying only 10-15% of the total heat flux [Davies and 

Richards, 1992; Sleep, 1990]. 

The addition of rigid plates and continents would probably reinforce the long 

wavelength nature of the flow [Davies, 1988b; Gumis and Zhong, 1991; Zhong and 

Gumis, 1993]. The plate tectonic cycle, including subduction zone locations, may be 

controlled by the assembly and breakup of supercontinents [Gumis, 1988], which would 

pump power into the very lowest spherical harmonic degrees [Anderson, 1982; Scrivner 

and Anderson, 1992]. 
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Conclusions 

We have provided a detailed analysis of numerical simulations of mantle convection 

which incorporate the major phase changes of the transition zone, and investigated many 

ways in which the results can be compared to observations, such as seismic tomographic 

Earth models and the geoid. Although our model does not include the effects of variable 

viscosity, tectonic plates or continents, many of the major characteristics of the Earth are 

reproduced, such as the predominance of linear downwellings in the upper mantle 

(analagous to slabs), and the dominance of long-wavelength heterogeneity in the upper 

mantle and base of the mantle. 

Our results indicate unambiguously that the effect of adding the exothermic phase 

change at 400 km depth is to diminish the propensity to layering by making avalanches 

smaller and more frequent. The system is much more sensitive to the strength of the 670 

km phase change than to the strength of the 400 krn phase change. Indeed, the current 

range of uncertainty in the Clapeyron slope at 670 km (-2 to -6 MPa K-1 [Ito et al., 1990]) 

is likely to encompass a huge difference in model behavior. 

Three distinct regions are evident, on the basis of both visual, and globally-averaged 

(e.g., spectral) characteristics. These are the upper mantle (UM), the mid-mantle (MM), 

and the deep mantle (DM). The upper mantle may be further subdivided into the transition 

zone, where the pooling of material occurs, and the shallow mantle. The UM and DM have 

large-amplitude long-wavelength signals, due to the pooling of cold downwellings at these 

depths, whereas the MM has the low-amplitude, broad spectrum typically associated with 

the interior of convecting regions. In the DM region, the pooling of cold avalanched 

material results in a zone of strongly depressed temperature, which may partially explain 

the appearance of large, seemingly very hot regions at this depth in seismic Earth models. 

The geoid amplitude and spectrum are not significantly affected by the phase-change 

induced layering, and are similar to those of the Earth, Venus and simulations with no 
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phase change. This is because the contribution from the heterogeneity introduced into the 

transition zone is balanced by an opposite and nearly equal contribution from deflection of 

the 670 km discontinuity. The geoid is strongly influenced by structure of the upper mantle 

and weakly influenced by mid-mantle structure. Avalanches may be visible as geoid lows. 

However, the sign of the geoid anomaly over downwellings is opposite to that of the Earth. 

The most likely explanation for Earth's behavior is a large viscosity increase at around 670 

km depth. Further models including an appropriate viscosity increase will be needed to 

examine the nature of the circulation and layering for models with realistic geoids. 

In order to make comparisons with seismic Earth observations, we have looked at 

diagnostics based on the thermal field (spectral heterogeneity maps and radial correlation 

functions) and shown that these indicators are very sensitive, even at seismic tomographic 

resolution, to quite small amounts of stratification. Diagnostics based on the long­

wavelength velocity field (such as radial mass flux), however, are rather insensitive to the 

degree of layering occurring in our model, due to the wavelength-dependence of flow 

stratification: At long wavelengths, whole-mantle flow is observed, whereas short 

wavelengths display flow stratification due to the modulation of downwellings in the 

transition zone. 

This observation that the long-wavelength thermal field is strongly affected by the 

phase transition whereas long-wavelength flow field is not, may appear contradictory, 

since the thermal and flow fields are coupled in a convecting system, and most of the heat 

transport across the phase boundaries is by advection. It is not surprising that long­

wavelengths of flow penetrate the '670', since these long wavelengths are sensitive only to 

structure that is vertically-averaged over a large lengthscale similar to the horizontal 

wavelength. The question then is: how can long-wavelength thermal structure build up 

about '670' if the flow field goes through? There are two points to make here. One is that 

the long wavelengths in the TZ thermal field arise not through direct inhibition of long­

wavelength thermal structures but rather through a cascade of power from short 
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wavelengths (a narrow downwelling encountering the phase transition) to longer 

wavelengths (as the downwelling pools). The second is that the spectral content of velocity 

field will be a highly ft.l.tered (both radially and azimuthally) version of the thermal field, 

with a 1/wavelength2 relationship expected from simple scaling analysis of the momentum 

equation. Thus, even if the long-wavelength thermal field changes abruptly at 670, the 

long-wavelength velocity field would not Combining these two points one can understand 

the sequence of events at a particular azimuthal location: (1) a downwelling encounters the 

'670' and pools. Long-wavelength flow is inhibited at all radii, as a broad pool 

accumulates in the TZ until (2) the point of criticality is passed and an avalanche occurs. 

Actual comparisons with Earth observations appear contradictory. The characteristics 

of the lateral spectrum at different depths (shown by spectral heterogeneity maps), and in 

particular the identification of three distinct regions in the mantle, are compatible with 

seismic tomographic models, particularly that of Suet al. [1992b]. However, there is no 

evidence of the peak in the globally-averaged lateral heterogeneity amplitude at 670 km 

depth which would be expected, even for weak layering [Peltier and Solheim, 1992; 

Tackley et al., 1993b]. In addition, there is no evidence in the radial correlation functions 

(RCFs) of current generation seismic models, for any flow stratification at 670 k:m [Jordan 

et al., 1993]. 

Since we have demonstrated that such diagnostics based on the thermal field are very 

sensitive to small degrees of stratification, even when filtered to the nominal resolution of 

seismic tomography, it would be tempting to conclude that the Earth does not currently 

exhibit any significant amount of flow stratification. However, such a conclusion would be 

contradicted by other forms of more localized evidence, such as tomographic images of 

slabs being deflected along the 670 km discontinuity [van der Hilst et al., 1991; Fukao et 

al., 1992]. It could be that there are inherent limitations in the data, parameterization or 

inversion techniques used in current seismic models which would mask characteristics such 

as a decorrelation in the RCF. Alternatively, it could be that future, more realistic 
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convection models will display a mode of stratification that is not detected in these 

diagnostics. It has been suggested that the Earth may flip in a globally-synchronous manner 

between layered and whole-mantle modes of flow, with it currently exhibiting a whole­

mantle state [Peltier and Solheim, 1993]. However, we have argued that such global 

synchronicity is unlikely in three-dimensions. In addition, there is no evidence in the 

geological data for a recent massive acceleration in surface plate velocities as large as that 

expected to accompany such a global transition [Weinstein, 1993; Solheim and Peltier, 

1994]. 

In any case, reconciling both globally-averaged and local characteristics of mantle 

convection simulations with observations of the Earth and Venus is an important challenge 

for the future. 
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Chapter 4 

On the penetration of an endothermic phase 
transition by upwellings and downwellings 

Using a simple criterion for the deflection of a constant-viscosity upwelling or 

downwelling by an endothermic phase transition. the scaling of the critical phase 

buoyancy parameter Pcnt with the important lengthscales is obtained. The derived 

trends match those previous! y observed in time-dependent numerical simulations, 

implying that geometry is the dominant factor in determining the propensity to 

layering. For a sinusoidal temperature anomaly, Pcnt is found to be proportional to 

wavelength, so that a stronger phase change is required to stop longer wavelengths, in 

accord with observations from three-dimensional numerical simulations. For more 

realistic Gaussian up- and downwelling features, the dependence of P crit on width of 

feature, spacing of features, depth of phase transition and thickness of phase transition 

are determined for idealized internally-heated and basally-heated systems. Narrow 

up/downwellings are deflected more easily than broad ones, providing a first-order 

explanation for the increased propensity to layering as Rayleigh number is increased. 

Internal heating is found to strongly favor deflection, particularly when the phase 
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change is at shallow depth. For basally heated systems, the depth of the phase 

transition is found to be relatively unimportant, in contrast to internally-heated 

systems, where shallower phase transition strongly favors layering. Only weak 

dependence of P crit on the spacing of up/downwellings is found. A narrower phase 

loop enhances deflection. 

Introduction 

The ability of the endothermic phase transition at 660 km depth to enforce layered 

convection in planetary mantles has been the focus of much recent numerical modeling 

[Christensen and Yuen, 1985; Liu et al., 1991; Machetel and Weber, 1991; Zhao et al., 

1992; Peltier and Solheim, 1992; Weinstein, 1993; Honda et al.. 1993; Tackley et al., 

1993b, 1994], and the consensus emerging from these results is that of a partially or 

intermittently layered mantle characterized by accumulation of cold downwellings above the 

660 km discontinuity followed by vigorous, catastrophic 'avalanches' of pooled material 

into the lower mantle. However, despite these recent modeling advances, a theoretical 

understanding of the important processes is not well developed. 

From the numerical experiments. a number of trends are apparent: (1) Flow 

penetration through the phase transition is strongly wavelength-dependent, with whole­

mantle convection observed at long-wavelengths, compatible with calculated flow for the 

Earth [Phipps Morgan and Shearer, 1993], but stratification at short wavelengths [Tackley 

et aL, 1994]. The propensity to layering is increased by (2) increasing the Rayleigh number 

[Christensen and Yuen, 1985; Solheim and Peltier, 1994; Yuen et al., 1993]. (3) greater 

internal heating and (4) narrower phase loops [Peltier and Solheim, 1992]. 

There are two dynamical effects associated with phase transitions: the anomalous 

buoyancy resulting from vertical deflection of the phase boundary, and the latent heat 

release or absorption [Schubert and Turcotte , 1971; Schubert et al., 1975]. At low 
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Rayleigh numbers, latent heat effects are dominant, and an endothermic phase transition is 

destabilizing, enhancing whole-mantle convection, as demonstrated in early theoretical 

work involving linear stability analysis [Schubert and Turcotte, 1971; Schubert et al., 

1975]. At higher, more realistic Rayleigh numbers, however, the buoyancy effect is 

dominant, and an endothermic phase transition favors layered convection. Indeed, 

Christensen and Yuen [1985] demonstrated that latent heat can be ignored to first order at 

higher Rayleigh numbers. An explanation for this is that in the linear stability analyses, an 

initially conductive temperature profile is assumed, so that latent heat release or absorption 

due to movement across the phase boundary results in horizontal temperature differences 

which drive further flow. This flow enhances convection for an endothermic transition and 

inhibits convection for an exothermic transition. However, at high Rayleigh numbers, a 

convective system tends to adopt an adiabatic temperature stratification, so that the 

temperature offset due to latent heat occurs everywhere, and movement through the phase 

transition does not result in additional horizontal temperature gradients. Thus, it is 

reasonable to focus exclusively on buoyancy effects due to deflection, when analyzing the 

effects due to phase transitions at high Rayleigh numbers. 

In order to analyze the interaction of convective upwelling or downwellings with an 

endothermic phase transition, three distinct stages or regimes can be identified, which are 

sketched in Fig. 4.1. (1) (Fig. 4.1a) An upwelling or downwelling reaches the phase 

transition: does it penetrate or get deflected? (2) (Fig. 4.1b) If deflected, deflected material 

pools above (for a downwelling) or below (upwelling) the phase transition, until the pool 

reaches a sufficient size to break through. This regime has been analyzed for the case of 

highly viscous downwellings by Bercovici et al. [1993] who fmd that cylindrical and 

linear downwellings are fundamentally different in their penetrative behavior. (3) (Fig. 

4 .1c) If pooling of material is pervasive, an internal boundary layer builds up: when does 

breakdown of layering occur ? This regime has been studied by applying a local boundary­

layer analysis to the internal boundary layer to predict when it will become unstable and 
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Figure 4.1. The three stages/regimes of behavior, in the interaction of 

convective features with an endothermic phase boundary. Black features are 

cold downwellings, white features hot upwellings. a) Up/downwellings first 

meet the phase transition. b) Pooling of a downwelling above the phase 

transition. c) Pervasive layering. 
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hence breakthrough will occur [Solheim and Peltier, 1994], which results in a periodicity 

with a distinct timescale. 

Although the second and third regimes have received recent attention, the first 

regime, shown in Fig. 4.1a, has not. Yuen and Olson [1982] present some analytical 

calculations for a plume encountering phase transitions and conclude that the Clapeyron 

slope of the transition must exceed -30 MPa K-1 to prevent penetration. Later numerical 

simulations, however, indicated that a much lower value of -6 MPa K-1 could enforce total 

layering [Christensen and Yuen, 1985], with strongly intermittent layering occurring at 

lower values such as -2 MPa K-1 [Machete[ and Weber, 1991], or -2.8 MPa K-1 [Peltier 

and Solheim, 1992]. The purpose of this present study is to examine this regime in detail, 

by means of analytic models in which the interaction of idealized up/downwellings with the 

endothermic phase change is examined and the effect of the important lengthscales is 

determined. 

Model 

The Boussinesq approximation is assumed in two-dimensional Cartesian geometry, 

allowing a simple streamfunction formulation of the governing equations [e.g., Turcotte 

and Schubert, 1982]. 

(4.1) 

u = ljl.z v=-ljl.z (4.2) 

where '¥=stream function, p=density, and u and v are horizontal and vertical 

velocities, respectively. 
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Two-dimensional Cartesian geometry is assumed for this present study. The use of 

three-dimensional and/or spherical geometry will probably change the quantitative nature of 

the results, but not the observed trends, which are the main focus of this study. 

The anomalous buoyancy resulting from phase boundary deflection is represented as 

a mass anomaly at a prescribed depth (discontinuous phase transition) or depth range 

(finite-width phase transition). This is equivalent to the sheet mass anomaly approach of 

Tackley et al. [1993b,1994] (discontinuous phase transition) or the effective thermal 

expansivity approach of Christensen and Yuen [1985] (finite-width phase transition), both 

of which have been found in numerical simulations to give a reasonable approximation to a 

full treatment when phase boundary deflection is small compared to the width of convective 

features. When phase boundary deflection becomes comparable to width of convective 

features, this approximation become inaccurate. However, since the aim of this study is to 

establish trends and to derive simple scaling relationships, this seems a reasonable 

approximation at this stage. 

The effect of the phase transition is represented by a single parameter, the phase 

buoyancy parameter, which can be interpreted as the ratio of buoyancy due to phase change 

deflection to the buoyancy due to thermal effects, integrated over a column: 

(Jthermal = pgaATh 

p = (J phase = r~~ 
a thermal gap h 

(4.3) 

(4.4) 

(4.5) 

Where <:rphase and <1thermal are the anomalous surface densities (i.e., mass per unit 

area) due to phase change deflection and thermal expansion respectively, Oph=phase change 
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deflection, y=Clapeyron slope, ~Pph=density jump across phase change, g=gravitational 

acceleration, a=thermal expansivity, ~T=temperature scale (usually taken to be the 

superadiabatic temperature drop across the layer), and h=a lengthscale (usually taken to be 

the depth of the layer). It is important to note that the influence of the phase transition is 

independent of temperature scale, since both phase change deflection and thermal buoyancy 

are proportional to this parameter. 

Representative values of the relevant parameters are listed in Table 4.1. The phase 

buoyancy parameter resulting from these is of order -0.1. 

Symbol Parameter Value Units 

'¥660 Clapeyron Slope at 660 km -3 MPa K·l 

~P660 Density jump at 660 km 400 kg m·3 

g660 gravitational acceleration 9.8 m s·2 

<l660 thermal expansivity 2.5xl0·5 K-1 

P660 mean density 4200 kg m-3 

h mantle depth 2890 km 

p660 phase buoyancy parameter -0.096 

Table 4.1. Representative values of parameters at the 660 km discontinuity 

The analysis starts with the simplest possible case and progresses through models of 

increasing realism as follows: 

(1) The interaction of sinusoidal temperature anomaly in an infinite domain with an 

endothermic phase change is examined analytically. This regime is relevant to a local 

analysis around the phase change region, when the effects of upper and lower boundary 

conditions are not significant. Information about the wavelength-dependence of flow 
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penetration, and the scaling of critical phase buoyancy parameter with wavelength, is 

obtained. 

(2) Upper and lower boundary conditions are added, and the analysis for a sinusoidal 

temperature anomaly is repeated. Additional information about the effect of boundaries, 

phase change depth, and phase change width, is obtained. 

(3) More realistic upwellings and downwelling are considered, assuming a Gaussian 

horizontal temperature profile. The effect of the important lengthscales, namely width of 

feature, spacing of features, depth of phase transition, and width of phase transition, are 

obtained. Convective features which have just reached the phase boundary, as well as those 

which extend throughout the mantle depth, are considered. 

Infinite domain, sinusoidal anomaly 

The flow solution for a sinusoidal (horizontally) temperature anomaly in an infinite 

domain with a phase transition can be straightforwardly obtained by deriving the solution 

for the periodic anomaly with no phase change, deriving the solution for a sinusoidal sheet 

mass anomaly, and exploiting the linearity of the problem, by simply adding these to obtain 

the total solution. 

Firstly, equation (4.1) is transformed into Fourier space: 

(4.6) 

(4.7) 

where k and l are the horizontal and vertical wave numbers respectively, and pis 

density. Thus, the different flow solutions can be obtained by inserting appropriate density 

anomalies into the above equation. 
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PeriodicT 

Consider a periodic temperature distribution with wavenumber ko- For algebraic 

simplicity we will use the form exp(ikx), bearing in mind that the physically observable 

component (sine) corresponds to the imaginary part of this. 

T = T0 exp(ikox) (4.8) 

p =Po + Ra. T =Po + Ra. T0 exp(ikox) (4.9) 

where Po is the background density and the Rayleigh number (Ra) is defmed in terms 

of previously defmed parameters plus dynamic viscosity 11 and thermal diffusivity x:, as: 

(4.10) 

Transforming into Fourier space (where the 1/21t normalization is applied entirely on 

the reverse transform): 

p = Ra.o(k- K0 )8(l) (4.11) 

and substituting into ( 4.1) 

fi! =-iRa o(k- z, )8(1) ko3 "1) 
(4.12) 

yields a spatial solution: 
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iRa ("Z.. ) VI = --3 exp z"()x 
kQ 

giving velocities: 

Sheet mass anomaly 

Consider a periodic sheet mass anomaly at z=O with surface density cr 

Transforming, we obtain 

Yielding a flow solution 

Noting that: 

p = cr8(z)exp(i~x) 

p=-1 
cr8(k-ko) 

2n 

lr;-r( 2 ko 2 2 J= n2 [1+~1zl]exp(-~z) ~ ~ l (kQ + l ) 2kQ 

(4.13) 

(4.14) 

(4.15) 

(4.16) 

(4.17) 

(4.18) 
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where IFT denotes inverse Fourier transform, we obtain 

vr = i~ (1 + kolzl)exp( -kolzl + ikox) 
4kQ 

hence the vertical velocity 

Total solution 

vz = -~(1 + kolzl)exp( -kolzl + ikox) 
4ko 

(4.19) 

(4.20) 

To obtain the total vertical velocity at the position of the phase change, z=O, the 

vertical velocity solutions for thermally and phase-change driven flow are summed. The 

sheet mass anomaly resulting from phase change deflection is given by: 

a= -P.Ra.T (4.21) 

giving a total vertical velocity of: 

v,,,.,(x,O) = Ra.T0 [ ~ + ~]exp(if<ox) (4.22) 

Thus, by requiring vz=(), the critical phase buoyancy parameter for inhibition of flow 

of wavelength A. across the phase transition is obtained. 

(4.23) 
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So there is a straightforward proportionality between P crit and A. This is easy to 

understand since in this case there is only one lengthscale, the horizontal wavelength, and 

thus a self-similar solution is expected, dependent on the single parameter AlP. This 

relationship provides a first-order explanation of the observation made in Tackley et al. 

[1994], that flow at long wavelengths tends to penetrate the phase transitions whereas flow 

at short wavelengths tends to be inhibited from penetrating. 

Note that shorter wavelengths, or stronger P, would imply a total vertical velocity (at 

z=O) in the opposite direction to thermally-driven flow. However, a real, thermally-driven 

convective system would be unable to reach a point at which local phase-change driven 

flow exceeded local thermally-driven flow, since it would first have to pass through a point 

at which the two were equal, implying zero vertical velocity. The system would adjust itself 

so that Vz(x,O)=O for wavelengths less than the critical. 

For P=-0.1, the representative value from Table 4.1, the critical nondimensional 

wavelength is 0.157, corresponding to a dimensional wavelength of 454 km. 

Bounded domain, periodic T 

It is desirable to determine the effect of boundaries on the above solution, and for this 

purpose, impermeable, free-slip boundaries are imposed at z=O (lower boundary) and z=1 

(upper boundary), with the phase change occurring at a distance dph from the upper 

boundary, i.e., at z=1-dph· A sinusoidal temperature anomaly, independent of z, is 

imposed, as before. Note that this is not the temperature field of thermal convection, which 

normally has constant temperature boundary conditions, but it can be thought of as a 

realisitic Fourier decomposition of the temperature field everywhere except in the boundary 

layers. At this point the effect of finite width phase boundary (as opposed to discontinuous) 

is also investigated, leading to four parameters: the horizontal wavelength A, the phase 
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buoyancy parameter P, the depth of the phase change dph, and the half-width of the phase 

change wph· 

The velocity solution is obtained numerically using the spectral technique described in 

Appendix C. A complex Fourier expansion is used in the x-direction and a sine expansion 

in the z-direction. Enough harmonics are taken (typically 128 spectral modes in each 

direction) to ensure that the values of P crit are accurate to 1 Q-4, and convergence tests are 

also given in Appendix C. As with the infinite domain case, solutions for thermally-driven 

flow and phase-change-driven flow are calculated separately. Using the linearity of the 

instantaneous velocity solution, the phase buoyancy parameter required for zero flow 

across the phase boundary is derived. In cases with a fmite-width phase transition, a tanh 

proflle describes the transition from one phase to the other, leading to a phase-change 

effective thermal expansivity [Christensen and Yuen, 1985] as given below: 

aphase(d) = _!_(1- tanh2[d- dph ]J 
2wph wph 

(4.24) 

Figures 4.2 and 4.3 show flow solutions for short and long horizontal wavelengths 

respectively. In each case the critical phase bouyancy parameter has been chosen for the 

total solution. For the shorter wavelength, the phase-change driven flow (Fig. 4.2b) is 

localized around the phase boundary, and away from the phase boundary, the total solution 

(Fig. 4.2c) resembles the thermally-driven solution (Fig. 4.2a). For the long wavelength, 

however, both thermally-driven flow and phase-change driven flow fill the domain. This 

indicates that the vertical extent of flow caused by a sheet mass anomaly is comparable to 

the horizontal wavelength of the sheet mass anomaly, as is evident from Equation (4.17). 

The dependence of P crit on the three important lengthscales is given in Fig. 4.4. For 

each graph, the other lengthscales are set to the default values given in Table 4.2. Figure 

4.4a gives the dependence of P crit on the horizontal wavelength, nondimensionalized to the 
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depth of the box. At short wavelengths, the slope of the graph is approximately (2/rc), 

consistent with the analytical solution derived earlier. At these wavelengths, the effects of 

boundaries is negligible and it is reasonable to assume an infinite domain when calculating 

flow close to the phase boundary. However, as the wavelength is increased, the boundaries 

become increasingly important and the gradient of the curve decreases greatly, thereby 

reducing P crit from the infinite domain solution. The boundary conditions reduce the 

strength of phase transition required to prevent flow from penetrating, particularly at long 

wavelengths. 

The effect of phase transition depth is illustrated in Fig. 4.4b, for two wavelengths, 

0.25 and 2.0. Over a depth range of approximately 0.2 to 0.8, the depth of the phase 

change has very little influence on P crit· However, when the phase transition is very close 

to the boundary, the required phase change strength can change greatly. 

The width of the phase transition is varied in Fig. 4.4c, for the same two 

wavelengths. At the longer wavelength of 2.0, the required value of IP cntl increases slightly 

as the width of phase transition in increased to 0.1. However, for the shorter wavelength of 

0.25, there is a large increase in IPcntl, approximately doubling from around 0.13 to 0.26. 

Thus, a wider phase transition region decreases the ability of a phase transition to stop 

flow, particularly when the wavelength is comparable to the width of the phase transition, 

implying that the short wavelengths which are most likely to be inhibited are also the most 

sensitive to the width of the phase transition. This is in accordance with the two­

dimensional axisymmetric numerical simulations of Peltier and Solheim [1992], and 

illustrates the importance of trying to obtain a phase transition width as narrow as possible. 

The phase transition width for the Earth is expected, from laboratory experiments [Ito and 

Takahashi, 1989] and seismological observations [Benz and Vidale, 1993] to be a few 

kilometers at the most 

Given that P670 for the Earth is of order -0.1, as shown earlier, only the shortest 

wavelengths are likely to be completely inhibited from crossing the phase transition, 
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Figure 4.2. Flow fields (streamfunction) for a short-wavelength sinusoidal 

temperature field (wavelength=0.25). Thermally driven flow (top), phase­

change driven flow (center) and total flow for critical phase buoyancy 

parameter (bottom). Note how the phase-change driven flow is localized 

around the phase transition for this wavelength. 
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Figure 4.3. Flow fields (streamfunction) for a long-wavelength sinusoidal 

temperature field (wavelength=2.0). Thermally driven flow (top), phase­

change driven flow (center) and total flow for critical phase buoyancy 

parameter (bottom). Note how the phase-change driven flow extends 

throughout the domain for this wavelength. 
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Figure 4.4. Critical phase buoyancy parameter (Pcnv plotted against the three 

important lengthscales, for a sinusoidal temperature field in a bounded domain. 

The two curves in b) and c) refer to short (0.2, dashed line) and long (2.0, 

solid line) wavelengths. 
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assuming a constant amplitude with depth. However, if long-wavelength temperature 

anomalies have a peak near 660 km depth, as indicated in the numerical solutions, then 

these modes will be more inhibited than predicted here. 

Symbol Meaning Default value 

A. or Lx wavelength 2.0 

dpb phase transition depth 0.25 

Wpb phase transition half-width 0.0 

Wx half-width of up/downwelling 0.01 

Table 4.2. Default values of lengthscales 

Gaussian up/downwellings 

Convective features in real systems do not in general resemble sine waves, and thus it 

is desirable to consider the interaction of more realistic up/downwellings with phase 

transitions. In constant-viscosity simulations, the up/downwellings have an approximately 

Gaussian temperature profile, the profile that is chosen here. Four idealized scenarios are 

considered, as illustrated in Fig. 4.5. These span the extremes of complete basal heating, 

represented by an upwelling and a downwelling of equal strength and width, and internal 

heating, in which only downwellings are present. Of course, these are only crude 

approximations of real convective systems, which may have long wavelength anomalies in 

addition to concentrated features, but are useful for establishing some first-order trends. 

Initially, we consider up/downwellings which extend the depth of the box, as in Yuen and 

Olson [1982]. Since we are, however, interested in determining whether an 
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up/downwelling that has just reached the phase change will penetrate, we then progress to 

cases in which the up/downwellings have just reached the phase transition. 

An additionallengthscale, the width of convective feature, is introduced, leading to a 

total of four lengthscales: the horizontal periodicity (Lx), depth of phase transition (dpb), 

width of phase loop (wpb) and width of convective feature (wx). Default values of these are 

listed in Table 4.2. The numerical technique is that used in the previous section and 

described in Appendix A. In these results, Wx is defined as the Gaussian half-width of the 

temperature anomly, i.e., the temperature profile through an up/downwelling is given by: 

(4.25) 

A typical flow pattern for the case of basal heating and up/downwellings extending 

the full height of the box (as illustrated in Fig. 4.5a) is given in Fig. 4.6. The total solution 

has P=Pcrit. which is here defmed as the value required for zero velocity in the center of the 

up/downwelling. However, away from the up/downwelling, flow penetrates the phase 

transition, a phenomena which can be seen in the numerical results of Weinstein [1993]. It 

is only in regions where temperature anomalies exist at 660 km that flow is inhibited from 

crossing the phase transition. 

Figure 4.7 shows the results for the case of basal heating with Gaussian 

up/downwellings extending the full height of the box (as illustrated in Fig. 4.5a). The 

trends of Pent with wpb (Fig. 4.7a) and dpb (Fig. 4.7b) are similar to those observed with 

the sinusoidal anomaly: increased phase loop thickness increases P crib and phase change 

depth does not have much effect except when the phase transition is near one of the 

boundaries. The trends of Pent with Wx and Lx are new. Pcrit increases as the width of 

up/downwelling increases, so that for a fixed P, narrow features are deflected whereas 

broad features will penetrate. The horizontal spacing of features (LJ does not have much 
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Figure 4.5. Idealized up/downwellings for the four cases analyzed. Black 

features are cold downwellings, and white features are hot upwellings. On the 

top row are basally-heated cases, on the bottom row are internally-heated 

cases. Left column shows up/downwellings extending through the full depth of 

the box, right column shows up/downwellings just reaching the phase 

transition. 
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Figure 4.6. Flow field for full-depth, basally-heated case. Upwelling at x=O, 

x=2 and downwelling at x=l.O. Note that away from the up/downwellings, 

flow penetrates the phase transition. 



ClJ 

0 

co 
0 

N~ 
0 

N 

N 
0 

0 
0 

0 
~ 

ClJ 

0 

co 
0 

~ 

0 

N 
0 

0 .0 0 .5 

1.0 

X 

1.0 

X 

133 

1.5 

1.5 2.0 



134 

Figure 4.7. Critical phase buoyancy parameter Pcnt. plotted against the four 

important lengthscales, for basally heated convection with up/downwellings 

extending throughout the entire domain (Fig. 4.5a). 
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Figure 4.8. Critical phase buoyancy parameter P crit. plotted against the four 

important lengthscales, for internally heated convection with downwellings 

extending throughout the entire domain (Fig. 4.5c). 
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Figure 4.9. Critical phase buoyancy parameter Pent. plotted against the four 

important lengthscales, for basally heated convection with up/downwellings 

just reaching the phase transition (Fig. 4.5b). Solid lines are for upwellings, 

dashed lines for downwellings. 
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Figure 4.10. Critical phase buoyancy parameter Pcrit• plotted against the four 

important lengthscales, for internally heated convection with downwellings just 

reaching the phase transition (Fig. 4.5d). 



0 

co 
0 

N 

0 

0 
0 

g·o-v·o-t::-o-2·o-1 ·o- o·o 
+~.10d 

0 ...... 
0 

co 
0 
0 

N 
0 
0 

0 
0 

0 g·o-v·o-s·o-2·o-1 ·o- o·o 
'f~.l0d 

141 

0 
0 ...... 

0 
co 

0 
CD 

0 
~ 

0 
N 

0 
0 

g·o-vo-s·o-2·o-1 ·o- o·o 
1~.10d 

0 ...... 
0 

co 
0 

0 

CD 
0 

::< 
~ 

o X 

() 

~~ 
0 
0 

N 
0 
0 

0 
0 
0 g·o-vo-s·o-2·o-1 ·o- o·o 

1~.10d 



142 

effect, except for very small spacing, at which deflection of up/downwellings becomes 

easier. 

With internal heating (graphs in Fig. 4.8, illustration in Fig. 4.5c ), similar trends are 

observed, except that values of P crit are lower, implying that internal heating increases the 

propensity to layering. 

When up/downwellings that have just reached the phase transition are considered 

(graphs in Fig.4.9, illustrated in Fig. 4.5b), the trends are similar to the case with full­

length up/downwellings, but a number of differences arise. Firstly, when the phase 

transition is not at mid-depth, a different strength is required to stop the upwelling than to 

stop the downwelling, as indicated by the-two curves in each part of Fig. 4.9. When the 

phase change is at shallow depth, the upwelling can penetrate more easily than the 

downwelling, as observed in the numerical simulations of Tackley et al. [1993b, l994]. 

Secondly, the values of P crit are significantly lower. This is due to the fact that the phase­

change deflection and hence buoyancy is the same, but depth-integrated thermal buoyancy 

is reduced since the features do not extend through the whole depth of the box. 

For internal heating and up/downwellings that have just reached the phase change 

(graphs in Fig. 4.10, illustrated in Fig. 4.5d), similar trends are observed but the following 

differences arise. Firstly, the depth of the phase transition becomes very important, with 

deflection becoming easier for shallower phase changes, and more difficult for deeper 

phase changes. Secondly, the value of Pent is much lower for internal heating than that for 

basal heating, a result which has been observed in numerical simulations, e.g., Solheim 

and Peltier [1994]. 

Discussion and conclusions 

In the interaction of upwellings and downwellings with an endothermic phase 

transition, there are two important lengthscales of the flow: (1) The wavelength associated 
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with the spacing of up/downwellings and (2) the wavelength associated with the width of 

convective features. In general, the long wavelengths associated with the spacing of 

up/downwellings pass through the phase transition, even when a concentrated feature is 

deflected at the boundary. This is shown in Fig. 4.6, which shows up- and downwellings 

being deflected even though the broad-scale flow penetrates the phase transition. Deflection 

of an up/downwelling by the phase transition is a short-wavelength mode of flow, and the 

results here indicate that shortwavelengths are more easily deflected than long wavelengths. 

From the results presented here, most of the trends observed in numerical simulations 

of convection with phase transitions (summarized in the introduction) can be explained as a 

consequence of geometry. These are (1) wavelength-dependence of flow penetration, and 

increased layering due to (2) higher Rayleigh number, (3) internal heating and (4) narrower 

phase loops. These points will now be discussed in detail, together with (5) the effect of 

phase transition depth and (6) the effect of horizontal wavelength. 

(1) Tackley et al. [1993b, 1994] observe in three-dimensional spherical simulations 

of phase-transition modulated convection that flow penetration through the 670 km phase 

transition is strongly wavelength-dependent, with the longest wavelengths penetrating the 

phase change easily, but shorter wavelengths becoming increasingly inhibited. The results 

here with a sinusoidal temperature field provide a direct explanation of this observation. At 

short wavelengths, only features in the direct vicinity of the '660' influence flow 

penetration, and there is a proportionality between the phase change strength required to 

stop flow cPcnJ, and the wavelength of the flow. Indeed, this proportionality implies that 

only buoyancy forces that are within a distance to the phase change comparable to the 

horizontal wavelength matter when considering flow penetration. Thus, a more suitable 

choice of lengthscale to use in the definition of phase buoyancy parameter (equation 5) 

would be horizontal wavelength of the feature in question--with this choice, the critical P 

would always be of order 1. At longer wavelengths, however, features in the entire 
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domain, including boundary conditions, influence the flow, reducing Pcrit from the value 

predicted from a proportionally with wavelength. 

(2) These results show that narrower convective features are more easily deflected 

and thus result in a greater propensity to layering. This is related to the wavelength­

dependence of flow penetration observed with sinusoidal anomalies: narrower features 

have more short-wavelength power than broad features. Since higher Rayleigh numbers 

lead to narrower features, this implies that higher Rayleigh numbers lead to greater 

layering, a trend which is well established from numerical simulations [Christensen and 

Yuen, 1985; Solheim and Peltier, 1994; Yuen et al., 1994]. 

Solheim and Peltier [1994] attribute the increase in layering with Rayleigh number to 

greater temperature anomalies and thus greater phase change deflections. However, it is not 

clear how this would cause the observed trend, since the important criterion for penetration 

is the ratio of buoyancy due to phase change deflection to thermal buoyancy, as discussed 

earlier, and both of these buoyancies increase in proportion to temperature. Thus, if phase 

change deflections and hence temperature anomalies are higher, thermal buoyancy will be 

higher by the same proportion, and the ratio of the two buoyancy forces is not changed. 

The results presented here show that greater layering at higher Ra is a natural consequence 

of geometry, with narrow features being more easily deflected, and does not require any 

arguments based on temperatures or any other factor. Note, however, that this study does 

not address the suitability of a local Rayleigh number criterion in determining the 

breakdown of layered convection [Solheim and Peltier, 1994], since this is a different 

aspect of the system's behavior (compare Fig. 4.1 parts a. and c.). 

(5) For basally-heated convection, the depth of the phase transition does not have a 

large effect on the propensity to layering. This is consistent with the numerical simulations 

of Christensen and Yuen [1985] who note that phase transition depth does not have a 

strong influence on the critical phase buoyancy parameter. However, when the phase 

transition is shallower than mid-depth, upwellings penetrate more easily than 
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downwellings, consistent with the numerical simulations of Tackley et al. [1993b, 1994]. 

Thus, for an internally-heated mantle, phase transition depth has a large effect on the ability 

of downwellings to penetrate, such that a shallower phase transition increases the 

propensity to layering. Since the mantle is thought to be largely internally heated [Schubert, 

1979; Davies and Richards, 1992], it is important to have the phase transition at the correct 

depth in numerical models, if the results are to be quantitatively correct 

(3) These results indicate that increased internal heating strongly favors greater 

layering, particularly when the phase change is at a realistic shallow depth. This is 

consistent with the numerical results of Solheim and Peltier [1994]. 

(4) Peltier and Solheim [1992] demonstrate how layering is enhanced by narrower 

phase loops, a trends that is also indicated by the results presented here. The present results 

also show that the influence of phase loop width is dependent on the horizontal 

wavelengths, such that short wavelengths are more affected by phase loop width. This 

suggests that phase loop width is important when it becomes comparable to the width of 

convective features. Provided the phase loop width is much smaller than convective 

features, the exact value is not important However, in most of the numerical simulations 

currently being performed, phase loop width is comparable to the width of convective 

features and thus the degree of layering is probably underpredicted. 

(6) Zhong and Gumis [1994] demonstrate using two-dimensional models that with 

an imposed constant surface velocity (representing a plate), the degree of layering is 

strongly affected by the imposed plate length, such that longer lengths favor easier 

penetration. This may at flrst appear to contradict the present results, in which horizontal 

wavelength (Lx) does not signillcantly affect the dynamics. However, the surface velocity 

that these authors use is the same for all plate lengths, so that longer plates are thicker. 

Hence, up/downwellings are broader, and penetrate the endothermic phase transition more 

easily. Thus, the present analysis suggests that the greater penetration observed for longer 
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plates is due to the thicker downwellings, rather than any inherent effect of the horizontal 

wavelength. 

These results have shown that a simple criterion for flow penetration leads to an 

explanation for all the trends observed in numerical experiments. In the future, it would be 

useful to apply this model to determine the effects of additional complications. These 

include three-dimensionality, i.e., does a cylindrical feature penetrate more or less easily 

than a linear feature?; the effect of the 400 km phase transition, which acts in the opposite 

sense to the 660 km phase transition, enhancing the flow of material through itself; the 

effect of depth-dependent properties associated with compressibility; and the effect of 

temperature-dependent viscosity, which leads to stronger downwellings and weaker 

upwellings, thereby influencing flow penetration. 
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Chapter 5 

Effects of strongly temperature-dependent 
viscosity on time-dependent, three­
dimensional models of mantle convection 

Numerical simulations of thennal convection in a wide (8x8xl) Cartesian box 

heated from below with temperature-dependent viscosity contrasts of 1000, and a 

Rayleigh number 1Q5 show that boundary conditions and aspect ratio have an 

enonnous effect on the preferred flow pattem With rigid upper and lower boundaries, 

spoke-pattern flow with small (diameter - 1.5) cells is obtained, consistent with 

laboratory experiments and previous numerical results. However, with the arguably 

more realistic stress-free boundaries, the flow chooses the largest possible 

wavelength, forming a single square cell of aspect ratio 8, with one huge cyli.Ixlrical 

downwelling surrounded by upwelling sheets. The addition of stress-dependence to 

the rheology weakens the stiff upper boundary layer, resulting in smaller cells, though 

still with upwelling sheets and downwelling plumes. 
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Introduction 

Increasingly realistic numerical models of three-dimensional (3-D) thermal convection 

in planetary mantles have been published in recent years, with Rayleigh numbers 

approaching that of the Earth, and various other complexities such as spherical geometry, 

depth-dependent properties, and mineralogical phase changes [Bercovici et al., 1989b, 

Balachandar et al. , 1992, Tackley et al., 1993b]. However, by far the largest 

approximation in these calculations is the assumption of viscosity which is constant, or 

only depth-dependent. The viscosity of the Earth's mantle is known to be very strongly 

temperature dependent, resulting in the formation of rigid surface plates, and strongly 

modulating the characteristics of other proposed features, such as plumes from the core­

mantle boundary. Thus, it is essential to incorporate such rheology into numerical models. 

Laboratory experiments have given some insights into variable viscosity convection, 

but are limited in their applicability to the Earth by the use of rigid boundary conditions, 

since the mobility of plates on the Earth suggests that stress-free boundary conditions are 

appropriate. White [1988] determined that the spoke-pattern is preferred for rigid boundary 

conditions, Rayleigh numbers above about 25000 and large viscosity variations. 

Numerical work has mainly focussed on steady-state solutions in small boxes. 

Ogawa et al. [1992] modeled viscosity contrasts of up to lOS, identifying the stagnant lid 

regime, characterized by upwelling plumes and downwelling sheets beneath a stagnant lid, 

and the whole-mantle regime, characterized by up- and down-welling plumes with sheet­

like extensions. Christensen and Harder [1991] determined that in small boxes (aspect ratio 

up to 1.5) temperature-dependent viscosity favors upwelling plumes and downwelling 

sheets. They also obtained a spoke-pattern solution for rigid boundary conditions in a 

4x4x1 box with viscosity contrasts of 30. Perhaps the most prophetic result was obtained 

by Weinstein and Christensen [1991] , who, in the same 4x4xl box, found that simply 
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changing the upper boundary condition to stress-free resulted in a much longer wavelength 

pattern consisting of upwelling sheets and a downwelling plume. 

In order to understand the Earth's mantle, it is important to determine the flow 

patterns with stress-free boundaries at both top and bottom, with large viscosity contrasts, 

and in a box whose aspect ratio is similar to the effective aspect ratio of the Earth's mantle. 

Here, solutions with these characteristics are presented. 

Model 

In order to isolate the effect of variable viscosity, the Boussinesq approximation is 

assumed, with all coefficients constant except viscosity. The infinte Prandtl number 

equations, non-dimensionalized to thermal diffusion timescale (D2/1C), mantle depth (D), 

and superadiabatic temperature drop (~ T), are as follows: 

(5.1) 

(5.2) 

'r·· = n(v· . +V· .) I) 'I 1, ) j,l (5.3) 

(5.4) 

where y, p, T, ~·and 11 are velocity, dynamic pressure, temperature (varying from 0 at the 

top boundary to 1 at the base), deviatoric stress and dynamic viscosity, respectively, z. is a 

unit vector in the vertical direction, and the Rayleigh number Ra112 is defmed using the 

viscosity at T=0.5 as follows: 



150 

pg~TD3 
Ra112 =.:....::::.---

T7u21C 
(5.5) 

where p=density. g=gravitational acceleration. a=thermal expansivity and lC=thennal 

diffusivity. Viscosity is described by an Arrhenius law: 

T7New<n=exp[13.8155(-
1
---

1 
)] 

T + 1 1.5 

giving a variation between 100 and 0.1, with 11(0.5) = 1.0 

For the stress-dependence case: 

2( -1 -1 )-1 1JejJ = T7New + T7non-New 

(5.6) 

(5.7) 

(5.8) 

where n is the power-law index, e is the strain rate and a 0 is a reference stress. This gives 

Newtonian creep at low stresses, and non-Newtonian creep at high stresses. 

The side boundaries are periodic, with top and bottom boundaries being isothermal 

(T=O and 1 respectively) and impermeable, and either stress-free or rigid. 

Numerical method 

The instantaneous velocity and pressure fields given by (5.1)-(5.3) are calculated by 

a finite difference (control volume) multigrid technique, using primitive variables (y and p) 

on a staggered grid [e.g., Patankar, 1980]. The iterative scheme is extremely robust, 

converging for almost any viscosity contrast This scheme is incorporated into a standard 

multigrid V-cycle [Brandt, 1982, Press et al. , 1992], giving convergence in order (number 
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of points) operations. When stress-dependent viscosity is included, the viscosity field is re-

calculated after every V-cycle. Explicit timestepping (equation (5.4)) is perfonned using 

the MPDATA algorithm [Smolarkiewicz, 1984] for advection, and second order finite­

differences for diffusion. Steps of one half the Courant condition are used. The method is 

well suited to parallel computers, and the presented results were obtained on the Intel 

Touchstone Delta at the California Institute of Technology. 

Extensive benchmarking has been performed, in two dimensions against the standard 

benchmarks for constant [Travis et al., 1990a] and temperature-dependent [Blankenbach et 

al., 1989] viscosity, and in three dimensions againt the results of Travis et al. [1990b] for 

constant viscosity, and Ogawa et al. [1991] for viscosity contrasts of up to 3.2x104. For 

cases with Rayleigh number of order lOS, agreement of the Nusselt number to 2% was 

found with 32 vertical grid cells. 

Parameters 

Case Viscosi!i: Boundaries Time (SteEs) Nu Tmean 

1 constant stress-free 0.437 (19600) 9.05 0.488 

2 lOOO,n=l rigid 0.353(14200) 4.15 0.674 

3 lOOO,n=l stress-free 0.188(10500) 6.22 0.629 

4 1000,n=3 stress-free 0.231(15200) 8.91 0.602 

Table 5.1. Simulation Characteristics 

The four cases presented are listed in Table 5.1: one has constant viscosity, two have 

temperature-dependent viscosity and different boundary conditions, and one has stress­

dependence added. All cases are entirely heated from below, with an aspect ratio of 8 in 

both horizontal directions, slightly less than the effective aspect ratio of the Earth's mantle 
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( -10 at mid-depth), and 128x128x32 grid cells in the two horizontal and vertical directions 

respectively. Ra112 is lOS, two orders of magnitude lower than that of the Earth's mantle, 

but similar to that used in previous numerical and laboratory studies. 

Cases were started from an identical initial state consisting of an isothermal interior 

(T=0.5), error-function boundary layers at top and bottom, and small random (white noise) 

perturbations of amplitude 0.05. After initial transients, the flow patterns were found to 

evolve very slowly but steadily, requiring large integration times (time=0.2-0.4, 10000-

19000 steps) to ensure solutions had overcome their transient nature and basal and surface 

Nusselt numbers were in good agreement 

In case 4, the nondimensional reference stress a0 was set to 500, approximately the 

mean stress from case 3, in order to weaken the upper boundary layer without getting the 

extreme viscosity variations obtained with non-Newtonian creep at all stress levels 

[Malevsky and Yuen, 1992]. 

Results 

Temperature-dependent viscosity reduces the Nusselt number (Nu) and increases the 

mean temperature (Tmean), as listed in Table 5.1. The remainder of the discussion will 

focus on convective pattern. 

The constant viscosity case (case 1) is illustrated in Fig. 5.1a There is a rough 

symmetry between up- and downwellings, which both start off as sheets, decaying into 

plumes as they ascend or descend respectively. The downwellings exhibit greater 

connectivity in this very weakly time-dependent pattern, reflected in Tmean being slightly 

lower than 0.5; however, this is just by chance, since the equations are symmetric with 

respect to the vertical coordinate in this case. In small aspect-ratio boxes, stable patterns at 

this Rayleigh number include 2-D rolls, bimodal flow, and square or hexagonal cells, 

depending on the box dimensions and initial conditions [Travis et al. , 1990b]. The weakly 
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time-dependent pattern obtained here lies somewhere between these idealized cases, also 

displaying some characteristics of the spoke pattern. 

Case 2 (Fig. 5.1b) has temperature-dependent viscosity and rigid boundary 

conditions. The spoke pattern is observed, as in laboratory experiments [White , 1988]. 

There is an asymmetry between up- and downwellings, also noted by Christensen and 

Harder [1991]: downwelling sheets persist beyond mid-depth, whereas upwelling sheets 

have broken up into plumes by mid-depth. 

A completely different pattern is obtained with stress-free boundary conditions (case 

3, Fig. 5.1c). Initially, many small cells formed, but over a nondimensional time of -0.05, 

the downwellings merged to form one huge quasi-cylindrical downwelling, resulting in a 

single square cell filling the entire computational domain. Upwelling sheets extend all the 

way from the base to the surface. Although the overall pattern remained very stable 

throughout the remainder of the calculation, the exact details of upwellings and 

downwellings were highly time-dependent In order to test the robustness of this solution 

to initial conditions, an additional calculation was done, starting from the final state of the 

rigid boundary case 2. After a nondimensional time of -0.1, a single square cell was again 

formed. Stable long-wavelength flows resulting from temperature-dependent viscosity and 

stress-free boundaries have previously been found in two-dimensional simulations, also in 

an aspect ratio 8 box [Daly, 1980]. 

In case 4 (Fig. 5.1d), the stress-dependent viscosity has resulted in softening of the 

stiff upper boundary layer, making it easier for it to enter the interior and hence resulting in 

smaller circulation cells. Again, upwelling sheets and downwelling plumes are obtained. 

Discussion 

The upwelling sheets and downwelling plumes found in the stress-free cases are 

compatible with the result obtained by Weinstein and Christensen [1991] in a 4x4x1 box 
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Fig. 5.1. Isocontours of residual temperature, showing where the temperature 

is higher (red) or lower (blue) than the horizontally-averaged value, by ±0.15 

except where stated: a) (top left) Case 1, b) (top right) Case 2, c) (bottom left) 

Case 3, red contour is +0.1, d) (bottom right) Case 4, contours are ±0.1 
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with isothermal, rigid lower and stress-free upper boundaries, and a viscosity contrast of 

50. The pattern can be understood in the following terms: Depth-dependent properties 

cause the local Rayleigh number to decrease with depth, resulting in large cells with 

downwelling sheets and upwelling plumes [Balachan.dar et al. , 1992]. In these simulations, 

the local Rayleigh number increases by three orders of magnitude with depth. Thus, the 

inverse flow pattern is obtained: upwelling sheets and downwelling plumes, with the 

viscous upper boundary layer imposing a long wavelength to the flow. Future calculations 

must establish the flow pattern when both depth-dependent properties and temperature­

dependent viscosity are included, as well as the effects of spherical geometry, which favors 

upwelling plumes and downwelling sheets [Bercovici et al., 1989b], and strong internal 

heating, which favors disconnected cold plumes [Houseman, 1988]. If taken literally, the 

upwelling sheets would suggest active deep upwelling below mid-ocean ridges. However, 

this would seem to contradict various geophysical observables [Davies, 1988a]; thus the 

robustness of these features to the above mentioned effects must be tested. 

Although linear slab-like downwellings are not obtained, on the Earth these generally 

occur at continental margins, suggesting that continents are necessary to obtain slabs. On 

Venus, the huge quasi-cylindrical downwellings may correspond to plateau-shaped 

highlands found in, for example, Ishtar Terra or Aphrodite Terra [Bindschadler et al., 

1992] 

In these simulations, the upper boundary layer participates in the flow. If the 

viscosity contrast were increased sufficiently, a 'stagnant lid' would develop [Ogawa et al., 

1991], and the convective pattern might resemble the rigid boundary case, with small cells. 

However, the mobility of plates on the Earth suggest that this regime is not relevant to 

Earth dynamics, even though the viscosity contrast over the lithosphere may be extremely 

large. On Venus, the high surface temperature also raises doubts about the relevance of this 

regllTie. 
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Conclusions 

These results show clearly the importance of stress-free boundary conditions and 

wide domains in understanding mantle convection with temperature-dependent viscosity. 

Very large cells are formed, with upwelling sheets and downwelling plumes, in contrast to 

the small-wavelength spoke pattern obtained with rigid boundary conditions. Although 

deep upwelling below mid-ocean ridges is suggested, the robustness of these patterns to 

internal heating, depth-dependent properties, spherical geometry and higher Rayleigh 

number needs to be established. 
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Chapter 6 

Effects of strongly variable viscosity on 
three-dimensional compressible convection 
in planetary mantles 

A systematic investigation into the effects of temperature-dependent viscosity on 

three-dimensional compressible mantle convection has been performed by means of 

numerical simulations in Cartesian geometry using a finite-volume multigrid code, 

with a factor of 1000-2500 viscosity variation, Rayleigh numbers ranging from J05-

107, and stress-free upper and lower boundaries. Enormous differences in model 

behavior are found depending on the details of rheology, heating mode, 

compressibility and boundary conditions. Parameter choices were guided by realistic 

Earth models. 

In Boussinesq, basally-heated cases with viscosity solely dependent on 

temperature and stress-free, isothermal boundaries, very long-wavelength flows 

(-25000 km, assuming the depth corresponds to mantle thickness) with cold plumes 

and hot upwelling sheets result, in contrast to the upwelling plumes and downwelling 

sheets found in small domains, illustrating the importance of simulating wide 

domains. The addition of depth-dependence results in small cells, and reverses the 
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planform, causing hot plumes and cold sheets. Compressibility, with associated 

depth-dependent properties, results in a tendency for broad upwelling plumes and 

narrow downwelling sheets, with large aspect-ratio cells. 

Perhaps the greatest modulation effect occurs in internally-heated 

compressible cases, in which the short-wavelength pattern of time-dependent cold 

plumes commonly observed in constant-viscosity calculations completely changes into 

a very long-wavelength pattern of downwelling sheets (spaced up to 24000 km apart) 

with time-dependent plume-like instabilities. These results are particularly interesting 

since the basal heat flow in the Earth's mantle is usually thought to be very low, e.g., 

5-20% of total. 

The effects of viscous dissipation and adiabatic heating play only a minor 

role in the heat budget for constant-viscosity cases, an observation which is not much 

affected by the Rayleigh number. However, viscous dissipation becomes very 

important in the stiff upper boundary layer when viscosity is temperature-dependent, 

an effect which is caused by the very high stresses occurring in this stiff lid. typically 

two orders of magnitude higher than the stresses in the interior of the domain, for the 

viscosity contrast modeled here. The temperature in the interior of convective cells is 

highly sensitive to the material properties, with temperature-dependent viscosity and 

depth-dependent thermal conductivity strongly increasing the internal temperature, and 

depth-dependent viscosity strongly decreasing it. 

The sensitivity of the observed flow pattern to these various complexities 

clearly illustrates the importance of performing compressible, variable-viscosity mantle 

convection calculations with rheological and thermodynamic properties matching as 

closely as possible those of the Earth. 
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Introduction 

Arguably the most important varying material property of mantle minerals is the 

extreme temperature-dependence of the viscosity as well as its dependence on pressure and 

stress [Weertman,1970; Weertman and Weertman, 1975; Stocker and Ashby, 1973; 

Durham et al., 1979]. Viscosity is likely to vary by many orders of magnitude over the 

range of conditions encountered in the mantles of Earth or Venus, and thus, if we are to 

obtain a complete understanding of this process, viscosity variations are an essential 

component in numerical models. In order to simultaneously obtain the range of features 

observed in planetary mantle convection, for example, linear slabs, cylindrical plumes, and 

toroidal motion, three-dimensionality (3-D) is also an essential ingredient. Indeed, two­

dimensional (2-D) rolls become unstable to 3-D disturbances at a fairly low Rayleigh 

number, both with rigid [Busse, 1967; Richter, 1978; Frick et al., 1983] and stress-free 

[Travis et al., 1990b; Christensen and Harder, 1991] upper and lower boundaries. 

Although there has been much progress in 3-D modeling of mantle convection over the past 

decade, it has only recently become possible to include large viscosity variations in time­

dependent, 3-D models with wide domains [Tackley, 1993]. The purpose of this present 

study is to further analyze and greatly extend the Boussinesq, basally-heated results of 

Tackley [1993], focusing on the effects that compressibility, internal heating, depth­

dependence of the viscosity, and Rayleigh number, on mantle circulation with temperature­

dependent viscosity. 

It is instructive to review our current understanding of 3-D mantle convection as it 

relates to this present study, starting with constant-viscosity fluids and moving on to 

variable-viscosity fluids. Both laboratory and numerical studies have been performed. 

Although laboratory experiments have played a useful role, they are limited in their 

applicability to the Earth by the common use of rigid boundary conditions, since the 
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mobility of plates on the Earth suggests that stress-free boundary conditions are 

appropriate. 

Constant-viscosity studies 

Boussinesq. The Boussinesq approximation [Boussinesq, 1903; Rayleigh, 1916], 

in which density is assumed constant except for weak variations with temperature which 

appear in the bouyancy term of the momentum equation, and (usually) material properties 

are assumed constant, has commonly been used in studies of mantle convection. Numerical 

simulations and laboratory experiments on Boussinesq fluids with constant material 

properties at moderate Rayleigh numbers (Ra) in rectangular Cartesian boxes have indicated 

that many different convective patterns are possible at a particular Ra, depending on the 

initial conditions, size of box and heating mode. For basally-heated convection, Whitehead 

and Parsons [1978] performed laboratory experiments with rigid upper and lower 

boundaries at Rayleigh numbers (Ra) between 5x104 and 7.6x10S and found that spoke 

patterns (i.e., up- and downwelling plumes interconnected at the boundaries by an irregular 

polygonal network of linear spokes) or bimodal patterns (i.e., orthogonal superimposed 

rolls) were possible over this range, with square patterns being possible at the highest Ra 

The stability of squares and bimodal patterns were investigated numerically by Frick et al. 

[1983], who computed steady solutions in periodic boxes with rigid upper and lower 

boundaries for Ra up to 2.6x1Q4, fmding that squares were unstable over this parameter 

range, decaying into rolls or bimodal flow. Travis et al. [1990b] modeled the more realistic 

case of free-slip upper and lower boundaries over Ra ranging from 2x104 to 5x10S, and 

studied the stability of the various patterns as a function of aspect ratio, Ra and initial 

conditions. At Ra= 1 OS, they found that stable solutions include rolls, bimodal flow, up­

squares (i.e., upwelling hot plumes surrounded by square patterns of downwelling cold 

sheets), down-squares (i.e., downwelling cold plumes surrounded by square patterns of 
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upwelling hot sheets), and hexagons. Malevsky and Yuen [1993] reported time-dependent 

solutions at very high Ra of up to 108, and found that at Ra higher than about 107, these 

simple patterns break down into a complex time-dependent flow characterized by 

disconnected up- and downwelling plumes emanating from irregular cellular ridge patterns 

at the upper and lower boundaries. 

In these simple cases with constant material properties, identical upper and lower 

mechanical and thermal boundary conditions and no internal heating, patterns are 

symmetric with respect to upwellings and downwellings, with, for example, downwelling 

plumes (as found in down-squares or hexagons, for example) being equally as likely as 

upwelling plumes (as in up-squares or hexagons). This symmetry is, however, broken by 

(1) internal heating, (2) compressibility (with associated depth-dependent properties), (3) 

spherical geometry, and (4) temperature-dependent viscosity. These effects will now be 

discussed. 

Internal heating. It is thought that the mantle resembles to first order an internally­

heated fluid [Schubert, 1979], with core heat flow accounting for only 6-20% of the 

surface heat flow [Davies, 1988a; Sleep, 1990; Davies and Richards, 1992; Stacey, 1992], 

secular cooling accounting for up to 30% [Sharpe and Peltier, 1978; Schubert et al., 1980; 

Stacey, 1992; Breuer and Spohn, 1993] and the remainder due to the radioactive decay of 

elements 238U, 232Th and 40K in the mantle [Turcotte and Schubert, 1982; Stacey, 1992]. 

Laboratory experiments on internally-heated plane layers with rigid boundary conditions 

[e.g., Carrigani, 1985 and references therein] have generally focused on the stability of 

hexagonal patterns, fmding that up-hexagons (i.e., upwelling hot plumes surrounded by 

haxagonal cold sheets) are preferred at higher Ra. With free-slip boundaries, however, 

internally-heated convection is characterized by isolated cold downwelling plumes amidst a 

diffuse hot upwelling flow. Schubert et al. [1993] obtained steady-state, internally-heated 

Boussinesq solutions at a Ra of 1.4x104 in both Cartesian and spherical geometries, 

finding that several solutions were possible. However, internally-heated convection 
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becomes time-dependent at lower Ra than basally heated convection [Schubert and 

Anderson, 1985] and the resulting patterns are characterized by relatively closely-spaced, 

transient cold plumes, with sheet-like interconnections at the upper boundary layer, and 

little or no long-lived coherent structure, as illustrated by Houseman [1988] at Ra=5.9x105 

and Parmentier et al. [1994] at Ra up to 3x107. Convection heated partly from within and 

partly from below has been investigated by Houseman [1988], Weinstein and Olson [1990] 

and Travis et al. [1990c], who fmd that as the fraction of internal beating is decreased, 

downwellings become more sheet-like and interconnected. 

Compressibility. The studies discussed above all use the Boussinesq limit. 

Compressibility, which implies depth-dependence of material properties as well as 

additional terms in the equations, has been included in the Cartesian, basally-heated 

calculations of Ba/achandar et al. [1992,1993]. They fmd that compressibility breaks the 

symmetry between upwellings and downwellings, resulting in very broad, strong hot 

upwelling plumes surrounded by interconnected narrow cold downwelling sheets. 

Spherical geometry. Spherical geometry also breaks the symmetry between up- and 

downwellings, resulting in a strong preference for plume-like upwellings and sheet-like 

downwellings. Early results [Young, 1974; Machete[ et al., 1986] were at only mildly 

supercritical Ra. Strongly supercritical Boussinesq, steady-state solutions with tetrahedral 

and cubic arrangements of plumes were obtained at Ra up to 7x1()4 by Bercovici et al. 

[1989a]. Compressible solutions at relatively high Rayleigh numbers [Baumgardner, 

1985,1988; Glatzmaier, 1988; Bercovici et al., 1989b&c; Glatzmaier et al., 1990; 

Schubert, 1992] confirm that the preferred form of convection is upwelling plumes and 

downwelling sheets, with the downwelling sheets becoming disconnected and plume-like 

as the degree of internal heating increases, as in the Cartesian models discussed earlier. 

Other complexities that have been considered in 3-D constant-viscosity mantle 

convection include layering [Olson, 1984; Cserepes et al., 1988; Glatzmaier and Schuben, 
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1993], plates [Cserepes and Christensen, 1990; Gable et al.,1991] and phase transitions 

[Tackley et al. , 1993b, 1994; Honda et al. , 1993]. 

Variable viscosity 

By far the largest approximation in all the above calculations is the assumption of 

viscosity which is constant, or only depth-dependent The viscosity of the Earth's mantle is 

known to be very strongly temperature dependent, which is certain to affect the pattern of 

convection. Thus, it is essential to include such rheology in laboratory or numerical 

studies. 

Booker [1976] performed laboratory experiments at Ra-10S and viscosity contrasts 

of up to 300 and found that if the Ra is defmed using the viscosity for the average of top 

and bottom boundary temperatures, the dependence of Nusselt number (Nu) on Ra was not 

greatly affected by viscosity contrast, a fmding that was corroborated by Richter et al. 

[1983] and Giannandrea and Christensen [1993]. White [1988] studied convection with 

rigid boundaries at a range of Rayleigh numbers up to 6.3x1Q4 and viscosity contrasts up to 

1000, mapping the stability diagram of rolls, bimodal, hexagons, squares and spokes as a 

function of Ra and viscosity contrast. He determined that increasing temperature­

dependence of viscosity lowers the Ra at which patterns become unstable to spoke-pattern 

flow, to about 2.5x1Q4 for a viscosity variation of 1000. Squares and hexagons are stable 

at lower Ra and rolls or bimodal flow at lower viscosity contrasts. At high viscosity 

contrasts the cold upper boundary layer became stagnant, with convection occurring below 

this rigid lid. The effect of a stress-free upper boundary was investigated by Weinstein and 

Christensen [1991] at Ra-1()5 and moderate viscosity contrasts (-50) and they found a 

long-wavelength pattern with upwelling sheets and downwelling plumes. Giannandrea and 

Christensen [1993] confmned this result but found that at much higher viscosity contrasts 
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(above -1000) a stagnant lid develops and the pattern becomes similar to that obtained with 

a rigid lid. 

Numerical work has focused mainly on steady-state solutions in small boxes, and 

much of it has concentrated on reproducing laboratory experiments rather than modeling the 

Earth. Busse and Frick [1985] obtained solutions for convection in a square box with linear 

dependence of viscosity on temperature and rigid upper and lower boundaries, and verified 

the experimental observation of Booker [1976] that rolls are stable at low viscosity 

contrasts, with squares at high viscosity contrasts. Ogawa et al. [1991] modeled the more 

realistic free-slip boundaries, obtaining steady-state solutions at low Ra and viscosity 

contrasts of up to lOS in a highly restrictive 0.5xl.7xl box. The stagnant lid regime, 

characterized by upwelling plumes and downwelling sheets beneath a stagnant lid, was 

obtained at high viscosity contrasts, whereas the whole-mantle regime, in which the surface 

boundary layer participates in the flow, was obtained at lower contrasts. The latter regime 

is characterized by up- and downwelling plumes with sheet-like extensions. Christensen 

and Harder [1991] obtained steady-state solutions in small boxes (aspect ratio up to 1.5) 

with various boundary conditions, Ra up to lOS and viscosity contrasts of up to 1000, 

mapping the domains of stability for squares (which are unstable at low viscosity contrasts) 

and rolls (which are unstable at high viscosity contrasts and low Ra). For their 

experimental conditions, temperature-dependent viscosity favors upwelling plumes and 

downwelling sheets. For larger domains and rigid boundaries, additional patterns were 

obtained, including up-hexagons and triangles, and, in a 4x4xl box with a viscosity 

contrast of 30, they obtained spoke-pattern flow. However, Weinstein and Christensen 

[1991], found that in the same 4x4xl box, simply changing the upper boundary condition 

to stress-free resulted in a much longer wavelength pattern consisting of upwelling sheets 

and a downwelling plume. The huge effect of boundary conditions and box size was 

further demonstrated by Tackley [1993], who presented solutions in an 8x8xl periodic box 

with Ra=105 and viscosity contrast of 1000. With rigid boundaries, small aspect-ratio 
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spoke-pattern flow was obtained, but with stress-free boundaries, large aspect-ratio down-

square pattern (i.e., with a downwelling cold plume and upwelling sheets) was found. 

However, all of the above solutions are basally-heated and in the Boussinesq limit, 

whereas it is well established that the Earth's mantle is substantially internally-heated, and 

that the effects of compressibility play a significant role. Clearly, it is necessary to establish 

how these results are affected by such complications, as well as depth-dependence of 

viscosity and higher Ra. In this paper we start from the results of Tackley [1993], and 

systematically investigate the effect of these additional complexities. 

Model, method and parameters 

Equations 

As is standard in studies of mantle convection, we make the infinite-Prandtl number 

approximation, neglecting inertial terms in the momentum equation, which is valid since the 

Prandtl number for the mantle is of order (1024), and the anelastic approximation, valid 

since the sound velocity is much faster than convective velocities. For computational 

convenience we make the anelastic-liquid approximation, discussed by Jarvis and 

McKenzie [1980], in which the influence of dynamic pressure on temperature is neglected. 

Since this term is of order (1()-2), this approximation is not expected to have much impact 

on the results. The equations are nondimensionalized to the depth of the mantle (D), 

thermal diffusion timescale (D2/1C, where JC=thermal diffusivity) and superadiabatic 

temperature drop, AT sa. Other nondirnensionalizations, for example velocity (1CID) and 

stress (rpc/D2), follow from these. 

The equations are those of continuity: 

(6.1) 
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conservation of momentum: 

V• J-Vp=Ra.apT~ 't:·· = n(v· . + v .. -1.3 VL L8··) 
lj 'I I ,J J,l 1< , 1< IJ 

(6.2) 

and conservation of energy: 

-c DT D. -T T7 (k-T7T) -H Dis P P- =- z ap v + v • v +p +- 't'··V· . 
Dt s z Ra '1 ' ·' 

(6.3) 

where the surface dissipation number Dis is given by: 

(6.4) 

v, p, T, 't, and 11 and Dare velocity, dynamic pressure, absolute temperature, deviatoric 

stress, dynamic viscosity, and depth of mantle, respectively, z is a unit vector in the vertical 

direction, and the barred quantities p, a, Cp. lC, and k (=pCplC) are depth-dependent 

reference state parameters density, thermal expansivity, heat capacity, thermal diffusivity 

and thermal conductivity, respectively. The subscript's' indicates the surface value, and 

the vertical coordinate z runs from 0 at the base to 1 at the surface. The Boussinesq 

approximation is recovered by setting Di=O and all depth-dependent properties to 1. 

The definition of Rayleigh number for a system with variable coefficients, in 

particular viscosity, is somewhat arbitrary. We choose a defmition based on the surface 

values of reference state variables, and the viscosity for the value of the reference adiabat at 

the surface. For Boussinesq cases this is T=0.5, and with viscosity dependent solely on 

temperature, the Rayleigh number thus defmed is identical to Ra112 used by many authors 

[e.g., Booker, 1976]. TheRa based on the viscosity at the surface boundary condition 
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rather than adiabat [e.g., Ogawa et al., 1991; Hansen et al. , 1993] would be approximately 

2 orders of magnitude lower. In cases with depth-dependent viscosity, an alternative choice 

would be to use the viscosity on the reference adiabat at mid-depth: this Ra is 

approximately an order of magnitude higher than the stated values. A volume-averaged Ra 

[e.g., Glatzmaier, 1988] is awkward to use since <11> is an output parameter, and it is 

desirable to use a definition of Ra that allows it to be an input parameter. 

Thus: 

Ra = Ps8astlTsaD
3 

1J(Ts,a'0)1Cs 
(6.5) 

where g=gravitational acceleration and the other quantities have already been defmed. 

Viscosity 

As is in keeping with the Earth's mantle, we use an Arrhenius law [Weertman, 1970] 

to describe the variation of viscosity with temperature, which gives more rapid viscosity 

variations at low temperatures than at high temperatures. The exp(-aT) law that has 

commonly been used in numerical studies has been used for numerical convenience and has 

little basis in physical reality. 

Unfortunately, the viscosity variations that can be modeled are limited by the 

convergence of the numerical method, and thus the viscosity law that is used is a 

compromise between the ideal law and that which is numerically tractible. The following 

compromises are made: (1) We use a nondimensional activation energy of 13.8155 

(nondimensionalized to R.tJ.Tsa) that is lower than measured values. For example, the value 

of 540 kJ mol-l for dry olivine measured by Karato and Wu [1993] corresponds to 26.0 

nondimensional units. (2) The temperature that appears in the denominator of the 

Arrhenius law is offset from the absolute nondimensional model temperature, in order to 
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avoid the extremely large viscosities that would otherwise occur in the upper thermal 

boundary layer. (3) The depth-dependence of viscosity, when included, is specified as an 

exponential dependence on depth, rather than an activation volume. If an activation volume 

were used, it would have a similar effect to having a large activation energy in the deep 

mantle, resulting in very large viscosity variations [van Keken et al., 1994], which would 

cause numerical difficulties. 

The resulting viscosity law is as follows: 

[
13.8155] TJ(T,z) = Aoexp[-zln8TJz]exp ---
T+Toff 

(6.6) 

where Ao is calculated such that T}(Tas,1) = 1.0 . .6.T}z is the fractional variation of viscosity 

between the upper and lower boundaries due to pressure-dependence, and is taken to be 1 

or 100. Toff is the temperature offset added to the nondimensional temperature to reduce the 

viscosity variation across the upper boundary, and is taken to be 1.0 for Boussinesq cases 

(in which the surface temperature boundary condition is 0) and 0.88 for compressible cases 

(in which the surface temperature boundary condition is 0.12). 

The resulting viscosity variation due to temperature is a factor of 1000 for 

Boussinesq cases, independent of depth. For compressible cases, the variation is a factor 

of -500 near the surface, -2000 near the CMB, and -2500 between the upper boundary 

condition and lower boundary condition. 

Reference state 

Over the depth (pressure) range of the mantle, density and thermodynamic 

quantities vary significantly. Here we use a simple thermodynamic model to calculate p(z) 

and a(z). Heat capacity Cp is assumed constant, as may be approximately true in the 
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Earth's mantle, and thermal conductivity k(z) is assumed to vary with the fourth power of 

density, giving an increase consistent with experiments [Osako and Ito, 1991] and theory 

[Anderson, 1987]. 

The magnitude of temperature and density stratification is controlled by dissipation 

and compressibility numbers respectively: 

iff - a­
-=-Di.T =-Dis-T 
az cP 

K= agD = Di (6.7) 
rep r 

(6.8) 

where y is the Gruneisen parameter and the other symbols were defmed earlier. To 

complete the equations, variations of y and a. must be specified. As is often assumed, we 

take rp =constant [Duffy and Ahrens, 1993] and relate a. to compression using the 

derivation of Anderson et al. [1992], which gives a very similar result to Chopelas & 

Boehler [1992]: 

(dlna) _ _ (Po)n -- -Dr-Dro-
dlnp T p 

(6.9) 

(6.10) 

where OTO = 6.0, n=l.4. For the Boussinesq cases, Di=K=O, giving constant 

coefficients. 

Thus, in order to construct the nondimensional reference state, the following 

surface quantities must be specified: Dis, T as. Cos and ys. This leads to depth variations of 

p, a., and k, which are all assumed to be 1.0 at the surface. The resulting volume-averaged 
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value of Di is 0.44, comparable to that thought to be appropriate for the Earth. The 

adiabatic temperature increase for a reference adiabat is also calculated, although this is not 

used during the calculation, since absolute nondimensional temperatures are used. 

Parameter Symbol Value Units Non-D value 

Intmt syrf~~ 12aram~t~rs 

Dissipation number Dis 1.2 

Compressibility number Cos 1.1 

Gruneisen parameter 'Ys 1.091 

Reference adiabat Tas 1600 K 0.64 

Boundary temperature Ts 300 K 0.12 

NQn-dim~n,siQnalizatiQn 

Superadiabatic temperature ~Tsa 2500 K 1.0 

Density: surface Ps 4000 kgm-3 1.0 

Expansivity: surface as 5.0xi0-5 K-1 1.0 

Conductivity: surface ks 3 .0 W m-1 K-1 1.0 

Heat capacity Cp 1200 J kg-1 K-1 1.0 

Depth of mantle D 2890 km 1.0 

Derived QJ.Hmtiti~ 

Mean dissipation # <Di> 0.441 

Gruneisen parameter: CMB 'Yc 0.775 

Adiabatic T rise ~Ta 900 K 0.36 

Temperature: CMB Tc 3700 K 1.48 

Density: CMB Pc 5600 kgm-3 1.4 

Expansivity: CMB <Xc l.Ox10-5 K-1 0.20 

Conductivity: CMB kc 11.8 W m-1 K-1 3.92 

Velocity v 1 cmyr1 1465 

Tune t 423 Gyr 1.0 

Heat flux F 2.5 mwm-2 1.0 

Conductive heat flux Fcond 7.5 mWm-2 3.02 

Internal heating rate H 2.245xi0-13 Wkg-1 1.0 

Table 6.1: Thermodynamic Parameters 
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These input parameters were chosen to give good fits to recent thermodynamic analyses of 

the lower mantle [Chopelas and Boehler, 1992; Anderson et al. , 1992; Duffy and Ahrens, 

1993] and are listed in Table 6.1. Since density jumps associated with phase transitions are 

not included, the density increase over the entire mantle is not as large as in Earth models 

such as PREM [Dziewonski and Anderson, 1981]. Table 6.1 also lists typical dimensional 

values. These dimensional values are not used during the calculation, but are given to allow 

quantitative comparison of the results with observations. The resulting depth variation of 

density, temperature, thermal expansivity, thermal conductivity and thermal diffusivity is 

illustrated in Fig. 6.1, and Table 6.1 lists basal values of these and other quantities. 

Since the definition of Rayleigh number is extremely ambiguous when coefficients 

are varying with temperature and depth, as discussed earlier, a better guide to how close 

convection is to the Earth-like regime can be obtained by considering observational 

measures such as heat flux and convective velocity, and Table 6.1lists typical conversions 

between nondimensional and dimensional values for these quantities. The Earth's total heat 

flux of 87 mW m-2 [Pollack et aL, 1993] corresponds to a nondimensional flux of35 units; 

however, this includes heat loss from radioactive elements in the crust; more appropriate is 

the mantle heat flux of 60-70 mW m-2 [Stacey, 1992; Pollack et al., 1993] which 

corresponds to 24-28 nondimensional units. A velocity of 1 em/year corresponds to 1500 

non-dimensional units. 

Due to the increase of thermal conductivity and density with depth, the heat flux that 

would be conducted across the mantle in the absence of convection has a nondimensional 

value of 2.5, when the nondimensionalization is based on surface values. Thus, the 

nondimensional heat flux is 2.5 times higher than the Nusselt number, when the latter is 

defmed as the actual heat flux divided by the conductive heat flux. Indeed, if the increase of 

thermal conductivity given by Osako and Ito [1991] is correct, the Nusselt number of the 

Earth is in the range 10-13, much lower than commonly quoted values. For Boussinesq 

cases, Nusselt number is identical to heat flux. 
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Fig. 6.1. Variation of nondimensional reference-state thermodynamic parameters 

with depth. a) density. b) temperature. c) thermal expansivity. d) thermal 

conductivity, e) thermal diffusivity. For reference dimensional values see Table 6.1. 
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Numerical Method 

The exact details of the numerical method and its benchmarking are described in 

Appendix Band are only briefly summarized here. The instantaneous velocity and pressure 

fields given by (6.1)-(6.3) are calculated by a finite difference (control volume) multigrid 

technique. Primitive variables (three components of velocity, and pressure) are defined on a 

staggered three-dimensional Cartesian grid, with vertical grid refmement in the upper and 

lower boundary layers. Use of a staggered grid apparently gives similar accuracy to a non­

staggered grid with twice the number of points in each direction [Brandt, 1982]. An 

iterative sweep consists of relaxing each equation in turn over the entire domain, similar to 

the SIMPLER method of Patankar [1980]. This iteration scheme is extremely robust. 

converging for almost any viscosity contrast. In addition, because the finite-volume scheme 

is based on balancing surface stresses on the sides of volume elements with body forces 

within them, volume-integrated quantities are preserved to machine accuracy. The scheme 

is incorporated into a standard multigrid V-cycle [Brandt, 1982, Press et al., 1992], giving 

an execution time which scales in proportion to the total number of grid points. 

Timestepping (equation (6.4)) is performed explicitly, using the Multidimensional Positive­

Defmite Advection Transport Algorithm of Smolarkiewicz [1984] for advection, and 

second order finite-differences for diffusion, viscous dissipation and adiabatic 

heating/cooling. Steps of typically 0.5-0.9 the Courant condition are used. The method is 

well suited to parallel computers, and the presented results were obtained on the Intel 

Touchstone Delta at the California Institute of Technology and the Intel Paragon at San 

Diego Supercomputer Center. Benchmarks and accuracy are described in Appendix B. 
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Results 

The cases presented constitute a systematic progression from the simplest case 

(Boussinesq, constant-viscosity, basal heating) to the most complex case (compressible, 

with pressure- and temperature-dependent viscosity and internal heating), allowing the 

influence of each individual complexity to be clearly identified and understood. 

Case Ra vise abc nh,nz start time Nu Vrms <T> 

Bl lOS const 8P 128,32 rand 0.437 9.05 196 0.486 

B2 105 T 8P 128,32 rand 0.629 6.22 192 0.629 

B3 1Q5 T 8R 128,16r rand 0.422 5.87 197 0 .643 

B4 lOS T 4R 64,16r rand 0.898 5.95 187 0.636 

B5 1Q5 z 4R 64,16r rand 2.164 3.58 40.1 0.338 

B6 lOS T+Z 4R 64,16r rand 1.86 3.30 28.8 0.434 

B7 106 T 4R 128,32r B4 0.0484 12.6 791 0.685 

B8 106 T+Z 4R 128,32r rand 0.166 6.75 99.7 0.408 

Table 6.2. Simulation characteristics for Boussinesq, basally-heated cases. For 

viscosity, T ' indicates temperature-dependence and 'Z' indicates Z-dependence, 

with parameters as dicussed in the text. 'a' refers to aspect ratio and side boundary 

conditions are 'P' periodic or 'R' reflecting. 'nh' and 'nz' are the number or 

horizontal and vertical grid cells respectivelty, with an 'r' indicating vertical grid 

refmement in the boundary layers. 'rand' indicates random start conditions. 
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The 24 cases presented are listed in Tables 2, 3 and 4, and are divided into 3 

groups: Boussinesq with basal heating (Table 6.2, cases Bl-B8), compressible with basal 

heating (Table 6.3, cases Cl-C8), and compressible with internal heating (Table 6.4, cases 

Il-18). Although the degree of basal heating for the Earth is probably in the range 6-20%, 

as discussed earlier, it is instructive to consider the limiting cases of completely basal and 

completely internal heating, in order to obtain a thorough understanding of the underlying 

fluid dynamics. Each group contains cases in which viscosity is constant, depth-dependent, 

temperature-dependent and temperature- and depth-dependent, as well as cases with 

different Rayleigh numbers. 

Case Ra vise nh,nz start time F Vrms <T> 

Cl 106 const 64,32r rand 1.1375 21.4 482 1.047 

C2 106 z 64,32r rand 0.7022 12.1 149 0.808 

C3 106 T 128,32r Cl 0.0450 13.7 662 1.148 

C4 106 T+Z 128,32r rand 0.0906 12.7 241 1.000 

C5 lOS T+Z 64,16r rand 1.4576 6.55 45.7 1.001 

C6 107 T+Z 128,64r rand 0.041 25.5 1003 0.962 

C7 107 z 128,32r C2 0.0529 22.2 587 0.771 

C8 lOS const 64,16r rand 0.6503 10.7 122 1.056 

TABLE 6.3: Simulation characteristics for compressible, basally-heated cases. All 

cases are in a 4x4xl box with reflecting side boundaries. Columns have the same 

meaning as in Table 6.2, except that heat flux F replaces Nu. 
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Case Ra H vise nh,nz start time F Vrms <T> 

I1 106 16 const 128,32r rand 0.0631 20.2 181 1.05 

12 106 10 z 128,32r 11 0.253 12.6 106 0.852 

13 106 10 T 128,32r 11 0.0386 12.5 379 1.204 

14 106 10 T+Z 128,32r 11 0.3350 12.3 211 1.132 

15 lOS 8 const 64,16r rand 0.2774 9.94 70.1 1.060 

16 lOS 5 T+Z 64,16r 15 1.082 6.29 35.1 0.964 

17 107 32 const 256,64r rand 0.0181 40.2 651 1.119 

18 107 20 T+Z 128,64r rand 0.028 25.7 595 1.145 

TABLE 6.4: Simulation characteristics for internally-heated, compressible cases. All 

cases are in a 4x4x1 box with reflecting side boundaries. Columns have same 

meaning as in Table 6.2. 

In all cases the upper boundary is impermeable, stress-free and isothermal. The 

lower boundary is impermeable and stress-free, and either isothermal (basally-heated cases 

B 1-8 and C1-8) or insulating (internally-heated cases 11-8). Side boundaries are reflecting, 

except for cases B1 and B2, in which they are periodic, as in Tackley [1993] . The 

computational domain consists of a 4x4xl Cartesian box (i.e., four times wider than it is 

deep) except for cases B1-B3, which use an 8x8x1 box. The number of grid cells in the 

horizontal directions (nh) and vertical directions (nz) are listed in Table 6.2, where an 'r' 

denotes (smoothly varying) vertical grid refinement in the boundary layers, by a factor of 

approximately 3. For example, a grid of nh=128, nz=32r in an aspect ratio 4 box gives a 

horizontal resolution of 90 k:m and a vertical resolution ranging from 36 k:m near to 

boundaries to 103 km near mid-depth. Vertical grid refinement results in greatly improved 
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accuracy compared to results with constant grid spacing, as shown by the benchmark tests 

in Appendix B. 

Starting conditions and run durations (1 nondimensional time unit = 423 Gyr) are 

also listed in Tables 2-4. Cases were started either from the final frame of a previous case, 

or from a random initial state consisting of an isothermal interior (T=0.5 for Boussinesq or 

the reference adiabat for compressible cases), error-function boundary layers at top and 

bottom, and small random (white noise) perturbations of amplitude 0.05. After initial 

transients, the flow patterns were generally found to evolve very slowly but steadily, 

requiring large integration times (up to nondimensional2.1, or 10000-19000 time steps) to 

ensure solutions had overcome their transient nature and basal and surface heat fluxes were 

in good agreement Mean temperature <T>, surface heat flux (equal to Nusselt number in 

the Boussinesq cases) and average (r.m.s.) velocity are also listed. Many cases are time­

dependent and thus these values fluctuate somewhat; however, the fluctuations are not large 

and the given values are representative of the system. 

Studies of internally-heated convection have typically used a temperature 

nondimensionalization based on the conductive heat flux, i.e., ~TreF(HD2)fk, where 

H=internal heating rate [e.g., Parmentier et al., 1994]. This results in very low 

nondimensional temperatures when convection is strongly supercritical. However, when 

temperature-dependent viscosity is included, it is important for nondimensional 

temperatures to be similar to those obtained in the basally-heated results, so that similar 

viscosities are obtained. Thus, the approach taken here is to use the same temperature scale 

in the internally-heated cases as in the basally-heated cases, and to choose the internal 

heating rate for a particular RaT in order to obtain the same surface heat flux, and thus 

similar nondimensional temperature differences, as in an equivalent basally-heated case. 

This is simple since in equilibrium the surface heat flux F is related to internal heating rate 

Hby: 
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F=H<p> (6.11) 

where <p> is the volume-averaged nondimensional density. For example, the internal 

heating rates for 11-14 have been chosen to give similar surface heat flows to cases C1-C4 

respectively. As is shown later, the resulting temperature drops and hence viscosity 

contrasts over the upper boundary layer are similar. 

Boussinesq cases 

The eight Boussinesq cases presented are listed in Table 6.2 and illustrated in Fig. 

6.2. All cases are entirely heated from below and have different viscosity laws, different 

aspect ratios (8 or 4) and horizontal boundary conditions. Cases Bland B2 are the same as 

cases 1 and 3 respectively of Tackley [1993], and are included here for comparison with 

the new results. Case B1 has constant viscosity, B2-4 have temperature-dependent 

viscosity and different boundary conditions and aspect ratios, and B7-B8 are as B4 and B6 

except at a higher Ra of 106. The Ra112 of lOS is two orders of magnitude lower than that 

thought to be appropriate for the Earth's mantle, but similar to that used in previous 

numerical and laboratory studies, thereby allowing direct comparions to be made. 

The constant viscosity case (case B 1) is illustrated in Fig. 6.2a. There is a rough 

symmetry between up- and downwellings, which both start off as sheets, decaying into 

plumes as they ascend or descend respectively. The downwellings exhibit greater 

connectivity, reflected in <T> (see Table 6.2) being slightly lower than 0.5; however, this 

is just by chance, since the equations are symmetric with respect to the vertical coordinate 

in this case. In small aspect-ratio boxes, stable patterns at this Rayleigh number include 2-D 

rolls, bimodal flow, and square or hexagonal cells, depending on the box dimensions and 

initial conditions [Travis et al. , 1990b]. The weakly time-dependent pattern obtained lies 

somewhere between these extremes, also containing characteristics of the spoke pattern. 
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Fig. 6.2. Convective patterns for Boussinesq, basally-heated cases. Plotted are 

isosurfaces of residual temperature (i.e., temperature relative to horizontally-averaged 

value). Light contours indicate upwellings, showing where the temperature is 0.1 

hotter than the horizontal average; dark contours indicate downwellings, showing 

where the temperature is 0.1 colder than the horizontal average. a. (top left) case B1, 

constant viscosity, b. (top right) case B2, 'f1(T), periodic sides, c. (2nd row left) 

case B3, 11CT), reflecting sides, d. (2nd row right) case B4, TJ(T), aspect ratio 4, with 

the same solution as B2, e. (3rd row left) case B5, TJ(Z), f. (3rd row right) 'f1(T,Z), 

g. (bottom left) case B7, 'f1(T), Ra=106, h. (bottom right) case B8, TJ(T,Z), Ra=106. 

For further details see Table 6.2. 



183 



184 

Temperature-dependent viscosity: When temperature-dependent viscosity is added, 

the downwellings merge to form one huge quasi-cylindrical downwelling, resulting in a 

single square cell filling the entire computational domain. Upwelling sheets extend all the 

way from the base to the surface. Although the overall pattern remained very stable 

throughout the remainder of the calculation, the exact details of upwellings and 

downwellings were highly time-dependent. Thus, two scales of flow are exhibited: the 

broad-scale flow which is very stable, and small-scale flow which is highly time­

dependent. In order to test the robustness of this solution to initial conditions, an additional 

calculation was performed, starting from the final state of a case with a rigid boundary 

(case 2 of Tacldey [1993]). After a nondimensional time of -0.1, a single square cell was 

again formed. 

Boundary conditions and aspect ratio: In order to test the effect of horizontal 

boundary conditions, two additional simulations were performed using reflecting rather 

than periodic sides. In case B3, which has the same aspect ratio as B2, upwelling sheets 

are also obtained, with a similar aspect ratio to case B2, except with hexagonal rather than 

square cells. The pattern obtained in case B4, which has half the aspect ratio of case B2, is 

(once symmetry has been considered) identical to that of case B2, i.e., a square cell with 

periodicity of 8. In a periodic domain, the maximum possible wavelength of the flow 

pattern is equal to the width of the domain, but with reflecting sidewalls, the maximum 

possible wavelength is double the width of the domain. Thus, the same flow pattern can be 

obtained in a 4x4x1 reflecting box (case B4) as in an 8x8x1 periodic box (case B2). Since 

it is computationally much more efficient to use a 4x4x1 box, the remainder of the reported 

simulations use the 4x4x1 reflecting box. It is interesting to note that case B3 could have 

formed a square cell with a periodicity of 16, but instead chose a pattern with similar aspect 

ratio to case B2, thus indicating that the preferred periodicity is closer to 8 than 16. 

Depth-dependent viscosity: Case B5 has a viscosity which increases exponentially 

with depth by 2 orders of magnitude. The Nusselt number is extremely low, and the 
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resulting pattern is almost one of two-dimensional rolls. This case has an extremely long 

integration time (2.16), but is still evolving very slowly. When the viscosity is dependent 

on temperature as well as depth (case B6), a short-wavelength, cellular pattern is observed, 

with upwelling plumes surrounded by interconnected downwelling sheets. Thus, the 

addition of depth-dependence has reversed to tendency to form large cells observed in cases 

where the viscosity is purely temperature-dependent (e.g., case B4). 

Rayleigh number: Cases B7 and B8 are identical to B4 and B6 but with Rayleigh 

numbers an order of magnitude higher, with a Ra112 of 106 rather than 1Q5. The overall 

patterns are very similar to the lower Ra cases, with B7 displaying narrower features and 

greater time-dependence, and B8 displaying an even shorter-wavelength pattern than B6. 

Thus, for these examples, Ra is not important in determining the basic pattern; it simply has 

a modulating effect on the detailed structure. 

In these results, adding temperature-dependent viscosity at a constant Ra112 has 

reduced the Nusselt number by around 31%, from 9.05 (case B1) to 6.22 (case B2). This 

appears to contradict the observation of Booker [1977], Richter et al. [1983] and 

Giannandrea and Christensen [1993], who find that Nusselt number does not change 

greatly with viscosity contrast. A resolution of this apparent contradiction probably lies in 

the differences between these laboratory experiments and the results presented here. 

Firstly, the upper and lower boundaries are stress-free in this present study, whereas they 

were rigid or mixed in the laboratory experiments. Secondly, the viscosity law used here 

gives much greater viscosity variation for cold temperatures than for hot temperatures (a 

factor of 100 between T=O.O and T=0.5, but only a factor of 10 between T=l.O and 

T=0.5), whereas the viscosity law of the laboratory fluids gave a more equal distribution. 

Thus, the experimental rule may need modification when a more realistic (for the Earth) 

viscosity law is used. 

The volume-averaged r.m.s. velocity is not significantly affected by temperature­

dependent viscosity. Depth-dependence, however, greatly reduces this r.m.s. velocity. 
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Fig. 6.3. Convective patterns for compressible, basally-heated cases. Isocontours 

show the same T values as for Fig. 6.2. a. (top left) Cl - constant viscosity; b. (top 

right) C2 -11(Z); c. (mid left) C3 -11(T), d. (mid right) C4, 11(T,Z), e. (bottom left) 

C5, 11CT,Z), Ra=lOS, f. (bottom right) C6, 11(T,Z), Ra=107. 
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Compressibility 

Six compressible, basally-heated cases are presented, listed in Table 6.3 and 

illustrated in Fig. 6.3. As discussed earlier, compressibility implies the depth-dependence 

of thermal expansivity, thermal conductivity and density, as well as the addition of viscous 

dissipation and adiabatic heating to the energy equation. 

With constant-viscosity (case Cl), a single, square cell with a broad upwelling 

plume surrounded by time-dependent, downwelling sheets is observed. This result is 

similar to that obtained by Balachandar et al. [1992] in a 5x5xl periodic box using a 

completely different numerical technique (a spectral method). When compared to case Bl, 

in which both upwellings and downwellings start as sheets and decay into plumes, the 

effect of compressibility in breaking the symmetry between up- and downwellings becomes 

clear. When the viscosity is dependent on depth only (case C2), the central plume becomes 

much broader at its base, decreasing in thickness as it ascends. Both the upwelling plume 

and downwelling sheets are stabilized, resulting in a steady-state solution at this Ra. 

When the viscosity is dependent on temperature only (case C3), four cylindrical 

downwellings occur at the comers of the box. The interior of the convective cell has heated 

up greatly, so that the temperature contrast between the upwellings and downwellings is 

very small. However, the upwellings are indeed sheet-like, as with the equivalent 

Boussinesq case (B2). Thus, the sheet-like nature of the upwellings with temperature­

dependent viscosity is not affected by compressibility. 

The addition of depth-dependence (case C4) to the temperature-dependence, 

however, again results in a strong central plume. Although still broader at its base (as with 

C2), the temperature-dependence has reduced the amount of broadening. Downwellings are 

linear in the shallow mantle, decaying into more cylindrical forms before they reach the 
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base of the box. The elongation of the central plume, resulting in the formation of a 4x8 

rectangular pattern, indicates a preference for larger cell size. 

The effect of varying the Rayleigh number is examined in cases C5 and C6, which 

have the same parameters as C4 but Rayleigh numbers an order of magnitude higher and 

lower, at lOS and 107 respectively. At the lower Ra (C5) the local Ra at the base of the box 

is sub-critical, and penetrative convection occurs, with somewhat smaller cells. It would be 

interesting to investigate the effect of starting condition on this case, in order to determine 

whether longer-wavelength patterns, for example, the pattern of case C4, are stable. At the 

higher Ra (case C6) an up-square is again formed, but the flow is highly time-dependent A 

preference for smaller cell size than case C4 is exhibited, suggesting that cell size may 

diminish at higher Ra for a fixed viscosity contrast 

Internal heating 

The eight internally-heated, compressible cases are listed in Table 6.4 and plotted in 

Figure 6.4. With constant viscosity (case 11), a time-dependent network of downwelling 

plumes interconnected at the surface by sheets is formed, similar to previous Boussinesq 

calculations [e.g., Houseman, 1988]. When depth-dependence is added, however, these 

merge to form downwelling sheets, with a single square cell filling the box, although the 

small-scale structure suggests that a slightly shorter-wavelength pattern would be preferred. 

Interestingly, a broad hot upwelling plume is observed in the center, even though there is 

no heat entering the base. This broad hot region is a passive feature. 

When temperature-dependent viscosity is added, the pattern changes enormously. A 

large-scale flow is set up, with a complex, highly time-dependent region of downwelling 

near one edge of the box. Time-dependent, transient ridges emanate radially from the 

region of downwelling. The contrast between this solution and case Cl provides a very 

clear demonstration of the ability of temperature-dependent viscosity to produce long-
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Fig. 6.4. Convective patterns for compressible, internally-heated cases. Isocontours 

show the same T values as for Fig. 6.2. Cases are Il-!8, running from left to right 

and down the page. 
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wavelength flows. The pattern has a similar wavelength to that obtained in the Boussinesq, 

basally-heated cases B2 and B4. 

With both temperature- and depth-dependent viscosity, downwelling is again 

restricted to one side of the box, where a downwelling sheet with time-dependent plume­

like instabilities is observed. This corresponds to an infinite series of sheet-like 

downwellings with horizontal spacing 8 (equivalent to -23,000 km). Time-dependent, 

linear extensions appear from these plumes into the hot upwelling region. 

Constant-viscosity cases for two other Rayleigh numbers are presented (I5 and 17). 

At the lower Rayleigh number, a much more stable pattern with fragmented downwelling 

sheets is formed. This appears to differ from low Rayleigh-number Boussinesq solutions, 

in which downwelling plumes are still obtained [Schubert et al., 1993]. At the higher Ra, 

the basic characteristics are the same as for case C1, but the downwellings are narrower 

and more closely-spaced. 

Cases with temperature- and depth-dependent viscosity are also presented for two 

other Rayleigh numbers (case 16 at Rar-10S and case 18 at Rar-107), and can be compared 

to case 14. At the lower Ra, two steady-state downwelling plumes have formed at opposing 

comers of the box, with the hot material filling in the gaps between these. At the higher Ra, 

however, a highly time-dependent network of narrow plume-like downwellings is 

observed, connected by linear sheets. The spacing associated with these downwellings is 

much smaller than with the case at Ra=106 (14), although larger than the constant-viscosity 

case I. This provides further evidence that the characteristic horizontal wavelength 

decreases with increasing Ra, although this solution is only marginally resolved horizonally 

and needs to be verified using a denser numerical mesh. 
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Horizontally-averaged profiles 

Figures 6.5 to 6. 7 shows vertical profiles of horizontally-averaged temperature <T>, 

viscosity <TJ>, r.m.s. velocity (vrms) and stress (i.e., "('tij'tij)), for the three groups of 

cases. In each group the solid line represents the constant-viscosity case. 

Boussinesq (Fig. 6.5). The constant-viscosity case displays an approximately 

isothermal interior with T=0.5, and upper and lower boundary layers have an 

approximately equal temperature drop and thickness of around 0.1, which is roughly 

(RaJRa)113, where Rae is the critical Rayleigh number for the onset of convection. Since 

there is no adiabatic increase of temperature with depth in the Boussinesq approximation, 

this isotherm is equivalent to an adiabat Regions of subadiabaticity are observed near the 

upper and lower boundary layers; these are due to the horizontal spreading of up- and 

downwellings at these depths. These regions are expected to become smaller as the 

Rayleigh number increases, and the interior temperature profile would become closer to an 

isotherm, as with 2-D calculations [Jarvis and Peltier, 1989]. 

When depth-dependence of viscosity is added (B5, dashed line), the interior 

temperature drops greatly to around 0.3, resulting in a lower thermal boundary layer with 

much greater temperature drop and vertical extent of around 0.25. The effect of depth­

dependent viscosity in decreasing the interior temperature has previously been observed in 

two-dimensional simulations [Torrance and Turcotte, 1971; Gumis and Davies, 1986a; 

Yuen and Zhang, 1989; Hansen et al. , 1993]. The effect can be understood by noting that 

convection tends to be more vigorous where viscosity is lower. The lower viscosity 

towards the top of the layer results in more vigorous convection, and hence higher heat 

transport, near the top than near the base, thus cooling the interior until the temperature 

drops over upper and lower thermal boundary layers adjust to equalize the heat transport 

Essentially, it is easier to transport heat through the surface than through the base. A rough 

scaling relationship can be obtained by applying a local Rayleigh number criterion 
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Fig. 6.5. Profiles of a) horizontally-averaged temperature <T>, b) dynamic viscosity 

<n>, c) rms velocity Vrms and d) stress, for Boussinesq, basally-heated cases. 
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Fig. 6.6. Profiles of a) horizontally-averaged temperature <T>, b) dynamic viscosity 

<11>, c) rms velocity V rms and d) stress, for Compressible, basally-heated cases. 
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Fig. 6.7. Profiles of a) horizontally-averaged temperature <T>, b) dynamic viscosity 

<Tl>, c) rms velocity V rms and d) stress, for Compressible, internally-heated cases. 
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[Howard, 1966] to each boundary layer. The boundary layer Ra numbers must be 

equal to the critical Rayleigh number for convective instability: 

LlTuO~ LlTjo( 
-~~ = ____;!_..!._ (6.12) 

11u 1J1 

where o is the boundary-layer thickness, subscripts u and 1 denote upper and lower 

boundaries respectively, and the other symbols were defmed earlier. In addition, heat flow 

through top and bottom must be equal: 

LlTu LlTI --=-
8u 81 

(6.13) 

Thus, 

(6.14) 

giving a ratio of approximately 3 for the 100-fold viscosity increase used here, 

approximately what is observed. 

When the viscosity is dependent only on temperature (cases B4 and B7), the upper 

boundary layer becomes stiff, heat transport is impeded, and the interior temperature rises 

to around 0.7 for the cases reported here. This increase of interior temperature due to 

temperature-dependent viscosity has been noted in most of the previous laboratory and 

numerical studies discussed earlier. The interior of the cell is again approximately 

isothermal, with a marked cold region just above the lower thermal boundary layer, which 

is due to the horizontal spreading of the large cylindrical downwelling plumes. As the 

Rayleigh number is increased from lOS to 106 (case B2 to B7), the boundary layers and 

this cold region become smaller in vertical extent, and the interior is more nearly 
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isothermal. A local boundary layer Ra analysis is difficult due to the rapidly varying 

viscosity in the boundary layers. 

The viscosity profiles for these cases display the same features. The interior mean 

viscosity for case B4 is greater than 1 even though the interior mean temperature is greater 

than 0.5, and 1l(T=0.5)=1. This is due to the fact that the exponential of the mean of some 

values is not the same as the mean of the exponential of the values, and the highly-viscous 

cold downwelling plumes raise the horizontally-averaged viscosity more above 1. If the 

geometric rather than arithmetic mean of the viscosity was used (equivalent to taking the 

mean in logarithmic space) as in Christensen [1985a], this effect would be less 

pronounced, and the viscosity profile could be calculated directly from the mean 

temperature profile. In case B7, the narrower cold plumes associated with the higher Ra 

have a smaller effect on horizontally-averaged viscosity, and thus <rt> is significantly 

lower than case B4, more so than would be predicted simply from the change in <T>. 

Nataf [1991] observed that in laboratory experiments, the internal temperature 

adjusts so that the viscosity contrast over the lower boundary layer never exceeds a factor 

of about 8, regardless of the total viscosity contrast across the layer. In these 3-D 

simulations, a somewhat larger viscosity contrast of about 20 is obtained across the lower 

boundary layer. This difference could be due to the stress-free boundary conditions, as 

opposed to the rigid boundaries of laboratory experiments, or to differences in the viscosity 

law, which in these current simulations, gives much larger viscosity variations for cold 

regions than for hot regions. It would be interesting to progress to higher total viscosity 

contrasts, in order to establish whether the lower viscosity contrast would remain constant. 

Limitations in the numerical technique prevent this test for the moment, however. 

Adding depth-dependence to the temperature-dependence of viscosity (case B6) 

reduces the interior temperature to about 0.4, resulting in a slightly subadiabatic internal 

temperature profile, and a systematic increase in viscosity with depth, except within the 

boundary layers. Thus, it seems that the interior temperature of the mantle is quite sensitive 
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to the exact details of the rheological law, and is a delicate balance between temperature-

dependence increasing the temperature and depth-dependence decreasing the temperature. 

The r.m.s. velocity profiles give an indication of convective vigor. When depth­

dependent viscosity is included (cases B5 and B6), there is a systematic decrease in 

velocity with depth, as would be expected. Constancy of heat transport is obtained by the 

larger temperature drop over the lower boundary layer, resulting in larger horizontal 

temperature differences in the deep mantle, where circulation is sluggish. Temperature-

dependent viscosity (cases B4 and B6) causes a local decrease in velocity in the upper 

boundary layer and a local increase in velocity in the lower boundary layer. Flow is not 

greatly inhibited at the top, however, and the stiff upper boundary layer still participates in 

the flow, corresponding to the whole-mantle regime described by Ogawa et al. [1991]. 

Stress proflles appear closely related to the viscosity profiles, displaying the same 

features. The constant viscosity case (Bl) has approximately constant stress. Cases with 

temperature-dependent viscosity display stress minima in the hot lower boundary layer and 

strong stress maxima at the surface. Indeed, the stress level at the surface is typically 

around 1.5-2 orders of magnitude larger than the the stress in the interior of the cell. With 

depth-dependent viscosity included, there is an additional stress maximum in the lower 

mantle. 

Compressible (Fig. 6.6). The profiles for the constant-viscosity compressible case 

Cl display some marked differences from the Boussinesq case Bl. As expected, the 

interior temperature now exhibits a gradient due to adiabatic compression. The interior 

temperature is also higher, with a much larger temperature drop over the upper boundary 

layer, although the boundary layers are of similar thickness. These points can again be 

analyzed using a local boundary layer analysis, assuming the criteria of equal heat flow 

(noting that heat capacity is held constant): 

(6.15) 
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and critical local Ra: 

PuaJl.Tu8; :::: p1a/l.T18? (6.16) 
TJu 1(u TJ11(1 

leading to: 

(6.17) 

and 

(6.18) 

These scaling laws explain all the trends that have been observed in these and 

previous 2-D numerical simulations with depth-dependent parameters. Decreasing a or 

increasing 11 with depth reduces the interior temperature [Gumis and Davies, 1986a; Yuen 

and Zhang, 1989; Hansen et al., 1993], and increasing k with depth increases the interior 

temperature [Yuen and Zhang, 1989; Leitch et al., 1991]. Quantitatively, the formulae are 

less successful: for the reference state values listed in Table 6.1 and constant dynamic 

viscosity (case C1), we expect ~Tuf~TI:::l.5 and Ou/01=0.4, both somewhat lower than 

observed. 

For the cases with viscosity variations (C2-C4), the same trends as for the 

Boussinesq cases can be observed, i.e., temperature-dependence of viscosity increases 

interior temperature, and depth-dependence decreases the interior temperature. For case C3, 

which has temperature-dependent viscosity, the interior temperature is so high that the 
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temperature contrasts associated with upwellings are difficult to detect in images of the T 

field. In case C3, the adiabatic increase of temperature with depth results in a decrease of 

viscosity with depth, an effect which reduces the amount of viscosity increase with depth in 

case C4. 

Velocities and stress also display the same trends as for the constant viscosity 

cases. For the constant-viscosity case Cl, circulation is somewhat more sluggish in the 

deep mantle than in the shallow mantle, presumably due to the decrease of local Ra caused 

by depth-dependent properties. 

Internal heating (Fig. 6.7). Cases Il-14 are all characterized by a slightly 

subadiabatic internal temperature profile, a strong upper boundary layer and no basal 

boundary layer. Since the internal heating rates were chosen to give similar surface heat 

flows to cases Cl-C4, as discussed earlier, nondimensional internal temperatures are 

similar to these cases and display the same trends with temperature-dependence and depth­

dependence of viscosity. The velocities and stress levels in the deep mantle are somewhat 

lower than for the basally-heated cases, due to the lack of upwellings from the lower 

thermal boundary layer. 

1hennal budget 

Figure 6.8 shows the horizontally-averaged heating (positive) or cooling (negative) 

rates due to the various terms in the energy equation (Equation (6.3)), namely advection, 

diffusion (second term on the right hand side), and the compressible terms adiabatic heating 

(AH- first term on the right hand side) and viscous dissipation (VD- last term on the right 

hand side), for various cases. Similar information for spherical geometry is plotted in Fig. 

2 of Glatzmaier [1988]. The term 'adiabatic heating' is somewhat misleading, since no 

entropy production is involved; the term arises simply from material moving up and down 

adiabats. Conservation of mass necessitates that the upward mass flux through a particular 
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depth is equal to the downward mass flow through that depth. However, 'hot' adiabats are 

steeper than 'cold' adiabats, hence hot upwelling material will be adiabatically cooling as it 

rises more rapidly than cold downwelling material will be adiabatically warming as it 

descends. Thus, the horizontally-averaged adiabatic heating is negative. The term 

disappears when the thermal equation is written in terms of entropy rather than temperature 

[e.g., Glatzmaier, 1988]. 

Constant viscosity. For the constant-viscosity cases, the dominant terms are 

observed to be advection and diffusion, which have large peaks in the boundary layers. 

The additional terms associated with compressibility (VD and AH) play only a minor role in 

the heat budget for these cases. All of the contributions to heat budget increase with 

Rayleigh number. Advection and diffusion also become more localized towards the 

boundaries, due to the narrower boundary layers. Balachandar et al. [1993] state that VD 

and AH become more important at higher Ra, and the results presented here confmn that 

these terms increase with Ra. However, the peak values for advection and diffusion 

increase equally or more rapidly with Ra than the peak values for VD and AH. Thus, in 

terms of the overall heat budget, AH and VD do not become more important as Ra 

increases. These authors also state that the maximum in the temperature profile close to the 

upper boundary (Fig. 3 in Balachandar et al. [ 1993]) is due to viscosity dissipation. 

However, this maximum is also observed in Boussinesq cases, where viscous dissipation 

is not present (see Fig. 7.4, Jarvis and Peltier [1989] , p502). Temperature profiles for 

equivalent Boussinesq and compressible cases are compared in Jarvis and Peltier [1989], 

p527. These show that the Boussinesq cases display a similar overshoot in the temperature 

profile to the compressible cases. This overshoot is due to the spreading of hot upwellings 

below the upper thermal boundary layer, not to viscous dissipation. 

A simple scaling analysis, based on the idealized scaling of Nusselt number 

(Ra1!3), velocity (Ra213), and boundary layer thickness (Ra-113) [Turcotte and Schubert, 
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Fig. 6.8. Heat balance for various cases. Plotted are depth profiles of the 

horizontally-averaged values of the various terms in the temperature equation: 

advection (dotted lines), diffusion (dot-dash lines), viscous dissipation (solid lines), 

adiabatic heating (dashed line). Top row: constant-viscosity compressible cases C8 

(Ra=lOS) and Cl (Ra=106); middle row: temperature- and depth-dependent viscosity 

compressible cases C4 (Ra=106) and C6 (Ra=107); bottom row: internally-heated 

cases 11 (constant viscosity, Ra=106) and 14 (temperature- and depth-dependent 

viscosity, Ra=106). 
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1982] supports these observations. Advection and diffusion terms scale as the Nusselt 

number, i.e., Ral/3. Adiabatic heating scales as the velocity (Ra213) times the width of 

convective features (Ra-113) resulting in a Ral13 scaling. It seems reasonable to assume that 

strain rate and thus non-dimensional stress (because 11=1) scale in proportion to velocity, 

i.e., Ra213. Nondimensional viscous dissipation is the product of these divided by Ra (see 

Equation (6.3)), resulting in an overall Ra113 scaling for this term. Thus, all terms are 

expected to increase by similar amounts with increasing Ra, as observed in the presented 

simulations. If flow were highly localized, which is not the case in the presented results, 

the magnitude of the viscous dissipation term would increase as ( 1/lengthscale )2, and thus 

may become important 

T-dep viscosity. The addition of temperature-dependent viscosity results in a large 

increase in horizontally-averaged viscous dissipation towards the upper surface. The 

magnitude of VD is now comparable to that of the advection and diffusion terms, and thus 

viscous dissipation is a significant contributor to the surface heat flux when temperature­

dependent viscosity is included. The increase of VD with temperature-dependent viscosity 

was previously noted in the 3-D calculations of Balachandar and Yuen [1993]. The peak in 

viscous dissipation arises from the stress peak in the upper boundary layer noted in the 

discussion of radial profiles. 

Discussion 

Hot sheets and coldspots? 

The upwelling sheets and downwelling plumes found in the basally-heated cases with 

purely temperature-dependent viscosity (B2, B3, B4 and C3) are compatible with the 

result obtained by Weinstein and Christensen [1991] in a 4x4x1 box with rigid lower and 

stress-free (isothermal) upper boundaries, and a viscosity contrast of 50. The pattern can be 
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understood in the following terms: Depth-dependent properties cause the local Rayleigh 

number to decrease with depth, resulting in large cells with downwelling sheets and 

upwelling plumes (case C1 and Balachandar et al. [1992]). In the present cases listed 

above, the local Rayleigh number increases by 3 orders of magnitude with depth. Thus, 

the inverse flow pattern is obtained: upwelling sheets and downwelling plumes, with the 

viscous upper boundary layer imposing a long wavelength to the flow. It may be tempting 

to interpret these upwelling sheets as possible active deep upwelling below mid-ocean 

ridges. However, this would contradict various geophysical observables [Davies, 1988a]. 

Other results presented here show that adding greater realism in the form of depth­

dependent viscosity and/or internal heating and/or compressibility, push the system 

towards a preference for upwelling plumes. Spherical geometry is likely to work in the 

same direction. Thus, it seems likely that for realistic material properties, heating mode and 

geometry, upwelling plumes, rather than narrow upwelling sheets, will be the preferred 

mode of upwelling. 

On Earth, downwellings seem to occur exclusively as linear slabs: cylindrical 

'coldspots' are not observed. This may be a natural consequence of plate tectonics and the 

associated complete subduction of rigid lithosphere by means faults in the crust and 

lithosphere. It is difficult to imagine a fault system that would allow rigid plate to converge 

radially from all directions into a common coldspot, without it being extremely dissipative. 

On Venus, however, plate tectonics is not currently operative and quasi-cylindrical 

downwellings may well occur below a rigid lid. Indeed, plateau-shaped highlands found in 

regions such as Aphrodite Terra or Ishtar Terra have been associated with cold cylindrical 

downwellings by some researchers [Kiefer and Hager, 1991; Bindschadler et aL, 1992]. 

Horizontal wavelengths 
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A huge variation in characteristic horizontal wavelengths is observed, depending on 

the material properties and heating mode. Temperature-dependent viscosity with no depth­

dependence favors huge cells. However, adding depth-dependence results in very small 

cells. Compressibility acts in the opposite direction, increasing the cell size. 

These effects may be understood in terms of a competition between boundary 

layers. When one boundary layer is much more sluggish than the other, which could be the 

upper boundary layer in a Boussinesq case with temperature-dependent viscosity, or the 

lower boundary layer in a case with constant viscosity but depth-dependent compressible 

parameters, long-wavelength cells result. However, when both boundary layers are of 

similar stiffness, as in the Boussinesq case with depth- and temperature-dependent 

viscosity (B6), short-wavelength cells result. These effects can again be examined using 

simple scaling relationships and local Rayleigh numbers to determine the ratio of the 

preferred lengthscales for upper and lower boundaries. 

Firstly, assume that material with the interior temperature is emplaced in the boundary 

layer and moves horizontally with velocity v. The thermal boundary layer will thicken by 

thermal diffusion, eventually becoming thick enough that the local Ra exceeds the critical 

Ra, and an up- or downwelling will result. The characteristic lengthscale is thus given by: 

(6.19) 

where 

(6.20) 

and 

(6.21) 
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thus 

L--V- 11 
( )

2/ 3 

- x:-1'3 pa/:1T 
(6.22) 

(6.23) 

and substituting the expression found earlier for temperature drops, we obtain: 

(6.24) 

Thus, the ratio of prefered lengthscales is strongly affected by contrasts in viscosity 

and thermal expansivity. In the future, it is desirable to obtain a scaling for velocity. 

Rayleigh number also appears to play a role in determining horizontallengthscales, 

particularly when one or more depth-dependent properties are present A decrease in cell 

size with an order-of-magnitude increase in Ra was noted when viscosity was dependent 

on temperature and pressure for Boussinesq cases (B6 to B8), compressible, basally­

heated cases (B4 to B6) and for compressible, internally-heated cases (14 to 18). A decrease 

was also noted for constant-viscosity, compressible, internally-heated cases (15 to 11 to 17). 

More tests are needed to establish whether this trend holds true for all combinations of 

parameters. Hansen et al. [1993] found using steady-state 2-D calculations that 

temperature-dependent viscosity has less influence on the convection as Rayleigh number is 

increased with a fixed viscosity contrast The results presented here indicate that 

temperature-dependent viscosity tends to result in large cells, compared to constant­

viscosity cases. If the viscosity variations had less effect at higher Ra, the cell size might 

decrease towards the size observed in constant-viscosity cases. This mechanism may be 
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particularly appropriate for explaining the difference between case 11 and case 17. Since the 

viscosity contrast in the mantles of Earth or Venus is likely to be much higher than that 

modeled here, however, this trend may not be relevant to planetary mantles. 

Plume character 

Temperature-dependent viscosity results in a low-viscosity layer immediately above 

the CMB, strongly affecting the formation and dynamics of upwelling plumes [Sleep, 

1987; Olson et al., 1987, 1993]. Popular models for plumes in the Earth (for summaries 

see Loper [1991], and Duncan and Griffiths [1991]) assume that plume conduits are 

uniformly narrow throughout the depth of the mantle. In global seismic tomographic 

models [Su et al., 1992b; Fukao, 1992], very broad hot regions, resembling huge 

upwelling plumes, are observed in the lower mantle, although since narrow plumes cannot 

be detected in such models, it is not clear whether these regions should be interpreted as 

single plumes, or simply as hot regions through which concentrated narrow plumes are 

rising. 

In the compressible cases presented here, upwelling plumes are very broad, even 

when temperature-dependent viscosity is included, more closely resembling those of 

seismic tomography than the idealized models. However, temperature-dependent viscosity 

is observed to narrow the plumes (compare cases C2 and C4) and the viscosity contrast 

associated with plumes in these results is much smaller than that likely to be appropriate 

for the Earth, because (1) numerical considerations limit the total viscosity contrast that can 

be modeled, (2) the Arrhenius law used results in larger viscosity variations in cold features 

than in hot features, and (3) when no mechanism for producing surface plates is included, 

the viscosity contrast over the lower thermal boundary layer remains low even when the 

total viscosity contrast across the layer is increased [Nataf, 1991]. Thus, the hot plumes in 
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these models would be expected to become much narrower if a more realistic rheology 

were included. 

However, even with a more realistic viscosity contrast. plumes would still be 

broader at their base, narrowing as they ascend. This is due to the depth-dependence of 

material properties, particularly thermal expansivity and thermal conductivity, which result 

in a decrease of the local Rayleigh number by at least an order of magnitude over the depth 

of the mantle. The likely increase in horizontally-averaged viscosity with depth by 1-3 

orders of magnitude would further reduce the local Ra by the same factor, resulting in an 

overall 2-4 order of magnitude decrease in local Ra over the depth of the mantle. Despite 

the large, first-order effect on plume dynamics that this decrease would have, our current 

understanding of plumes is based on laboratory experiments [e.g., Griffiths and Campbell, 

1990] and numerical and analytical models of plume formation, growth and propagation 

though mantle [e.g., Olson et al., 1993; Sleep, 1990] which assume constant-properties 

(excluding temperature-dependent viscosity). The true picture of mantle plumes may be 

significantly different from the simple models on which our current understanding is based. 

Internal heating 

The Earth's mantle is thought to be mainly internally-heated [Schubert, 1979; Davies 

and Richards, 1992] and indeed, first-order evidence for this can be obtained by looking at 

surface observables: oceanic plates have a temperature anomaly of -1300 K [Turcotte and 

Schubert, 1982] and account for -75% of the heat loss from the interior [Sclater et al. , 

1980] whereas hotspots, which are generally thought to be associated with hot upwelling 

plumes, have a much smaller thermal anomaly of only -300 K in the upper mantle 

(although this temperature contrast may not be a good guide to the temperature drop over 

the lower thermal boundary layer) and account for only -5-20% of the total heat loss 

[Davies , 1988a; Sleep, 1990; Davies and Richards, 1992]. However, it has long been a 
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problem that mantle convection simulations with large amounts of internal heating display a 

short-wavelength pattern of closely-spaced, time-dependent downwelling plumes, therefore 

resembling the Earth less than the downwelling sheets obtained in basally-heated 

simulations (cases 11,17 and [Houseman , 1988; Travis et al., 1990b; Schubert, 1992; 

Parmentier et al., 1994]). These results show that variable viscosity provides a way of 

reconciling the observation of long-wavelength flow with internal heating. Long­

wavelength flows are obtained even with internal heating, and there is a greater propensity 

for the downwellings to be linear, similar to slabs. In one result (case 12) with depth­

dependent viscosity, when residual temperature (i.e., relative to geotherm) was plotted, a 

very broad hot upwelling 'plume', somewhat reminiscent of those observed under the 

Pacific and Africa in global seismic tomographic models [e.g., Suet al., 1992b; Fukao, 

1992], was visible, even though there was no heat being conducted through the core­

mantle boundary. This indicates that the large plumes apparently observed in tomographic 

models are not necessarily indicative of high basal heat flux. 

Stagnant lid 

In these simulations, the upper boundary layer participates in the flow. If the 

viscosity contrast were increased sufficiently, a 'stagnant lid' would develop [Ogawa et al., 

1991], and the convective pattern might resemble the rigid boundary case, with small cells 

[Giannandrea and Christensen, 1993]. However, the mobility of plates on the Earth 

suggest that this regime is not relevant to Earth dynamics, even though the viscosity 

contrast over the lithosphere may be extremely large. On Venus, the high surface 

temperature and widespread tectonic deformation [Saunders et al., 1991] also raise doubts 

about the relevance of this regime. 
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Conclusions 

These results show that an enormous range of convective styles and characteristic 

horizontal wavelengths are possible, depending on the exact details of rheology, 

compressibility, heating mode and Rayleigh number. All of these have a significant effect 

on the flow, indicating the importance of including them into numerical models, and 

matching the Earth's parameter space as closely as possible. 

Results obtained under the Boussinesq approximation show clearly the importance 

of modeling wide domains. With rheology dependency solely on temperature and stress­

free boundaries, very wide cells are formed (periodicity 8) with upwelling sheets and 

downwelling plumes, in contrast to the small-wavelength spoke pattern obtained with rigid 

boundaries [White, 1988; Tackley, 1993]. Christensen and Harder [1990] previously 

concluded that upwelling sheets are unlikely to occur in temperature-dependent viscosity 

convection. However, these results indicate that at sufficiently large aspect-ratio and with 

stress-free boundaries, they are the preferred solution. Adding depth-dependence 

completely reverses these characteristics, resulting in small cells with upwelling plumes 

and downwelling sheets. Increasing the Rayleigh number by an order of magnitude does 

not appear to fundamentally change the convective pattern, resulting in narrower features 

and greater time-dependence, and in some cases, smaller cell sizes. 

Compressibility, with the associated depth-dependent material properties, results in 

fairly large cells for basally-heated models, and a preference for large upwelling plumes 

and narrow downwelling sheets. However, when the viscosity is dependent solely on 

temperature, downwelling plumes and linear upwellings are observed, in accordance with 

the equivalent Boussinesq solutions. 

Perhaps the greatest modulation effect of viscosity variations occurs in internally­

heated, compressible cases. It is thought that the Earth and Venus are dominantly internally 

heated; however, constant-viscosity internally-heated convection models display short-
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wavelength, highly time-dependent cold plumes, which look less like the Earth than the 

downwelling sheets and upwelling plumes obtained in basally-heated models. However, 

when the viscosity is dependent on temperature and/or depth, the planform is substantially 

changed to a long wavelength pattern consisting of downwelling sheets at the surface with 

plume-like instabilities as they descend. Thus, internally-heated models are compatible with 

the Earth observations, provided an appropriate rheological law is used. 

The temperature in the interior of convection cells, and the associated temperature 

drops over upper and lower boundary conditions, are strongly affected by the exact values 

of rheological and thermodynamic parameters. The interior temperature is strongly 

increased by temperature-dependent viscosity and depth-dependent thermal conductivity, 

but strongly decreased by depth-dependent viscosity. This further illustrates the importance 

of trying to match the Earth's parameters as closely as possible. However, the temperature­

dependence of viscosity in the Earth is much stronger than in these simulations, which acts 

to buffer the interior temperature through a self-regulation mechanism first described by 

Tozer [1972], and thus, the effect of various parameters on the internal mantle temperature 

may be lower than that predicted by these simulations. The interior temperature profile 

(away from boundary layers) is always close to adiabatic, and usually somewhat 

subadiabatic. 

The convective vigor, as measured by r.m.s. velocity, is diminished in regions of 

high viscosity. However, in these calculations, the stiff upper boundary layer still 

participates in the flow; a larger viscosity contrast would be necessary to cause a rigid lid. 

The stress distribution resembles the viscosity distribution, with very high stress levels in 

the upper boundary layer. 

Examination of the energy balance reveals that viscous dissipation and adiabatic 

heating are only minor contributors to the heat budget for constant-viscosity compressible 

mantle convection, with advection and diffusion playing the dominant role. Although the 

magnitude of viscous dissipation and adiabatic heating terms increases with Rayleigh 
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number, advection and diffusion terms increase by a similar or larger factor, and thus 

viscous dissipation and adiabatic heating are still relatively unimportant However, when 

temperature-dependent viscosity is included, viscous dissipation becomes very important in 

the stiff upper boundary layer due to the high stresses, and is an important contributor to 

the surface heat flow. 

In these results, realistic plates and subduction is not obtained. Temperature­

dependent viscosity by itself does not result in plate-like behavior. The downwellings are 

two-sided, and a concentration of stress occurs where they leave the upper boundary layer. 

In order for plates to occur, an additional mechanism is needed to create weak zones in the 

stiff lid, such as nonlinear power-law rheology [Cserepes, 1982; Christensen, 1984b; 

Weinstein and Olson, 1992], or a 'stick-slip' rheology [Bercovici, 1993]. A priority in 

future work must be to examine the influences of these rheologies in self-consistent three­

dimensional models. Other priorities include the effects of phase transitions, spherical 

geometry, compositional variations and continents. Other possible rheological complexities 

not considered here include power law, non-Newtonian creep in the upper and possibly 

lower mantle [Kirby and Kronenberg, 1987; Karato and Wu, 1993], a viscosity jump at or 

around the 670 km discontinuity [Hager and Richards, 1989; King et al., 1992; Forte et 

al., 1993; Mitrovica and Peltier, 1993], a hard garnet layer leading to higher viscosities in 

the transition zone [Meade and Jeanloz, 1990], and transformational superplasticity [Karato 

and Li, 1992]. 
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Appendix A 

Parallelization of the spherical-shell, 
spectral transform mantle convection code 

Introduction 

This Appendix describes the functioning and parallelization of the three-dimensional 

spherical-shell mantle convection code that was used to produce the results in Chapters 2 

and 3 of this thesis. This code was originally written by Gary Glatzmaier, and has 

previously been used in many numerical studies of planetary mantle convection 

[Glatzmaier, 1988; Bercovici et al., 1989a,b,c, 1991, 1992; Schuben et al., 1990; 

Glatzmaier et al., 1990; Glatzmaier and Schubert, 1992], running on Cray vector 

supercomputers. In 1992 I converted this vector code into a parallel code, porting it to the 

Intel iPSC/860 and Delta supercomputers at the California Institute of Technology. This 

parallelization is a major operation, requiring fundamental changes in the code. An 

overview of these changes, together with some quantitative performance measures, is 

given. The code was further modified to include the phase transitions at 400 and 670 Ian 

depth. Details of this modification are not given here, but in Chapters 2 and 3, as well as 

Tackley et al. [1993a&b,1994]. 
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Overview of numerical method 

A detailed description of the equations, parameterization and method is given in 

Glatvnaier [1988]. The anelastic approximation and infmite-Prandtl number approximation 

are used. Variables are expressed relative to a reference state based on an adiabatic 

polytrope. Velocity is expanded in terms of a poloidal mass flux potential, automatically 

satisfying mass conservation and continuity at all points and times. Variables pressure (p), 

entropy (s), gravitational potential (g) and poloidal mass flux potential (w) are expanded 

horizontally in surface spherical harmonics up to degree and order L. Because the 

coefficients are constant horizontally, the equations decouple for each spherical harmonic 

degree, leading to (L+l)(L+2)/2 sets of equations in radius and time for the spherical 

harmonic coefficients. To solve these, variables are expanded radially in Chebyshev 

polynomials, and a collocation method is used, forcing the equations to be satisfied at each 

radial level except at the boundaries, where boundary conditions are satisfied. In order to 

advance the system in time, various nonlinear products are required. The essence of the 

spectral transform method is to calculate these nonlinear terms in grid space, by calculating 

the relevant derivatives in spectral space, transforming them to grid space where the 

products are formed, and transforming the products back to spectral space in order to 

advance the energy equation in time. These stages in a timestep are summarized in the flow 

diagram in Fig A.l . 

Parallel processing 

It is useful to review some of the basic principles of parallel computing as they relate 
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Fig. A.l. Aow diagram showing the various operations involved in one time step. 

to the parallelization of this code and the multigrid code (in Appendix B). Hillis and 

Boghosian [1993], provide additional background discussion. 

Nodes and topology 

The Intel parallel supercomputers used for this work belong to a class of computers 

known as MIMD (multiple instruction multiple data), indicating that each node (of which 

there are up to several hundred) is self-contained, with its own processor(s) and memory, 

and hence each node has its own executable and its own data and can operate totally 
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independently of the other nodes. However, the power of these computers comes from 

large numbers of nodes working on the same problem simultaneously, and for this 

purpose, inter-node communication is necessary. Thus, the nodes are networked together 

by a network of communication channels, the topology of which is different for different 

MIMD computers. The Intel iPSC/860 has a hypercube topology, in which the nodes are 

connected together in ann-dimensional cube (for example a six-dimensional cube for 64 

nodes, the size of machine that has been used here), a type of topology which has 

commonly been used in the past, e.g., in the nCUBE/2 and Thinking Machines CM-2 (note 

that the latter is not a MIMD machine). On the Intel Touchstone Delta, however, the nodes 

are connected together as a two-dimensional mesh, with the 512 compute nodes arranged 

as 16 rows by 32 columns. The Intel Paragon range shares a similar topology. Other 

topologies include a three-dimensional toroidal mesh (the Cray T3D) and a spanning tree 

(the Thinking machines CM-5). 

Programming 

Although more advanced compilers are appearing, the programming paradigm for 

most MIMD machines is that of explicit parallelization, using standard Cor FORTRAN 

with additional message-passing instructions. This means that the parallel computer appears 

as though it were a number of workstations networked together, each running the same 

code at the same time. If no changes are made to a scalar code, each processor would 

perform exactly the same calculation, and there would be a duplication of effort. 

Parallelization is achieved by inserting statements into the code so that each node 

determines which part of the problem to work on. When data that is stored on another node 

is required, it must be transferred between nodes using explicit message-passing calls 

inserted into the code. Although this style of programming may appear tedious and is prone 

to obscure bugs, it has the advantages of ( 1) large segments of the original scalar code can 
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be retained unaltered - the parallelization consists mainly of changing the loop limits and 

inserting additional instructions to communicate data, (2) the programmer has full control 

of the decomposition and communication, allowing fine tuning to maximize performance, 

and (3) the programmer is forced to confront the issue of parallelization directly, possibly 

resulting in a more efficient code than if the compiler attempted to extract parallelization 

itself. 

Although a MIMD computer has the capacity for different processors to be 

performing completely different instructions at a particular time, the type of problem 

investigated in this thesis lends itself to a regular domain decomposition, in which the 

computational domain is split into equally-sized blocks which are distributed amongst the 

nodes, in which case all processors are typically performing the same operations, except on 

different data, a style of parallel programming that is referred to as SIMD (single instruction 

multiple data). 

Communication and efficiency 

On a parallel computer, the total execution time is the sum of computation time and 

communication time: 

(A. l) 

with the parallel efficiency being defmed as: 

(A.2) 

where N=number of nodes and t1-node is the execution time on a single node. If the 

computational component scales perfectly, this becomes: 
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E = tcompute 

trctal 
(A3) 

Communication on current parallel supercomputers is slow relative to memory access 

or computation speed, and thus communication time is usually a significant fraction of the 

overall execution time. Furthermore, the communication overhead generally increases with 

number of processors, whereas computation time decreases with number of processors, 

making a problem of a given size less efficient as the number of nodes is increased, and 

limiting the overall scalability of an application. Thus, care must be taken in the design of a 

parallel algorithm to minimize this communication time, by (1) minimizing the total amount 

of communication, and (2) following strategies to minimize the time taken for the 

communication that is absolutely necessary. 

The time taken to pass a message (tmessage) between nodes can be approximated as: 

(A4) 

where tz is the latency, which is the (fixed) time required to start a message, nb is the 

number of bytes being communicated, tb is the time required to transmit each byte of data, 

dis the distance (the number of 'hops' between the nodes) that the message must pass, and 

th is the per-hop time. For the Intel iPSC/860, the times are approximately tz,.130 ~s. 

tb=0.36 ~s. th=2.0 ~s. and for Intel Touchstone Delta, tz,.75 ~s. tb,;Q.2 ~s. th is 

negligible. A commonly quoted figure is the "two-way" communication bandwidth, i.e., 

the number of bytes per second for simultaneously sending and receiving; this is 

approximately 10 MByte/second for the Delta. 

Thus, in order to minimize the communication time, the following strategies must be 

adopted in the design of a parallel program: 

(1) Minimize the total number of bytes communicated. 
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(2) Minimize the total number of messages, to reduce the total latency time. Thus, for 

a given amount of data, a few long messages are more efficient than many short messages. 

(3) Localize the communication as much as possible. The reason for this is obvious 

on the iPSC/860, where per-hop time is significant. On the Delta, per-hop time is 

negligible, but it is important to localize communication in order to avoid different 

messages interfering with each other on the mesh. The links between processors have a 

limited bandwidth, so that only two messages can be passed simultaneously at full speed. 

If more than two messages pass along a particular link, the speed of each one is degraded. 

If all nodes were simultaneously engaged in distant communication, many messages would 

be passing along each link, greatly reducing performance. 

Other important strategies, which are not obvious from the preceding discussion, are: 

(4) Load balancing. It is important that the computation is divided evenly amongst the 

processors, otherwise the processor with the most work to do will slow down the entire 

program. 

(5) Use asynchronous communication where possible. Asynchronous 

communication is where communication and computation take place simultaneously, and 

contrasts which synchronous communication, where the program execution must stop 

while communication takes place. 

(6) There are often additional tuning techniques which are specific to particular 

computers or message-passing implementations. 

Decomposition and differing topologies 

From the discussion above, it is clear that care must in taken both in (1) how the 

computation is decomposed into parallel parts, and (2) how these parts are mapped onto the 

actual nodes. The latter operation is made more complicated by the differing topologies of 

parallel computers, e.g., hypercube or mesh. A strategy for simplifying this is to treat the 
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program decomposition in terms of an idealized virtual or logical node grid, which might 

for example be a two-dimensional grid (as is used for this code) or a three-dimensional grid 

(as in Appendix B). A second step is to map this logical grid onto the actual nodes in a 

manner which localizes communication as much as possible. This approach enables the 

decomposition to be independent of the specific topology, so that the same program can be 

used on parallel computers with different topologies, simply by changing the way the 

logical node grid is mapped onto the actual physical nodes. 

Parallelization 

The method of parallelization used follows from research performed at Argonne and 

Oak Ridge National Laboratories for modeling the shallow water equations and atmosphere 

in spherical geometry [Foster et al., 1991; Worley et al., 1991; Walker et al., 1991]. The 

model space is decomposed using a two-dimensional horizontal domain decomposition in 

both spectral and grid space. In grid space, decomposition is by longitude and latitude and 

in spectral space, by spherical harmonic degree and order. Thus, parallel FFT and 

Legendre transforms are necessary, with matrix solution and Chebyshev transforms in 

radius being contained on-node. 

The parallel transforms and data dependencies are illustrated in Fig. A.2. In going 

from spectral to grid space, the first step is to perform the Legendre transform, resulting an 

intermediate, semi-spectral (8,m) space. The second step is to perform a parallel Fast 

Fourier Transform (FFT), leading to grid space. The parallelization of these transforms is 

now discussed in detail. 

Parallel FFI' 

The standard FFf algorithm is described in Press et al. [1992]. Methods for 

parallelization of this method are well established [Hillis and Boghosian, 1993]. The FFr 
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Fig. A.2. Parallel transforms and data dependencies. Data is first Legendre 

transformed from spectral (l,m) space to an intermediate (8,m) space using an 

asynchronous ring pipeline. One value in this intermediate space is dependent on all 

spectral values with the same spherical harmonic order (m). The data is then Fast 

Fourier Transformed into grid space, with more complex communication 

requirements as discussed in the text 

consists of taking log2(n) 'doubling' steps, where n is the number of points. When the data 

is distributed over p processors, log2(p) of these steps will involve communication, and 

log2(nlp) will be contained on-node. The communication steps are such that each pair of 
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Figure A.3. Decomposition of the Fast Fourier Transform onto 16 nodes of a mesh 

topology. The upper part shown the logical decomposition, with communication 

requirements for processor 5 indicated. The lower part shows how this is mapped 

onto the physical nodes, with the same communication requirements indicated. 

nodes needs to know all of the data values on the other node. However, this can be 

accomplished by swapping half of the data values on each node rather than all of them, 

which leads to permuted data. 

If the FFT is distributed onto logical nodes with consecutive node numbers, as 

shown in Fig. A3, the communication requirements are such that a particular node must 

communicate with other nodes whose numbers are different by 1,2,4,8,16, etc. The nodes 

on a hypercube are numbered such that these nodes are all nearest-neighbors, allowing the 

logical nodes to be easily mapped onto physical nodes in a way that minimizes 

communication. On a mesh, the physical decomposition is more complicated, and the best 

method is to map the logical nodes onto a square of physical nodes, as shown in Fig. A3. 
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The maximum communication distance is then ...J(p/2) where p is number of processors. 

For example, for 16 nodes, the maximum communication distance is 2. 

There are various complications to the FFr which must be considered: 

(1) 'bit reversal' [Press et al., 1992]. This is a step necessary to get the data in the 

correct order for doubling. The communication requirements are very messy and require 

each node to communicate with several others. Thus, this step is avoided by storing the 

data in bit-reversed order in spectral space, using a Cooley-Tulcey FFf (bit-reversal first) 

algorithm to transform to grid space and a Sande-Tulcey algorithm (bit-reversallast) to 

transform from grid to spectral space. This introduces another permutation to the spectral 

data. 

(2) Since the grid variables are real, the spectral data is complex conjugate, i.e., At,­

m=(Al,m)* (in fact only positive m-values are stored), and a real to complex-conjugate FFr 

algorithm is required. This is straightforward, consisting of the conventional FFf 

algorithm with an additional step [Press et al., 1992]. The communication for this extra 

step is well-ordered and does not present any serious problems. An additional permutation 

is introduced into the spectral data. 

(3) Since a triangular truncation is used in spectral space, it may appear that load 

imbalance (a different number of frequencies on each node) would occur if the data were 

straightforwardly divided up by spherical harmonic order m. However, due to all of the 

permutations introduced into the spectral data (due to bit reversal, exchanging half the 

values during doubling, and the real to complex-conjugate step), them values are ordered 

such that no load imbalance occurs, and each processor has an identical number of 

frequency components. 
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Legendre transform 

Unfortunately, there is no fast algorithm for performing the Legendre transforms; 

they must proceed via straightforward matrix multiplication, resulting in a number of 

operations that scales as L3, where L is the maximum spherical harmonic degree (the 

scaling of FFf is L2Iog2L. Looking at Fig. A.2, the data dependency and hence 

communication requirements can be deduced. To calculate a particular value in grid space, 

alii values for a particular m must be known. The communication can be arranged using a 

logical ring pipeline, as shown in Fig. A.4. The spectral data is passed around the ring 

pipeline, and at each step the processor calculates the contribution of the current block of 

spectral coefficients to the local patch of grid space (which is retained on the node 

throughout). At each step, all the spectral coefficients on a node are passed one step around 

the pipeline. If q processors are used, q-1 steps are required. A characteristic of the data 

dependencies is that the spectral data is not changed as it is passed around the ring, so that 

the data that is needed for the next step is not dependent on completing the previous step. 

This can be exploited to reduce the communication overhead, by using asynchronous 

communication, in which communication takes place in the background while computation 

continues. This asynchronous communication reduces the communication overhead 

significantly. Unfortunately, in the FFf, each computation step must be completed before 

communication, requiring synchronous communication, in which processing came to a halt 

until communication is complete. 

The logical decomposition (a ring pipeline) can be straightforwardly mapped onto the 

physical nodes with all communication nearest-neighbor, both on a hypercube and a mesh. 

In order to achieve load balancing despite the triangular truncation, the spectral data is split 

into 2q rows, and each processor is allocated complementary rows such that all processors 

get the same number of spectral coefficients. 
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LOGICAL DECOMPOSITION PHYSICAL NODES 

Fig. A4. Decomposition of the Legendre transform into a ring pipeline, showing 

(left) the logical decomposition and (right) the mapping onto physical nodes for a 

mesh topology. 

Combined transforms 

In general, the program will be decomposed onto N nodes in both the Fourier (p 

ways) and Legendre directions (q ways, where q=N/p), such that one must consider the 

physical node mapping that occurs when both decompositions are used simultaneously. On 

a hypercube, both decompositions can be used while still retaining nearest-neighbor 

communication. On a 2-D mesh, however, this is not possible, and a compromise must be 

made. Two main alternatives can be identified: keeping the FFT squares close together, in 

which case the ring pipeline links in the Legendre transform involve communicating a 

distance of "p nodes, and the FFT a maximum distance of ("p)/2 nodes; and keeping the 

Legendre transform close together in a square, in which case the Legendre transform 

involves nearest-neighbor communication and the FFT involves a maximum 
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communication distance of (...JN)/2 nodes. Tests indicate that the former method results in 

better performance, and thus it has been adopted. 

Fig. A.5. Simultaneous decomposition of the FFT and Legendre transforms onto a 

mesh topology, on 64 nodes. In this case the FFT is decomposed 16 ways, and the 

Legendre transform 4 ways. FFTs proceed independently in the four 4x4 squares of 

nodes. Legendre transforms proceed using ring pipelines, with the dark squares 

indicating one such pipeline. 

Performance 

Figure A6 shows the performance of the parallel code for various horizontal 

resolutions and numbers of nodes, on the 512-node Intel Touchstone Delta. The vertical 
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Fig. A6. Execution time (top) and CPU time (bottom) for one timestep, on 1 to 512 

nodes of the Intel Touchstone Delta. The vertical resolution is 33 radial levels, with 

horizontal resolution ranging from 96 points around the equator, corresponding to a 

spectral truncation at spherical harmonic degree 31, to 768 points around the equator, 

corresponding to a spectral truncation at spherical harmonic degree 255. 
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resolution is kept constant at 33 radial levels, and the horizontal resolution is varied in steps 

of two from 96 points around the equator (48 from pole to pole), corresponding to 

maximum spherical harmonic degree and order 31, as used in Bercovici et al. [1989abc, 

1991, 1992] and Schubert et al. [1990], to 768 points around the equator, corresponding to 

maximum spherical harmonic degree and order 255. The intermediate resolution of 192 

points around the equator (maximum spherical harmonic degree 63) was used by 

Glatzmaier [1988] and Glatzmaier et al. [1990], whereas 384 points around the equator 

(maximum spherical harmonic degree 127) are used in this thesis and in Tackley et al. 

[1993b, 1994]. For simulations, the vertical resolution would also be increased as the 

horizontal resolution is increased, but since we are most interested in the performance of 

the horizontal (parallel) transforms, the vertical resolution is kept constant for this test 

The upper part of Fig. A.6 shows the execution time, in number of seconds per time 

step. Increasing the number of nodes decreases the execution time, as expected, but the 

non-constant slope of the curves indicates that each doubling of number of nodes does not 

result in a doubling of the speed. This is shown more clearly in the lower plot, which 

shows the total CPU time, in node-seconds, per time step, for the same cases. If the speed 

scaled perfectly with number of nodes, the lines on this graph would be horizontal. In fact, 

the total CPU time increases as the number of nodes is increased, even though the actual 

execution time (top plot) decreases. This is normal for parallel programs, and is due to two 

effects: (1) The communication overhead increases as the number of nodes is increased, 

resulting in a lower efficiency, as explained earlier. (2) As the number of nodes is increased 

for a fixed size of problem, each node has less data, and the size of loops in the code 

decreases, leading to lower pipelining performance on the processors. 

The relative time taken in different parts of the code is illustrated in Fig. A. 7 for the 4 

resolutions, running on the lowest number of processors possible for each resolution 

(which is determined by memory requirements) so that communication is minimized. The 
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Fig. A. 7. The fraction of time used in various parts of the code on the Intel 

Touchstone Delta, for four different horizontal resolutions and 33 radial levels. Note 

the large increase in time required for transforms, particularly Legendre transforms, 

as resolution is increased. 

main trend is that as the horizontal resolution is increased, the transforms take up a larger 

fraction of the total execution time, dominating the execution time. In particular, the time 

taken for the Legendre transform grows faster than any of the other components. This is to 

be expected, since if L=maximum spherical harmonic degree and N=number of radial 

levels, the time taken for the various parts of the program scale as follows: Legendre 

transforms - NL3; FFT - NL2log2L; Chebyshev transforms - Nlog2NL2; Matrix solution -
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N2L2. Thus, all parts of the method scale faster than the total number of grid points (NL2), 

a characteristic that limits the usefulness of the spectral method for very large problems. 

Since this code has previously been run on a Cray Y-MP, it is instructive to compare 

the execution times, to see whether the use of a parallel computer is justified. The Cray 

version of the code has assembly-language modules for the major parts, resulting in a 

substantial increase in performance compared to all FORTRAN coding. The standard 

problem with 192x96 horizontal points (L=63) and 33 radial levels uses 5.74 CPU seconds 

per timestep on a single Cray Y-MP processor, corresponding to a speed of 125 Mflops 

(million floating point operations per second). The parallel version is written entirely in 

FORTRAN, and 32 nodes of the Intel Delta give a similar performance to the Cray, at 

5.63s per step. Both of these tests are in double precision. The cases reported in Chapters 2 

and 3 were run on 128 or 256 nodes, giving a performance equivalent to 4 or 8 Cray Y-MP 

processors. Another advantage of using the Intel Delta is the large amount of memory 

available. The resolution of768x384x33 would apparently be difficult to fit on a Cray Y­

MP . 

Conclusions 

These results demonstrate that the spectral transform method in spherical geometry is 

feasible on a massively-parallel supercomputer, and can give a performance equivalent to 

many Cray Y -MP processors. Communication is a significant concern; however, the next 

generation of parallel supercomputers, such as the Intel Paragon and Cray TID, have much 

faster communication, relative to the speed of processors, and thus greater efficiencies 

should be obtained. A long-term problem is the basic scaling characteristics of the spectral 

transform method with number of grid points: for all parts of the code, execution time and 

memory usage increase faster than the number of grid points. As computers and numerical 
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simulations get larger, this will lead to a preference for numerical methods in which 

execution time scales in proportion to number of grid points, such as the multigrid method. 
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Appendix B 

A finite-volume multigrid method for 
modeling mantle convection with large 
viscosity variations on massively-parallel 
supercomputers 

Introduction 

This Appendix describes the code that was used in Chapters 5 and 6 of this thesis. This 

code solves the equations of infinite Prandtl number, compressible anelastic flow with large 

viscosity variations, and is implemented on Intel parallel supercomputers. The method uses 

a finite-volume discretization of the equations in combination with a multigrid solver. The 

motivation for developing a completely new code, rather than simply modifying the 

existing, spherical code [Glatzmaier, 1988 and Appendix A], is that the spectral technique 

used by the latter code is not well suited to the study of convection with large viscosity 

variations. Various authors have developed spectral solvers for variable-viscosity flow 

[Christensen and Harder, 1991; Cadek et al., 1992; Martinec et al., 1993; Zhang and 

Christensen, 1993; Balachandar and Yuen, 1993]; however, these require large execution 

times due to the iterative treatment of coupling between modes, and are generally limited to 

fairly low viscosity contrasts. In contrast, using a grid-based method, viscosity variations 
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can be naturally incorporated into the formulation, and for large problems, an iterative 

multigrid solver is the natural choice of method. Indeed, Baumgardner [1985, 1988] and 

Parmentier et al. [1994] have demonstrated the feasibility of this method for modeling 

mantle convection. This appendix gives details of discretization, multigrid implementation, 

timestepping, parallelization, code verification and benchmarking. 

Equations and nondimensionalization 

In order to study the slow, highly viscous creeping flow in planetary mantles, the 

infmite-Prandtl number approximation is assumed (the Prandtl number for the Earth is of 

order 1023), which involves neglecting inertial terms in the momentum equation. 

Compressibility is included using the anelastic-liquid approximation [Jarvis and McKenzie, 

1980]. The equations are nondimensionalized to the depth of the mantle (D), thermal 

diffusion timescale (02/lC, where x:=thermal diffusivity) and superadiabatic temperature 

drop, ~Tsa. Other nondimensionalizations, for example velocity (lCID) and stress (111CfD2), 

follow from these. 

These assumptions lead to the following set of equations, describing conservation of 

mass, momentum and energy respectively: 

v · (p~) = 0 (B.1) 

V •!- Vp = Ra. apT~ 't'·· = ry(v .. +v- · -1.3 vkkD·· ) lj I ,J ) ,1 , IJ 
(B.2) 

P-Cp(}T = V • (k'VT)-p-Cpv • VT-Di apTv +p-H+ Dis 't'··V·. (B.3) at - s 4 Ras '' '·' 

The surface dissipation number and Rayleigh number are given by: 
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(B.4) 

(B.5) 

where the subscript's' denotes surface values, v=velocity, p=dynamic pressure, 

T=absolute temperature, 't=deviatoric stress, 11=dynamic viscosity, z is a unit vector in the 

vertical direction, and the barred quantities p, a, Cp, x:, and k (=pCpx:) are depth-

dependent reference state parameters density, thermal expansivity, heat capacity, thermal 

diffusivity and thermal conductivity respectively. The vertical coordinate z runs from 0 at 

the base to 1 at the surface. The Boussinesq approximation is recovered by setting Di=O 

and all depth-dependent properties to 1. Viscosity can be an arbitrary function of variables 

such as temperature, depth, stress, and composition: 

7J = TJ(T,z, -r,C, ... ) (B.6) 

Various forms of viscosity law have been used in numerical studies; however, an 

Arrhenius law [Weertman, 1970] is most appropriate for planetary mantles, as discussed in 

Chapter 6. 

There are various ways of deriving the depth-dependent reference state parameters, 

but the exact form of these is not important for the numerical implementation discussed in 

this Appendix. The choice of reference state used in this thesis is described in Chapter 6. 

When viscosity is constant and equal to one, the momentum equation may be written 

in a simpler form as: 

(B.7) 
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w.hich results in significantly fewer terms in the discretized equations. 

Discretization 

Primitive variables, namely three components of velocity, and scalar variables such 

as pressure and temperature, are defmed on a staggered, three-dimensional Cartesian grid. 

A twcrdimensional version of this grid is illustrated in Figure B.l. 

u u 
p,T p,T p,T 

w w w. 

p,T u p,T 
u ZL 

p,T 

w w w X 

u u 
p,T p,T p,T 

Fig. B.l. A two-dimensional version of the staggered grid. Pressure (p) and 

temperature (1) are defmed at the cell centers, horizontal velocity (u) at the center of 

the cell walls perpendicular to the x-direction, and vertical velocity (w) at the center 

of the cell walls perpendicular to the z-direction. Vertical and side boundaries (at top 

and left) coincide w.ith cell walls, allowing easy implementation of boundary 

conditions. 

The domain is divided into cells. Scalar variables (pressure and temperature) are 

defined at the center of the cells, and velocity components are defmed at the center of the 



277 

cell faces which are perpendicular to the particular velocity component Domain boundaries 

are taken to coincide with the faces, allowing easy implementation of boundary conditions. 

There are various advantages to using a staggered grid, which are discussed 

following the description of iterations. The problem of solving equations (B.l)-(B.6) must 

be split into two parts: solving the momentum equation (B.2) and continuity (B.l) at each 

instant in time, for which a multigrid solver is used; and stepping the energy equation (B.3) 

forward in time, for which a standard fmite-volume method is used. The most challenging 

part is to solve the momentum equation, and the following discussion is mainly concerned 

with this. 

Iteration scheme 

The iterative technique used to simultaneously solve equations B.l and B.2 was 

developed independently by the author, but is quite similar to the SIMPLER algorithm of 

Patankar [1980], so the reader is referred to his book for further information on various 

points. Each equation (the three momentum equations and continuity) is relaxed in turn 

over the entire domain, as listed in Table 1. 

Equation Centered on Variable(s) adjusted 

x-momentum x-face u 

y-momentum y-face v 

z-momentum z-face w 

continuity center p,u,v,w 

Table B.l. Relaxation procedure. One equation is corrected at a time by sweeping 

through the entire domain and adjusting the listed variable(s). p=pressure, and u,v,w 

are the velocities in the x,y and z directions respectively. 
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In tenns of finite-volume theory, one can think of the domain as being divided into 

discrete volume cells or control volumes centered on the relevant points, and relaxation 

consists of balancing the stresses on the sides of a control volume with body forces within 

them. Note that the cell boundaries are different for each of the momentum equations, such 

that the velocity component being adjusted lies in the center of the cells [Patankar, 1980]. 

For the continuity equation, the cell boundaries are the same as those in Fig. 1, and these 

cell boundaries are also used for the energy equation. An alternative way of envisioning the 

relaxation process is in tenns of finite-differences, in which case the equations are forced to 

be satisfied at the grid points in question rather than for volume cells. For the second-order 

approximation used here and a Cartesian grid, these approaches yield identical discretized 

equations, although this would not be the case for higher order approximations. 

As an example of a discretized derivative, the expression for 't'x.r.,x for incompressible 

flow is given below: 

(B.8) 

where u is x velocity, subscripts denote the position of the variable relative to the 

central point (denoted by 0) and ox is the cell size in the x direction. This derivative is 

calculated at the same locations as x-velocity. Due to the staggered grid, viscosity variations 

are naturally incorporated into the expression without the need to calculate derivatives of 

viscosity. However, in order to calculate all of the required stress components, viscosity 

must be known at 4 locations in a unit cell. Viscosity is first calculated at the cell centers, 

where temperature is defmed, and from these values, viscosity at the other three locations is 

derived. 

Thus, a relaxation sweep for a particular variable, e.g., u, involves going through all 

of the u values the entire domain, calculating corrections which would reduce the residual 

(error) in the equations to zero. These corrections, or some fraction of them (in the case of 
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under-relaxation) are then applied. In the current implementation, Jacobi iterations (in 

which all of the corrections are calculated before any are applied) are used rather than 

Gauss-Seidel (in which corrections are applied at each point as soon as they are calculated). 

This is because the latter approach is fundamentally serial, requiring all of the points in the 

domain to be stepped through in order, which is not compatible with parallel processing. It 

would, however, be possible to use red-black Gauss-Seidel iterations (in which two 

sweeps are made, adjusting alternate grid points), and experiments with this approach are 

in progress. 

When correcting the continuity equation (equation B.1), which is centered on the 

pressure points, velocity corrections are applied to the six neighboring velocity values in 

order to eliminate any divergence of mass flux. Pressure is then adjusted, to prevent the 

divergence from happening again; for example, if there was a net convergence of mass flux 

into a cell, pressure would have to be increased. The equation for the pressure correction is: 

Ap = _7JV.(pv) 
p 

(B.9) 

Since the pressure corrections are based solely on neighboring velocity values, 

boundary conditions for pressure do not need to be specified, but arise naturally as a 

consequence of velocity boundary conditions [Patankar, 1980]. 

There are several advantages to using a staggered grid, fmite-volume technique, as 

opposed to a non-staggered grid [mite-difference technique (in which all variables are 

defrned at the same points): 

(1) With non-staggered grids, checkerboard pressure solutions may result due to 

decoupling of alternate grid points. An arbitrary checkerboard pressure pattern can be 

added to the solution, and it will still satisfy the discretized equations [Patankar, 1980]. In 

addition, oscillating velocity fields will satisfy the discretized continuity equation. These 

problems are avoided with a staggered grid. 
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(2) Iterations are convergent even for large viscosity contrasts. This is because 

relaxation of the momentum equations can be considered as diffusing momentum flux 

across cell walls. Thus, provided the stresses are defmed in such a way that the calculated 

value of stress on a particular face is identical for cells that share that face, as is the case 

with fmite-volume iterations, convergent behavior is guaranteed. Associated with this is the 

fact that it is not necessary to calculate derivatives of viscosity, as mentioned earlier 

(Equation B.8). 

(3) The staggered fmite-volume grid gives greater accuracy than a non-staggered 

grid. This is because (i) first derivatives, for example VP, involve adjacent points in the 

staggered grid but points which are separated by two times the grid spacing in a non­

staggered grid. Thus, approximately twice as many non-staggered points in each direction 

are necessary to get the same accuracy as the staggered grid. A non-staggered grid can 

often be shown to be equivalent to interlaced staggered grids with twice the grid spacing, 

so that many times the computational effort is expended for obtaining a solution of similar 

accuracy [Brandt, 1984]. (ii) The fmite-volume approach involves balancing stresses on the 

cell boundaries with volume-integrated body forces inside the cells, thus conserving 

integrated quantities to machine accuracy, as with the fmite-element method. 

(4) Timestepping involves calculating fluxes across cell boundaries, and thus results 

in conservation of energy to machine accuracy. Additionally, fmite volume advection is 

widely used in the fluid dynamical community and there are many accurate advection 

schemes that can be used, as discussed later. 

Multigrid solver 

A multigrid algorithm [e.g., Brandt, 1982,1984; Press et al., 1992] is used to 

accelerate the convergence of the fmite-volume iterations. Jacobi or Gauss-Seidel iterations 

on their own resemble a diffusive process (i.e., one can imagine the solution diffusing 
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through the numerical grid), and thus the number of iterations required to achieve a 

specified convergence is proportional to the square of the number of grid points along the 

longest axis. Thus, the computational effort scales approximately as N513, where N is the 

total number of grid points. A multigrid algorithm relaxes all wavelengths simultaneously, 

thereby achieving convergence in a number of iterations which is independent of the 

number of grid points, resulting in a computational effort which scales in proportion to the 

number of grid points N. 

Standard multi grid V -cycles are used. These involve relaxation steps on a hierarchy 

of nested grids, starting from the finest grid, and progressing through increasingly coarse 

grids to a grid with only a few points in each direction. On each grid, a solution to the 

residual (error) from the next finest grid is sought. At the coarsest level, an exact solution 

to the remaining residual is obtained. Then, by stepping through the grids in the reverse 

direction, from the coarsest to finest levels, these solutions are applied as corrections to the 

solution on the next fmest grid, with additional relaxation steps being taken. The reader is 

referred to references for exact details [Brandt, 1982; Press et al., 1992]. For constant 

viscosity cases, two relaxation steps are taken at each level ((2,2) cycles) whereas for 

variable viscosity, (3,3) cycles are typically used. As is usual, each stage of coarsening 

reduces the number of cells by a factor of 2 in each direction. Coarse-to-fme and fine-to­

coarse operators are made more complicated by the staggered grid, since coarse grid points 

do not in general lie exactly on fme grid points. Local averaging or injection is used for the 

fme-to-coarse operator, with linear interpolation for the coarse-to-fme operators. A more 

complex restriction is necessary for the viscosity field; the geometric mean of local values 

was found to give the best convergence out of the simple methods tried. 

On the coarsest grid, which is usually taken to have 2 cells in the vertical direction, it 

is necessary to calculate an 'exact' solution to the remaining residual. The major alternatives 

for doing this are to use a direct matrix solver, or repeated iterations of the Jacobi scheme. 

Experimentation revealed that for the grid geometry typically used in this thesis, the matrix 
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solver was the slower method, because, due to there being 4 variables per cell, the matrix 

can be quite large. For example, the 8x8x2 cell coarsest grid typically used for cases in this 

thesis would lead to a 512x512 matrix. Unfortunately, even using repeated iterations, the 

time taken for obtaining the coarsest solution is significant, and more work is needed to 

reduce this overhead. 

When large viscosity contrasts are modeled, small-scale variations in viscosity and 

hence in the velocity solution are not adequately represented on coarser grids, and the 

coarse grid corrections do not necessarily improve the fme grid solution. Thus, the 

maximum viscosity contrast that can be modeled using the multigrid is limited by the ability 

of coarse grid corrections to improve the finest grid solution, even though iterations on a 

particular grid converge for any viscosity contrast It is found that with large viscosity 

contrasts, damping of the coarse grid corrections is helpful in achieving overall 

convergence, with a damping factor of typically 0.7-0.8, meaning that only this fraction of 

the calculated correction on a particular coarse grid is applied to the next fmest level. 

The use of an iterative solver allows the user to set the accuracy of the 

velocity/pressure solution, by specifying a maximum residual (error). Iterations continue 

until the actual residual drops below this specified value. Greater accuracy requires more 

iterations and more CPU time, and thus, in order to make best use of available resources, it 

is important to determine the minimum level of accuracy that is required. If the solution 

accuracy is set too low, significant errors may arise, but if too high an accuracy is 

demanded, an unnecessarily large amount of CPU time will be used, less cases can be run, 

and less scientific progress is made. 

Two other sources of inaccuracy arise, and a general rule is that the convergence 

criterion for the flow solver must be set to be less than these. These sources are (1) the 

discretization error, i.e., the error associated with representing the solution on the chosen 

discrete grid rather than a perfect, continuous domain with infinite resolution, and (2) the 

timestep error, i.e., the amount by which the velocity/pressure solution changes over a 
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timestep due to the time evolution of buoyancy forces and viscosity. Both of these errors 

are generally of the order 10-2, and thus, a reasonable convergence criterion would seem to 

be that the r.m.s. error in the velocity/pressure solution be of order 10-3 of the r.m.s. 

solution. 

Timestepping 

The terms on the right-hand side of the energy equation (equation B.3) correspond to 

advection, diffusion, adiabatic heating/cooling and viscous dissipation, respectively. Out of 

these, advection and diffusion are dominant, as shown in Chapter 6, and thus they are the 

most critical for the overall accuracy of the code. The accuracy of these terms is related to 

the fraction of the Courant timestep (i.e., Courant number) that is used, with many small 

steps being more accurate than few large steps. At high Rayleigh number, the overall 

timestep is limited by the Courant step for advection, and the Courant number for diffusion 

is low. This implies that the accuracy with which the advection term is treated is much more 

critical for overall accuracy than the accuracy of the diffusion term. 

There are many finite-volume advection techniques described in the literature, which 

are designed to give accurate advection of small features with low numerical dissipation. 

Examples are Flux Corrected Transport (FCT) [Zalesak, 1979] and the schemes compared 

in Muller [1992]. For this current code, the Multidimensional Positive Definite Advection 

Transport Algorithm (MPDATA) of Smolarkiewicz [1984] is chosen, due to its simplicity 

and computational economy. The method is based on the simple upwind scheme, with 

accuracy improved iteratively by taking corrective advection steps with 'anti-diffusive' 

velocities. The iterative nature of this scheme allows arbitrary spatial accuracy to be 

specified as an input parameter. 

Simple second-order explicit finite-differences are used for the diffusive term. As 

explained earlier, the Courant number of this term is low and thus the mathematical 
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accuracy is not critical to overall code accuracy. To calculate the viscous dissipation term, 

products of stress and strain are calculated for each component at the relevant staggered 

grid points, and summed to the cell centers where scalar variables are defmed. Adiabatic 

heating is straightforwardly calculated from the vertical velocity interpolated to cell center. 

Parallelization 

For background information on parallel computers and programming, see Appendix 

A The numerical method described here has been implemented in FORTRAN on the Intel 

iPSC/860, Delta and Paragon parallel supercomputers using a MIMD, message-passing 

paradigm with Intel's NX message-passing calls. The code is portable to scalar computers 

such as workstations by the use of dummy NX calls which simulate running on one node. 

The computational domain is decomposed into three-dimensional blocks, which are 

distributed amongst the processors. This is illustrated in Fig. B.2. These blocks are 

approximately cubic, in order to minimize the ratio of surface area to volume, which is 

closely related to the ratio of communication to computation. Blocks overlap sides with 

their neighbors, and communication involves exchanging these overlapping values each 

time a variable is updated, requiring six messages, one for each direction. Thus, many 

small messages are required and the communication performance is most sensitive to 

latency rather than bandwidth. 

When the computational nodes are arranged in a hypercube topology, as with the 

Intel iPS0860, the three-dimensional array of blocks can be assigned to the nodes in such 

a way that nearest neighbors in physical space are also nearest neighbor nodes. On a two­

dimensional mesh architecture such as the Intel Delta, however, this is not possible, and 

one dimension must be 'collapsed' onto adjacent nodes. Since the domain is typically much 

wider than it is deep, the z-dirnension is chosen for this, and the mesh coordinates reflect 

the x and y coordinates in the physical domain, as illustrated in Fig. B.2. 
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MODEL DOMAIN DECOMPOSITION 

NODE DECOMPOSITION 

Fig. B.2. The computational domain is divided up using a three-dimensional block 

decomposition (top). This is mapped in a straightforward manner onto a two­

dimensional mesh of 32 nodes (bottom), in which the mesh coordinates reflect x and 

y coordinates of the domain. Vertical columns of blocks are collapsed onto nearby 

nodes, minimizing communication distance. 

Iterations on the coarser grids, where there are very few points per node, can be very 

inefficient, with the execution time dominated by message latency time. However, 

iterations on coarse grids involve much fewer operations, making them so much faster than 

the finest grid iterations, that this inefficiency does not matter very much. The exception to 
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this is on the coarsest grid, where it is necessary to iterate to convergence, requiring 50-100 

iterations, rather than the 2-3 required on the finest and intermediate grids. The 

communication overhead for the coarsest grid can become a significant part of the overall 

V -cycle time. In order to reduce this overhead, the coarsest grid iterations are perfonned on 

a single node, with no communication. A single communication step is necessary to bring 

the solution from being distributed across all nodes onto a single node. 

Benchmarking 

The code has been verified by performing many of the standard benchmark tests that 

exist in the mantle convection community, both in two dimensions [Blankenbach et al. , 

1989; Travis et al., 1990a] and three dimensions [Busse et al., 1993]. These cover cases 

with constant viscosity or temperature-dependent viscosity, and with basal heating or 

internal heating. 

The first test is constant-viscosity two-dimensional convection with basal heating, at 

a Rayleigh number of lOS, corresponding to case lb of Blankenbach et al. [1989]. The 

results are given in Table B.2. This test was performed using a grid with either constant 

spacing, or with smoothly-varying vertical grid refinement in the upper and lower 

boundary layers, by a factor of around 3, and with either first-order or second-order 

advection. The results indicate quite clearly that both grid refmement and second-order 

advection (rather than first order) significantly improve the accuracy of the solution, with 

only one exception. When both are used, the accuracy is with 2% for 16x16 grid points, 

and within 0.05% for 64x64 points, compared with 5.5% and 0.83% respectively for 

constant grid spacing and frrst-order advection. Thus, both enhancements are used in the 

other benchmarks. 

Similar results at a Rayleigh number of 104 are given in Table B.3. Due to the lower 

Rayleigh number, features are broader, and can be more accurately resolved. 
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nx,nz refine lORD Nusselt number RMS velocity 

value %error value %error 

'correct' result 10.534 193.21 

16,16 1 9.959 -5.46 190.24 -1.54 

32,32 1 10.628 0.89 195.33 1.1 

64,64 1 10.621 0.83 194.69 0.77 

16,16 3 1 10.416 -1.12 195.22 1.04 

32,32 3 1 10.429 -1.0 193.98 0.40 

64,64 3 1 10.463 -0.67 193.50 0.15 

16,16 2 9.794 -7.02 185.00 -4.25 

32,32 2 10.475 -0.56 192.19 -0.53 

64,64 2 10.540 0.06 193.13 -0.04 

16,16 3 2 10.350 -1.75 190.57 -1.37 

32,32 3 2 10.509 -0.24 192.75 -0.24 

64,64 3 2 10.531 -0.03 193.11 -0.05 

Table B.2. Benchmark results for steady-state, basally heated, constant-viscosity 

convection with Rayleigh number lOS (case lb of Blankenbach et al. [1989]). The 

Boussinesq approximation is assumed in a unit aspect ratio box. Table columns 

show number of grid cells in the x and z directions (nx,nz), approximate fractional 

grid refmement in the top and bottom boundary layers (refme), order of MPDATA 

advection scheme (lORD - see Smolarkiewicz [1984]), Nusselt number and rms 

velocity, and the percentage deviation of these quantities from the 'correct' values. 
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nx,nz refine lORD Nusselt number RMS velocity 

value %error value %error 

'correct' result 4.884 42.865 

16,16 3 2 4.857 -0.55 42.50 -0.85 

32,32 3 2 4.878 -0.12 42.775 -0.21 

Table B.3. Benchmark comparison for steady-state, basally heated, constant 

viscosity convection at a Rayleigh number of 104 (case 1a of Blankenbach et al. 

[1989]). Other details and symbols are as in Table B.2. 

nx,nz refine lORD Nusselt number RMS velocity 

value %error value %error 

'correct' result 21.972 833.99 

16,16 3 2 20.087 -8.58 789.56 -5.33 

32,32 3 2 21.881 -0.41 829.71 -0.51 

64,64 3 2 21.998 0.12 833.55 -0.05 

Table B.4. Benchmark comparison for steady-state, basally heated, constant 

viscosity convection at a Rayleigh number of 106 (case 1a of Blankenbach et al. 

[1989]). Other details and symbols are as in Table B.2. 

Results for a Rayleigh number of 106 are given in Table B.4. In this case, the 16x16 

solution is quite inaccurate, but the 32x32 solution is within -0.5% of the correct result 

The two-dimensional constant-viscosity tests were completed by computing an 

internally heated result corresponding to case B2 of Travis et al. [1990a]. For this case 
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(Table B.5) the heat flux is set by the internal heating rate, so kinetic energy and velocities 

are listed. Again, 32x32 gives a reasonable accuracy of around -0.5 %. 

nx,nz K.E. Wpeak Upeak 

value %error value %error value %error 

'correct' 324.30 -51.436 40.602 

16,16 321.46 -0.88 -50.507 -1.8 40.115 -1.2 

32,32 323.39 -0.28 -51.162 -0.53 40.432 -0.42 

Table B.S. Benchmark comparison for internally heated, constant viscosity 

convection with a Rayleigh number of 38880 (case B2 of Travis et al. [1990a]). 

Vertical grid refmement by a factor of 3 in the boundary layers, and IORD=2 are 

used. Other details and symbols are as in Table B.2. 

nx,nz refine lORD Nusselt number RMS velocity 

top,bot value %error value %error 

'correct' 10.066 480.4 

16,16 9,4.5 2 9.927 -1.38 408.5 -14.9 ? 

32,32 9,4.5 2 10.217 1.50 465.7 -3.06 

64,64 9,4.5 2 10.072 0.06 466.174 -2.96 

Table B.6. Benchmark comparison for basally heated, temperature-dependent 

viscosity convection (case 2a of Blankenbach et al. [1989]). Viscosity varies by 

factor of 1000, Ra112=3.162x10S. Other details and symbols are as in Table B.2. 
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Results for the variable viscosity benchmark 2a of Blankenbach et al. [1990] are 

listed in Table B.6. With temperature-dependent viscosity, the resolution requirements are 

more critical. 

Finally, results for two of the three-dimensional benchmark cases in Busse et aL 

[1993] are listed in Table B.?. Accuracy of better than 1% is obtained with a 16x16x16 

grid in both cases. 

nx,ny,nz Nusselt number rms velocity 

value %error value %error 

Case 1a: Constant viscosity. bimodal. rigid boundaries. Ra=3xl04 

'best estimate' 3.5374 40.999 

8,8,8 3.607 1.9 41.114 

16,16,16 3.574 1.0 41.138 

32,32,32 3.542 0.13 41.025 

Case 2: Temperature-dependent viscosity. ratio-20. Ra=2x104 

'best estimate' 

8,8,8 

16,16,16 

32,32,32 

3.0393 

3.117 

3.047 

3.043 

2.6 

0.25 

0.12 

35.13 

34.77 

35.01 

35.14 

0.28 

0.33 

0.06 

-1.02 

-0.34 

0.03 

Table B.?. Three-dimensional benchmark comparison of Busse et al. [1993]. 

Performance 

The most time-consuming part of the code is the multigrid velocity/pressure solution, 

and thus this section concentrates on the time taken for multi grid V -cycles. When 

calculating a velocity/pressure solution from scratch, several V -cycles are required. 
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However, in a time-dependent calculation, the solution from the previous timestep is used 

as an initial condition, and 1-2 V-cycles are typically required to update this solution. 

Several tests have been performed to determine how the time required for a V -cycle is 

dependent on the size of problem and number of nodes. 

In the first test, the size of problem is increased in proportion to the number of nodes. 

Table B.8 gives the time required to perform a multigrid V-cycle on 1, 256 or 512 nodes 

of the Intel Touchstone Delta. The number of grid cells per node is kept constant at 

32x32x32 or 64x32x32, and thus the total number of cells increases in proportion to the 

number of nodes. The maximum number of cells that can fit in the memory of one Delta 

node with 16 MByte memory is 64x32x32, so the maximum possible grid size (on all512 

nodes) is 512x256x256. The viscosity is constant in this test, and the compiler options 

used were -04 -Mvect=recog -Knoieee. 

The results show that the time per V -cycle is fairly constant, regardless of the number 

of nodes. The communication overhead when using more than one node is 14-19% of the 

total execution time, a quite acceptable figure. Thus, the scalability of the algorithm is 

demonstrated: provided the computing power is increased in proportion to size of problem, 

execution time stays constant This is not the case for the spectral method, where the total 

number of operations increases more rapidly than the size of problem (see Appendix A). 

Table B.8 also shows the CPU time per cell per V -cycle. This also stays fairly constant, 

although it is slightly higher for 32x32x32 cells per node than for 64x32x32 cells per node, 

as would be expected since the ratio of communication to computation is lower. This ratio 

scales roughly in proportion to surface area I volume of a cell, i.e., as n2fn3=1/n, where n 

is the number of cells along each edge of a node. 

It is interesting to compare this performance with that obtained on a Sun Sparcstation 

2 workstation. A constant viscosity problem with 128x128x32 cells takes 221.4 s/V, 

corresponding to 422 J..Ls/cell/V, approximately twice as long per cell as the Intel Delta. A 

32x32 problem, however, takes 1.12 s/V, corresponding to 10961J.slcell/V. This difference 



292 

is because large problems are more able to take advantage of scalar pipelining in 

microprocessors, resulting in a higher computation speed. 

Grid Nodes Cells/node siV node-~cell/V Efficiency 

64x322 1 64x322 11.7 179 100% 

2563 256 64x322 14.0 213 84% 

512x2562 512 64x322 14.4 220 81% 

323 1 323 6.4 195 100% 

2562x128 256 323 7.4 226 86% 

2563 512 323 7.7 235 83% 

Table B.8. Execution time per multigrid V -cycle (V) on the Intel Touchstone Delta 

for various grid sizes and numbers of nodes, and constant viscosity. Grid sizes were 

chosen to give the same number of cells per node, to examine the scalability. CPU 

time (in node-microseconds) per cell for one V-cycle are also given, together with 

parallel efficiency. 

Cells 

1282x32 

"" 

ttlt 

flU 

Nodes 

8 

16 

32 

64 

Cells/node 

64x322 

323 

322x16 

32x162 

t/V-cycle 

20.5 

11.3 

6.8 

4.8 

313 

345 

415 

586 

Table B.9. Time per multigrid (2,2) V-cycle for a 128x128x32 grid with various 

numbers of nodes, and variable viscosity. The CPU time per cell per V-cycle (in 

node-microseconds) is also derived. 
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In the second test, reported in Table B.9, the size of grid is kept constant as the 

number of nodes is increased. The number of cells is the same as that used in Chapter 5 

and Tackley [1993], and the variable viscosity solver is used, requiring approximately 50% 

more operations than the constant viscosity solver, due to the additional terms in the 

discretized equations. 

The CPU time per cell for one V-cycle gives an indication of the efficiency, and 

would be the same for any number of nodes if the program were perfectly efficient. 

Reasonable efficiency is obtained on 8 or 16 nodes, but there is a considerable loss of 

efficiency as the number of nodes is increased beyond 32 for this size of problem. 

Viscosity Contrast Multigrid V(2,2) 

cycles 

1 3 

10 4 

102 5 

103 6 

104 13 

105 16 

Table B.10. Convergence characteristics, in terms of number ofmultigrid V-cycles to 

obtain convergence to 1% accuracy, for a two-dimensional 32x32 test problem and 

various viscosity contrasts. 

Another aspect of performance is the number of multi grid V -cycles required to obtain 

a certain level of convergence. Table B.lO lists the number of V-cycles required to reduce 

the r.m.s. residual to 1% of the r.m.s. right-hand side, as a function of the viscosity 

contrast, for a two-dimensional problem where viscosity varies exponentially with 
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temperature. The temperature field is taken from a steady-state two-dimensional constant 

viscosity solution at Ra=105, and the instantaneous flow is calculated, with a grid 

resolution of 32x32 cells. 

It can be seen that the number of V -cycles required increases with viscosity contrast, 

so that for a viscosity contrast of 1000, around twice as many V-cycles are required than 

for constant viscosity. This is also true during a time-dependent simulation, when the 

velocity solution from the previous timestep is used as an initial estimate rather than starting 

from scratch. The number of V -cycles required per step for variable viscosity simulations is 

typically 2, whereas for constant viscosity it is typically 1. 

Conclusions 

These results show that the multigrid finite volume method is an efficient tool for 

modeling mantle convection with large viscosity variations, and is well suited to 

implementation on massively-parallel supercomputers. In the future, the most important 

priority is to improve the convergence of the multigrid when very large viscosity contrasts 

are being used. The basic fmite volume iterations converge for any viscosity contrast; 

however, this ability is lost when multigrid is used, because coarse-grid corrections do not 

necessarily improve the fine-grid solution when strong local variations in viscosity and 

velocity are present It should be possible to improve this, with two possible directions 

being (1) the use of better coarse-to-fme operators, which take account of viscosity 

variations on the fme grid and (2) better restriction of viscosity to coarse grids, so that the 

calculated correction more accurately reflects the actual error in the solution. 

Another enticing possibility is to improve the accuracy of the velocity/pressure 

solution by using a higher order approximation of the underlying equations. This is likely 

to be a more efficient way of improving overall accuracy than using more grid points in 



295 

each direction. It is also possible that this would improve the convergence of the multigrid 

for large viscosity contrasts [J.R. Baumgardner, personal communication, 1993]. 
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Appendix C 

Solution method used in Chapter 4 

This Appendix describes the numerical technique used to obtain velocity solutions in 

Chapter 4. In order to calculate the velocity field associated with a given distribution of 

buoyancy forces, a spectral technique is used. Variables are expanded using complex 

Fourier components horizontally (assuming a periodic domain) and a sine or cosine 

expansion vertically. A vertical sine expansion is used for the stream function 'V and 

vertical velocity and a cosine expansion for horizontal velocity; for example: 

1/f(x,z) =I, ffr1n exp( -i2nlx I Ax)sin(nnz) (C.l) 
l,n 

where Ax is the aspect ratio. 

Fourier transforming equation (C.l) both horizontally and vertically, we obtain: 

(C.2) 
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and hence the velocity components: 

(C.3) 

(C.4) 

Thus, the numerical technique is very straightforward, consisting of (1) transforming the 

density distribution into (l,n) space using Fast Fourier Transforms, (2) multiplying the 

density coefficients by the above factors to get velocity coefficients, then (3) transforming 

velocities back into grid space. This method is very efficient computationally and can be 

accomplished on a Sun Sparcstation 2 workstation, even with hundreds of points in each 

direction. 

Accuracy and convergence. Some of the density distributions considered, such as the sheet 

mass anomaly (a delta-function in z), do not have a convergent spectral representation. 

However, we are interested in the velocity field and, as can be seen above, the spectral 

coefficients for velocity drop off asymptotically as n·3 or n4 for a delta-function density 

anomaly, and thus the velocity field can be well resolved with relatively few harmonic 

coefficients, even if the density field cannot. 

To test the number of vertical and horizontal components required, convergence tests 

have been performed for the standard case of stopped Gaussian anomalies of half-width 

0.01 in a periodic (in x) domain of period 2, sheet-mass anomaly phase change at 0.25 

depth. The calculated value ofPcrit is tabulated below for various resolutions: 



nx 

1024 

512 

256 

128 

64 

Resolution 

nz 

1025 

513 

257 

129 

65 

299 

Spectral drop-off 

X 

21.7 

19.6 

8.35 

4.83 

3.60 

z 

12.6 

10.8 

9.01 

7.23 

6.10 

Table C.1. Convergence test for standard problem. 

Pent 

-0.165803 

-0.166254 

-0.165460 

-0.166257 

-0.181275 

In the cases reported, a resolution of 128x129 is typically used, giving an accuracy of 

better than one part in 1 ()3. 


