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Abstract

We present measurements of the spatial distribution, kinematics, and physical properties of gas in the cir-

cumgalactic medium (CGM) of 2.0 < z < 2.8 UV color-selected galaxies as well as within the 2 < z < 3

intergalactic medium (IGM). These measurements are derived from Voigt profile decomposition of the full

Lyα and Lyβ forest in 15 high-resolution, high signal-to-noise ratio QSO spectra resulting in a catalog of

∼ 6000 H I absorbers.

Chapter 2 of this thesis focuses on H I surrounding high-z star-forming galaxies drawn from the Keck

Baryonic Structure Survey (KBSS). The KBSS is a unique spectroscopic survey of the distant universe de-

signed to explore the details of the connection between galaxies and intergalactic baryons within the same sur-

vey volumes. The KBSS combines high-quality background QSO spectroscopy with large densely-sampled

galaxy redshift surveys to probe the CGM at scales of ∼ 50 kpc to a few Mpc. Based on these data, Chapter

2 presents the first quantitative measurements of the distribution, column density, kinematics, and absorber

line widths of neutral hydrogen surrounding high-z star-forming galaxies.

Chapter 3 focuses on the thermal properties of the diffuse IGM. This analysis relies on measurements of

the ∼ 6000 absorber line widths to constrain the thermal and turbulent velocities of absorbing “clouds.” A

positive correlation between the column density of H I and the minimum line width is recovered and implies

a temperature-density relation within the low-density IGM for which higher-density regions are hotter, as is

predicted by simple theoretical arguments.

Chapter 4 presents new measurements of the opacity of the IGM and CGM to hydrogen-ionizing photons.

The chapter begins with a revised measurement of the H I column density distribution based on this new

absorption line catalog that, due to the inclusion of high-order Lyman lines, provides the first statistically

robust measurement of the frequency of absorbers with H I column densities 14 . log(NHI/cm−2) . 17.2.

Also presented are the first measurements of the column density distribution of H I within the CGM (50 <

d < 300 pkpc) of high-z galaxies. These distributions are used to calculate the total opacity of the IGM and

IGM+CGM and to revise previous measurements of the mean free path of hydrogen-ionizing photons within

the IGM. This chapter also considers the effect of the surrounding CGM on the transmission of ionizing

photons out of the sites of active star-formation and into the IGM.

This thesis concludes with a brief discussion of work in progress focused on understanding the distribution

of metals within the CGM of KBSS galaxies. Appendix B discusses my contributions to the MOSFIRE

instrumentation project.
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Chapter 1

Introduction

The study of the diffuse gas in between galaxies has a long history that is intimately connected with the history

of astronomy at Caltech. Our understanding of the structures that imprint the dark bands against bright blue

background sources has evolved significantly in the years since 1962 when Maarten Schmidt used the mighty

200-inch Hale Telescope on Palomar Mountain to record the first spectrum of the radio source 3C 273 and

correctly identified the strange spectral emission features it presented to be the Balmer lines of the hydrogen

atom, redshifted by 15.8% (Schmidt 1963). This discovery led to others such as the first robust determination

in 1980 by Wal Sargent and collaborators that the dark absorption features seen against all high-z QSOs were

due to absorption from intergalactic gas - gas at great distances from the QSO itself. Tireless efforts by these

greats of the field, as well as many others, have paved the way for joining our understanding of the diffuse

gas that lies between galaxies - and the formation and evolution of galaxies themselves. That is the topic of

this thesis.

1.1 The Intergalactic Medium

The highly-ionized, diffuse gas that lies in the space between galaxies is called the intergalactic medium

(IGM). Because the majority of the gas is diffuse, with densities of nH ≈ 10−5 − 10−3 cm−3 (see e.g. Schaye

2001), it is particularly challenging to study in emission. Therefore, most of our understanding of the IGM

comes from the detection of gas through absorption line spectroscopy. In principle, any background source

of light can be used to study the IGM, however, due to their extreme luminosities, flat spectral slopes, and rel-

atively featureless intrinsic spectrum, QSOs have been used for most general IGM studies, although Gamma

Ray Bursts (GRBs, see e.g. Jensen et al. 2001; Prochaska et al. 2007; Fynbo et al. 2009) and background

galaxies (Adelberger et al. 2005a; Steidel et al. 2010; Rubin et al. 2010) have also been employed in various

studies.

The most prominent IGM features in the spectrum of high-redshift sources are due to the small fraction of

the gas which is neutral; H I in the IGM imprints upon the spectrum of background sources a series of resonant

absorption features due to Lyman series transitions from gas at a large range of redshifts. Collectively, these
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Figure 1.1 A high-resolution spectrum of the QSO Q1422+23 at z=3.62 taken with Keck HIRES. Figure from
Rauch (1998). The broad emission feature at 5600Å is Lyα emission from the QSO. The feature at 4800Å is
due to O VI emission. The absorption features at wavelengths shortward of Lyman α are predominantly due
to H I absorption in the Lyman α forest.

features are commonly referred to as the Lyman α forest. Figure 1.1 shows a high-resolution spectrum of a

high-z QSO and the foreground Lyα forest it traces.

Observed with high-resolution spectrographs, the absorption features in the Lyα forest separate into dis-

crete lines (see e.g. Carswell et al. 1984) with shapes that are well characterized by Voigt profiles. These

features can then be fit in order to obtain the parameters of the cloud of gas giving rise to the absorption:

namely its redshift, column density, and velocity width. The velocity width, as discussed at length in Sec-

tion 2.7 and Chapter 3, provide a measure of the kinetic energy in the gas through a combination of thermal

and turbulent broadening. The Lyα forest imprinted upon the spectrum of each high-z QSO has hundreds

of discrete absorption systems, and so by carefully studying a small number of high-quality QSO spectra,

one can learn a great deal about the nature of the Lyman α forest (Sargent et al. 1989; Petitjean et al. 1993;

Davé & Tripp 2001; Kim et al. 2002; Penton et al. 2004; Janknecht et al. 2006). This thesis implements the

same line-fitting techniques used by previous authors on QSO spectra with improved wavelength coverage

and signal-to-noise ratios, to revisit the statistics of the Lyman α forest in Chapters 3 and 4. In Chapter 2, we

apply our understanding of the IGM to the space around galaxies - the circumgalactic medium (CGM).

The current theoretical understanding of the IGM suggests that the gaseous density fluctuations present

within the IGM simply mirror the large scale density fluctuations present in the underlying dark matter (Tytler

1987; Cen et al. 1994; Hernquist et al. 1996; Schaye 2001). This “cosmic web” of gas sheets and filaments

(see Figure 1.2) is therefore expected to be a high-fidelity tracer of the density distribution. For this reason,

it is straightforward to see that some parts of the Lyman α forest, those with higher density, would coincide

with the overdensities in which galaxies form and evolve. Other evidence pre-dating the modern theory of

the IGM has also suggested a link to galaxies - the presence of metals.

In addition to the Lyman α forest, there are many other transitions that appear in QSO spectra which

arise from a variety of metallic transitions of C, O, Si, N, Fe, Mg, etc. These transitions encompass a wide

range of ionization states, from neutral to highly ionized species. Typically the neutral and low-ions (e.g.
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Figure 1.2 Simulations of the “cosmic web.” The cubes are 100 h−1 Mpc on a side seen at z = 0. The left
cube shows the gas density while the right cube shows the dark matter density. Figures from Cen & Ostriker
(2006).

O I, C II, Si II) appear at the same redshifts as the systems with very high H I column density (NHI) inside

which they are shielded from the UV background. Higher ionization species (e.g. C IV, O VI) are commonly

found in both high-NHI and intermediate-NHI gas as they do not require that their surrounding H I cloud be

self-shielding.

The existence of metal absorption in intergalactic space did not go un-noticed, and early investigators of

the IGM often commented on the necessary connection between IGM metal absorbers and galaxies (Young

et al. 1979; Sargent et al. 1980). In 1978, Boksenberg & Sargent found the first direct evidence for their

association. In the spectrum of 3C 232, they discovered calcium absorption lines at the same redshift as the

z' 0.005 spiral galaxy NGC 3067 separated by 2 arcminutes from the QSO. The galaxy had previously been

observed in 21 cm, and the Ca II H and K lines showed the same velocity offset as the neutral H I. Since

that time, there have been many additional studies of the presence of H I and various metallic species in the

space surrounding galaxies and this thesis presents the first truly statistical study of circumgalactic gas at high

redshift using line fitting to derive the physical properties of the CGM.

1.2 The Formation and Evolution of Galaxies

While significant progress has been made in reproducing the observed large-scale structure of the universe

with our adopted concordance cosmology, there remain many unsolved problems related to processes acting

on smaller scales. One of the most fundamental puzzles is how star formation is regulated. A clear prediction

of ΛCDM is the rapid growth of mass within halos, requiring the accretion of both dark matter and gas.
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However, it appears that on all scales, from molecular clouds to full galaxies, the conversion of gas into stars

is inefficient (Schmidt 1959; Kennicutt 1998). There is growing evidence that star formation may be most

efficient in dark matter halos of characteristic mass Mhalo ≈ 1012 M� (Moster et al. 2010) which seems to be

relatively constant with time (Behroozi et al. 2012). But even in such halos, less than 15% of baryons have

been converted into stars by the present day.

Because it far outweighs the baryonic mass, dark matter governs the initial gravitational collapse of struc-

ture, but dark matter alone cannot explain the observed properties of galaxies. Notably, ΛCDM N-body sim-

ulations produce a steep power-law mass function of dark matter halos in contrast to the observed Schechter

(1976) function characteristic of the stellar mass distribution of galaxies which has a much shallower slope

at low mass and an exponential decline at high mass (e.g., Moster et al. 2010, see Figure 1.3). There must be

some baryonic physics that suppresses star formation at all scales, and these processes must be more effective

at low and high mass.

The often-invoked solution to this problem is feedback: the injection of energy or momentum into the

ISM of a galaxy from the combined effects of star formation, supernovae, and AGN. Clearly, the large

discrepancy between the halo and stellar mass function requires that this feedback ejects or continuously

heats a large fraction of the ISM to prevent the overproduction of stars. Order-of-magnitude calculations

suggest that sufficient energy is released in the combined explosions of massive stars or the build-up of a

central black hole to unbind a large fraction of the ISM. Unfortunately, understanding the detailed physical

processes by which these localized events couple to the cold ISM to produce galaxy-scale outflows remains

elusive despite substantial theoretical efforts (e.g., Springel & Hernquist 2003; Dalla Vecchia & Schaye 2008;

Murray et al. 2010; Davé et al. 2011; Faucher-Giguère & Quataert 2012; Hopkins et al. 2012). Fortunately,

different feedback mechanisms are expected to produce unique signatures in the gas surrounding galaxies

such as specific chemical abundance patterns. And because these mechanisms depend on different physical

drivers (radiation pressure, thermal or kinetic SNe feedback, AGN feedback), they are also expected to have

specific dependancies on galaxy properties (such as metallicity, star-formation rate, and mass).

1.2.1 Outflows

There now exists substantial evidence that galactic winds are exceedingly common in star-forming galaxies

across all spectroscopically observable redshifts (see Veilleux et al. 2005, for a review). Heckman (2002)

observed that such winds are present in any galaxies with a star-formation surface density that exceeds ∼ 0.1

M� yr−1 kpc−2. In the most local galaxies, the star-burst generated winds from galaxies such as M82 (Bland

& Tully 1988; Heckman et al. 1990; Devine & Bally 1999; Lehnert et al. 1999) have been observed and

studied in great detail from radio (Kronberg et al. 1985) to TeV (Lacki et al. 2011) wavelengths. At higher

redshifts, the most common evidence for outflows seen in the spectra of nearly all star-forming galaxies are

blue-shifted absorption features. Such features are observed in transitions due to gas at a variety of ionization

states. Because these absorption features are seen against the continuum light of the galaxy (which is due to
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Figure 1. Comparison between the halo mass function offset by a factor of 0.05
(dashed line), the observed galaxy mass function (symbols), our model without
scatter (solid line), and our model including scatter (dotted line).We see that
the halo and the galaxy mass functions are different shapes, implying that the
stellar-to-halo mass ratio m/M is not constant. Our four-parameter model for
the halo mass dependent stellar-to-halo mass ratio is in very good agreement
with the observations (both including and neglecting scatter).

3.2. Constraining the Free Parameters

Having set up the model, we now need to constrain the four
free parameters M1, (m/M)0, β, and γ . To do this, we populate
the halos in the simulation with galaxies. The stellar masses of
the galaxies depend on the mass of the halo and are derived
according to our prescription (Equation (2)). The positions
of the galaxies are given by the halo positions in the N-body
simulation.

Once the simulation box is filled with galaxies, it is straight-
forward to compute the SMF Φmod(m). As we want to fit this
model mass function to the observed mass function Φobs(m)
by Panter et al. (2007), we choose the same stellar mass range
(108.5 M!–1011.85 M!) and the same bin size. The observed
SMF was derived using spectra from the Sloan Digital Sky
Survey Data Release 3 (SDSS DR3); see Panter et al. (2004) for
a description of the method.

Furthermore, it is possible to determine the stellar mass
dependent clustering of galaxies. For this, we compute projected
galaxy CFs wp,mod(rp,mi) in several stellar mass bins which we
choose to be the same as in the observed projected galaxy CFs of
Li et al. (2006). These were derived using a sample of galaxies
from the SDSS DR2 with stellar masses estimated from spectra
by Kauffmann et al. (2003).

We first calculate the real space CF ξ (r). In a simulation, this
can be done by simply counting pairs in distance bins:

ξ (ri) = dd(ri)
Np(ri)

− 1, (3)

where dd(ri) is the number of pairs counted in a distance bin
and Np(ri) = 2πN2r2

i ∆ri/L
3
box, where N is the total number of

galaxies in the box. The projected CF wp(rp) can be derived
by integrating the real space correlation function ξ (r) along the

line of sight:

wp(rp) = 2
∫ ∞

0
dr||ξ

(√
r2
|| + r2

p

)
= 2

∫ ∞

rp

dr
rξ (r)

√
r2 − r2

p

,

(4)
where the comoving distance (r) has been decomposed into
components parallel (r||) and perpendicular (rp) to the line
of sight. The integration is truncated at 45 Mpc. Due to the
finite size of the simulation box (Lbox = 100 Mpc), the
model correlation function is not reliable beyond scales of
r ∼ 0.1Lbox ∼ 10 Mpc.

In order to fit the model to the observations, we use Powell’s
directions set method in multidimensions (e.g., Press et al. 1992)
to find the values of M1, (m/M)0, β, and γ that minimize either

χ2
r = χ2

r (Φ) = χ2(Φ)
NΦ

(mass function fit) or

χ2
r = χ2

r (Φ) + χ2
r (wp) = χ2(Φ)

NΦ
+

χ2(wp)
Nr Nm

(mass function and projected CF fit) with NΦ and Nr the number
of data points for the SMF and projected CFs, respectively, and
Nm the number of mass bins for the projected CFs.

In this context, χ2(Φ) and χ2(wp) are defined as follows:

χ2(Φ) =
NΦ∑

i=1

[
Φmod(mi) − Φobs(mi)

σΦobs(mi )

]2

,

χ2(wp) =
Nm∑

i=1

Nr∑

j=1

[
wp,mod(rp,j , mi) − wp,obs(rp,j , mi)

σwp,obs(rp,j ,mi )

]2

,

with σΦobs and σwp,obs the errors for the SMF and projected CFs,
respectively. Note that for the simultaneous fit, by adding the
reduced χ2

r , we give the same weight to both data sets.

3.3. Estimation of Parameter Errors

In order to obtain estimates of the errors on the parameters,
we need their probability distribution prob(A|I ), where A is the
parameter under consideration and I is the given background
information. The most likely value of A is then given by:
Abest = max(prob(A|I )).

As we have to assume that all our parameters are coupled, we
can only compute the probability for a given set of parameters.
This probability is given by:

prob(M1, (m/M)0,β, γ |I ) ∝ exp(−χ2).

In a system with four free parameters A,B,C, and D one can
calculate the probability distribution of one parameter (e.g., A)
if the probability distribution for the set of parameters is known,
using marginalization:

prob(A|I ) =
∫ ∞

−∞
prob(A,B|I )dB

=
∫ ∞

−∞
prob(A,B,C,D|I )dBdCdD.

Once the probability distribution for a parameter is deter-
mined, one can assign errors based on the confidence intervals.

Figure 1.3 The mass function of galaxies as measured from the Sloan Digital Sky Survey (SDSS) by Panter
et al. (2007) is shown with symbols. The straight dashed line is the mass function of dark matter halos
produced by ΛCDM N-body dark matter simulations, offset by a factor of 0.05. The extreme discrepancy in
both the shape and the normalization of these two distributions leads one to infer that some baryonic process
impedes the formation of stars within all halos, and that these processes must be more efficient within the
lowest and highest mass halos. Figure from Moster et al. (2010).
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Figure 1.4 Portions of a stacked spectrum of 1406 z∼ 1.4 galaxies surrounding the [O II] λλ3726.0,3728.8,
Mg II λλ2795.5,2802.7, and Mg I λ2852.1 spectral features. Here, the redshift of the [O II] doublet, which
arrises from emission within star-forming regions, is taken as the systemic redshift of the galaxy. The Mg II
and Mg I absorption are seen systematically blue shifted, suggesting outflows are common in such systems.
Figure from Weiner et al. (2009).

star light), the gas that is causing the absorption features must lie between the observer and the stars. As the

features are seen blue shifted, the gas is coming toward the observer and away from the stars, and hence the

gas is outflowing from the system. A study of 0.042 < z < 0.16 ultra-luminous infrared galaxies (ULIRGs)

by Martin (2005) found 330 km s−1 blue-shifted Na I absorption in 15 out of 18 galaxies studied. A study

of an average spectrum of over 1400 z∼ 1.4 galaxies drawn from the DEEP2 survey found Mg II absorption

blue shifted by 300 − 500 km s−1 (Weiner et al. 2009, see Fig 1.4). Studies of UV color selected galaxies

(such as those studied in this thesis) at 2 < z < 3 (Steidel et al. 2010) and z & 3 (Pettini et al. 2001; Shap-

ley et al. 2003) rely on far-UV interstellar absorption features such as low ions Si IIλ1260, O I+ Si IIλ1303,

C IIλ1334, Si IIλ1526, Fe IIλ1608 and Al IIλ1670 and high-ions O VIλλ10321038, N V λλ1238,1242, Si IV

λλ1393,1402, C IV λλ1548,1550. All of these features are seen blue-shifted compared to tracers of stel-

lar emission, such as C IIIλ1176, or of H II regions, such as [O II]λλ3726,3728, [O III]λλ4958,5006, and

Hαλ6563. Jones et al. (2012) recently extended similar analyses to galaxies at z ∼ 4, showing that winds

were common during this early epoch as well.
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Our understanding the physical drivers of such winds is comparatively poor. At intermediate redshift z∼

1, galaxies drawn from the DEEP2 survey that were viewed face-on were found to have stronger absorption

features present in their spectra than those galaxies viewed at higher inclination angles (Kornei et al. 2012),

suggesting that galaxies as early as z ∼ 1 may exhibit biconical outflows similar to those observed in the

local universe. They also found a trend between the star-formation rate surface density and the speed of

the outflowing winds. Wind speeds have also been shown to increase with increasing stellar mass (Erb

et al. 2012), as well as the star-formation rate (Martin 2005) although few of these trends are seen at high

significance in large data sets.

1.2.2 Accretion

Another important component to understanding the discrepancies between the halo and stellar mass functions

is the process of mass accretion. This subject has gained considerable attention in the last decade, especially

from theorists, as the theoretical understanding of this problem has significantly changed. The previous

paradigm, largely the result of simplified calculations that relied on assumptions of spherical symmetry,

supposed that all gas as it fell into the potential well of a galaxy would be shocked to the viral temperature

of the halo. In this scenario, the efficiency with which star formation would proceed in such a halo would

depend significantly on the cooling time for gas heated to temperatures well above 105 K (Rees & Ostriker

1977). More recent work by Birnboim & Dekel (2003) considered the stability of such shocks and found that

when gas cooling within the halo is efficient compared to the rate of gas infall, the shocks’ pressure support

fails, resulting in less heating of infalling gas within the halo.

Other recent efforts that have relied on the interpretation of large hydrodynamic simulations have shown

that the morphology of accreting gas is far from spherical (Kereš et al. 2005, see Figure 1.5). Instead, sim-

ulations of cosmological volumes seem to universally show that galaxies are fed by the filaments and sheets

that make up the classic “cosmic web” - the same structures thought to give rise to the IGM absorbers. For

low-mass and low-z galaxies which may be imbedded in a filament, this picture is not appreciably differ-

ent from spherically symmetric inflow; however, massive high-z galaxies in these simulations are generally

found at the intersections of such filaments. Further, these studies have shown that the gas infalling along

such filaments may be highly collimated and therefore may escape many of the heating processes (such as

shocks) which may occur in the halos of such galaxies and may affect more diffuse gas (Kereš et al. 2005;

Ocvirk et al. 2008). The properties and presence or absence of such structures, referred to as “cold flows,”

have been invoked to solve such problems as the source of angular momentum in disk galaxies (Brooks et al.

2009; Agertz et al. 2009; Stewart et al. 2013), the evolution of the cosmic star formation with redshift (van de

Voort et al. 2011a), the quenching of star formation within massive galaxies (Dekel & Birnboim 2006, 2008),

and the origin of the Milky Way’s high velocity clouds (HVCs, Kereš & Hernquist 2009).

While this theory is indeed attractive for solving a diverse array of outstanding problems in astrophysics,

it suffers from two principal weaknesses: (1) most simulations which show cold flows have rudimentary (or
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Figure 1.5 The gas overdensity (first and third columns) and temperature (second and fourth columns) in z = 2
halos of three different masses drawn from cosmological simulations. The white circles give the locations
of the virial radius of the halo. Note the presence of cool, dense, filamentary gas, especially in halos of
M< 1012 M�. Figure from van de Voort et al. (2011b).
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Figure 1.6 The star formation rate density of the universe as a function of redshift. Note that there is a broad
peak at redshifts 2< z< 3. Figure from Reddy et al. (2008).

no) prescriptions for feedback and outflows which are likely to significantly affect the physical properties of

infalling gas (Faucher-Giguère et al. 2011; Stewart et al. 2011a; Nelson et al. 2013) and (2) there currently

exists relatively little observation evidence of cold flows and therefore essentially no observational constraints

on their nature.

Arguably, the best epoch in which to study both baryonic outflows and accretion is 2 < z < 3 during

the peak of cosmic star formation (Madau et al. 1996; Hopkins & Beacom 2006; Reddy et al. 2008, see

Figure 1.6) and super-massive black hole growth (Richards et al. 2006). At these redshifts, spectroscopic

observations of star-forming galaxies universally exhibit signatures of strong outflowing winds (Pettini et al.

2001; Shapley et al. 2003). At the same time, the baryonic accretion rate onto galaxies is predicted to be near

its peak (e.g., Faucher-Giguère et al. 2011; van de Voort et al. 2011a). As such, we expect the signatures of

baryonic flows to be most readily observable at 2< z< 3.

1.3 The Circumgalactic Medium

Absorption line spectroscopy of bright background sources provides a uniquely sensitive probe of the physical

properties and chemical composition of gas in close proximity to galaxies - gas that traces processes such as

galactic winds and baryonic accretion.
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1.3.1 The Low-Redshift CGM

There have been a plethora of searches for galaxies associated with low-redshift (z . 1) strong MgII, CIV,

and Lyα systems. In Lyα, it seems generally that strong HI absorption is common near gas-rich (Ryan-Weber

2006; Chen & Mulchaey 2009) or bright galaxies of various types (Chen et al. 1998), and that the strength

(Chen et al. 1998; Bowen et al. 2002; Wilman et al. 2007) or prevalence (Lanzetta et al. 1995; Morris &

Jannuzi 2006) correlates with distance from the galaxy albeit with non-unity covering fraction (Chen et al.

1998). However, there is little consensus as to how directly related the absorption is to the galaxies - some

favor the majority of the HI resulting directly form large scale structure (Penton et al. 2002), while others

suggest a more direct connection with galaxies (Chen et al. 2001b). Recent results from the Cosmic Origins

Spectrograph (COS) on the Hubble Space Telescope (HST) by Thom et al. (2012), suggest high column-

density H I is commonly found within 150 kpc of both star-forming and passive systems where they define

passive galaxies as those with specific star-formation rates (sSFR, SFR/M∗) <10−11 M� yr−1. The majority of

the gas is observed at velocities consistent with it being bound to the system, while the measured line widths

suggest the gas is cool with Tgas < 2×105 K (the virial temperature of such halos is Tvir > 106 K).

From the low-z metal line studies there is some agreement that strong Mg II absorbers1 as well as C IV

systems are commonly found near (and may or may not be physically associated with) bright (L & 0.1L?)

galaxies (Bergeron & Boissé 1991; Steidel et al. 1994, 1997) with distances up to 200 kpc (Zibetti et al. 2007)

and non-unity covering fractions (Churchill et al. 2005; Gauthier et al. 2010). The properties of the galaxies

and the physical origin of the gas seen is still debated, with some evidence that the strength of absorption

may correlate with recent star formation (Zibetti et al. 2007; Bouché et al. 2007; Ménard et al. 2009; Nestor

et al. 2010; Chelouche & Bowen 2010), previous generations of star formation (Steidel et al. 2002), stellar

mass (Steidel et al. 1994; Chen et al. 2010), and/or distance from the galaxy in question (Lanzetta & Bowen

1990; Chen et al. 2001a; Kacprzak et al. 2011; Nielsen et al. 2012; Churchill et al. 2013). In all likelihood, all

of these elements are at work. A more recent study by Werk et al. (2012) considers the low and intermediate

ions within the COS-Halos program, finding significant evidence of bound, cool, metal-enriched gas within

the CGM of both actively star-forming and passive galaxies.

Bordoloi et al. (2011) studied the distribution of Mg II absorbers surrounding ∼ 4000 galaxies at 0.5 <

z < 0.9 using background galaxies as probes. They found that bluer (presumably star-forming) galaxies had

a much higher equivalent width of Mg II at small distances compared to redder galaxies. They also found

that within 50 kpc, systems probed along the disk axis of the system showed weaker absorption than those

probed at small azimuthal angles, see Figure 1.7. They interpret this as evidence that strong Mg II systems

more commonly occur in biconical outflows. However, Kacprzak et al. (2011) considered a much smaller

sample using background QSOs, reaching the opposite conclusion - that Mg II is more commonly found in

coplanar geometries. Stewart et al. (2011b) suggested that orbiting coplanar CGM gas could be a detectable

signature of cold streams, even suggesting in Stewart et al. (2013) that such streams could be the principal

1W MgII
0 & 0.3 has been shown to trace optically thick H I gas with NHI & 1017cm−2 (Steidel 1992).
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Figure 1.7 The dependence of the equivalent width (W0) of Mg II absorption in the CGM of 0.5 < z < 0.9
galaxies in the zCOSMOS survey. On the Left: The dependance of the strength of absorption with stellar
mass for blue and red galaxies in different bins of galactocentric distance. Notably bluer galaxies showed
larger W0 than redder galaxies at fixed impact parameter. At the smallest distances, the strength of absorption
correlates with stellar mass, especially in blue galaxies. On the Right: The azimuthal dependence of the fall
of of equivalent with of Mg II absorption as a function of galactocentric distance from disk galaxies. The
stronger W0 seen at small azimuthal angles suggest that strong Mg II absorption could be associated with
wind material in a biconical outflow. Figures from Bordoloi et al. (2011).

source of angular momentum within disk galaxies.

One resolution to this discrepancy posits that absorbers with W0 > 1 Å may result from outflows, while

weaker absorbers may be due to accretion (Kacprzak & Churchill 2011). Considering blue star-forming

galaxies with associated Mg II absorption with W0 > 0.1 Å, Kacprzak et al. (2012) found that the distribution

of azimuthal angles is in fact bimodal, with a tendency for gas to lie projected along the plane of the disk or

along the opening angle of the disk, with relatively little detected gas at intermediate angles, again supporting

the claim that Mg II absorption in low-z systems likely traces both outflowing and accreting/orbiting material.

A recent study of z < 1 Lyman Limit systems (LLS2) from the general IGM found a bimodality in the

metallicity distribution of high-NHI absorbers, again suggesting that absorbers in the low-z universe may

trace multiple phenomena (Lehner et al. 2013).

Another ion of particular interest is O VI. The presence of O VI is thought to indicate current activity (such

as accretion shocks and outflows) in the CGM because gas at temperatures that maximize O VI/O (T ≈ 105.5

K) has a very short cooling time. O VI may also be a unique tracer of the boundary between the hot wind fluid

observed locally in X-rays and the cool 104 K gas observed in Hα emission and lower-ionization absorbers

believed to be entrained in the fluid. In another recent study using COS, Tumlinson et al. (2011) measured the

distribution of O VI absorbers within 150 kpc in the CGM surrounding 42 galaxies with 0.10 < z < 0.32 as

part of the COS-Halos program. They found a remarkable bimodality in the observed column density of O VI

depending on the level of current star formation in the galaxy (see Figure 1.8). With simple geometric and

ionization constraints, they argue that the mass in the CGM within 150 kpc of star-forming low-z galaxies is

2LLSs are H I absorber with NHI> 17.2.



12

Figure 1.8 The column density of O VI in the CGM of 42 0.10 < z < 0.32 galaxies from the COS-Halos
program. On the Left: NOVI plotted as a function of the impact parameter, the distance between the galaxy
and the QSO line of sight at the redshift of the galaxy. There is no strong trend detected within this sample, in
contrast to the behavior of other lower-ionization species which typically fall off more rapidly with distance.
On the Right: NOVI plotted as a function of the specific star formation of the galaxy. Notably galaxies which
are less actively forming stars (red diamonds) show significantly lower NOVI than those with ongoing star
formation (blue squares). Figures from Tumlinson et al. (2011).

comparable to and may exceed the mass within the ISM of the galaxy.

1.3.2 The High-Redshift CGM

While these low-redshift studies can give us a suggestion of the relationship between galaxies and their

surrounding gas, high-z studies are perhaps more likely to provide robust evidence of their association as

the peak of gas accretion (Faucher-Giguère et al. 2011) and of star formation (thought to trigger galactic

outflows) both occurred above z∼ 1 (see Madau et al. 1996; Hopkins & Beacom 2006; Reddy et al. 2008).

At higher redshifts, the data have historically been more limited due to the difficulty of high-redshift

galaxy spectroscopy. The most systematic searches were performed by Adelberger et al. (2003, 2005a). This

work, a precursor to the project presented here, was a systematic look at absorption mainly from H I and C IV

in 13 fields along 23 lines of sight to background QSOs. These sightline surveys were paired with 2 < z < 4

Lyman Break Galaxy (LBG) surveys, allowing for the first glimpse at the distribution of gas surrounding

star-forming galaxies at high redshift, and motivated by a hope of detecting unequivocal evidence of galactic

winds.

Briefly, Adelberger et al. (2003) analyzed the flux decrement due to H I in redshift ranges near the lo-

cations of galaxies. In 8 lines of sight from 2.5 . z . 3.5 they found excesses of H I were common out to

∼7 comoving Mpc (2 physical Mpc) and a lack of H I very close to these galaxies (< 0.7 comoving Mpc,

200 physical kpc). C IV absorption was observed out to 3.5 comoving Mpc (900 physical kpc). The cross-

correlation of C IV systems with LBGs and the auto-correlation of LBGs were found to be similar, suggesting
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Figure 1.9 Stacked galaxy spectra probing gas surrounding 2 < z < 3 galaxies. The red curve shows the
average spectrum of the foreground galaxies. In this spectrum, the location of the absorbing gas with respect
to the stars within that galaxy is known, and so the absorption signatures are unambiguous evidence of
outflowing kinematics. The blue, magenta, and green spectra are coadditions of the background galaxy
spectra within the specified radial distances, stacked in the rest frame of the foreground galaxy. Absorption
signatures in this data reflect that gas content of the CGM at various galactocentric distances. The ratios of
the Si II doublets in the top two spectra suggest that those transitions are saturated; however, they do not hit
zero flux. This indicates that the gas has non-unity covering of the background light. Thus, the fraction of
the absorbed flux at the center of the line is a measure of the covering fraction of the gas. Figure from Steidel
et al. (2010).

LBGs and C IV absorbers may be causally related. The strongest C IV absorbers were so highly correlated

with LBGs, the authors concluded that they must be the same object.

Adelberger et al. (2005a) focused on 2 . z . 3.5 galaxies and absorption systems. They found that strong

C IV systems (NC IV >> 1014 cm−2) with velocity extents in excess of 200 km s−1 were commonly found

within 40 proper kpc of a star-forming galaxy, and that absorption with NC IV ' 1014 cm−2 was found out to

∼ 80 proper kpc. Additionally they found that the correlation length of NC IV & 1012.5 cm−2 was similar to that

of the autocorrelation length of the galaxies themselves. Strong Lyα absorption was found surrounding most

LBGs, but a lack of strong absorption was found in 1/3 of the galaxies in the survey. The authors attempted

to correlate the observed IGM properties with galaxy properties although no meaningful conclusions could

be reached due to the small size of their catalogue of galaxies with known properties near sight lines.
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A recent exhaustive study of the demographics of gas absorption within 125 kpc surrounding 2 < z < 3

star-forming galaxies and its link to galactic winds was presented by Steidel et al. (2010) using 512 galaxy

pairs with small angular separations. They studied the distribution of absorbing gas associated with the CGM

of the foreground galaxy seen in the spectra of the foreground galaxies themselves along with that seen in the

spectra of background galaxies. This method is advantageous because foreground-background galaxy pairs

can be found in much greater number and at much smaller angular separation that galaxy-QSO pairs. Also,

using the spectrum of the galaxy itself as a probe of the absorption provides information about the kinematics

of the gas with respect to the stars (in this case the blue shift shows the gas is outflowing). However, one does

not know at what distance the gas lies from the position of the stars. The background galaxy spectra, on the

other hand, provide a known projected distance from the galaxy, however, the relative velocity of the gas no

longer provides a clear constraint on the relative kinematics of the gas. But by combining the two methods,

one can attempt to trace the motions and distribution of gas within the CGM.

One further complication in interpreting the background galaxy data arrises from the fact that galaxies

(unlike background QSOs) have a non-negligible angular size. Because of this, the absorption signatures in

the spectra of background galaxies trace the gas distribution on ∼kpc scales in the CGM of the foreground

galaxies. As such, the equivalent width of an absorber (W0) traces a combination of the column density,

velocity spread, and covering fraction of the foreground gas.

Steidel et al. (2010) found a decline in the equivalent width of H I and metal line absorption as a function

of distance from the foreground galaxies. Because the absorbers are found to be saturated (see Figures 1.9

and 1.10), this decline is interpreted as evidence for the decreasing covering fraction of the gas as a function

of distance as well as a decline in the line of sight velocity spread of the gas with distance. They present a

simplified model that suggests one can explain both the absorption features in the galaxy spectra as well as

those at larger distance within the CGM (as traced by the background galaxy spectra) with a simple outflow

model in which the highest velocity gas is seen at larger radii, and thus at lower covering fractions.

Unfortunately, the utility of faint background galaxies in probing foreground gas falls off as a function of

distance due to a lack of sensitivity. Chapter 2 of this thesis extends the study of the CGM of these galaxies

to much larger distances using background QSOs whose spectra can probe much weaker absorption systems

with high sensitivity.

1.4 This Thesis

This thesis presents the results of a full Voigt profile decomposition of the 2.0< z< 2.8 Lyα and Lyβ forest

in the spectra of 15 high-z QSOs. This effort has resulted in the largest high-z catalog of H I absorbers to

date which increases by an order of magnitude the number of forest absorbers fit with the added constraint

of higher-order Lyman series lines. This constraint allows for much more precise measurements of the NHI

and widths of absorbers with NHI> 1014.5 cm−2, whose Lyα transitions are saturated. We have used this
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Figure 1.10 The equivalent width (W0) of neutral hydrogen and a variety of metal absorption lines within the
CGM of 2 < z < 3 star-forming galaxies as a function of impact parameter. The first point at small impact
parameters is measured from the red "down the barrel" galaxy spectrum shown in Figure 1.9. The points at
larger distances are measured from the spectra of background galaxies. Note that the two Si II transitions at
0 and 31 kpc have the same W0. As these two transitions have different oscillator strengths, their matched
strengths mean that the transition is saturated. The fall off of W0 with impact parameter is thought to be due
to the decline in the covering fraction of the gas and in the range of line of sight velocities present in the the
absorbing gas. Figure from Steidel et al. (2010).
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new catalog to complete the first study of the distribution and physical properties of H I within the CGM

surrounding a statistically representative sample of 2 < z < 3 galaxies. This work is presented in Chapter 2.

Chapter 3 considers the line widths of absorbers drawn from this catalog to measure the temperature-density

relation within the 2 < z < 3 IGM. Chapter 4 presents the revised statistics of the Lyα forest that can be

derived from this new analysis, and for the first time considers several classic IGM statistics as applied to the

CGM of galaxies. It concludes with a new measurement of the mean free path of hydrogen-ionizing photons

through the IGM and the IGM+CGM. In an epilogue (Chapter 5), I present the current status of my next

project. This early analysis concerns the distribution of metals in the CGM of these same galaxies. Appendix

B discusses my contributions to the MOSFIRE instrumentation project.

A note on the contents of this thesis: The contents of Chapter 2 were published in Rudie et al. 2012, ApJ,

750, 67. Chapter 3 appeared in Rudie et al. 2012, ApJL, 757, L30. Chapter 4 is published in Rudie et al.

2013, ApJ, 769, 146.
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Chapter 2

The Gaseous Environment of High-z
Galaxies: Precision Measurements of
Neutral Hydrogen in the Circumgalactic
Medium of z∼ 2 − 3 Galaxies in the Keck
Baryonic Structure Survey

This chapter was previously published as Rudie et al. 2012, ApJ, 750, 67 with coauthors Charles C. Steidel, Ryan F. Trainor, Olivera
Rakic, Milan Bogosavljević, Max Pettini, Naveen Reddy, Alice E. Shapley, Dawn K. Erb, and David R. Law.
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Abstract

We present results from the Keck Baryonic Structure Survey (KBSS), a unique spectroscopic survey of the

distant universe designed to explore the details of the connection between galaxies and intergalactic baryons

within the same survey volumes, focusing particularly on scales from ∼ 50 kpc to a few Mpc. The KBSS is

optimized for the redshift range z ∼ 2 − 3, combining S/N∼ 100 Keck/HIRES spectra of 15 of the brightest

QSOs in the sky at z ' 2.5 − 2.9 with very densely sampled galaxy redshift surveys within a few arcmin

of each QSO sightline. In this paper, we present quantitative results on the distribution, column density,

kinematics, and absorber line widths of neutral hydrogen (H I) surrounding a subset of 886 KBSS star-forming

galaxies with 2.0 <∼ z <∼ 2.8 and with projected distances≤ 3 physical Mpc from a QSO sightline. Using Voigt

profile decompositions of the full Lyα forest region of all 15 QSO spectra, we compiled a catalog of ∼ 6000

individual absorbers in the redshift range of interest, with 12≤log(NHI)≤ 21. These are used to measure H I

absorption statistics near the redshifts of foreground galaxies as a function of projected galactocentric distance

from the QSO sightline and for randomly chosen locations in the intergalactic medium (IGM) within the

survey volume. We find that NHI and the multiplicity of velocity-associated H I components increase rapidly

with decreasing galactocentric impact parameter and as the systemic redshift of the galaxy is approached.

The strongest H I absorbers within ' 100 physical kpc of galaxies have NHI ∼ 3 orders of magnitude higher

than those near random locations in the IGM. The circumgalactic zone of most significantly enhanced H I

absorption is found within transverse distances of <∼ 300 kpc and within ±300 km s−1 of galaxy systemic

redshifts. Taking this region as the defining bounds of the circumgalactic medium (CGM), nearly half of

absorbers with log(NHI) > 15.5 are found within the CGM of galaxies meeting our photometric selection

criteria, while their CGM occupy only 1.5% of the cosmic volume. The spatial covering fraction, multiplicity

of absorption components, and characteristic NHI remain significantly elevated to transverse distances of

∼2 physical Mpc from galaxies in our sample. Absorbers with NHI > 1014.5 cm−2 are tightly correlated

with the positions of galaxies, while absorbers with lower NHI are correlated with galaxy positions only on
>∼Mpc scales. Redshift anisotropies on these larger scales indicate coherent infall toward galaxy locations,

while on scales of ∼ 100 physical kpc peculiar velocities of ∆v ' ±260 km s−1 with respect to the galaxies

are indicated. The median Doppler widths of individual absorbers within 1-3 rvir of galaxies are larger by

' 50% than randomly chosen absorbers of the same NHI, suggesting higher gas temperatures and/or increased

turbulence likely caused by some combination of accretion shocks and galactic winds around galaxies with

Mhalo ' 1012 M� at z∼ 2 − 3.
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2.1 Introduction

Hydrogen, comprising three quarters of the baryonic mass of the universe, is the principal component of all

luminous objects in the universe. It is the fuel source for stars and therefore for star formation. Thus, in order

to understand the formation and evolution of galaxies, one must understand and be able to trace the inflow

and outflow of this fuel.

There exist very poor observational constraints on the movement of baryons in and out of galaxies. At

high redshift in star-forming systems, it has been argued that the outflow rate must be similar to the star-

formation rate (Pettini et al. 2000) and that the inflow rate must be similar to the combined star-formation

rate and outflow rate (Erb 2008; Finlator & Davé 2008).

Recently there has been a flurry in the theoretical literature predicting the prevalence of accretion of

cold gas (log(T ) <∼ 4.5 − 5.5 K) onto high-z galaxies via filamentary “cold flows” (Birnboim & Dekel 2003;

Kereš et al. 2005; Ocvirk et al. 2008; Brooks et al. 2009; Faucher-Giguère et al. 2011; van de Voort et al.

2011a,b). In this model, the baryons stream into galaxies along the filamentary structure of the cosmic web,

accreting onto galaxies without experiencing virial shocks. A wide range of predictions has been made

concerning the efficiency of the transport of this material into galaxy halos, as well as its role in fueling

ongoing star formation (van de Voort et al. 2011b; Faucher-Giguère et al. 2011). Further, there may be

substantial suppression of the cold accretion rate caused by galaxy-scale mass outflows, evidence for which

is commonly observed in the spectra of high-z star-forming systems (Pettini et al. 2001; Shapley et al. 2003;

Adelberger et al. 2005a; Steidel et al. 2010). Mapping the gas distribution surrounding galaxies is critical to

constraining these models (Faucher-Giguère & Kereš 2011; Fumagalli et al. 2011), and would be a significant

step toward understanding and quantifying the exchange of baryons between the sites of galaxy formation

and the nearby intergalactic medium (IGM).

There has been a large amount of recent theoretical examination of the nature of IGM absorbers and their

relation to galaxies using simulations. Lyα is believed to broadly trace the filamentary large-scale structure

(Cen et al. 1994; Zhang et al. 1995; Miralda-Escudé et al. 1996; Hernquist et al. 1996; Rauch et al. 1997;

Theuns et al. 1998; Davé et al. 1999; Schaye 2001) although there are indications (Barnes et al. 2011) that

winds could blow spatially extended halos of gas which may have recently been observed both in absorption

(Steidel et al. 2010) and in Lyα emission (Steidel et al. 2011). There seems to be general agreement that

galactic winds are responsible for metal absorbers in the IGM. Booth et al. (2010) suggest that mostly low

mass (MDM
<∼ 1010 M�) galaxies must be responsible for the pollution, while Wiersma et al. (2010) suggest

only half of the metals would originate from galaxies with MDM
<∼ 1011 M�. Wiersma et al. (2010) also

studied the history of the ejection of these metals and found that half of the metals observed at redshift 2

were ejected during the time between 2 < z < 3. Using cosmological “zoom-in” simulations Shen et al.

(2011) found a “Lyman Break”-type galaxy could distribute metals to 3 virial radii by z = 3. Simcoe (2011)

recently considered this problem observationally, finding that indeed 50% of the metals observed in the IGM
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at z ∼ 2.4 were placed there since z ∼ 4.3, i.e. in 1.3 Gyr. Oppenheimer & Davé (2008) and Oppenheimer

et al. (2010) studied the fate of winds using cosmological simulations and found that while galactic winds

are likely responsible for the metallic species seen in the IGM, much of the outflowing gas may be bound to

galaxies and may fall back in. In their simulations the recycling timescale scaled inversely with mass because

winds emanating from more massive galaxies experienced greater hydrodynamic drag due to the increased

abundance of dense IGM surrounding them. Further, in these simulations the largest source of gaseous fuel

for star formation after z∼ 1 was recycled wind material.

To date, systematic attempts to jointly study high-z galaxies and their intergalactic environs have been

made by Adelberger et al. (2003, 2005a) (see also Crighton et al. 2011). These studies focused primarily on

H I and C IV absorption in the spectra of background QSOs whose sightlines probed regions covered by 2 <

z< 4 Lyman break galaxy (LBG) surveys. This work allowed for a first glimpse of the distribution of diffuse

gas surrounding forming galaxies at high redshift, and, perhaps more tantalizing, evidence for interactions

between the IGM and galaxies during the epoch when galaxies are expected to be most active. Generally,

Adelberger et al. (2003) and Adelberger et al. (2005a) found excess H I absorption out to≈ 5−6h−1comoving

Mpc (cMpc) of galaxies [∼2 physical Mpc (pMpc) at 〈z〉 = 3.3 using the cosmology adopted in this paper].

C IV systems were found to correlate strongly with the positions of galaxies suggesting a causal connection.

Unfortunately, these papers could not consider physical properties of the gas such as its column density or

temperature because the data were not of sufficiently high quality to perform Voigt profile analysis. As such

these papers focused on the transmitted flux which could be applied to a wider range of data qualities.

In this work, we provide high-accuracy analysis of the spectral regions surrounding 886 high-z star-

forming galaxies as seen in absorption against the spectra of background hyper-luminous QSOs using data

drawn from the Keck Baryonic Structure Survey (KBSS; Steidel et al, in prep). The KBSS was specifically

designed to allow for the observation of gas absorption features surrounding high-redshift star-forming galax-

ies, providing unique insight into the IGM/galaxy interface at high redshift. The size and quality of the KBSS

sample allow us to map the distribution and properties of gas near to individual star-forming galaxies with

direct physical parameters such as the column density as opposed to proxies such as the equivalent width.

This paper is the first in a series designed to study the physical properties of star-forming galaxies at high red-

shift using Voigt profile analysis of this data sample. The complementary analysis presented by Rakic et al.

(2011b) describes the pixel statistics of the QSO spectra from the KBSS and the correlation of H I optical

depth with the positions and redshifts of galaxies.

In §2.2 we discuss the galaxy and QSO data and present the Voigt profile analysis of the QSO spectra

in §2.3. The distributions of H I absorbers as a function of velocity, impact parameter, and 3D distance are

presented in §2.4. In §2.5 we consider the geometric distribution of the gas using the covering fraction and

incidence of absorbers. §2.6 focuses on 2D “maps” of the absorber distribution around galaxies. In §2.7

we analyze the velocity widths of individual absorbers and their correlation with the proximity of galaxies.

We discuss the results and their possible interpretation in §2.8 with a brief summary of the paper and our
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conclusions in §2.9.

Throughout this paper we assume a Λ-CDM cosmology with H0 = 70 km s−1 Mpc−1, Ωm = 0.3, and ΩΛ =

0.7. All distances are expressed in physical (proper) units unless stated otherwise. We use the abbreviation

pkpc and pMpc to indicate physical units, and ckpc or cMpc for co-moving units. At the mean redshift of the

galaxy sample (〈z〉 = 2.3), 300 pkpc is 210h−1pkpc (physical) or ' 700h−1ckpc; the age of the universe is 2.9

Gyr, the look-back time is 10.9 Gyr, and 8.2 pkpc subtends one arcsecond on the sky.

2.2 Observations

The data presented in this paper are drawn from the Keck Baryonic Structure Survey (KBSS) and include

a large sample of rest-UV (2188) and rest-optical (112) spectra of UV-color selected star-forming galaxies

at 〈z〉 ∼ 2.3. These galaxies were photometrically selected to lie in the foreground of one of 15 hyper-

luminous QSOs in the redshift range 2.5 ≤ zQSO ≤ 2.85 for which we have obtained high-resolution, high

signal-to-noise ratio (S/N) echelle spectra.

The redshift range of this survey has important significance in the history of the universe – it coincides

with the peak of both universal star formation (see Reddy et al. 2008) and super-massive black hole growth

(see Richards et al. 2006). Spectroscopic observations of star-forming galaxies during this epoch commonly

exhibit signatures of strong outflowing winds (Pettini et al. 2001; Shapley et al. 2003; Adelberger et al. 2005a;

Steidel et al. 2010). At the same time, the baryonic accretion rate onto galaxies is predicted to be near its

peak at z∼ 2.5 (e.g., van de Voort et al. 2011b; Faucher-Giguère et al. 2011; van de Voort et al. 2011a.) Thus,

the signatures of galaxy formation within the IGM should be at their peak as well.

The redshift range 2.0 <∼ z <∼ 2.8 offers a number of practical advantages as well: first, the rapidly-

evolving Lyα forest has thinned enough to allow measurements of individual H I systems and to enable the

detection of important metallic transitions falling in the same range (notably, O VI λλ1031, 1036); second,

the astrophysics-rich rest-frame far-UV becomes accessible to large ground-based telescopes equipped with

state-of-the-art optical spectrographs; third, the rest-frame optical spectrum is shifted into the atmospheric

transmission windows in the near infrared, allowing for observations of a suite of diagnostic emission lines

(Hα, Hβ, [O II] λλ3726,3729, [O III]λλλ4363,4959,5007, and [S II] λλ6717,6732) neatly packed into the J,

H, and K bands.

2.2.1 The Galaxy Sample

The KBSS galaxy sample, a subset of which is used in this paper (Figure 2.1), is described in detail by Steidel

et al (2012); here we present a brief summary. Galaxies were selected for spectroscopy using their rest-frame

UV colors (i.e., LBGs) according to the criteria outlined by Steidel et al. (2004) and Adelberger et al. (2004)

for z∼ 2 and by Steidel et al. (2003) for z∼ 3. In combination, these criteria have been devised to efficiently

select star-forming galaxies over the redshift range 1.5 <∼ z <∼ 3.5. In total, the KBSS galaxy sample includes
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Figure 2.1 The redshift distribution of the 2188 galaxies in the full KBSS sample (dark shaded histogram)
and of the subset of 886 galaxies used for the analysis in this paper (light shaded histogram), which are those
with redshifts high enough that the corresponding wavelength of the Lyβ transition is observed in the relevant
QSO spectrum, and with z< zQSO −3000 km s−1. The dark vertical line segments mark the redshifts of the 15
KBSS QSOs.
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Figure 2.2 The number of galaxies as a function of physical impact parameter Dtran for the sample which
has appropriate redshifts to be used in this work (light shaded histogram in Figure 2.1; see Table 2.1). The
decline in the number of galaxies at Dtran ≈ 2 pMpc is due to the typical survey geometry of the KBSS fields
as described in §2.4.2.1.
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R ' 1000 (∼5-10Å) rest-UV spectra of 2188 star-forming galaxies obtained at the W.M. Keck Observatory

using the Keck 1 10m telescope and the blue arm of the Low Resolution Imaging Spectrometer (LRIS-B;

Oke et al. 1995; Steidel et al. 2004.)

Most of the observations were conducted using a 400 lines mm−1 grism (blazed at 3400 Å in first order) in

combination with a dichroic beamsplitter sending all light shortward of∼ 6800 Å into the blue channel, where

the wavelength coverage for a typical slit location was' 3100−6000 Å with a resolving power R' 800 using

1′′.2 wide slits (Steidel et al. 2010). Some of the spectra were obtained using the d560 beamsplitter (beam

divided near 5600 Å) together with a 600 lines mm−1 grism (4000 Å blaze), typically covering ' 3400 −

5600 Å with a resolving power R' 1300. Observations obtained after July 2007 made use of the Cassegrain

Atmospheric Dispersion Corrector, thus minimizing the effects of differential atmospheric refraction over the

spectral range of interest. Wavelength calibration was accomplished using Hg, Cd, Zn, and Ne lamps, with

zero point corrections based on night sky emission lines on each individual exposure.1

The exposure times allocated to individual galaxies ranged from 1.5-7.5 hours depending on the number

of separate masks containing the same target; typically galaxies were observed on either 1 or 2 masks, each

mask receiving a total integration of 1.5 hours. Further details on the selection, observing strategy, and data

reduction for KBSS galaxies are presented elsewhere (Steidel et al. 2010, Steidel et al. 2012).

The rest-UV spectra of LBGs are dominated by the continuum emission of O and B stars, over which

are superposed numerous resonance absorption lines of metallic ions and H I. The H I Lyα line at 1215.67 Å

may be seen in emission or absorption (and often in both). The absorption features arise in cool interstellar

gas in the foreground of the OB stars; they are most commonly observed to be blue-shifted by 100 – 800

km s−1 with respect to the systemic velocity of the stars, as measured from either rest-frame optical nebular

emission lines or stellar photospheric lines in stacked spectra (see Pettini et al. 2001; Shapley et al. 2003;

Adelberger et al. 2005a; Steidel et al. 2010) or from the redshift-space symmetry of Lyα absorption in the

nearby IGM (Rakic et al. 2011a). Common lines observed include: O VI λλ1031,1036, Si II λ1260, λ1526,

Si II+O I λ1303 (blend),Si III λ1206, Si IV λλ1393,1402, N V λλ1238,1242, C II λ1334, C III λ977, and C IV

λλ1548,1550. The profile of the Lyα emission or absorption line is modulated by the optical depth of the

material closest to the systemic velocity of the stars, which has been shown to correlate most significantly

with the baryonic mass (Steidel et al. 2010) and the physical size (Law et al., in prep) of the galaxy.

The sample used in this study includes 886 galaxies within the redshift range where at minimum Lyα and

Lyβ are observed in the HIRES spectrum and with redshifts placing them at least 3000 km s−1 blue-ward of

the redshift of the QSO. The latter criterion was selected to avoid proximate systems that originate within

material ejected from the QSO itself and/or the region affected by its ionizing radiation field.

A typical galaxy in the spectroscopic survey has a bolometric luminosity of∼ 2.5×1011 L� (Reddy et al.

2008, 2011), a star-formation rate (SFR) of ∼ 30 M� yr−1 (Erb et al. 2006b), a stellar age of ∼ 0.7 Gyr (Erb

1An extensive discussion of the LRIS/KBSS wavelength calibration errors (including slit illumination and atmospheric dispersion)
is given in Steidel et al. (2010).
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et al. 2006c), and a gas-phase metallicity of ' 0.5 Z� (Erb et al. 2006a). The galaxies inhabit dark matter

halos of average mass∼ 1012 M� (Adelberger et al. 2005b; Conroy et al. 2008; Trainor & Steidel 2012; Rakic

2012) and average dynamical masses of ∼ 7×1010 M� (Erb et al. 2006c) and generally exhibit dispersion-

dominated kinematics (Law et al. 2009). The luminous parts of the galaxies are dominated by baryons,

typically half stars and half cold gas (Shapley et al. 2005; Erb et al. 2006c), with half-light radii of ∼ 2 pkpc

(Law et al. 2011). The spectroscopic sample includes objects with apparent magnitudes R≤ 25.5, where R

is equivalent to mAB(6830 Å). At the mean redshift of the sample (〈z〉 = 2.30) the faint limit corresponds to a

galaxy of 0.25L∗UV (Reddy & Steidel 2009).

The redshift distribution of the galaxy and QSO sample is presented in Figure 2.1, and the distribution of

physical impact parameters, Dtran, between the galaxies and the QSO lines of sight is shown in Figure 2.2.

At present, 112 galaxies in the full KBSS sample have been observed spectroscopically in the near-IR

using using NIRSPEC (McLean et al. 1998) on the Keck II telescope. 87 of these galaxies lie in our chosen

redshift interval. The NIRSPEC target selection, data, and reductions are discussed in Erb et al. (2006b,c).

The NIR redshifts, generally based on the Hα emission line, are estimated to be accurate to ∼ 60 km s−1 or

σz ' 0.0007 at z∼ 2.3.

2.2.2 Measured and Calibrated Redshifts

Because the most prominent features in the UV spectra of star forming galaxies are not at rest with respect to

a galaxy’s systemic redshift, zgal, corrections must be applied to avoid substantial systematic redshift errors.

The velocity peak and centroid of the Lyα emission line, when present, tend to be redshifted with respect to

zgal by several hundred km s−1, while the strong UV absorption features (zIS) tend to be similarly blue-shifted

with respect to zgal (Shapley et al. 2003; Adelberger et al. 2003; Steidel et al. 2010). These observations are

generally interpreted as strong evidence for the presence of galaxy-scale outflows.

Here we adopt estimates of galaxy systemic redshifts (zgal) computed in the manner proposed by Adel-

berger et al. (2005a) and later updated by Steidel et al. (2010) and Rakic et al. (2011a). Adelberger et al.

(2005a) and Steidel et al. (2010) analyzed the subset of the UV sample for which both rest-UV and rest-

optical spectra had been obtained. They measured the average offset between redshifts defined by Hα emis-

sion versus zLyα and zIS to estimate average corrections. The Hα line traces the ionized gas in star-forming

regions and is therefore a reasonable proxy for the systemic velocity of the stars, which are more difficult to

measure due to the weakness of the UV photospheric absorption lines. Rakic et al. (2011a) used the QSO

and galaxy data set presented here and calibrated velocity offsets appropriate for various classes of LBGs by

insisting that the average IGM Lyα absorption profiles should be symmetric with respect to galaxy redshifts.

In both cases, the offsets represent those of the ensemble while in reality there is some scatter between indi-

vidual objects even if their spectral morphology is similar. However, as we will demonstrate, the adopted zgal

must be generally quite accurate in order to produce the trends described below.

The formulae used for estimating zgal from zLyα and zIS measurements are reproduced below. For galaxies
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with Hα-based redshifts (87/886), we set zgal = zHα. For galaxies which have measured zIS with or without

the presence of Lyα emission (691/886),

zgal,IS ≡ zIS +
∆vIS

c
(1 + zIS) , (2.1)

where

∆vIS = 160 km s−1 (2.2)

is the velocity shift needed to transform the observed redshift into its systemic value, zIS is the measured

redshift from the centroids of interstellar absorption lines, and zgal,IS corresponds to the estimated systemic

redshift of the galaxy.

For galaxies which have redshifts measured only from Lyα in emission (90/886), we compute the redshift

as

zgal,Lyα ≡ zLyα +
∆vLyα

c
(1 + zLyα), (2.3)

where

∆vLyα = −300 km s−1 (2.4)

is the velocity shift needed to transform the observed redshift into its systemic value, zLyα is the measured

redshift from Lyα, and zgal,Lyα is adopted systemic redshift.

For galaxies with measurements of both zIS and zLyα, we verify that zIS < zgal,IS < zLyα. If the corrected

absorption redshift is not bracketed by the two measured redshifts (18/886 galaxies)2, then we use the average

of zIS and zLyα:

zgal ≡
zLyα + zIS

2
. (2.5)

The residual redshift errors have a significant impact on our ability to interpret the kinematic information

in the data; thus, their amplitude will be important to consider in the examination of the line-of-sight distri-

bution of H I. Steidel et al. (2010) found this method generally corrects the redshifts to within ∼ 125 km s−1

of the systemic velocity.

2.2.3 QSO Observations

The 15 hyper-luminous (mV ' 15.5 − 17) QSOs in the center of the KBSS fields (Table 2.1) were observed

with the High Resolution Echelle Spectrometer (HIRES; Vogt et al. 1994) on the Keck I telescope. All

available archival data for these 15 QSOs have been incorporated, including data taken with UVES (Dekker

et al. 2000) on the VLT for Q2206-199 and Q2343+125. We obtained additional HIRES observations in
2In these cases, zIS and zLyα have very similar values and therefore taking their average generally provides a systemic redshift with

less potential error than in those galaxies for which an average shift (as in equations 2.1 and 2.3) is required.
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order to reach a uniformly high S/N ratio over the spectral range of primary interest, 3100 − 6000 Å. The

final HIRES spectra have R ' 45,000 (FWHM' 7 km s−1), S/N ∼ 50 − 200 per pixel, covering at least

the wavelength range 3100 – 6000Å with no spectral gaps. The significant improvement in the UV/blue

sensitivity of HIRES resulting from a detector upgrade in 2004 enabled us to observe Lyβ λ1025.7 down

to at least z = 2.2 in all 15 KBSS sightlines, and to significantly lower redshifts in many (see Table 1.) The

additional constraints provided by Lyβ (and in many cases, additional Lyman series transitions) allow for

much more accurate measurements of H I for NHI= 1014 − 1017 cm−2 (see §2.3); this is particularly important

since these column densities are typical of H I gas in the CGM at these redshifts (see §2.5).

The QSO spectra were reduced using T. Barlow’s MAKEE package which is specifically tailored to the

reduction of HIRES data. The output from MAKEE is a wavelength-calibrated3 extracted spectrum of each

echelle order, corrected for the echelle blaze function and transformed to vacuum, heliocentric wavelengths.

The spectra were continuum-normalized in each spectral order using low-order spline interpolation, after

which the normalized 2-D spectrograms were optimally combined into a single one-dimensional, continuum-

normalized spectrum resampled at 2.8 km s−1 per pixel.

Three of the KBSS QSO spectra contain a damped Lyman α (DLA) system (NHI> 1020.3 cm−2), and three

contain a sub-DLA (1019 <∼ NHI< 1020.3 cm−2). Special care must be taken in the continuum fit to the regions

surrounding these systems, as the damping wings of the absorption lines extend for thousands of km s−1

from line center. In these regions, we carefully fit a Voigt profile to the core of the absorber and adjusted

the original continuum fit so that the Voigt profile produced a good fit to the damping wings, as shown in

the top panel of Figure 2.3. The final Voigt profile fit is divided into the true spectrum, resulting in a new

spectrum where the wings of the DLA have been removed, as illustrated in the bottom panel of Figure 2.3.

The re-normalized spectrum can then be used to fit additional absorption systems superposed on the damping

wings.

The redshifts of the QSOs are measured from rest-frame optical emission lines using lower-dispersion

NIR spectra. The details of this procedure and the expected errors in the QSO redshifts are reported upon in

Trainor & Steidel (2012). The precise QSO redshifts do not affect our analysis.

2.3 Analysis of QSO Absorption Spectra

The process of accurately measuring H I in the Lyα forest of QSO spectra is complicated by the saturation of

moderately strong absorbers and the blending of H I features with other H I or with lines of metallic species

that happen to fall in the forest region.

Our analysis includes a full Voigt-profile decomposition of the Lyα forest from the lowest redshift for

which Lyβ is available in each spectrum up to 3000 km s−1 blue-ward of the QSO redshift; Table 1 shows

the relevant redshift range used for each QSO in the sample. The cut-off at the high redshift end is to avoid
3The wavelength calibration of the HIRES spectra introduce negligible error into our analysis. The HIRES spectra have calibration

errors less that 0.5 km s−1.
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Figure 2.3 A demonstration of our treatment of the continuum surrounding damped-Lyα systems. Top: In
black, the continuum-normalized HIRES spectrum of Q2343+125 showing ±7000 km s−1 surrounding the
DLA. The (red) dashed line corresponds to the Voigt profile of the DLA centered at z = 2.4312 with log(NHI)
= 20.4. Shown in the light (blue) curve is the error spectrum. Bottom: The HIRES spectrum of the same QSO
with the DLA profile divided out. The new error spectrum accounting for the DLA profile division is shown
by the light (blue) curve. The new continuum (with the DLA divided out) is shown in the dashed (red) curve.
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H I systems which could be ejected from and/or ionized by the QSO itself; the low-redshift cut is necessary

due to the high frequency of systems with NHI
>∼ 1014.5 cm−2 that will be saturated in Lyα4. For saturated

systems, the fit to Lyα is degenerate between an increase in column density or an increase in the width of the

line, bd. The best way to resolve this degeneracy is to measure higher-order Lyman lines where decreasing

oscillator strengths allow accurate NHI determination.

Simultaneous fits were made to as many Lyman lines as were both (1) available in the observed spectral

range and (2) needed to measure an unsaturated and uncontaminated profile in the highest-order line. The

exact number of higher-order Lyman lines used therefore depended upon both the redshift of the absorber and

the degree of contamination in the spectral region containing the higher-order Lyman series absorption fea-

tures. Higher-order lines, whether saturated or unsaturated, were used whenever doing so provided additional

constraints on the overall fit.

Example Voigt profile fits to the H I absorption in regions surrounding the systemic redshift of five galax-

ies from our sample are shown in Figure 2.4. Note that for galaxies with redshifts significantly larger than

z∼ 2.2, many higher-order Lyman transitions can be measured.

To facilitate the fitting of the Lyman α forest, we developed a semi-automatic line-fitting code. Briefly

described, the code works with ∼ 1500 km s−1 sections of spectrum at a time5, fitting to Lyα and as many

higher-order lines as are accessible within the HIRES spectrum at the redshift of the H I systems being fit.

The algorithm first searches for systems by cross correlating a template hydrogen absorption spectrum (i.e.,

a single non-saturated H I absorption component) with the HIRES spectrum. Peaks in the cross correlation

are taken as initial estimates of the centroids of absorption lines. We fit Gaussians to these lines to estimate

column densities and Doppler parameters. Residual absorption features (i.e., those inconsistent with Lyα)

in the Lyα portion of the spectrum are assumed to be metal lines. Residual absorption in the higher-order

Lyman series sections of the spectra are assumed to be lower-redshift H I systems. The fits begin with Lyα

at the high-redshift end of the range so that their higher-order Lyman absorption can be flagged as a known

contaminant for fitting lower-redshift H I absorbers.

Once estimates of the locations, column densities, and Doppler parameters of all the absorption lines are

complete, they are input into the χ2 minimization code VPFIT6 written by R.F. Carswell and J.K. Webb.

VPFIT simultaneously fits all transitions of H I as well as the specified contaminating lines. The results are

checked by eye, alterations made where the fit is inappropriate, and the process is repeated iteratively until

a good fit (reduced χ2 ≈ 1) is achieved. At this point, the multiple sections of spectrum are spliced together

until a full fit to the forest is achieved.

It should be noted that the Voigt profile fit to a spectrum does not represent a unique solution. In this

work, we fit each set of absorbers with the minimum number of components, adding additional components

4Note that the exact saturation point for the Lyα line and for any other line depends on the line width (i.e. the Doppler parameter)
and thus the internal properties of the absorbing cloud.

5Note, the choice of 1500 km s−1 was made largely out of convenience. This velocity window is the largest window which can be
easily displayed to check the goodness of fit and for which the number of components allows for a reasonable VPFIT run time.

6http://www.ast.cam.ac.uk/ rfc/vpfit.html; c© 2007 R.F. Carswell, J.K. Webb
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Figure 2.4 Example fits to the QSO data surrounding the redshifts of galaxies in our sample. Displayed
in black are the continuum-normalized HIRES spectra showing the Lyman series transitions within ±700
km s−1 of the systemic redshift of 5 galaxies with redshifts as indicated. Over-plotted in color are Voigt
profile decompositions for H I absorption systems within ±700 km s−1 of the galaxy redshift. Successive
rows illustrate the fit to Lyα, Lyβ, etc. Absorption in the HIRES spectra that does not appear in the colored
fit corresponds to absorption from metallic species or from H I at a redshift far from that of the galaxy.
Note that for all galaxies in our sample, the QSO spectra cover the Lyα and Lyβ transitions near the galaxy
redshifts, and for the higher-redshift galaxies, many more transitions in the Lyman series can be measured.
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only when they significantly improve the χ2. Median errors in NHI reported by VPFIT are 0.07 dex for

absorbers with 13 < log(NHI) < 14 and 0.03 dex for absorbers with 14 < log(NHI) < 16; however in many

cases the systematic errors will exceed these values. The largest source of error in our fits to low column-

density systems is uncertainty in the continuum level; for high column-density absorbers, it is the possibility

of unrecognized sub-component structure.

The complete decomposition of the Lyα forest in these 15 lines of sight includes Voigt profile fits to

> 5900 distinct H I absorption systems with NHI> 1012.0 cm−2, making it the largest absorber catalog ever

compiled at these redshifts. It increases by an order of magnitude the number of intermediate NHI absorbers

measured with the additional constraint of higher-order Lyman lines.

2.4 Circumgalactic H I

In the following sections, we discuss the statistics of individual H I absorption systems with respect to the

redshifts and transverse positions of galaxies. We do not uniquely “assign” each absorber to a specific galaxy

or vice versa. Instead we rely on comparisons between the absorption measured close to galaxies with

that typical of “random” locations7 in the IGM. This allows us to quantify the significance of any apparent

correlation with galaxies.

In principle, it would be preferable to compare absorbers found close to galaxies with those found in IGM

locations known to be far from galaxies; however, because the galaxy sample is spectroscopically incomplete

compared to our photometrically selected targets,8 we do not measure the redshifts of all galaxies in our

survey volume. As a consequence, we do not know which locations in 3D space do not have a nearby galaxy.

Thus, we can only compare locations near to galaxies with random locations in the IGM (irrespective of the

positions of galaxies).

In order to reproduce the absorber distributions for a typical place in the IGM, we compiled a catalog

of 15,000 random locations (in both redshift space and on the plane of the sky). The redshifts are drawn

from the actual galaxy redshift list and therefore reproduce the typical IGM absorption associated with the

redshift ranges covered by our galaxy sample. With each redshift, we also associate a randomly drawn QSO

and an impact parameter to the QSO sightline from the real galaxy impact parameter list. We can then study

the distribution of absorption systems around these 15,000 random locations and thereby understand how the

presence of a galaxy alters the distributions.

Below we consider the distribution of H I surrounding galaxies: first along the line of sight, then on the

plane of the sky, and finally as a function of 3D distance. These measurements are used to determine the

relevant velocity and transverse scales of circumgalactic H I.

7A “random” location, as described later in this section, is in effect a random redshift from our galaxy redshift catalog and an
independent random position on the sky from our galaxy position catalog.

8Our photometric sample is also incomplete at the faintest apparent magnitudes (see Reddy et al. 2008), and no attempt is made to
include galaxies withR > 25.5.
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Figure 2.5 The velocity-space distribution of H I absorption systems with respect to the systemic redshift of
galaxies, normalized by the number of galaxies in the sample. Absorbers with log(NHI) > 13 and within 1
pMpc of the sightline to a QSO are included. The solid histogram represents the distribution of H I around
galaxies, whereas the hatched histogram represents the average absorber density near randomly-chosen red-
shifts drawn from our galaxy redshift distribution.

2.4.1 Velocity-Space Distribution of H I Near Galaxies

The properties of H I gas near galaxies in our sample can be quantified in several ways. First, we consider

the line of sight velocity distribution of absorbers relative to the redshifts of galaxies. Shown in Figure 2.5 is

the velocity distribution of all absorbers with NHI> 1013 cm−2 within 1400 km s−1 in redshift and 1 pMpc in

projected distance from a galaxy. We define the velocity offset, ∆v, of an absorber,

∆v≡
(
zabs − zgal

)
c

1 + zgal
(2.6)

where zabs is the absorption system redshift and zgal is the adopted systemic redshift of the galaxy from §2.2.2.

With this definition, absorbers blue-shifted with respect to galaxies have negative ∆v.

We define P(∆v,Dtran) as the number of absorbers per galaxy at a given ∆v and within the specified range

of impact parameters Dtran. The solid histogram in Figure 2.5 represents the distribution of H I around galax-

ies, whereas the hatched histogram shows the average number of absorbers expected relative to randomly

chosen redshifts, as described above. The number of absorbers is clearly higher near galaxies, with an excess

peaking near ∆v = 0 (the galaxy systemic redshift) and confined to ∆v'±700 km s−1.

Figure 2.6 shows a similar pattern; in this case, each absorption system is weighted in proportion to

log(NHI) such that high-column density systems contribute more significantly to the histogram. Each absorber

with log(NHI)> 13 contributes [log(NHI) −13] to the histogram, which is normalized by the number of galaxies

considered. Taken together, Figures 2.5 and 2.6 indicate that there is an increase near galaxies of both the

number and the column density of H I absorbers. The narrow peak of the ∆v distribution has an apparent half-
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Figure 2.6 As in Figure 2.5, where the histogram is NHI-weighted as described in the text.

width of ∼300 km s−1, while the full excess extends to '±700 km s−1 (most clearly shown in the right-hand

panel of Figure 2.6).

As has been argued by Shapley et al. (2003); Adelberger et al. (2003); Steidel et al. (2010); Rakic et al.

(2011a), these velocity distributions are also useful for checking our redshift calibration; their symmetry

about ∆v= 0 km s−1 is a sensitive probe of systematic errors in our galaxy systemic redshift calibration, while

the width of the distribution provides an upper limit on the random errors.9 A Gaussian fit to Figure 2.5 yields

a mean ∆v = 18±26 with a standard deviation of 308±30 km s−1.

An alternative method of quantifying the column density dependence in Figure 2.6 is to examine the dis-

tribution of NHI as a function of ∆v. Figure 2.7 shows the median NHI as a function of ∆v for all absorbers

within Dtran≤ 300 pkpc of a galaxy10. The asterisks indicate the median value of NHI for each bin in ve-

locity space. The dark vertical lines represent the dispersion in the median computed through the bootstrap

method11. The value of the median column density across all velocity bins for the random distribution is

shown as the dark horizontal bar; the light shaded contours are the 1-σ bootstrapped dispersions in the me-

dian of the random sample, where we consider samples of the same size as those from the real distribution.

Note that there is an enhancement by a factor of ' 3 − 10 in the median NHI out to |∆v| ' 300 km s−1 relative

to galaxy redshifts. However, for |∆v| > 300 km s−1, the measurements are consistent with random places in

the IGM.

Shown in Figure 2.8 are the individual measurement of NHI as a function of ∆v for all absorbers within

1000 km s−1 of a galaxy within Dtran≤ 100 pkpc of a QSO sightline. Notably, the higher-NHI absorbers cluster

9The width is an upper limit because it includes both redshift errors and any peculiar velocity of absorbers relative to galaxies.
10We choose 300 pkpc as our distance cut because the majority of the excess absorption is found within that zone, as described in

§2.4.2.
11To bootstrap the dispersion in the median, we draw (with replacement) sets of data with the same size as the real distribution. For

each set the median is computed; 100 such data sets are evaluated, and then we take the 1-σ symmetric bounds on the distribution of the
medians, i.e. the 16th and 84th percentiles.
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Figure 2.7 The median value of NHI as a function of the velocity offset of absorbers with respect to those
galaxies with impact parameters Dtran< 300 pkpc. Asterisks represent the median value of NHI, dark vertical
bars are the 1-σ dispersion in the median determined via the bootstrap method. The dark horizontal line is the
median value of NHI in the random distribution. The light shaded boxes are the bootstrapped symmetric 1-σ
dispersion in the median values of the samples drawn from the random distribution. The top x-axis shows the
conversion between velocity offset and Hubble distance. See Equation 2.7 and §2.4.3 for further discussion.
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Figure 2.8 NHI as a function of ∆v for absorbers with Dtran< 100 pkpc. The dashed (red) line marks the
position of log(NHI) = 14.5. The significance of this column density threshold is discussed in §2.5.

strongly near the galaxy systemic redshift with a full width of ∼±300 − 400 km s−1.

In summary, Figures 2.5 − 2.8 clearly illustrate an enhancement in both the column density and number

of absorption systems near the systemic velocities of galaxies. The most significant enhancement of column

density is seen within ± 300 km s−1 (Figure 2.7), but there is a higher number of absorbers out to at least ±

700 km s−1 (Figures 2.5 and 2.6).

2.4.2 Transverse Distribution of Absorbers

In addition to the strong velocity alignment of absorption systems with the systemic redshift of nearby galax-

ies, there is also a significant increase in the column densities, NHI, of individual absorbers with decreasing

projected (or transverse) distance between the galaxy and the line of sight, Dtran. Here, we suppose that, as

an ensemble, these galaxies show similar circumgalactic absorption signatures. Therefore, because galaxies

fall at various discrete impact parameters from the QSO line of sight, we can combine the information from

each galaxy to make a sparsely sampled map of the absorption as a function of Dtran relative to the ensemble

galaxy.

We introduce two related statistics designed to trace the change in column density as a function of Dtran.

Recalling that ±700 km s−1 encompassed the bulk of the “excess” absorption (§2.4.1), for each galaxy we

define max(NHI,700km s−1) to be the value of log(NHI) for the strongest absorber with |∆v|<700 km s−1 of

the galaxy systemic redshift. The left panel of Figure 2.9 shows the median value of max(NHI,700km s−1) as

a function of impact parameter. A second statistic is the logarithm of the total NHI, sum(NHI), of all absorbers

with |∆v|<700 km s−1. The statistics of the median value of sum(NHI,700km s−1) versus Dtran is shown in the

right-hand panel of Figure 2.9. Generally, the values of these two statistics are quite similar because the NHI
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Figure 2.9 The log column densities of the strongest NHI absorbers as a function of transverse distance. On
the left we consider the max(NHI) statistic, log(NHI) of the single strongest absorber per galaxy with |∆v|<
700 km s−1. On the right is the sum(NHI) statistic, the log of the sum of the NHI of all the absorbers within
|∆v|< 700 km s−1. Asterisks represent the median value of the considered statistic in a given bin of Dtran.
Dark vertical bars are their dispersions. The horizontal position of the asterisks represent the median Dtran
of the galaxies in that bin. The number of galaxies in each bin is indicated at the bottom of the plot. The
dark horizontal line is the median value drawn from the random distribution. The light shaded boxes are
the bootstrapped symmetric 1-σ dispersion in the median values of the samples drawn from the random
distribution. The bin size is 100 pkpc for absorbers with Dtran< 1 pMpc and 200 pkpc for those with Dtran>
1 pMpc. We increase in binning to reduce the shot noise in the bins at Dtran > 2 pMpc which have fewer
galaxies due to the limited field-of-view of LRIS.
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Figure 2.10 Same as Figure 2.9 but for the maximum column density absorber within±300 km s−1. Changing
the velocity interval considered with the max(NHI) statistic has little effect on the observed trends.

in most velocity windows is dominated by the single highest-NHI absorber. We consider the sum because it is

most easily compared to results of numerical simulations, as it does not require the fitting of Voigt profiles to

simulated data and can instead be compared to a simulation “collapsed” along the line of sight.

Figure 2.9 clearly demonstrates that both max(NHI) and sum(NHI) increase rapidly as one approaches a

galaxy. In the bin corresponding to the smallest impact parameters, Dtran< 100 pkpc, the median value of

max(NHI) is more than two orders of magnitude higher than that of a random location. Moving outwards, the

median value decreases with increasing Dtran to 300 pkpc, at which point the statistic “plateaus” and remains

significantly higher than the random sample out to 2 pMpc. The plateau value in the galaxy-centric sample is

max(NHI)' 1014.5 cm−2, while that of the random distribution is max(NHI)' 1014.1 cm−2. As we will discuss

in §2.4.2.1, max(NHI) begins to decline for Dtran> 2 pMpc.

A relevant question concerns the dependence of these statistics on the size of the velocity window con-

sidered. In Figure 2.9 we considered the maximum column density absorber within ±700 km s−1 of the

systemic velocity of each galaxy. This corresponds to the full width of the velocity distribution shown in

Figure 2.6. However, it is clear from Figures 2.6 and 2.7 that the majority of the excess strength of absorption

falls within ±300 km s−1, especially for those systems with small impact parameters. Figure 2.10 shows

max(NHI,300km s−1); the trends are similar, though in the more restricted velocity window the peak on small
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Figure 2.11 The individual measured values of max(NHI,300km s−1) for galaxies with Dtran< 300 pkpc.

scales is higher relative to random IGM locations–the median value in the first bin is 3 dex higher than the

random redshift sample, and the extended floor of absorption is increased to at least .5 dex above the median

of the random-redshift distribution. The more significant excess over random of the 300 km s−1 version is

primarily due to the exclusion of unrelated absorbers at large velocity separation; however, we note that at

Dtran> 1200 pkpc, the differential Hubble velocity associated with this distance along the line of sight is

> 300 km s−1, meaning that for large Dtran it may be more appropriate to adopt max(NHI,700km s−1) as the

relevant statistic. Regarding the sum statistic for the smaller velocity window (not shown), the value of the

plateau and that of the random sample is ∼ 0.3 dex higher for sum(NHI,300 km s−1) than for max(NHI,300

km s−1), similar to the variation in the statistics shown in Figure 2.9.

As we will argue in §2.5 and §2.8.1, the velocity and spatial scales of 300 km s−1 and 300 kpc capture the

most significant excess in both the column density and the number of absorbers near galaxies. In Figure 2.11

we provide the individual measurements max(NHI, 300 km s−1) for all galaxies in the sample with Dtran< 300

pkpc. Note the large intrinsic scatter in max(NHI), even at fixed impact parameter. For the 10 galaxies with

the smallest impact parameters (Dtran< 100 pkpc), the relevant portions of the QSO spectra within ±1000

km s−1 of Lyα at zgal are reproduced in Figure 2.12.

2.4.2.1 The Large-Scale Distribution of H I

We now consider the larger-scale distribution H I around galaxies. Unfortunately, the sampling of galaxies

with Dtran> 2 pMpc is comparatively poor in our sample due to the survey geometry of most of the KBSS

fields (typically 5.5×7.5 arcmin on the sky). This scale is imposed by the footprint of LRIS; with each field

roughly centered on the bright QSO, the maximum observed impact parameter would be ' 2.15 pMpc at

〈z〉 = 2.3. However, three out of 15 survey fields (see Table 2.1) were imaged with other instruments covering

larger angular sizes and thus provide information on larger transverse scales. In Figures 2.9 and 2.10 we
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Figure 2.12 Lyα absorption within±1000 km s−1 of the systemic redshift of the 10 galaxies within Dtran<100
pkpc of the line of sight to the QSO. The HIRES data are in black, while the red shows our Voigt profile
decomposition of the H I absorption near the redshift of the galaxy. The continuum and zero level of the
spectrum are shown in dashed and dotted lines respectively. The systemic redshift of each galaxy is marked
by the vertical dashed line at 0 km s−1. Note that the continuum is depressed in some of the spectral regions
surrounding Q1442-BX333, Q1442-MD50, Q0100-BX210, and Q1442-MD84 by a DLA or sub-DLA near
the galaxy redshift as described in §2.2.3.
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Figure 2.13 The max(NHI,700km s−1) statistic as a function of impact parameter (different panels). The
hatched histograms are the values for the random sample, the solid histograms are the values for the real
sample. These histograms quantify the variation from galaxy to galaxy of the max(NHI) statistic at fixed
impact parameter. PKS is the probability that the two max(NHI) sets were drawn from the same distribution.
Notably, the last panel with the highest value of Dtran has the least significant departure from the random
distribution.

use wider bin sizes for absorbers with Dtran> 1 pMpc in order to consider the large-scale distribution. This

reduces the shot noise in the bins with Dtran> 2 pMpc. Figures 2.9 and 2.10 demonstrate that max(NHI)

remains higher than the global median value in the IGM (dark horizontal line) out to ∼2 pMpc, and then

begins to decline. For larger Dtran, the data suggest column densities at or below that of random places in the

IGM.

Again, considering the degree of scatter in max(NHI) at fixed impact parameter, Figure 2.13 shows

max(NHI,700km s−1) for various bins in Dtran, as indicated. The top row of panels correspond to Dtran<

300 pkpc, while the bottom two rows of panels consider larger impact parameters. Each panel shows the

Kolmogorov-Smirnov probability that the two histograms are drawn from the same parent distribution. No-

tably, only the 2<Dtran< 3 pMpc bins have a distribution of max(NHI) consistent with the random sample.

Thus, we have shown that the column density of H I peaks sharply at the position of galaxies in the

transverse direction, that the width of the peak is ' 300 pkpc, and that there remains a significant excess of
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H I gas to Dtran' 2 pMpc. In §2.8 we discuss the implications of these results.

2.4.3 3D Distribution of NHI

The 3D distance, D3D, is computed using the quadrature sum of the physical impact parameter (Dtran) and the

line-of-sight distance calculated assuming the velocity differences ∆v are due entirely to the Hubble flow,

DHubble(∆v,z)≡ ∆v
H(z)

. (2.7)

The 3D distance is therefore

D3D(∆v,z,Dtran)≡

√
(Dtran)2 +

(
∆v

H(z)

)2

, (2.8)

where H(z) is given by

H(z) = H0

√
Ωm(1 + z)3 + ΩΛ (2.9)

such that H(z = 2.3) in our cosmology is

H(z = 2.3) = 240 km s−1 Mpc−1. (2.10)

In this formalism, each absorber has a unique D3D with respect to a galaxy in the same field.

The 3D distance, due to its strong dependence on |∆v|, requires that absorbers have both small Dtran and

very small values of |∆v| in order to populate bins at small values of D3D. As a result, D3D has the effect of

isolating those absorbers most likely to be associated with the galaxy without imposing a velocity cut.

Figure 2.14 shows that the median NHI stays above that of an average place in the universe out to D3D ' 3

pMpc.12 The decline of NHI as a function of D3D is quite smooth, but again strongly peaked at the position of

galaxies. The pixel analysis of the KBSS sample recently completed by Rakic et al. (2011b) studies in detail

the 3D distribution of H I optical depths. There is excellent agreement between the optical depths measured

in Rakic et al. (2011b) and the NHI trends shown in Figure 2.14. The smoothness of the decline is caused by

the shifting of absorbers with small Dtran and modest |∆v| into bins at larger D3D. Thus, the signal appearing

in the inner 300 pkpc in Figure 2.9 is distributed across a larger number of bins in D3D as a result of the

velocity distribution of the absorbers.

The nature of the velocity width of the excess absorption will be discussed at length in §2.6; however, it

should be noted that all measurements of |∆v| rely on the accuracy of the galaxy redshifts and in addition are

affected by whatever peculiar velocities are present, whether due to random motion, inflows, or outflows.

12Note, this is consistent with the quadratic sum of the extent of the velocity and transverse distance excesses seen in previous sections.



42

0 2000 400000
D3D [pkpc]

12.5

13.0

13.5

14.0

14.5

15.0

15.5

lo
g

(N
H

I)
 [

c
m

 −
2
]

 

 

 

 

 

 

 

Figure 2.14 The median column density of all absorption systems within ±1400 km s−1 of a galaxy as a
function of the 3D distance between the absorber and the galaxy. The symbols have the same meaning as
those in Figure 2.9. Note the steeply rising column densities at small D3D and that the median value remains
above that of a random location (horizontal bar) out to ∼3 pMpc.

2.4.4 Connection to Galaxy-Galaxy Pair Results

Steidel et al. (2010) presented a sample of 512 close angular pairs of galaxies with different redshifts (drawn

primarily from the same KBSS catalogs used in the present paper), using the spectrum of the background

galaxy to probe gas associated with that in the foreground. They were able to measure the strength of absorp-

tion from H I and several metallic species over a range in impact parameter Dtran= 8−125 pkpc. The principal

advantage of this method is that it allows for probes at very small angular separation (θ < 5′′)–obtaining sta-

tistical results for galaxies at such small separations from QSOs is difficult due both to the “glare” of the QSO

and the relative rarity of QSO-galaxy pairs with very small separations (the smallest QSO sightline–galaxy

separation is Dtran= 50 pkpc or θ ≈ 6′′) . As such, the galaxy pair results are highly complementary to the

QSO sightline study described in this paper.

Using background galaxies instead of QSOs results in two important differences between these studies:

first, background galaxies have a projected “beam size” of ∼ 1 kpc at the location of the foreground galaxy,

whereas background QSOs have a projected beam of order ∼ 1 pc. As a result, the absorption seen against

background galaxies measures a combination of the covering fraction of gas on kpc scales and the column

density of absorbers. Further, background galaxies are faint and therefore only low-dispersion, low-S/N

spectra can be obtained. Steidel et al. (2010) thus used stacks of background galaxy spectra shifted into the

rest frame of the foreground galaxies to quantify the average absorption profile surrounding these galaxies.

The lower-resolution spectra do not separate into individual components as would be found in individual
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QSO spectra. As such, the galaxy pair method allows for the measurement of equivalent widths (W0) only.

As discussed by Steidel et al. (2010) interpretation of W0 is complicated by its sensitivity to the covering

fraction and velocity extent of the absorbing material, and its relative insensitivity to ionic column density.

Steidel et al. (2010) measured W0 of H I, C IV, C II, Si IV, and Si II in bins of impact parameter (Dtran).

The large W0, particularly at Dtran
<∼ 40 pkpc, seemed to require high line-of-sight velocity spread in the gas–

likely higher than could be easily explained by gravitationally-induced motions, but easily accounted for by

the high velocities observed “down the barrel” in the spectra of LBGs, which typically reach ∆v∼ 800 km s−1

for galaxies with properties similar to those in our sample.

Steidel et al. (2010) found that a simple geometric and kinematic model of outflows from LBGs could

account simultaneously for the behavior of W0 as a function of Dtran as well as the shape of the blue-shifted

line profiles of strong interstellar absorption features observed along direct sightlines to the same galaxies.

The presence of detected C II absorption to Dtran ∼ 90 pkpc was cited as evidence for a non-negligible

covering fraction of H I gas having NHI> 1017 cm−2 at such large galactocentric distances. Steidel et al.

(2010) remarked that 90 kpc is very close to the expected virial radius rvir for LBGs similar to those in the

current sample. Our max(NHI) statistic agrees well with this inference (Figure 2.9); in fact, we find a covering

fraction ' 30% for absorbers with NHI> 1017.2 cm−2 for r <∼ rvir– see § 2.5.2.

In addition, Steidel et al. (2010) used the same HIRES spectra as this work to show that the W0(Lyα) mea-

sured from the relevant portions of the high resolution spectra, averaged in the same way as the background

galaxy spectra, are consistent with an extrapolation to Dtran ' 250 pkpc of the trend seen in the galaxy-galaxy

pairs results; a similar conclusion was reached by Rakic et al. (2011b), also using equivalent width analysis

of the QSO spectra, where a smooth trend was noted out to Dtran> 1 pMpc.

2.4.5 Comparison to Previous Studies at z> 2

Adelberger et al. (2003, 2005a) conducted the first systematic studies of high-z galaxies and their surrounding

IGM using sightline surveys of the 2< z< 4 IGM paired with large LBG surveys designed to probe galaxies

in the same volume. Adelberger et al. (2003) analyzed the transmitted flux in the Lyα forest of background

QSOs, evaluated near the redshifts of survey galaxies. At the time, this was most easily accomplished using

z ∼ 3 LBGs and z ' 3.5 background QSOs. These authors did not attempt Voigt profile decompositions

(as in the present work) but focused on transmitted flux because it made for easier comparisons to theory

and because the spectra covered the Lyα transition only, making measurements of column density or optical

depth difficult due to limited dynamic range for any NHI
>∼ 1014.5cm−2. Based on 8 QSO sightlines covering

3 <∼ z <∼ 3.6, Adelberger et al. (2003) found that excess H I absorption (i.e., lower transmitted flux than the

average IGM at the same redshift) was present within <∼ 5h−1comoving Mpc (cMpc) of galaxies [1.7 physical

Mpc (pMpc) at 〈z〉 = 3.3 using the cosmology adopted in the present work], and an intriguing but not highly

significant lack of H I very close to these galaxies (< 0.5h−1cMpc or < 170 pkpc). C IV absorption was

observed to be correlated with galaxy positions to out to 2.4h−1cMpc (or 800 physical kpc). The cross-
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correlation of C IV systems with LBGs was found to be similar to the LBG auto-correlation, suggesting that

metal enriched IGM and galaxies shared the same volumes of space. The strongest C IV absorbers were so

strongly correlated with LBG positions that the authors concluded that they must be causally connected to

one another.

Adelberger et al. (2005a) extended similar studies to 1.8≤ z≤ 3.3, using a larger number of QSO sight-

lines and a wider range of QSO spectra for the analysis. Based once again on the transmitted flux statistics,

the large-scale excess NHI near galaxies was consistent with the results of Adelberger et al. (2003), but the

“turnover” of H I absorption on the smallest scales was not confirmed using the larger sample at somewhat

lower redshift. Generally, the transmitted flux was decreasing with galactocentric distance, though it was still

the case that ∼ 30% of the galaxies with the smallest impact parameters showed a lack of strong absorption,

interpreted as evidence that the gas is clumpy. The results for C IV were extended, and it was shown that the

correlation with galaxies grows increasingly strong as NCIV increases; the correlation length of NCIV
>∼ 1012.5

cm−2 absorption systems was similar to that of the autocorrelation length of the galaxies. The authors at-

tempted to correlate the observed IGM properties with galaxy properties, but no significant correlations were

found given the relatively small sample of galaxies at small impact parameters.

There is no overlap in the data sample used in this paper with that of Adelberger et al. (2003) which

focused on higher-redshift galaxies and QSOs. Three of the fields (Q1623, HS1700, and Q2343) included in

our analysis were also included in Adelberger et al. (2005a) which considered similar redshifts to this work;

however, we have increased the S/N of the QSO spectra and also added many galaxy redshifts to our catalogs

for these fields since the earlier analysis. The most surprising result of the Adelberger et al. (2003) sample,

especially in light of the work presented here, was the reported deficit of absorption found within 0.5 h−1

cMpc or 170 pkpc of galaxies. Adelberger et al. (2005a), with a larger data set, found that 1/3 of galaxies

had relatively-little H I absorption (consistent with the pixel statistics of our sample presented in Rakic et al.

2011b), but that the majority of galaxies were associated with significant absorption. In our sample, only 1/21

galaxies with Dtran< 170 pkpc has a sum(NHI, 300 km s−1) value less than the median of the random sample.

As such we concur with the argument of Adelberger et al. (2005a) suggesting that the reported deficit was

due to the small sample size presented. Further, we note that a measure of NHI shows that the majority of

galaxies do have excess H I absorption in their surroundings.

On larger physical scales, Adelberger et al. (2003) and Crighton et al. (2011) considered the large-scale

distribution of H I absorbers at z ≈ 3 while Adelberger et al. (2005a) studied that at z ≈ 2.5. All found

evidence for increased absorption to D3D ≈ 5-6 h−1 cMpc or ∼ 2 pMpc. This scale is roughly consistent with

our measurements of the 3D distribution of absorption presented in Figure 2.14, as well as with the trends in

optical depth vs. D3D presented in Rakic et al. (2011b).
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Figure 2.15 The covering fraction, fc, of absorbers for various NHI thresholds (different panels) as a function
of Dtran. The solid histogram represents the fraction of galaxies with an absorber of a given NHI or greater,
within ±300 km s−1. The hatched histogram represents fc at random locations in the IGM; the horizontal
dashed line marks fc = 1 (100% covering). The bin size is 100 pkpc for absorbers with Dtran < 1 pMpc and
200 pkpc for those with Dtran > 1 pMpc.

2.5 The Covering Fraction and Incidence of H I

As discussed in §2.4.1, the scale of the strongest correlation between NHI and the positions of galaxies is

found within 300 km s−1 of zgal. Adopting this value as the characteristic velocity scale for circumgalactic

gas, we can examine other useful measures of the gas distribution around galaxies. The covering fraction

( fc) and the incidence of absorbers (ηabs) are two ways of quantifying the geometry of the distribution as a

function of both impact parameter and NHI.

First, we define the covering fraction, fc(Dtran, N0), as the fraction of galaxies in a bin of impact parameter,

Dtran, that have an absorber within |∆v|< 300 km s−1 with NHI > N0. This is equivalent to the geometric

fraction of the area of an annulus centered on the galaxy that is covered by gas with NHI>N0 and |∆v|< 300

km s−1. This quantity measures the variation within the sample of the decline of NHI as a function of Dtran.

A related quantity is the incidence of absorbers, ηabs, defined to be the number of absorbers per galaxy

within a given range of NHI and Dtran, and with |∆v|< 300 km s−1. Because this quantity can be greater than

unity, it has larger dynamic range and so allows for a more-complete picture of the average multiplicity of

absorbers at locations close to galaxies. Also, because we consider ηabs in differential bins of NHI, it can be

used to measure the degree to which absorbers of a given NHI associate with galaxies.13

Figure 2.15 illustrates the dependence of fc on Dtran for various thresholds of NHI (different panels).

13To illustrate the difference between fc and ηabs, suppose that all absorbers have the same NHI. Then for a sample of two galaxies,
one with 3 absorbers and the other with none, fc=0.5 and ηabs= 1.5.
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Figure 2.16 The incidence of H I absorbers, ηabs, as a function of impact parameter, Dtran. The solid histogram
represents the mean number of absorbers per galaxy within ±300 km s−1 at the given distance, whereas
the hatched histogram represents the average incidence of absorbers near randomly-chosen redshifts. The
different panels show various ranges of NHI. The bin size is 100 pkpc for absorbers with Dtran < 1 pMpc and
200 pkpc for those with Dtran > 1 pMpc. The incidence of absorbers exceeds the random distribution for NHI
> 1013.5 cm−2 to Dtran > 2 pMpc. Note that only absorbers with log(NHI)> 14.5 show strong association with
the positions of galaxies. Table 2.2 gives the data values for fc and PE determined from these distributions.

Within 100 pkpc, fc> 0.5 even for NHI> 1016 cm−2. Also, every galaxy has an absorber with log(NHI) > 14.5

within 100 pkpc and |∆v|< 300 km s−1. The distribution within 2.5 pMpc of lower-NHI absorbers is relatively

uniform, with fc> 0.5. However, at larger threshold NHI (bottom three panels) we see that fc is high ( >∼ 0.5)

only within ∼200 pkpc. We will return to our measured values of fc in §2.5.2 and §2.5.3 where we compare

our measurements to those made at low-z and also to results from numerical simulations.

Figure 2.16 shows the average incidence of absorbers, ηabs, as a function of distance, Dtran, and ranges

of NHI (different panels). Notably, in all panels (i.e., at all columns densities) the average ηabs is higher than

random for Dtran< 2 pMpc. For absorbers with NHI> 1014.5 cm−2 (three bottom panels), there is a clear peak

at small values of Dtran. No similar peak is present in the distributions of absorbers with NHI< 1014.5 cm−2 (top

panels). Clearly absorbers with NHI> 1014.5 cm−2 are more tightly correlated with the positions of galaxies

than absorbers of lower column densities.

These distributions can also be used to determine the excess probability (over that of a random place in

the IGM) of intersecting an absorber of a given column density, within a range of Dtran and within some |∆v|.

The excess probability, PE, is defined through comparison to the random distribution:

PE =
ηabs −ηabs,random

ηabs,random
(2.11)
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Table 2.2. Absorber Incidence (ηabs) and Excess Probability (PE) for |∆v|< 300 km s−1a

log(NHI) rangeb ηabs PE ηabs PE ηabs PE
[cm−2] Dtran< 0.1 pMpc Dtran< 0.3 pMpc Dtran< 2 pMpc

13.0 −−13.5 1.1± 0.3 -0.1± 0.3 1.3± 0.2 0.1± 0.1 1.33± 0.04 0.17± 0.04
13.5 −−14.0 1.4± 0.4 1.0± 0.5 1.2± 0.2 0.8± 0.3 0.87± 0.03 0.44± 0.06
14.0 −−14.5 0.6± 0.2 0.7± 0.7 0.7± 0.1 1.4± 0.4 0.53± 0.03 0.80± 0.09
14.5 −−15.0 0.8± 0.3 4.4± 1.9 0.7± 0.1 3.4± 0.8 0.32± 0.02 1.03± 0.13
15.0 −−16.0 0.9± 0.3 12.7± 4.6 0.4± 0.1 4.9± 1.4 0.22± 0.02 1.59± 0.20
16.0 −−17.0 0.7± 0.3 38.2±14.8 0.2± 0.1 9.7± 3.4 0.06± 0.01 1.78± 0.40

aThe values in this table refer to Figure 2.16
blog(NHI) range: The range of NHI considered; And the incidence, ηabs, and excess probability,

PE considered over three ranges of Dtran. The quoted uncertainties in ηabs and PE are calculated
assuming Poisson statistics.

Table 2.2 summarizes the measured values of ηabs and PE for absorbers binned in NHI for the velocity window

|∆v|< 300 km s−1 and three distance cuts: Dtran< 100 pkpc, Dtran< 300 pkpc, and Dtran< 2 pMpc.

2.5.1 Absorbers with NHI > 1014.5 cm−2

We have shown above that absorbers with NHI > 1014.5 cm−2 appear to trace the positions of galaxies in our

sample with high fidelity. The incidence of absorbers with NHI > 1014.5 cm−2 and |∆v| < 300 km s−1, as

shown in Figure 2.17, nicely encapsulates the “shape” of the CGM. Similar to Figure 2.9 for Dtran < 300

pkpc, one sees rising values of ηabs as the galactocentric distance is reduced. From 300 pkpc < Dtran < 2

pMpc, ηabs reaches a plateau value with ηabs & 0.5 [2 pMpc = 1.4 h−1 pMpc ≈ 4.6 h−1 cMpc (at z = 2.3)]. For

Dtran > 2 pMpc, ηabs drops to values consistent with the average IGM.

Recalling the quantity P(∆v,Dtran), defined in §2.4.1 as the probability, per galaxy, of intersecting an

absorber at a given ∆v and within the specified range of Dtran, here we consider the velocity distribution of

absorbers with NHI>1014.5 cm−2 in bins of Dtran as shown in Figure 2.18.

Fitting a Gaussian to the excess absorbers near galaxies compared to random gives a deviation (σ〈∆v〉) of

187 km s−1 again suggesting that the velocity scale of the excess is ∆v≈±300 km s−1.

Integrating the distribution in the first panel of Figure 2.18 corresponding to Dtran < 300 kpc results in

an incidence averaged over ±350 km s−1 (∼ 2σ) and 300 pkpc, ηabs = 1.6. Similarly, comparing the value

of ηabs measured in the real and random distribution one infers that strong absorbers (NHI> 1014.5) are > 4

times (PE = 4.1) more likely to be found within 300 kpc and ±350 km s−1 of a galaxy in our sample, than at

a random place. The parameters of the Gaussian fits in Figure 2.18, as well as the inferred ηabs and PE, are

listed in Table 2.3.

In this section, we have shown that the covering fraction, fc, of absorbers with log(NHI) < 14.5 is roughly
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Figure 2.17 The incidence of absorbers, ηabs, with NHI > 1014.5 cm−2 as a function of impact parameter. The
solid histogram represents the distribution of these high-NHI absorbers for |∆v| < 300 km s−1. The hatched
histogram represents the average incidence of the same absorbers near randomly-chosen redshifts. The verti-
cal dotted line indicates the distance at which the incidence of the real distribution becomes comparable with
that of the random distribution, Dtran ≈ 2 pMpc. The dotted horizontal line marks ηabs = 1.
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Figure 2.18 The velocity of absorbers with NHI> 1014.5 cm−2 in bins of Dtran, as indicated. Note that NHI
> 1014.5 cm−2 absorbers are > 4 times more likely to be found within ±300 km s−1 and 300 kpc of a galaxy
than at a random place in the IGM. See Table 2.3 for ηabs and the excess probability for all of the panels.
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Table 2.3. Incidence (ηabs) and Excess Probability for NHI> 1014.5 cm−2 a

Dtran
b 〈∆v〉 σ〈∆v〉 ∆v window ηabs PE

[pkpc] [km s−1] [km s−1] [km s−1]

0–300 4±33 164± 28 -350 to 350 1.70±0.02 4.1
300–600 -74±50 253± 49 -550 to 450 1.07±0.01 1.19
600–900 29±49 389± 49 -750 to 850 1.31±0.01 0.80
900–1200 -43±78 407± 87 -850 to 750 1.60±0.01 1.14

1200–1500 61±78 335± 80 -650 to 750 1.20±0.01 0.76
1500–1800 42±96 344±109 -650 to 750 1.06±0.01 0.63

aThe values in this table refer to Figure 2.18.
bDtran:The Dtran window considered; 〈∆v〉: the Gaussian velocity cen-

troid and its associated error; σ〈∆v〉: the standard deviation of the Gaussian
fit and its associated error; ∆v window: the velocity window used to com-
pute ηabs and PE (comparable to ±2σ); ηabs: the incidence, PE: the excess
probability. The quoted uncertainties in ηabs are calculated assuming Pois-
son statistics. The error in PE is dominated by the variation in individual
realizations of the random sample: typically the variation in PE is ∼ 0.05
except for the first bin (0 < Dtran< 300 pkpc) where the variation is ∼ 0.2.

uniform and > 0.5 out to Dtran ≈ 2 pMpc, but that those with higher NHI only have fc > 0.5 within Dtran <

200 kpc (Figure 2.15). Consideration of the incidence, ηabs, indicates that absorbers with log(NHI) > 14.5 are

more directly related to galaxies (Figure 2.16). Those absorbers nicely encapsulate the “shape” of the CGM

(Figure 2.17) and are > 4 times more likely to be found within |∆v| < 350 km s−1 and Dtran < 300 pkpc of a

galaxy in our sample than at a random place in the IGM (Figure 2.18).

2.5.2 Covering Fractions: Comparison with Simulations

Motivated by the desire to predict the observational signatures of cold accretion streams, two recent theoreti-

cal papers have considered the covering fraction of absorbers of various NHI surrounding galaxies. Faucher-

Giguère & Kereš (2011) consider the covering fraction of Lyman Limit (LLS, 17.2 < log(NHI) < 20.3) and

Damped Lyman Alpha (DLA, log(NHI) > 20.3) absorbers originating within cold streams near two simulated

star-forming galaxies at z = 2 using cosmological zoom-in simulations that do not include galactic winds.

Since these authors explicitly did not consider galactic winds, their covering fractions are approximately14 a

lower limit on the expected values. They considered a galaxy slightly less massive than those in our sample

(MDM = 1011.5 M�), as well as one comparable to those in this work (MDM = 1012 M�).

For comparison, we consider the fraction of sightlines at a given Dtran for which sum(NHI,700 km s−1) falls

14These values are only a lower-limit in the case that outflowing winds do not affect the gas distribution within the filamentary cold
streams. van de Voort et al. (2011b) found that the wind prescription in simulations has little effect on the amount of gas that accretes
onto halos but does affect the amount which is delivered into the ISM of the galaxy itself. Faucher-Giguère et al. (2011) argue that
energetic winds can undergo hydrodynamical interactions with cold-streams removing some of the inflowing gas.
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Table 2.4. Fc: Comparison with Faucher-Giguère & Kereš (2011)

Sample log(NHI) [cm−2] Fc(<1 rvir) Fc(<2 rvir)

MDM = 1012 M�
17.2 − 20.3 11% · · ·
> 20.3 4% · · ·

MDM = 1011.5 M�
17.2 − 20.3 12% 4%
> 20.3 3% 1%

This worka 17.2 − 20.3 30±14% 24±9%
> 20.3 0+10

− 0 %b 4±4%

aThe Fc tabulated here from “this work” are the fraction of galaxies
with a sum(NHI) statistic in the column density range. This is subtly
different from the fc presented earlier. Note that while we use a
velocity cut of |∆v|< 700 km s−1 here, the results would be the same
if we used a±300 km s−1 window. Had we considered fc as opposed
to Fc, we would have calculated 20% for the LLS covering within
both 1 and 2 rvir. The uncertainties quoted for "this work" are 1-σ
errors calculated assuming Fc follows a binomial distribution.

bWe calculate the 1-σ upper limit on this non-detection as
1− (1−0.68)1/(1+n) where n = 10 is the number of systems considered.

within the specified column density range. This is most akin to the results of Faucher-Giguère & Kereš (2011)

as they measure the column density of absorbers after projecting their simulated cube onto a 2D plane. Note

that here we use differential bins in NHI(17.2 < log(NHI) < 20.3), and since we are considering sum(NHI)

rather than max(NHI), we use Fc to denote the associated covering fraction (to differentiate it from the fc

measured earlier in this section).

Our measurements are compared with the Faucher-Giguère & Kereš (2011) simulation results in Table

2.4. Particularly in the case of LLS gas, we find ∼ 3 times higher Fc within rvir and ∼ 6 times higher within

2rvir compared with the simulations. However, if the simulations results are treated as lower limits, then

clearly they are consistent with the observations.

Fumagalli et al. (2011) also considered the covering fraction of H I surrounding 6 LBG-type galaxies at z =

2 − 3 using cosmological zoom-in simulations with galactic winds included (though they are relatively weak

with their particular implementation). They consider absorbers within rvir and 2rvir for various thresholds in

log(NHI) : > 15.5, > 17.2, > 19.0, and > 20.3 cm−2. A comparison with the observations is given in Table

2.5. The models of Fumagalli et al. (2011) clearly under-predict the presence of 15.5 <log(NHI) < 17.2 gas

surrounding galaxies. Similar to Faucher-Giguère & Kereš (2011), they also seem to under predict the radial

extent of gas with NHI
<∼ 1019 cm−2.
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Table 2.5. Covering Fraction: Comparison with Fumagalli et al. (2011)

Sample log(NHI) [cm−2] Fc (<1 rvir) Fc (< 2 rvir)

Fumagalli et al.

> 15.5 38% 22%
> 17.2 16% 7%
> 19.0 6% 3%
> 20.3 3% 1%

This worka

> 15.5 90±9% 68±9%
> 17.2 30±14% 28±9%
> 19.0 10±9% 8±5%
> 20.3 0+10

− 0 % 4±4%

aValues in “this work” are computed as described in Table 2.4.
Were we to consider |∆v| < 300 km s−1 rather than |∆v| < 700
km s−1, only the Fc for log(NHI) > 15.5 within 2 rvir would change.
The value for 300 km s−1 would be 60±10%.

2.5.3 Evolution of the CGM from z∼ 2.3 to z <∼ 1

There have been numerous studies of the low-z galaxy-IGM connection. In the interest of brevity, below we

compare our measured fc with a small number of studies with comparable size and statistical power.

As discussed by Davé et al. (1999) and Schaye (2001), due to the expansion of the universe, the collapse

of structure, and the evolution in the intensity of the metagalactic ionizing background, the NHI associated

with a fixed overdensity declines with redshift (e.g., an absorber at z = 0 would have NHI ∼ 20 times lower

than would be measured at the same overdensity at z ≈ 2.3). As a consequence, absorbers with the same

NHI at different redshifts trace different structures, and have very different incidence rates. For example,

there are no regions of the Lyα forest at z ∼ 2.3 that have zero H I absorbers in a velocity window of ±700

km s−1 – every galaxy in our sample can be associated with (generally) a large number of absorbers. This is

not the case at low-z, where absorption-line spectra are sparsely populated and generally galaxies would be

associated with very few (possibly no) H I absorbers. Similarly, the continued growth of structure and the

rapid decline in the star-formation rate density toward z ∼ 0 means that a typical low-z galaxy is expected

to be in a very different place on its evolutionary sequence compared to a “typical” galaxy at z > 2. Large

differences are also expected for gas fractions and baryonic accretion rates at low-z compared to high. Thus,

one might reasonably expect circumgalactic gas to differ as well.

With these caveats in mind, we compare the covering fraction, fc, of the 〈z〉 = 2.3 sample with results at

low-z.
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Table 2.6. H I Covering Fraction: Comparison with Low-z Studiesa

Sample W0(Lyα) log(NHI) Dtran |∆v| fc

mÅ [cm−2] pkpc km s−1

Chen et al.
0.1< z< 0.9 350 >∼ 14 <330 500 72%

This work
z∼ 2.3 · · · >14 <330 500 83±5%

Prochaska et al.
0.005< z< 0.4

50 >∼ 13 <300 400 96%
300 >∼ 14 <300 400 70%
50 >∼ 13 <1000 400 70%
300 >∼ 14 <1000 400 38%

This work
z∼ 2.3

· · · >13 <300 400 100+0
−3%b

· · · >14 <300 400 81±6%
· · · >13 <1000 400 95±1%
· · · >14 <1000 400 70±3%

Wakker & Savage
z< 0.017

50 >∼ 13 <200 400 75%
50 >∼ 13 < 400 400 81%
50 >∼ 13 <1000 400 49%
50 >∼ 13 <2000 400 48%
50 >∼ 13 <3000 400 39%

300 >∼ 14 <200 400 46%
300 >∼ 14 <400 400 44%
300 >∼ 14 <1000 400 24%
300 >∼ 14 <2000 400 22%
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Table 2.6—Continued

Sample W0(Lyα) log(NHI) Dtran |∆v| fc

mÅ [cm−2] pkpc km s−1

300 >∼ 14 <3000 400 20%

This work
z∼ 2.3

· · · > 13 < 200 400 100+0
−4%c

· · · > 13 < 400 400 98±2%
· · · > 13 < 1000 400 95±1%
· · · > 13 < 2000 400 94±1%
· · · > 13 < 3000 400 94±1%

· · · > 14 < 200 400 92±5%
· · · > 14 < 400 400 82±5%
· · · > 14 < 1000 400 71±3%
· · · > 14 < 2000 400 64±2%
· · · > 14 < 3000 400 61±2%

aThe distance binning is cumulative, so fc is the covering fraction of
gas with Dtran < the distance listed in the table and |∆v| < the velocity
listed in the table. The low-z samples generally do not include Voigt
profile fits, but rather measure equivalent widths, W0. The approximate
value of NHI associated with each W0 limit is listed.The uncertainties
quoted for "this work" are 1-σ errors calculated assuming fc follows a
binomial distribution.

bWe calculate the 1-σ lower limit on this 100% detection as
(1 − 0.68)1/(1+n) where n = 43 is the number of systems considered.

cWe calculate the 1-σ lower limit on this 100% detection as
(1 − 0.68)1/(1+n) where n = 25 is the number of systems considered.

2.5.3.1 The CGM at 0.1< z< 0.9

Chen et al. (2001c) considered 47 galaxies with 〈z〉 = 0.36 and Dtran< 330 pkpc 15. Their galaxy sample

covered a wide range of properties, with 68% having LB > 0.25 L∗B. The QSO spectra used were generally not

of sufficient quality to allow for Voigt profile decompositions and thus the authors measured the equivalent

width (W0) of Lyα absorption. Chen et al. (2001c) considered absorbers to be associated with galaxies if

|∆v| <∼ 500 km s−1 (Morris & Jannuzi 2006).

For W0 > 350 mÅ (NHI
>∼ 1014 cm−2) and Dtran< 330 pkpc, 34/47 galaxies in their sample had detectable

Lyα absorption, corresponding to fc= 0.72. In the 〈z〉 = 2.3 sample there are 48 galaxies with Dtran< 330

pkpc. Using the same velocity window |∆v|< 500 km s−1, we find 40/48 (83%) have Lyα absorption with

NHI≥ 1014 cm−2, consistent with the measurements from Chen et al. (2001c). For clarity, the results from the

15The Dtran ranges quoted here have been adjusted from the cosmology considered in Chen et al. (2001c) to the cosmology used in
this paper at the mean redshift of the sample, 〈z〉 = 0.36.
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Figure 2.19 The covering fraction of high- and low-redshift absorbers in cumulative bins of Dtran (i.e., at each
value of Dtran, D0, we consider all absorbers with smaller Dtran, as opposed to those absorbers with D0 < Dtran
< D1.) In the (light-blue) solid histogram we plot our high-z data for fc close to galaxies. The (dark-blue)
cross-hatched histogram shows the distribution at random places in the high-z IGM. The (red) vertically-
hatched histogram shows the distribution of fc of low-z absorbers taken from Wakker & Savage (2009). Here
we consider the same cut in NHI at both epochs (W0 = 50mÅ is equivalent to NHI = 1013 cm−2 and similarly
W0 = 300mÅ is equivalent to NHI = 1014 cm−2).

low-z studies as well as our measurements are reproduced in Table 2.6.

2.5.3.2 The CGM at 0.005< z< 0.4

Prochaska et al. (2011) studied the association of z< 0.2 galaxies in 14 fields surrounding background QSOs.

Similar to the Chen et al. (2001c) study, they generally relied on conversions of published W0 measurements

into NHI using an assumed bd. In total, their galaxy survey included 37 galaxies with Dtran< 300 pkpc and

1200 galaxies in all with 〈z〉 = 0.18. They use a velocity window of |∆v|< 400 km s−1. For the 26 galaxies

with L> 0.1 L∗ within 300 pkpc, 25 had accompanying Lyα absorption with NHI> 1013 cm−2, or fc=96%. In

our sample, there are 43 galaxies with Dtran< 300 pkpc, all of which have a NHI≥ 1013 cm−2 absorber within

|∆v|< 400 km s−1 ( fc=100%).

These values appear consistent; however, the covering fraction of NHI≥ 1013 cm−2 gas is a very poor

measure of the extent of the CGM at high redshift. For example, if we consider the same velocity window

(|∆v|< 400 km s−1) and the same NHI threshold (NHI> 1013 cm−2), we find fc= 95% within 1 pMpc and fc=

94% within 2 pMpc; i.e., there is no appreciable change in the fc of gas of this NHI with increasing distance.

Prochaska et al. (2011) find fc=70% for Dtran < 1 pMpc in their sample.
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Figure 2.20 Same as Figure 2.19, but here we consider different NHI cuts for the high-z sample. We have found
the NHI lower limit for the high-z sample which best reproduces the trend of the low-z fc as a function of Dtran.
We can see that the trends of high-z absorbers of 1.5 dex higher NHI are well matched to the distributions of
low-z absorbers.

Measurements with a higher NHI threshold have larger dynamic range; for NHI> 1014 cm−2, Prochaska

et al. (2011) measure fc=70% for Dtran< 300 pkpc, and fc=38% for 1 pMpc. For our 〈z〉 ∼ 2.3 sample, we

measure fc= 81% for Dtran<300 pkpc and fc=70% for Dtran<1 pMpc.

2.5.3.3 The CGM in the Local Universe: cz< 6000 km s−1

Wakker & Savage (2009) (hereafter, WS09) studied the gaseous distribution around local galaxies (cz< 6000

km s−1) along 76 lines of sight. The galaxy catalog considered included ∼ 20,000 local galaxies. The

absorber catalog included 115 intergalactic Lyα absorbers (i.e., not from the Galaxy) over the same redshift

range. They calculate fc in cumulative distance bins (e.g. Dtran< 200 pkpc).

For comparison to the WS09 sample, we use a velocity window |∆v|< 400 km s−1 with respect to galaxy

redshifts in our high redshift sample. From WS09 (Table 10) we use the values of fc measured for the galaxy

sample with L > 0.25 L∗.16 They consider two classes of absorbers, those with W0 > 50mÅ (NHI> 1013

cm−2) and W0 > 300 mÅ (NHI
>∼ 1014 cm−2). We make a direct comparison to our sample with the same NHI

threshold in Figure 2.19 and Table 2.6. Our measurements are shown in the solid histogram, the random

high-z sample is plotted in the (dark-blue) cross-hatched histogram, and the WS09 sample is represented by

the (red) vertically-hatched histogram. One can clearly see that at all Dtran and for both thresholds in NHI, the

16Our spectroscopic sample includes galaxies to R = 25.5. This is equivalent to L > 0.25 L∗ at z≈ 2.3.
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z∼ 0 sample shows significantly less covering than the high-z sample.

As mentioned above, absorbers of fixed NHI are theoretically expected to trace higher-overdensity gas at

low redshift than at high redshift. By considering various NHI thresholds in our own data, we found that fc of

the low-z W0 > 50mÅ(NHI> 1013 cm−2) sample was most comparable to high-z absorbers with NHI> 1014.5

cm−2; similarly, the WS09 W0 > 300mÅ(NHI
>∼ 1014 cm−2) can be matched to our high-z absorbers with

NHI> 1015.5 cm−2. Note that we chose the NHI threshold which best reproduced fc measured on∼Mpc scales.

These two comparisons, shown in Figure 2.20, exhibit remarkably similar patterns in the covering fraction

of NHI as a function of Dtran. It therefore appears that low-z absorbers with log(NHI) = N0 on average trace

the same physical regions around galaxies as gas with log(NHI) = N0 + 1.5 at 〈z〉 = 2.3. While we do not

directly measure universal overdensity, these results lend observational support to the predictions by Davé

et al. (1999) and Schaye (2001) that gas at the same universal overdensity at low- and high-z would have

lower NHI at low-z. These measurements also suggest that the physical size of the CGM around a typical

galaxy is 300 pkpc at both z∼ 0 and 〈z〉 = 2.3.

2.6 Mapping the Circumgalactic Medium

Another way to visualize the distribution of neutral hydrogen surrounding star-forming galaxies is to “map”

the distribution along the transverse direction and the line of sight at the same time. As in §2.4.3, we use

|∆v| to compute a line-of-sight distance assuming it is entirely due to the Hubble flow. In Figures 2.21 -

2.24, the vertical axes represent the DHubble velocity scale line-of-sight distribution of gas. The horizontal

axes correspond to the physical impact parameter between the galaxy and the QSO line of sight, Dtran. Colors

encode the incidence, ηabs, of the gas in a given pixel in the map and the black and white shading represents

the signal-to-noise ratio (S/N) with which ηabs is detected.

The S/N is determined using Poisson statistics. For a given bin in Dtran and DHubble, we count the total

number of absorption lines found in the random distribution, nabs,ran, and the number of random locations con-

sidered at that impact parameter, ngal,ran. We also count the number of real galaxies at that impact parameter,

ngal. The “noise” level of the map is then taken to be:

σsig =

√
ngal
(
nabs,ran/ngal,ran

)
ngal

, (2.12)

where the quantity inside the square root is the number of absorption systems expected (based on the inci-

dence for the random sample) given the number of galaxies in the real sample at a given Dtran. The square

root of this quantity represents the Poisson uncertainty in the number of absorbers that would be detected;

the division by ngal results in an expression for the error in ηabs per galaxy. This value is akin to the shaded

error bars surrounding the median value of the random sample in Figure 2.9. The signal-to-noise ratio is then
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Figure 2.21 The incidence of 14.5 < log(NHI) < 17 absorbers. Far Left: Map of the ηabs with respect to the
positions of galaxies (at the origin). Second from Right: The distribution at random locations in the IGM.
The greyscale panels show the S/N ratios of the maps calculated as discussed in §2.6. The “bin” size for
this map is 200 x 200 pkpc and the smoothing scale is 200 kpc in Dtran and 140 km s−1 (600 pkpc) along the
line of sight. The FWHM of the gaussian smoothing beam is represented by the ellipse in the top right-hand
corner of the 3rd panel from the left. Note that there is a strong peak in the incidence of high column density
absorbers at close galacto-centric distances. The color bars in the ηabs maps have been re-normalized by χv

= 6.3 in order to match the values of ηabs summed over |∆v|< 300 km s−1. The vertical structure in the S/N
maps is caused by the variation in the number of galaxies in each bin of Dtran.

taken to be:

S/N =
ηabs

σsig
. (2.13)

The maps are generated using three different bin sizes. We consider the intermediate bin size (200 x 200

pkpc) for two cuts in NHI (Figures 2.21 and 2.23) which cover impact parameters out to 3 pMpc. For high-NHI

absorbers which exhibit a peak at small scales, we also consider maps with 100 x 100 pkpc bins (Figure 2.22).

For low-NHI absorbers, we provide a map with 400 x 400 pkpc bins to emphasize the large scale distribution

(Figure 2.24). After the number of absorbers per bin is measured, the values are placed onto a 10 times

finer grid and smoothed by a gaussian kernel with a full width half maximum equal to the bin size in impact

parameter (x-axis) and a velocity scale of 140 km s−1 or 600 pkpc in Hubble distance (y-axis). Binning and

smoothing is required to make maps of this type as the values of impact parameter and velocity are discrete.

The scale of the smoothing, however, is motivated by the data. The smoothing in Dtran is selected to obtain a

large enough sampling of the inner and outer bins such that the noise in the random distribution is reduced.

The velocity scale smoothing corresponds roughly to the amplitude of the redshift uncertainties (see §2.2.2).

In Figures 2.21 – 2.24, the normalization of the color bar is re-scaled from the raw ηabs per 100 x 100,

200 x 200, or 400 x 400 pkpc bin by the multiplicative factor χv, where:

χv =
DHubble

(
300 km s−1)

DHubble (bin)
≈ 1.26 pMpc

DHubble (bin)
(2.14)
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Figure 2.22 Same as Figure 2.21 but zoomed in to show the small scale distribution. The “bin” size for this
map is 100 x 100 pkpc. The smoothing scale is 100 kpc in impact parameter and 140 km s−1 (600 pkpc) along
the line of sight. The color bars for the incidence maps have been re-normalized χv = 12.6 in order to match
the ηabs summed over |∆v|< 300 km s−1.

where DHubble(bin) is either 100, 200, or 400 pkpc. For the 100 pkpc bins, χv = 12.6. This renormalization

brings the scale of ηabs into agreement with that shown in Figures 2.16 and 2.17.

Recently, Rakic et al. (2011b) constructed similar maps to those presented here using pixel optical depth

analysis (instead of Voigt profile fits) for a subset of the data presented here. Many of the conclusions

discussed in the following section are corroborated by the independent analysis of Rakic et al. (2011b, §4).

2.6.1 Absorbers with NHI > 1014.5 cm−2

Shown in Figure 2.21 is a map of ηabs for 1014.5 < NHI < 1017 cm−2. Here we compare a map of the absorber

distribution around galaxies (left-most panel) to a map which represents the general IGM as measured using

the random distribution (third panel from left). Clearly, the incidence of NHI> 1014.5 cm−2 absorbers is higher

near galaxies than in the general IGM. ηabs remains significantly and consistently higher than that seen in the

random map within 300 km s−1 along the line of sight and out to 2 pMpc in impact parameter.

The maps presented in Figure 2.22 which show the inner distance and velocity ranges at higher resolution,

allow one to compare the scales of the absorption excess in Hubble distance and in Dtran in order to detect

redshift anisotropies indicative of particular kinematic patterns. Galaxy redshift errors and peculiar velocities

of gas with respect to galaxies will generally expand the line-of-sight velocity distribution.17 Therefore, if

the signal along the line of sight is elongated more than expected given the redshift errors and the scale of

the transverse distribution, the remaining velocity structure may be attributed to peculiar velocities of the gas

with respect to galaxies.

Based on Figure 2.22, adopting the green contours as representative of the most extreme portion of the

17One exception to this “rule” is the case of inflowing gas on large scales where the inflow velocities counter the relative Hubble flow
causing a reduction in the line-of-sight velocity distribution.
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Figure 2.23 Same as Figure 2.21 but for low column density absorbers with 13< log(NHI) < 14.5. Note, that
the incidence of these absorption systems is higher in the large-scale regions surrounding galaxies, similar
to that of high column density systems. However, unlike the high column density absorbers, there is no
strong peak in the incidence rate of low-NHI systems at small galacto-centric distances. The color bars for the
incidence maps have been re-normalized χv = 6.3 in order to match the ηabs summed over |∆v|< 300 km s−1.

overdensity of gas (conservatively) corresponds to a velocity scale of ∼300 km s−1 and a physical impact

parameter ∼125 pkpc18. Subtracting in quadrature the 140 km s−1 smoothing (which corresponds roughly

to our redshift errors) leaves a residual velocity scale of |∆v|' 265 km s−1. This velocity, were it due to

pure Hubble flow, would indicate a distance of ∼ 1.1 pMpc. In order to consider the portion of the line-of-

sight elongation likely due to peculiar velocities, we can subtract in quadrature the extent of the transverse

distribution – in effect subtracting a possible Hubble flow broadening. Subtracting the DHubble = 125 pkpc or

∼ 35 km s−1 leaves ' 260 km s−1; in other words, peculiar velocities of ±260 km s−1 are indicated by the

data.19

2.6.2 Absorbers with NHI < 1014.5 cm−2

Figure 2.23 displays a map of the incidence of lower-column density absorbers (1013.0 < NHI< 1014.5 cm−2).

Again comparing the left-most panel (galaxy positions) to the third panel from the left (random IGM), one

sees that the incidence of these absorbers is higher in the regions near galaxies than in the general IGM;

however, the low-NHI map exhibits no strong peak at small galactocentric distances.

Since there is little structure on small scales in Figure 2.23, the map has been more heavily smoothed to

emphasize larger scales. Drawing attention to the edge of the red contours in Figure 2.24, it appears that

the scale of the excess absorption is marginally smaller along the DHubble (line-of-sight) axis (1.5 pMpc) than

along the transverse distance (2 pMpc). This suggests there may be coherent infall motion on >∼ Mpc scales

18Maps produced using a symmetric smoothing kernel of 200 pkpc in both the line-of-sight and transverse distance (not shown) also
yield excess absorption to 300 km s−1 along the line of sight. The extent of the line-of-sight distribution is robust to reductions in the
line-of-sight smoothing kernel; however, the S/N associated with the excess is improved by the adopted smoothing kernel.

19Or, we have seriously underestimated the magnitude of our galaxy redshift errors.
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Figure 2.24 Same as Figure 2.23 but with 400 x 400 pkpc binning. Note that the line-of-sight distribution
is compressed compared to the transverse distribution. The color bars for the incidence maps have been
re-normalized χv = 3.15 in order to match the ηabs summed over |∆v|< 300 km s−1.

compressing the distribution along the line of sight, the Kaiser (1987) effect. Rakic et al. (2011b) analyze the

pixel statistics in the KBSS survey and discuss the kinematics of the circumgalactic gas in detail. They find

a significant detection of compression of the signal along the line of sight which they interpret as large-scale

infall.

2.6.3 Median Column Density Maps

An alternative visualization of the distribution of H I surrounding galaxies, avoiding the division of absorbers

into low and high column density, is a map of the median NHI in a given bin. Figure 2.25 shows maps

where the color bar represents the median NHI in a given bin of Dtran and DHubble. On small scales, the

behavior is similar to the high-NHI absorbers, with significant elongation in the line of sight direction, due to

a combination of peculiar motions of the gas and error in zgal.

In this section we have shown that the kinematics of absorbers with log(NHI)>14.5 are consistent with a

peculiar velocity component of ∼±260 km s−1 within ∼ 100 pkpc of galaxies, and separately that absorbers

with log(NHI)<14.5 may exhibit the kinematic signature of retarded Hubble flow on scales >∼ 1 pMpc.

2.6.4 Explaining the Gas-Phase Kinematics

The kinematics of the gas surrounding galaxies may provide important clues about the physical processes

occurring near galaxies. The two most plausible scenarios for the origin of the observed gas is that it traces

the large scale structure (in which case it is likely falling onto the halo) or that it is the result of galactic winds,

known to operate in these galaxies. Most likely, it is some combination of the two phenomena. Unfortunately,

the sign of the velocity offset (red-shifted or blue-shifted) cannot tell us what the relative motion of the gas

is with respect to the galaxy since its position along the line of sight is not known. For example, gas which
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Figure 2.25 Maps of the median NHI with respect to the positions of galaxies. The “bin” size for this map is
200 x 200 kpc. The smoothing scale is 200 kpc in impact parameter and 140 km s−1 (600 pkpc) along the line
of sight. Left: The map of the true distribution of column densities. Right: The map of the column density
distribution in the random sample. The significance with which we detect structures appearing in this map is
quantified with the S/N maps presented in the preceding figures.
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is redshifted with respect to the galaxy might be behind the galaxy, and thus be either outflowing or moving

with the Hubble flow at larger distance. Conversely, redshifted absorbers could be foreground gas that is

redshifted because it is falling onto the galaxy. There is no way to know a priori which scenario holds in

which cases.

We recall that in §2.4.1 it was shown that the full extent in ∆v spanned by absorbers comprising the net

excess over random is |∆v| <∼ 700 km s−1, with the most significant portion of the excess within |∆v| <∼ 300

km s−1. Our map of high-NHI systems confirms the 300 km s−1 excess and allows us to measure the extent

of the peculiar velocities. After accounting for our estimated galaxy redshift errors (§ 2.6.1), the range of

significant excess becomes |∆v| <∼ 260 km s−1.

In-falling cool gas is likely to be moving at relative velocities smaller than the galaxy circular velocity

(Faucher-Giguère & Kereš 2011):

vcirc =
√

GMDM

rvir
= 220 km s−1, (2.15)

where we assume MDM = 1012 M� and rvir = 91 pkpc (see §2.2.1 and §2.8.3). Since we measure only the line-

of-sight component of this velocity, |vlos| ∼ 200km s−1 might serve as an approximate upper limit on the line-

of-sight velocity component due to graviationally induced peculiar velocities. Unless we have significantly

underestimated the measurement uncertainties in zgal, accreting gas would be expected to have a “quieter”

velocity field than observed.

On the other hand, outflows observed in the galaxy spectra regularly show blue-shifted velocities as high

as 800 km s−1, and large velocity widths appear to be required to explain the strength of strongly saturated

absorption at modest impact parameters (Dtran
<∼ 100 pkpc), based on the galaxy-galaxy pairs analysis of

Steidel et al. (2010). In the context of their simple model, the envelope of |∆v| is simply the component

of the outflow speed vout projected along an observers line of sight; this maximum velocity also dictates

how strong the resulting absorption features will be, with W0 increasing proportionally to vout. To model the

behavior of W0 with impact parameter, vout was the principle normalization factor and the inferred values

were 650 <∼ vout
<∼ 820 km s−1 depending on the ion. In the present work, the first bin in Dtran extends from

50-100 pkpc, with a median Dtran = 80 pkpc, with median log(NHI)' 16.5. Assuming the Steidel et al. (2010)

geometric/kinematic model (with Reff = 90 pkpc) would predict that a line of sight with Dtran= 80 kpc would

have |∆v| <∼ 0.46vout (equivalent to an observable velocity range between ±325 and ±400 km s−1) and a

threshold NHI ∼ 1017 cm−2 [analogous to our max(NHI) statistic], both compatible with the observations from

the QSO sightlines discussed above.

2.7 The Doppler Width

In addition to NHI and zabs, the third component of a Voigt profile fit is the Doppler width, bd. In the case

of an unsaturated line, the Voigt profile is well approximated by a Gaussian in optical depth, with a Doppler
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parameter:

bd =
√

2σ =
FWHM
2
√

ln2
. (2.16)

In the case of purely thermal broadening, the gas temperature T can be inferred directly from the Doppler

parameter:

bd(T ) =

√
2kT
m

(2.17)

where m is the mass of the ion and k is the Boltzmann constant. For H I,

T =
mH

2k
bd

2 = 4×104 K
(

bd

26 km s−1

)2

; (2.18)

noting that 26 km s−1 is the median value of bd in the full absorber catalog.

The physical state of the IGM is predicted to be governed by the balance of two principle processes:

the adiabatic cooling caused by the expansion of the Universe and photoionization heating, generally from

the UV background. In the regime where this holds and in the case that the baryonic overdensity roughly

traces the dark matter overdensity, a natural consequence is a relationship between the temperature of the gas,

T , and its density, ρ. Higher-density regions, having more gravitational resistance to the Hubble flow, cool

less and thus have higher temperatures on average (see e.g., Hui & Gnedin 1997; Schaye et al. 1999). And

indeed, observed distributions of thermally broadened absorption lines exhibit higher bd for absorbers with

higher NHI (Pettini et al. 1990; Schaye et al. 2000; Bryan & Machacek 2000; Ricotti et al. 2000; McDonald

et al. 2001).

Other processes can also broaden individual absorption components. For the most diffuse and physically

extended absorbers, generally with lower NHI, the Hubble flow itself can contribute significantly to the line

width. Turbulence (here meaning bulk motions of the gas) can also broaden absorption features such that:

bd
2 = b2

turb +
2kT
m

(2.19)

where bturb is the turbulent component of the line width.

In this section we discuss the distribution of Doppler widths (bd) observed in absorption systems as a

function of their galactocentric distance. The observed trends are much more subtle than those in NHI, but

their utility in discerning the physical state of the gas motivates a careful analysis.

2.7.1 The Dependence of bd on Proximity to Galaxies, Dtran

Figure 2.26 shows the Doppler width (bd) of absorbers with NHI > 1013 cm−2 versus Dtran. While considerably

more noisy than the column density trends in the previous section, it appears that within the second bin

(corresponding to 100 < Dtran< 200 pkpc) the median value of bd is considerably higher than that of the

random sample.
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Figure 2.26 The Doppler width, bd, of absorbers with log(NHI) > 13 and |∆v|< 700 km s−1 as a function of
transverse distance from a galaxy. The symbols have the same meaning as those in Figure 2.9 except they
refer to bd instead of NHI. Note the peak in the second bin corresponding to absorbers with 100 < Dtran < 200
pkpc.

We consider the trend in bd versus NHI for both the sample of absorbers close to galaxies and that of the

full absorber catalog. In this way, we can examine the bd of absorbers at fixed NHI, as shown in Figure 2.27, in

order to evaluate the effect of the T −ρ relationship on this result. Here, each of the four closest bins in Dtran

(Figure 2.26) is broken into individual panels. The asterisks represent the absorbers close to galaxies. The

black horizontal lines and shading refer to the full absorber catalog.20 Considering first the top right-hand

panel with 100< Dtran< 200 pkpc (the bin with the majority of the signal in Figure 2.26) for NHI> 1014 cm−2,

the median bd of absorbers close to galaxies is larger than the median of the full absorber sample at fixed NHI.

This suggests that the larger bd cannot be attributed solely to a dependence on NHI as in the T −ρ relation.

Figure 2.27 shows that the median bd for the sample of absorbers within Dtran ∼ 100 − 300 pkpc of

galaxies is systematically larger than that of absorbers from the full absorber catalogue across most bins in

NHI. However, the absorbers closest to galaxies (Dtran< 100 pkpc; top left panel of Figure 2.27) do not appear

to exhibit the same systematic “excess” in median bd (cf. Figure 2.26). There are too few galaxies in this

inner bin to determine whether the result is statistically significant.

In order to quantify the statistical significance of the apparent excess bd in the range Dtran < 300 pkpc,

we performed a Monte Carlo simulation. This was done by drawing random samples of absorbers from the

full absorber catalogue with the same distribution in NHI and of the same size as the absorber sample close to

galaxies. The figure of merit was taken to be the average difference computed as follows: in each bin of NHI

20Note that within the full catalog for absorbers whose growth is expected to remain approximately linear (NHI< 1015 cm−2, ρ/ρ. 10),
the median values (black horizontal lines) exhibit increasing bd with increasing NHI, as one would expect for the T −ρ relation.
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300 < Dtran < 400

Figure 2.27 Comparison at fixed NHI of absorbers close to galaxies with absorbers in the full H I catalog.
The different panels show four bins of Dtran. Asterisks represent the median value of bd in a bin of NHI
for absorbers close to galaxies. The horizontal black lines show the median bd of absorbers from the full
H I catalog, and the light shaded boxes represent their dispersion calculated through bootstrap samples of
the same size as those in the real sample. The velocity window is |∆v|< 700 km s−1. In the bins without
asterisks, there were no absorbers which satisfied both the Dtran and NHI criterion; similarly, asterisks without
error bars represent bins containing only a single absorber satisflying both the Dtran and NHI criterion. Recall
from Figure 2.26 that the strongest signal occurred at 100< Dtran < 200 pkpc (shown in this Figure in the top
right panel). Note that the median bd of all absorbers close to galaxies with NHI> 1014 cm−2 are larger than
those in the full absorber catalog.
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Figure 2.28 Same as Figure 2.26 but versus the 3D distance.

the difference between the median bd,MC from the Monte Carlo sample and the median bd in the full absorber

catalog was computed (asterisks minus black bars in Figure 2.27). The differences from the NHI bins were

then averaged. The fraction of Monte Carlo samples whose average bd excess is greater than that of the Dtran

< 300 pkpc sightline sample is 0.005, meaning the excess is significant at approximately the 3σ level.

2.7.2 Doppler Widths vs. 3D Distance

In Figure 2.28 we consider the distribution of bd as a function of D3D, which allows one to consider trends

as a function of distance without pre-selecting a velocity window. Here again, bd is elevated for bins close to

galaxies (D3D
<∼ 400 pkpc). In the first bin, the median bd ≈ 35 km s−1 compared to bd=27 km s−1 for the

random sample.

We again perform a comparison at fixed NHI and since the median bd monotonically decrease with in-

creasing D3D, we consider cumulative distance bins. For absorbers with D3D< 600 pkpc, the median bd for

absorbers with NHI< 1016 cm−2 is larger than the median measured in the full absorber catalog. Notably, for

15 < log(NHI)< 16, absorbers close to galaxies (D3D< 400 pkpc) have a median bd > 40 km s−1. If inter-

preted as the result of an increase in gas temperature, the change in bd is equivalent to more than doubling T .

We also note that these intermediate NHI systems that are characteristic of the CGM tend also to be associated

with the strongest high ionization metals (O VI, C IV), often exhibiting evidence that the ionization has been

produced by shocks in addition to photoionization (Simcoe et al. 2002).

As previously stated, the 3D distance is strongly influenced by the magnitude of |∆v|. Notably, the first

three bins in D3D (those with the most significant deviation in bd) correspond to absorbers with |∆v|< 150 km s−1.
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D3D < 600
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D3D < 800

Figure 2.29 Same as Figure 2.27 but now divided into bins of 3D distance, D3D, and with cumulative bins in
D3D. From Figure 2.28 one notes that the majority of the signal results from D3D< 400 pkpc (shown in this
Figure in the upper two panels). Notably, absorbers near galaxies have higher bd at nearly all values of NHI at
these impact parameters. Because the signal from all bins is combined, higher bd at fixed NHI is evident for
absorbers with D3D< 600 pkpc.
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In summary, considering the trends illustrated in Figures 2.26 – 2.29, it appears that absorbers of all NHI

with 100< Dtran < 300 pkpc and |∆v| < 150 km s−1 have significantly larger Doppler widths than absorbers

of the same NHI in the full absorber sample.

2.7.3 Doppler Parameter: Possible Physical Explanations

The trends in Doppler widths, bd, could have a variety of physical origins. As previously discussed, elevated

bd could be related to the observed trend in NHI through the T −ρ relation in the IGM. However, we showed

that at fixed NHI, the median bd of absorbers close to galaxies is still significantly larger than in the full

absorber catalog (Figures 2.27 and 2.29). This suggests that the T −ρ relationship alone cannot account for

the broader absorption lines close to galaxies.

Another possible contributor to increasing bd near galaxies is a change in the ionization at a given NHI. If

the galaxy itself produces a significant fraction of the local ionizing radiation field (i.e., in excess of that of

the metagalactic UV background), then NHI/NH would be smaller near galaxies. The fraction of the ionizing

photons which escape the ISM of the galaxy is small (Nestor et al. 2011, Steidel et al. in prep), but their

number, compared to the UV background is likely significant within ∼ 100 pkpc. In this case, the T − ρ

relation could hold, but the mapping of NHI to ρ would be altered. If this were the case, we would expect

the locations of the asterisks in Figures 2.27 and 2.29 to be consistent with a leftward shift of the black bars.

However, this scenario is at odds with the observation that the median bd of absorbers with 1014 <NHI< 1016

cm−2 and 100 < Dtran< 200 pkpc is higher than the median bd for any bin in NHI observed in the full absorber

catalog (Figure 2.27). The same is true of absorbers with D3D < 400 pkpc and 1014 <NHI< 1016 cm−2 (Figure

2.29).

Assuming that overdensity is not the main cause of the increased bd, we consider other plausible processes

which could lead to an increase in the temperature or turbulence of the gas. In principle it is possible to

disentangle the source of the broadening (turbulent vs. thermal) by comparing the widths of absorption lines

arising from ions with different atomic weights. The thermal broadening component, bd(T), depends on

atomic mass, while the turbulent broadening component will remain constant so long as the ions reside in

the same gas. While the HIRES QSO spectra in our sample include metal absorption lines which could be

used for this purpose, the analysis of the metal lines is beyond the scope of this paper and will be presented

elsewhere. At present, we consider the implications of both possible effects (temperature and turbulence).

Referring to Figure 2.28, there is an increase in the median bd from 27 km s−1 to 35 km s−1. Assuming

purely thermal broadening, these values would indicate T = 4.4× 104 K and 7.4× 104 K, respectively, or

an increase in temperature of 68%. If we consider the absorbers with bd
>∼ 40 km s−1 as in Figure 2.29,

these suggest a temperature of ∼ 105 K. If instead the increase in line width is due to turbulence, an excess

turbulent velocity of 20-30 km s−1 would account for the departure from the bd= 27 km s−1 global median.

In either case, it is curious that the elevated Doppler widths occur in gas with 100 < Dtran< 300 pkpc but are

not detected in the bin from 0 - 100 pkpc. While the non-detection at the smallest impact parameters is likely
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not significant, clearly, whichever mechanism is responsible for this increase in width is acting significantly

outside of the typical galaxy virial radius (∼ 90 pkpc).

Unless AGN are involved (galaxies with detected AGN signatures were not used in our analysis), excess

photo-heating for material closer to galaxies seems unlikely, since the UV radiation field from local stellar

sources is likely to be (if anything) softer than the metagalactic background believed to dominate at an average

IGM location.

There are at least two plausible processes which could increase bd in the CGM of galaxies: galactic winds

(outflows) and baryonic accretion. Accreting gas can be heated by shocks forming as the gas falls into galaxy

halos. The galaxies in our sample have halo masses comparable to the theoretically expected transition mass

between “cold mode” and “hot mode” accretion (van de Voort et al. 2011b; Faucher-Giguère et al. 2011;

Kereš et al. 2009; Ocvirk et al. 2008); most of these authors predict that both hot and cold accretion occur

in such halos at z > 2. The virial temperature for galaxies with halos of mass ∼ 1012 M� is expected to be

Tvir ' 106 K (van de Voort et al. 2011b), and Kereš et al. (2009) suggest that this hot gas may fill the volume

surrounding galaxies to a few rvir. The H I absorbers in our sample are unlikely to trace gas this hot, however

gas cooling from this temperature would be detectable.

The interaction of cool dense gas with either a hot halo or a rarified wind fluid is also expected to produce

turbulent boundary layers via both Rayleigh-Taylor21 and Kelvin Helmholtz22 instabilities (Kereš & Hern-

quist 2009; Faucher-Giguère & Kereš 2011). These boundary layers are also where metallic ions such as

O VI are expected to be most abundant.

Galactic super winds can naturally explain either thermal or turbulent broadening, potentially to large

distances away from galaxies. The favored mechanism for large scale winds is shocks from supernovae

which could easily increase the gas temperature of the ambient medium. Although the distance to which

galactic winds propagate is not well constrained, there is evidence that they expand to at least rvir (Steidel

et al. 2010). Shen et al. (2011) recently considered high-resolution “zoom-in” simulations of a single Lyman

Break Galaxy23 at z = 3. In their model, the LBG itself (as opposed to its satellite galaxies) enriches the IGM

with metals from supernovae-driven winds to 3rvir (see their Figure 9). Kollmeier et al. (2006) considered

the effect of winds on the CGM of star-forming galaxies at z = 3 and found that winds could have a profound

effect on the temperature of nearby gas: varying the energy released by supernovae in their simulations by a

factor of 5 changed the temperature of gas close to galaxies by ∼ 250% (see their Figure 10). More recently,

van de Voort & Schaye (2011) considered the physical properties of gas surrounding galaxies with halo

masses MDM = 1012 M� at z = 2 as a function of the kinematics of the gas (i.e. inflowing vs. outflowing).

They found a radial temperature profile of outflowing gas qualitatively consistent with the observed increase

in bd. Outflows are also predicted to drive gas turbulence outside of virial halos through the conversion of

21Rayleigh-Taylor instabilities would form in the case of a lighter, less-dense fluid lying deeper in the gravitational potential of the
galaxy than a denser cold-stream.

22Kelvin Helmholtz instabilities would form in the condition where the dense stream was moving with respect to the hot medium.
This is especially plausible in the case of a fast moving galactic wind or a filament moving at the free-fall velocity.

23Lyman Break Galaxies at z = 3 have very similar properties to the galaxies studied in this paper.
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kinetic energy from supernova driven bubbles into random motions through gas instabilities (see e.g., Evoli

& Ferrara 2011).

While the exact cause of the enlarged line widths is not apparent, it is clear that the physical state of the

gas within ∼ 300 pkpc is markedly different from that in “random” locations in the IGM - suggesting that

galaxies and their potential wells deeply affect their surrounding CGM. This fact may introduce significant

complications to studies of the general IGM which will be discussed further in §2.8.5.

2.8 General Discussion

In §2.4 – 2.7 we presented measurements and plausible interpretations of the properties of neutral hydrogen

gas surrounding star-forming galaxies at high z. Here, we speculate on the possible implications of the

observed trends.

2.8.1 Gaseous “Zones” around Galaxies

The distribution of strong absorbers (Figure 2.9) and of the incidence of absorbers (Figures 2.16 and 2.17)

suggest three distinct “zones” in the gaseous envelopes surrounding galaxies.

1. The first zone corresponds to the volume within Dtran< 300 pkpc. For scale, the virial radius of a

typical galaxy in our sample is ∼ 90 pkpc. Inside 300 pkpc, the values of the max(NHI) statistic are

significantly elevated and rise toward the position of the galaxy (Figure 2.9). Figure 2.16 shows rising

ηabs with decreasing Dtran for the three bins within 300 pkpc. Similarly, at 300 pkpc, ηabs for absorbers

with NHI > 1014.5 drops sharply. In Figure 2.17, again at 300 pkpc one sees a rapid drop in the incidence

of all absorbers with NHI > 1014.5 cm−2.

2. The second zone lies between 300 pkpc < Dtran. 2 pMpc. In Figure 2.9, we observed that max(NHI),

while high compared to the random distribution, plateaus at a roughly constant value within this zone.

ηabs also plateaus over the same range as shown in Figures 2.16 and 2.17.

3. The third zone corresponds to Dtran& 2 pMpc. The transition between the second and third zone is not

a sharp feature; rather between ∼ 2 − 3 pMpc, the distribution of absorbers as seen in the max(NHI) and

ηabs statistics drops to become consistent with (or below that of) the IGM median.

Three distinct zones are also evident in the velocity distribution of absorbers.

1. The first zone, corresponding to the strongest peak in the velocity distribution, is within |∆v| < 300

km s−1 (Figures 2.6 and 2.7).

2. The second velocity zone includes gas to |∆v| ≈ 700 km s−1, which encompasses the full extent of the

excess NHI (Figures 2.5 and 2.6).
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Figure 2.30 The fraction of all H I systems in our QSO sightlines that arise within |∆v| < 300 km s−1 and
Dtran < 300 pkpc of the position of a galaxy in our spectroscopic galaxy sample (lighter red histogram), as
a function of NHI. The darker (blue) histogram indicates the fraction after correcting for the fact that not all
galaxies in the photometric sample have been observed spectroscopically. These corrected points thus reflect
the fraction of absorbers arising within the CGM of galaxies that meet our photometric selection criteria.

3. The third zone is |∆v| > 700 km s−1, where the distribution with respect to galaxies is consistent with

that of random locations (Figures 2.5 and 2.6).

Note that in Figure 2.7, the median NHI of absorbers with Dtran < 300 pkpc exhibits a sharp drop-off

at |∆v| ≥ 300 km s−1 suggesting that absorbers at Dtran > 300 pkpc are likely responsible for the excess

absorption at 300 < |∆v| < 700 km s−1.

2.8.2 Defining the CGM

We adopt a working definition of the “circumgalactic medium” (CGM) as the region within |∆v| < 300

km s−1 and Dtran < 300 pkpc of a galaxy. Figure 2.30 shows (in red) the fraction of absorbers from the full

absorber catalog which fall within the CGM of a galaxy in our spectroscopic sample as a function of NHI.

Our spectroscopic galaxy sample is 70% complete with respect to the photometric parent sample within

300 pkpc of the line-of-sight to the QSOs.24 The blue histogram in Figure 2.30 has been corrected for this

incompleteness assuming that unobserved galaxies have the same overall redshift distribution and similar

CGM to those that have been observed. Figure 2.30 shows that >∼ 20% of all absorbers with log(NHI) >

24Our absorption line catalogue is essentially 100% complete for absorbers with log(NHI) & 13.
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14.5 and >∼ 40% of those with log(NHI) > 15.5 arise in the CGM of galaxies that meet our selection criteria.

Noting that the comoving number density of identically selected galaxies (with the same limiting magnitude

of R = 25.5) is Φ = 3.7× 10−3 cMpc−3 (Reddy et al. 2008), the CGM of LBGs at 〈z〉 = 2.3 contains only

' 1.5% of the Universe’s volume but accounts for nearly half of the total gas cross-section for NHI > 1015.5

cm−2. This is perhaps surprising given that our sample includes only galaxies with LUV ≥ 0.25L∗UV and the

faint-end slope of the UV luminosity function is very steep at z∼ 2.3; however, it is consistent with previous

results based on strong metal-line absorption around similar galaxies at comparable redshifts (Adelberger

et al. 2003, 2005a; Steidel et al. 2010).

The situation changes substantially for NHI
<∼ 1014.5 cm−2; we have seen that these lower NHI absorbers

are more loosely associated with galaxies in our sample, though their incidence is enhanced by ∼ 10 − 20%

relative to average locations in the IGM (e.g. see the top panels of Figure 2.16).

Stated another way, we have found that low and high- column density absorbers cluster differently with

high-z, UV-bright galaxies. We showed (Figure 2.16) that absorbers with log(NHI) > 14.5 exhibit a much

stronger peak in incidence towards the positions of galaxies than do the absorbers with lower column densi-

ties. Similarly, in maps of the incidence (Figures 2.21 – 2.24) low-column density absorbers show only large

scale correlation with the positions of galaxies while high-column density absorbers again showed a strong

peak near galaxies both along the line of sight and in Dtran.

Collectively, these lines of evidence point to a circumgalactic zone defined by the boundaries of |∆v|<

300 km s−1 and Dtran< 300 pkpc and dominated by absorbers with log(NHI) > 14.5. They also suggest

that only systems with log(NHI) <∼ 14 cm−2 are confidently “IGM”– as NHI increases beyond this limit, the

likelihood that the gas lies within the CGM of a relatively bright galaxy increases very rapidly.

2.8.3 Small Scale Distribution of NHI

In an effort to understand the physics responsible for the distribution of NHI as a function of transverse

distance from galaxies, we compare the data to two theoretical models. First we consider the possibility that

the H I column density traces the dark matter halo density profile.

The typical dark matter halo hosting a galaxy in our sample is theoretically expected to follow a NFW

(Navarro et al. 1997) density profile:

ρ(r) =
ρc(z) δNFW

c r
rvir

(
1 + c r

rvir

)2 (2.20)

where δNFW is a normalization defined as

δNFW =
200
3

c3

ln(1 + c) −
c

1+c
(2.21)

and ρc is the critical density, c is the concentration parameter of the dark matter halo which we take to be

c = 4 following Duffy et al. (2008), and rvir is the virial radius for halos of average mass 1012 M� (91 pkpc;
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Figure 2.31 The max(NHI, 300 km s−1) statistic, converted into a universal overdensity using Schaye (2001)
plotted against transverse distance to a galaxy on a logarithmic scale. The same data shown in Figure 2.10
with two models over-plotted for comparison. Here we use 100 pkpc bins within 1 pMpc and 400 pkpc
bins at larger Dtran to simplify the plot. Shown in the (red) dashed line is the NFW radial density profile
plotted as a universal overdensity. See text for more details. Shown in the light (orange) dotted , light (green)
dash-dotted, and dark (purple) dash-dotted lines are the average dark matter profiles from the MultiDark
simulation for halos with MDM > 1011.8 M�. The light (orange) dotted curve is the median value (across
the halos considered) of the average density in concentric spherical shells of radius Dtran. The light (green)
dash-dotted curve is the median (across the halos considered) of the average dark matter density in concentric
cylindrical shells of radius Dtran and length ±300 km s−1=± 1200 pkpc. The dark (purple) dash-dotted curve
is analogous to the green one, but the velocity window is ±700 km s−1.

Trainor & Steidel, in prep; Conroy et al. 2008; Adelberger et al. 2005b).

We define ∆, the matter overdensity, as:

∆ =
ρ

ρ
=

ρ

ΩM(1 + z)3 ρc(z = 0)
. (2.22)

Noting the definition for the critical density:

ρc(z) =
3H2(z)
8πG

(2.23)
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we can then express the NFW profile as a function of overdensity, rather than density:

∆NFW(r) =
1

ΩM(1 + z)3

δNFW

c r
rvir

(
1 + c r

rvir

)2
H2(z)

H2
0
. (2.24)

Using Jeans scale arguments, Schaye (2001) defined a scaling function which relates the gas overdensity

(ρb/ρb) to an expected value of NHI. While on the smallest scales where the growth is highly non-linear it is

certainly not the case that ρb/ρb is equal to ∆, the matter overdensity (which is dominated by dark matter),

the expectation is that they should mirror each other well at low overdensity (∆ ≈ 1 − 10) where the growth

is yet to become significantly non-linear. We therefore assume ρb/ρb ≈∆, in order to compare our measured

max(NHI) to theoretical density profiles. For the cosmology used in this paper, at the redshifts of our sample,

the scaling function from Schaye (2001) is:

∆≈
(

NHI
1013.4

)2/3

T 0.17
4

(
Γ12

0.5

)2/3(1 + z
3.3

)−3

, (2.25)

where T4 is the gas temperature in units of 104 K and Γ12 is the hydrogen photoionization rate in units of

10−12 s−1 where the normalization is taken from Faucher-Giguère et al. (2008). Using this relation, we can

convert our max(NHI) statistic into ∆ which can then be compared to the rescaled NFW profile.

The values after converting max(NHI) to ∆ are shown in Figure 2.31. The (red) dashed curve is the NFW

density profile (Equation 2.24). The NFW halo has a radial distribution similar to that of the ∆ inferred from

our max(NHI) statistic for small Dtran, but falls well below the Jeans-scale-inferred overdensity for Dtran
>∼ 300

pkpc. This is expected since the NFW profile is measured in simulations for dark matter (DM) within the

virial radius. In the following section, we compare to the DM density on larger scales using DM profiles

drawn directly from simulations.

2.8.4 Large Scale Distribution of NHI

Considering the distribution of gas around galaxies on Mpc scales, it is interesting to note the similarity

between the scale over which circumgalactic gas has higher density than an average location in the IGM (Dtran

. 2 pMpc) and the galaxy-galaxy autocorrelation scale length recently measured from the same galaxies,

r0 = (6.5±0.5)h−1 cMpc (' 2.8 pMpc at 〈z〉 = 2.3; Trainor & Steidel, in prep). It would not be surprising if

they were closely related.

Most of the recent work on the dark matter density profiles at several rvir and beyond have focused on the

local universe. Since we are interested in comparing the gas-inferred density profiles with an average dark

matter profile at z ∼ 2 − 3, we created median DM density profiles using the MultiDark simulation (Klypin

et al. 2011). The radial density profile within 3 pMpc was computed from 100 halos with MDM > 1011.8

M�25. Here we consider the dark matter density profile measured in two ways presented in terms of universal

25The halo mass was inferred from the number of particles found to “belong” to a halo using the Friends-of-Friends algorithm. The



76

100 1000
Impact Parameter, Dtran [pkpc]

0.0

0.5

1.0

1.5

2.0

2.5

lo
g
(∆

)[
m

a
x
(N

H
I, 

3
0
0
 k

m
 s

−
1
)]

 

 

 

 

 

 

Γ12 = 0.27 

MD spherical

Figure 2.32 Same as Figure 2.31 but using a different normalization of the photoionization rate. In Figure
2.31 the data values were converted into ∆ assuming Γ12 = 0.5 as suggested by Faucher-Giguère et al. (2008).
Here, the data values are converted into ∆ assuming Γ12 = 0.27 which bring them into the closest agreement
with the MultiDark spherical density profile measurements.
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overdensity as shown in Figure 2.31. (1) First, we consider the average density in concentric spherical shells

of radius Dtran centered on the position of each halo. We take the median of this profile across the 100

halos considered (light orange dotted curve) and compare it to the max(NHI, 300km s−1) statistic converted

into overdensity using equation 2.25. (2) We also consider the average dark matter density profile computed

within concentric cylindrical shells of radius Dtran and length ∆v= ±300 km s−1 (±1200 pkpc) as shown in

the light (green) dash-dotted curve. We consider the effect of the velocity window used as well - the dark

(purple) dash-dotted curve is analogous to the green curve, but with a cylinder length of ±700 km s−1.

The spherically-averaged radial density profile is well-matched by the NFW profile on small scales as

expected (Figure 2.31). After 200–300 pkpc (the same scale as the first “zone” of the CGM, §2.8.1), the

spherically averaged radial density profile flattens compared with NFW. From ∼200–300 pkpc onwards, the

inferred density declines smoothly, falling to the mean density of the universe [log(∆)=0] at Dtran> 3 pMpc.

The cylindrically averaged density profile significantly dilutes the signal in the inner bins of Dtran suggest-

ing that the max(NHI) statistic traces more of a radial distribution than a “line-of-sight” distribution on small

scales. On larger scales, the cylindrical and spherically averaged density profiles look quite similar. Between

Dtran ≈ 1.5 - 2 pMpc, the two cylindrically averaged curves become consistent with each other. This suggests

that on scales of ∼ 2 pMpc the density along a sightline between ±300 km s−1 and ±300 to ±700 km s−1 is

similar – as one would expect far from galaxies as the density approaches the universal mean.

The density inferred from the H I measurements is markedly higher on∼ pMpc scales than is predicted by

either MultiDark DM density profile. There are three possible causes for this discrepancy: (1) It may be the

case that the max(NHI) statistic traces high-density substructure while the radial density profiles drawn from

the simulations are (by construction) smoothed - averaging over these structures. The assumption of Jeans

smoothing intrinsic to the arguments of Schaye (2001) should minimize the discrepancy; however, it is likely

still that substructure may affect our max statistics. (2) One or more of the assumptions used in the Schaye

(2001) conversion between NHI and ∆ could be invalid. For example one of the more uncertain quantities

required in the conversion is the H I photoionization rate, Γ.26 In Figure 2.32 we consider the change in

the value of Γ needed to bring the measured ∆[max(NHI, 300km s−1)] into agreement with the spherically

averaged dark matter density profile. This plot suggests a normalization∼40% lower than the estimates from

Faucher-Giguère et al. (2008).27 (3) Another possibility is that Jeans scale arguments do not hold in detail on

these scales.28

halo-mass cut of 1011.8 M� is the same mass threshold which reproduces the clustering of galaxies in our spectroscopic sample, as
described in Trainor & Steidel (in prep). The mean and median halo masses of galaxies with this halo-mass threshold are 1012.2 M� and
1012 M�, respectively.

26Γ12 refers to the photoionization rate in units of 10−12 s−1.
27The temperature of the gas is another quantity that could be adjusted. The temperature assumed currently is 104 K. To match our

observations we would need to significantly lower the temperature assumed to T < 103 K which is unlikely to be the case. If anything,
104 K is likely a lower limit on the temperature of the IGM at z∼ 2 (see e.g., Becker et al. 2011a).

28We tested the agreement between the aforementioned models and our data converted using the Fluctuating Gunn-Peterson Approx-
imation (FGPA; Rauch et al. 1997), finding that the disagreement is larger. Rakic et al. (2011b) also compare several methods for
converting between H I optical depth (akin to NHI) and overdensity (see their §4.5).
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2.8.5 The Implications of the Distinct Physics of the CGM

The final point is a note of caution regarding the effect the CGM of luminous galaxies may have on measure-

ments which rely on “average” locations in the IGM. In addition to the rising NHI and ηabs observed in the

CGM of galaxies, we have shown that the physical state of the absorbing gas in this region is also distinct

from the general IGM. The Doppler widths, bd, of individual absorbers are significantly larger in the CGM

zone, even when compared at fixed NHI. Further, absorbers with NHI> 1014.5 cluster tightly with galaxies

(Figures 2.16, 2.17, and 2.22), and these absorbers are found in the CGM zone with very high frequency

(Figure 2.30).

Taken together, these observations suggest that the physics of the “IGM” which has long been lever-

aged for measurements varying from the metagalactic background to the matter power spectrum, may be

significantly affected by the baryonic physics of galaxy formation; particularly, low-resolution IGM studies

dominated by H I absorbers ∼saturated in Lyα (NHI> 1014.5 cm−2) are likely to be affected by the presence

of a nearby galaxy. Further observational and theoretical examination of this subject is crucial to a full

understanding of the measurement power of the IGM.

In addition, studies of the distribution of metal absorption lines in the “IGM” often consider metallic

species associated with HI absorbers of log(NHI) & 14.5 (Cowie et al. 1995; Songaila & Cowie 1996; Ellison

et al. 2000; Carswell et al. 2002; Simcoe 2011). To a large degree, this is a practical choice as the associated

metal absorbers occurring in sub-solar metallicity gas must be found and measured in spectra of finite S/N.

However, the properties of the CGM discussed above suggest that, as many authors have speculated, these

measurements more directly probe the metallicity of the CGM than that of the IGM. Observations at z & 5

generally cannot measure the NHI associated with metal systems due to the line density of the forest, but they

are likely to suffer from the same effect, adding credence to the idea that the recent discovery of the high-z

downturn of C IV (Ryan-Weber et al. 2006, 2009; Becker et al. 2009, 2011c; Simcoe et al. 2011) likely also

traces CGM gas.

The observations of circumgalactic and intergalactic gas and its association with forming galaxies have

now progressed to the point that more stringent comparison to theoretical expectations is possible. Even using

the comparatively “blunt” tool of gas covering fraction, we have shown (§2.5.2) that the distribution of HI gas

around galaxies exceeds the expectations of the models to which they have been compared, with the discrep-

ancy increasing as NHI decreases below 1017 cm−2. It is clear that a combination of high-resolution (to capture

the small-scale baryon physics) and cosmological (to provide sufficient statistical leverage) simulations will

be required to make use of the more detailed physical measurements emerging from the observations: e.g.,

gas-phase kinematics, multi-phase velocity/density structure, redshift-space distortions, gas temperatures,

turbulence, the distribution and mixing of metals, all as a function of galaxy properties. In order to match

the real universe, simulations will need to realistically model the physics of feedback from star formation,

supernovae, and AGN activity and its effect on gas-phase accretion from the CGM.

It will be important for future simulations to have sufficient dynamic range to make predictions about
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the distribution of neutral hydrogen with 13 < log(NHI) < 20. The physical picture advocated by most

modern theoretical treatments of the “IGM” is that the Lyα forest traces gas of modest overdensity within the

filaments of the “cosmic web.” The high covering fractions found in this study (e.g., the relatively large fc of

saturated HI extending &2 pMpc from ∼ 1012 M� dark matter halos; §2.5) suggest that if this picture holds,

the size of these filaments may remain quite large even as they approach the positions of high-bias halos.

These initial comparisons suggest that the topology of the neutral hydrogen gas may be less “filamentary”

(at all column densities) than current simulations of the “cosmic web” and “cold accretion” predict. If such

disagreement between simulations and observations are common and persist they may become key to a deeper

understanding of the baryon physics that ultimately controls the process of galaxy formation.

2.9 Summary

In this paper we have presented a detailed study of neutral hydrogen in the IGM surrounding 886 high-z

star-forming galaxies using spectra of background QSOs from the Keck Baryonic Structure Survey. We

draw conclusions from the analysis of 15 sightlines to hyper-luminous high-z QSOs using high-resolution

(7 km s−1), high-signal-to-noise ratio (50-200) spectra. This study constitutes the largest absorption line

catalog ever created at these redshifts through a complete Voigt profile decomposition of the Lyα forest for

all 15 sightlines. The high S/N and excellent UV/blue-wavelength coverage of the HIRES QSO spectra allow

precise determination of the column densities of saturated H I absorption systems whose positions we have

found to correlate strongly with those of the galaxies in our sample. This sample is also considered by Rakic

et al. (2011b) who analyze the pixel statistics of the H I optical depth.

In this work, we study the absorption patterns of H I gas in the velocity and spatial locations surrounding

each galaxy redshift. We have examined the correlations among column density (NHI), covering fraction ( fc),

incidence (ηabs), absorption line width (bd), galactocentric transverse distance (Dtran), velocity offset (∆v),

and 3D distance (D3D). Our principal results are as follows:

1. The redshifts of H I absorption systems in the QSO spectra correlate strongly with the redshifts of

galaxies (§2.4.1). The distribution of relative velocities (∆v) is peaked at the systemic redshift of

galaxies in our sample (Figure 2.5). The full excess absorption near galaxies falls within ±700 km s−1

with the majority of the excess NHI (i.e. the higher column density absorbers) falling within ±300

km s−1 (Figures 2.6 and 2.7).

2. The column density (NHI) of absorbers is strongly correlated with the impact parameter to a galaxy

(Dtran, §2.4.2). We consider the highest-NHI absorber within ±300 km s−1 [max(NHI)] of each of the 10

galaxies within 100 physical kpc and find that the median value is 3 orders of magnitude higher than at

random places in the IGM (Figure 2.10). A trend of rising column densities as a function of decreasing

Dtran is observed within the inner 300 physical kpc (1 cMpc) surrounding galaxies (Figures 2.9, 2.10,
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and 2.11).

3. The column densities (NHI) of absorbers as measured through the max(NHI) statistic plateau in the range

300 pkpc< Dtran. 2 pMpc (Figures 2.9 and 2.10, §2.4.2.1). Interestingly, the plateau is elevated in NHI

with respect to random places in the IGM by 0.3 − 0.6 dex. For Dtran& 2 pMpc, the values of max(NHI)

decline and become consistent with random places in the IGM.

4. The median NHI as a function of 3D distance29 smoothly declines with increasing D3D and becomes

consistent with random places in the IGM at D3D ≈ 3 pMpc (Figure 2.14, §2.4.3).

5. The incidence30 (ηabs) of absorbers of all NHI is higher within Dtran
<∼ 2 physical Mpc of the position

of a galaxy than at random places in the IGM (Figure 2.16, §2.5). For Dtran& 2 pMpc, ηabs is consistent

with that of the random IGM.

6. For absorbers with log(NHI) > 14.5 cm−2, there is a strong peak in the incidence, ηabs, close to galaxies

at Dtran < 300 pkpc (Figure 2.16, §2.5). No such peak is seen in the distribution of lower-column

density absorbers. This suggests that absorbers with log(NHI) > 14.5 cm−2 are more directly related to

galaxies than absorbers of lower NHI.

7. The incidence, ηabs, of absorbers with NHI > 1014.5 cm−2 and |∆v|< 300 km s−1 shows rising values

within Dtran < 300pkpc. From 300 pkpc < Dtran. 2 pMpc, the ηabs roughly plateaus with ηabs &

0.5. After ∼2 pMpc, the distribution becomes consistent with random places in the IGM (Figure 2.17,

§2.5.1).

8. Within 300 pkpc and±350 km s−1 of a galaxy, the probability of intersecting an absorber with log(NHI)

> 14.5 is > 4 times higher than at a random place in the IGM. (Figure 2.18 and Table 2.3, §2.5.1).

9. Maps of the incidence, ηabs, of low and high-NHI absorbers as a function of Dtran and DHubble allow

for the measurement of redshift anisotropies (§2.6). In low-NHI gas [log(NHI) < 14.5], on large scales

(pMpc) the distribution along the line of sight is compressed compared to the distribution in the trans-

verse direction. This is likely the signature of gas infall e.g. the Kaiser (1987) effect (Figure 2.24). In

the high-NHI gas [log(NHI)> 14.5], we find the “finger of God” effect, the elongation of the distribution

along the line of sight compared to the transverse distribution (Figure 2.22). Taking into account the

effect of our redshift errors, the data are consistent with peculiar velocities of ∼ 250 km s−1. These

conclusions are in agreement with those presented in Rakic et al. (2011b) who used pixel optical depth

analysis to demonstrate that the compression along the line of sight on large scales is highly significant

(> 3σ).

29The 3D distance, D3D, is computed using the quadratic sum of the physical impact parameter between the galaxy and the line of
sight to the QSO (Dtran) and the line-of-sight distance one would calculate assuming the ∆v of each absorber was due only to the Hubble
flow, DHubble.

30The number of absorbers per galaxy with |∆v|< 300 km s−1 and in a given bin of Dtran.
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10. The Doppler widths (bd) of individual absorption lines in the HIRES spectra rise as the galactocentric

distance is decreased (§2.7). The majority of the increased width is found within |∆v|< 150 km s−1

and 100 < Dtran< 300 pkpc (Figures 2.26 and 2.28). The larger line widths could be caused by an

increase in the gas temperature, the turbulence of the gas, or both. The median bd close to galaxies are

consistent with a gas temperature ∼ 105 K, or a turbulent contribution of ∼ 20 − 30 km s−1.

11. Based on these measurements, we suggest a working definition of the circumgalactic medium (CGM)

to be all locations within 300 pkpc and ±300 km s−1 of a galaxy. We find that the CGM of our

completeness corrected galaxy sample can account for nearly half of all absorbers with log(NHI) >

15.5 (Figure 2.30, §2.8.2). Notably, the CGM of these galaxies comprises only 1.5% of the universe’s

volume at these redshifts.

These findings not only define relevant scales of the CGM of luminous galaxies at redshift z∼ 2 − 3, but

also demonstrate that much of the moderately high-NHI portion of the IGM likely originates in the regions

surrounding luminous galaxies where the baryonic physics of galaxy formation appear to affect the physical

state of the gas. This point may have important consequences for past and future studies of the “IGM” and

should be considered in greater detail.

Our understanding of the physical properties of gas surrounding star-forming galaxies will greatly benefit

from analysis of metallic absorption features in the HIRES spectra. These absorption lines probe the ioniza-

tion state and metallicity of the gas and will provide direct constraints on the total mass in hydrogen and in

metals that surround star-forming systems. This work is underway and will be published in the second paper

in this series.

With this further analysis, we will have for the first time a quantitative snapshot of the baryonic interplay

between the intergalactic medium and forming galaxies which is evidently central to the processes of galaxy

formation and evolution.
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Chapter 3

The Temperature-Density Relation in
the Intergalactic Medium at Redshift
〈z〉 = 2.4

This chapter was previously published as Rudie et al. 2012, ApJL, 757, L30 with coauthors Charles C. Steidel and Max Pettini.
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Abstract

We present new measurements of the temperature-density (T −ρ) relation for neutral hydrogen in the 2.0 <

z < 2.8 intergalactic medium (IGM) using a sample of ∼6000 individual H I absorbers fitted with Voigt pro-

files constrained in all cases by multiple Lyman series transitions. We find model independent evidence for

a positive correlation between the column density of H I (NHI) and the minimum observed velocity width of

absorbers (bmin). With minimal interpretation, this implies that the T −ρ relation in the IGM is not “inverted,”

contrary to many recent studies. Fitting bmin as a function of NHI results in line width - column density depen-

dence of the form bmin = b0
(
NHI/NHI,0

)Γ−1
with a minimum line width at mean density (ρ/ρ̄ = 1,NHI,0 = 1013.6

cm−2) of b0 = 17.9± 0.2 km s−1 and a power-law index of (Γ − 1) = 0.15± 0.02. Using analytic arguments,

these measurements imply an “equation of state” for the IGM at 〈z〉 = 2.4 of the form T = T0
(
ρ/ρ̄
)γ−1

with a

temperature at mean density of T0 = [1.94±0.05]×104 K and a power-law index (γ − 1) = 0.46±0.05.
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3.1 Introduction

The “equation of state” of the low-density intergalactic medium (IGM) is believed to be controlled by two

principal processes: photo-heating and adiabatic cooling. The cooling is most directly tied to the expansion of

the Universe, while the heating is expected to be a complicated mixture of relic effects from the reionization of

hydrogen and helium plus the current heating, predominantly from the UV background (Hui & Gnedin 1997;

Schaye et al. 1999). This naturally imposes a relationship between the temperature and density of intergalactic

gas. Denser gas is expected to trace larger over-densities, for which adiabatic cooling is suppressed because

such regions are more bound against the expansion of the Universe. At the same time, denser gas has a much

faster recombination time scale and thus presents a larger cross-section for photo-ionization which leads

denser gas to experience greater heating.

Recently, this simple picture has been called into question on the basis of several statistical studies of

the transmitted flux observed in individual pixels within the Lyman-α forest (Becker et al. 2007; Bolton

et al. 2008; Viel et al. 2009; Lidz et al. 2010; Calura et al. 2012; Garzilli et al. 2012). These studies require

comparison with large numerical simulations in order to interpret the physical implications of the detailed

shape of these flux distributions. Further, the shape of the distribution may be sensitive to the full thermal

history of the gas, not just the present temperature-density (T −ρ) relation (Peeples et al. 2010).

Becker et al. (2007) considered the transmitted flux probability distribution function (PDF) and compared

it to the numerical models of Miralda-Escudé et al. (2000), finding that none of the models could explain the

observations. They found that a T −ρ relation in which lower density regions were hotter (an inverted T −ρ

relation) provided a better fit to the data. Since this study, several other authors have obtained similar results

using transmitted flux PDF analysis (Bolton et al. 2008; Viel et al. 2009; Calura et al. 2012), wavelet analysis

(Lidz et al. 2010), or a combination of both (Garzilli et al. 2012).

In contrast, early work on the T −ρ relation and its evolution with redshift was performed via Voigt profile

fitting of individual H I absorption lines. These early studies found a monotonic T −ρ relation with a positive

power-law index (Schaye et al. 2000; Ricotti et al. 2000; Bryan & Machacek 2000; McDonald et al. 2001).

In this letter, we return to the more direct test of the T − ρ relation in the IGM using Voigt profile fits

to individual H I absorbers. This method relies on the expected relationship between the column density

of neutral hydrogen of an absorber, NHI, and its local overdensity, ρ/ρ̄ (Davé et al. 1999; Schaye 2001). If

such a relationship exists, then one expects to observe a correlation between NHI and the velocity widths

of individual thermally broadened absorbers, bd. Absorbers having only thermal broadening1 are expected

to have the smallest bd at a given NHI, bmin. Thus, by observing the behavior of the low-bd “edge” of the

distribution of bd versus NHI, it is possible to infer the relationship between T and NHI and through theory,

the IGM T −ρ relationship.

Here, we present analysis of individual absorbers fitted in 15 high-resolution, high-S/N spectra of lu-

1Other sources of broadening of absorbers include bulk motions of the gas (generally parameterized as a turbulent component of bd)
and differential Hubble flow which broadens the absorption lines originating from the most diffuse and physically extended absorbers.
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minous QSOs at 2.5 < z < 2.9 from the Keck Baryonic Structure Survey (KBSS; Rudie et al. 2012b). We

discuss the data set used in this study as well as the line-fitting procedure in Section 3.2. In Section 3.3, the

fit to the minimum bd (bmin) as a function of NHI is presented, followed by Section 3.4 in which the physical

implications of the results in the context of the T −ρ relation are discussed. The results and their implications

are summarized in Section 3.5.

Throughout this paper we assume a Λ-CDM cosmology with H0 = 70 km s−1 Mpc−1, Ωm = 0.3, and

ΩΛ = 0.7.

3.2 Data and Analysis

The data analyzed in this paper are taken from the Keck Baryonic Structure Survey (KBSS), a large spec-

troscopic survey designed to study the gaseous surroundings of high-z star-forming galaxies by combining

redshift surveys for galaxies at 2< z< 3 in the fields of bright QSOs with absorption line data from those same

QSOs. The data include high-resolution, high signal-to-noise echelle spectra of 15 luminous (mV ' 15.5−17)

QSOs located near the centers of the KBSS fields. The KBSS will be described fully by Steidel et al. (in

prep); however, the data of relevance to this paper as well as the analysis of the absorption-line sample have

been presented in Rudie et al. (2012b). Here, we give a brief summary.

The QSO spectra were obtained with the High Resolution Echelle Spectrometer (HIRES; Vogt et al. 1994)

on the Keck I telescope. The HIRES spectra have R ' 45,000 (FWHM' 7 km s−1) and S/N ∼ 50 − 200 per

pixel. They cover the wavelength range 3100 – 6000 Å with no spectral gaps, allowing for the observation of

Lyβ λ1025.7 down to at least z = 2.2 in all 15 of our sightlines. The additional constraints provided by Lyβ

(and in many cases, additional Lyman series transitions) allow for highly accurate measurements of column

densities and (most importantly for this paper) line widths for the H I absorbers in our sample.

The reduction of the QSO spectra and a detailed description of the process of fitting the forest are dis-

cussed in Rudie et al. (2012b). The final Voigt profile fits to the full Lyα and Lyβ forests of the 15 KBSS

QSOs were completed using VPFIT2 written by R.F. Carswell and J.K. Webb. The redshift range included

in the fit is given in Table 3.1. In this paper, we use the path-length-weighted mean redshift of the sample

〈z〉 = 2.37 as the fiducial redshift (Bahcall & Peebles 1969).3

The final H I absorber catalog includes 5758 absorbers with 12.0 < log(NHI/cm−2) < 17.2 and 2.02 <

z < 2.84 over a total redshift path length of ∆z = 8.27. This H I sample is the largest ever compiled at these

redshifts and is more than an order of magnitude larger than previous samples that included constraints from

higher-order Lyman lines.

2http://www.ast.cam.ac.uk/∼rfc/vpfit.html; c© 2007 R.F. Carswell, J.K. Webb
3The comoving pathlength, dX , was defined by Bahcall & Peebles (1969) such that absorbers with constant physical size and

comoving number density would have a constant number per dX .
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Table 3.1. KBSS Absorption Line Sample

Name zQSO
a zLyα range S/Nb S/Nb

Lyα Lyβ

Q0100+130 (PHL957) 2.721 2.0617– 2.6838 77 50
HS0105+1619 2.652 2.1561– 2.6153 127 89
Q0142−09 (UM673a) 2.743 2.0260– 2.7060 71 45
Q0207−003 (UM402) 2.872 2.1532– 2.8339 82 55
Q0449−1645 2.684 2.0792– 2.6470 73 41
Q0821+3107 2.616 2.1650– 2.5794 50 33
Q1009+29 (CSO 38) 2.652 2.1132– 2.6031 99 58
SBS1217+499 2.704 2.0273– 2.6669 68 38
HS1442+2931 2.660 2.0798– 2.6237 99 47
HS1549+1919 2.843 2.0926– 2.8048 173 74
HS1603+3820 2.551 2.1087– 2.5066 108 58
Q1623+268 (KP77) 2.535 2.0544– 2.4999 48 28
HS1700+64 2.751 2.0668– 2.7138 98 42
Q2206−199 2.573 2.0133– 2.5373 88 46
Q2343+125 2.573 2.0884– 2.5373 71 45

aThe redshift of the QSO (Trainor & Steidel 2012)
bThe average signal to noise ratio per pixel of the QSO spectrum

in the wavelength range pertaining to Lyα and Lyβ absorption.

3.3 The Temperature-Density Relation in the IGM

The equation of state of the IGM is expected to have the form

T = T0

(
ρ

ρ̄

)γ−1

, (3.1)

where T0 is the temperature at the mean mass density (ρ) (Hui & Gnedin 1997).

Under the assumption of a relatively uniform ionizing radiation field, a power-law relationship between

NHI and ρ is also expected. Schaye (2001) presented a model for the low-density IGM in which “clouds”

are in local hydrostatic equilibrium and therefore typically have sizes comparable to the local Jeans length.

Employing this assumption, Schaye (2001) derived a relationship between NHI and local overdensity, ρ/ρ.

Using updated cosmology and evaluating at the path-length-weighted mean redshift of the sample:

ρb/ρb ≈
(

NHI
1013.6

)2/3

T 0.17
4

(
Γ12

0.5

)2/3(1 + z
3.4

)−3

, (3.2)

where T4 is the gas temperature in units of 104 K and Γ12 is the hydrogen photoionization rate in units

of 10−12 s−1 with the normalization suggested by Faucher-Giguère et al. (2008). Assuming this scaling4,

4We note here that with T4 = 2 as we find in this paper, the NHI corresponding to ρ̄ is log(NHI/cm−2) = 13.7, a change of 0.1 dex.
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absorbers with log(NHI/cm−2)≈ 13.6 are expected to trace gas at the mean density of the universe at z = 2.4.

Thermally broadened absorbers are also expected to follow a power law relation between bd and temper-

ature: bd ∝ T 1/2. Combining with the expected T − ρ relation and the conversion between NHI and ρ, the

relationship between bmin and NHI would be a power law of the form:

bmin = b0

(
NHI

NHI,0

)Γ−1

(3.3)

where b0 is the minimum line width of absorbers with NHI = NHI,0. With this formalism, (γ−1) is proportional

to (Γ − 1) (see, e.g., Schaye et al. 1999).

More explicitly, for pure thermal broadening:

b = (2kBT/mp)1/2 (3.4)

where kB is the Boltzmann constant and mp is the mass of the proton. This suggests:

log(T ) = C + 2log
(

b
km s−1

)
(3.5)

where

C = log

(
mp

2kB

(km s−1)2

K

)
= 1.78. (3.6)

Rearranging the above equations, we expect the conversion between the index of bmin(NHI) and the T −ρ

relationship to be roughly:5

γ − 1≈ 3(Γ − 1) . (3.7)

In the sections that follow, we fit to the trend of the bmin as a function of NHI for the data sample. We then

use equations 3.5 and 3.7 to estimate the T −ρ relation in the 〈z〉 = 2.4 IGM.

3.3.1 A “Normal” T −ρ Relation

The measured values of bd and NHI considered in this letter are presented in Figure 3.1. Examination of

Figure 3.1 already suggests the main result of this paper; focusing on the low-bd edge of the distribution,

one can easily see that the lower envelope increases monotonically with NHI. Such behavior is expected for a

normal temperature-density relationship in which denser regions are hotter.

3.3.2 Outlier Rejection

Before fitting to the “ridge-line” of bmin versus NHI, we exclude those absorbers that have large errors in

their measured parameters. Schaye et al. (1999) suggest a simple algorithm for the outlier rejection in which

However, the uncertainty in other parameters (e.g. Γ12) is large enough, that we do not consider this small effect in this paper.
5In the following equation, we have neglected the minor dependence of ρb/ρb on T from equation 3.2.
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Figure 3.1 The Doppler widths of absorbers (bd) versus their column density (NHI) for all the absorbers in the
HI sample with relative errors in NHI and bd less than 50%. Point-density contours are over plotted to guide
the eye in the bottom panel. Note that the minimum value of bd at each NHI increases with increasing NHI
suggesting a normal T −ρ relation.
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Figure 3.2 Left panel: bd versus NHI for all absorbers in the KBSS HI sample with 12.5 < log(NHI/cm−2) <
14.5 and relative errors in bd and NHI less than 50%(black points). The curves show the resulting best power-
law fits determined by applying the bootstrap resampling method to the sample followed by the iterative
power-law fit method described by Schaye et al. (1999). Top panels: The blue and red lines pertain to the
data set with the σ-rejected absorbers (blue boxes) excluded or included respectively. Top Center and Right:
The probability distribution for the fitted parameters using the 50% relative-error rejection algorithm (red)
and both the 50% relative-error rejection algorithm and the 2σ rejection algorithm (blue). Bottom panels:
The orange and green curves pertain to the z > 2.6 and z < 2.6 subsamples of the σ-rejection data set. Here
NHI,0 varies between the subsamples with log(NHI,0/cm−2) = 13.7 for z < 2.6 and log(NHI,0/cm−2) = 13.4 for
z > 2.6 due to the redshift dependence in equation 3.2. Note that the bmin-NHI relation is roughly constant,
but the expected NHI,0 evolution would require evolution in b0 and T0.

absorbers with relative error in bd or NHI larger than 50% are excluded.6 This method is expected to primarily

reject lines which originate in blends and are thus unlikely to have accurate line-width measurements. Ad-

ditionally, we exclude those absorbers with bd= 8 km s−1and bd= 100 km s−1. These line widths correspond

to the allowed line-width limits input to VPFIT and as such are artificial. The absorbers which remain after

those exclusions are shown in Figure 3.1.

Considering Figure 3.1, we note a small set of points at very low bd which seem to lie significantly below

the main locus of points. These absorbers are likely to be unidentified metal line contaminants, and thus we

consider a σ-rejection algorithm to exclude them.

The σ-rejection algorithm is applied as follows. Only absorbers with bd < 40 km s−1 are considered. The

data are sorted by their NHI. The absorbers are placed into NHI bins of width 0.25 dex and the mean and

6The relative error considered is computed from the formal error bars output by VPFIT for both bd and NHI.
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Table 3.2. Fits to the bmin − NHI and T −ρ Relation in IGM

Outlier Rej. z range 〈z〉 log(NHI,0/cm−2) (Γ − 1) (γ − 1)a b0 T0/104 Kb

default 2.0 − 2.8 2.4 13.6 0.156± 0.032 0.47± 0.10 17.56± 0.40 1.87± 0.08
2σ-rej. 2.0 − 2.8 2.4 13.6 0.152± 0.015 0.46± 0.05 17.90± 0.21 1.94± 0.05

2σ-rej. 2.0 − 2.6 2.3 13.7 0.156± 0.016 0.47± 0.05 18.50± 0.22 2.07± 0.05
2σ-rej. 2.6 − 2.8 2.7 13.4 0.171± 0.032 0.51± 0.10 17.39± 0.44 1.83± 0.09

a(γ − 1) is calculated from the measured value of (Γ − 1) using equation 3.7.
bT0 is calculated from the measured value of b0 using equation 3.5.

standard deviation of bd are computed for the bin. Absorbers with bd 2σ or larger from the mean are flagged

and excluded. This process is iterated; the set of absorbers excluded via this method with bd lower than the

mean are surrounded by (blue) boxes in Figure 3.2 and are excluded from the fitting procedure. We have

checked the majority of σ-rejected absorbers by hand and find that they are either previously unidentified

metal lines or parts of blended saturated H I systems whose individual properties are poorly constrained.

In the following section, we proceed with the measurement of the bmin– NHI relation. We show that the

application of the σ-rejection algorithm does not produce significant changes to the results. In the conclusions

of the paper, however, we prefer the combined error and σ-rejection method as it excludes the majority of the

poorly measured absorbers as well as those which lie far below the bmin – NHI trend.

3.3.3 Fitting bmin versus NHI

In this section we measure the bmin – NHI relation using the two data sets resulting from the outlier rejec-

tion methods described above. To fit the trend between bmin and NHI, we follow the iterative power-law

method proposed by Schaye et al. (1999). A power-law relationship of the form shown in equation 3.3 with

log(NHI,0/cm−2)= 13.6 is fit to the data. Data points which have bd larger than one mean absolute deviation

above the fit are discarded. The power law is refit to the remaining absorbers and the rejection and refitting

are repeated until the power law converges. Then, absorbers more than one mean absolute deviation below

the fit are removed once, and the power law is refit. This fit is taken as the final form of the minimum bmin –

NHI relation. Errors in the parameters of the fit are derived by applying the bootstrap resampling method to

the data sample and following the above outlined procedure.

Figure 3.2 shows the results of the iterative power-law fit for both data sets formed via the outlier rejec-

tion algorithms. The red curves correspond to the fit including the σ-rejected points, while the blue curves

correspond to those without. The center and right panels show the distribution of fit parameters obtained

through bootstrap resampling. As expected, those fits which exclude the low-bd outliers via σ-rejection (blue

histograms) result in tighter distributions for the fitted parameters; however, the best fit values are nearly

indistinguishable.

The best fit parameters b0 and (Γ − 1) and their relative errors, as well as their physical counterparts
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Table 3.3. Comparison with Previous Measurements of the T −ρ Relationship

Source Method 〈z〉 T0/104K (γ − 1) Comment

Schaye et al. (2000) Line Fitting 2.3 1.17 0.27 Their Figure 6Line Fitting 2.5 1.38 0.56

Ricotti et al. (2000) Line Fitting 2.75 2.52 0.22± 0.10 Their Table 6Line Fitting 1.90 1.77 0.32± 0.30

Bryan & Machacek (2000)b Line fitting 2.7 1.65a 0.29
McDonald et al. (2001) Line Fitting 2.41 1.74± 0.19 0.52± 0.14 Their Table 5, zsim = 3
Zaldarriaga et al. (2001) Transmission Power Spectra 2.4 1 − 3 0 to 0.6 Their Figure 3
Becker et al. (2007) Flux PDF 2 − 6 · · · ≈ −0.5

Bolton et al. (2008)c
Flux PDF 2.07 · · · −0.33
Flux PDF 2.52 · · · −0.46
Flux PDF 2.94 · · · −0.56

Viel et al. (2009) Flux PDF 3 1.9± 0.6 −0.25± 0.21

Lidz et al. (2010) Wavelet Analysis 2.6 1.6± .6d · · · Their Figure 30
Wavelet Analysis 2.2 2.1± .7d · · ·

Becker et al. (2011b) Curvature Analysis 2.4 1.11± 0.06e · · · Their Table 3

Garzilli et al. (2012)f

Wavelet Analysis + Flux PDF 2.1 1.7± 0.2 0.11± 0.11

Their Table 2

Wavelet Analysis 2.1 1.6± 0.5 > −0.14
Flux PDF 2.1 1.5± 0.3 −0.01± 0.14
Wavelet Analysis + Flux PDF 2.5 1.3± 0.4 > −0.05
Wavelet Analysis 2.5 1.6± 0.4 > −0.08
Flux PDF 2.5 1.4± 0.9 > −0.31

Calura et al. (2012) Flux PDF 3 1.93± 0.48 −0.10± 0.21 Their Table 5Flux PDFg 3 1.79± 0.35 −0.30± 0.12

This Work Line fitting 2.37 1.94± 0.05 0.46± 0.05
Results from data set
using both relative error
and σ-rejection

aThe authors suggest this is an upper limit.
bBased on the spectrum of HS 1946+7658
cMeasured by Kim et al. (2007), sample includes 18 QSOs (metals removed by hand to eliminate noise in flux PDF.)
dMarginalized over (γ − 1) = 0 − 0.6
eAssuming γ − 1 = 0.56
fFind that flux PDF results in lower values of γ than wavelet analysis in general.
gJoint analysis with Kim et al. (2007) .
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T0 and (γ − 1), are presented in Table 3.2. T0 and (γ − 1) are calculated assuming equations 3.5 and 3.7

respectively. Notably, both outlier rejection algorithms produce statistically consistent results suggesting that

the measurements are robust to changes in the rejection algorithm; however, (as expected) slightly higher b0

are preferred by the algorithms with σ-rejection.

Henceforth, we consider the results from the data set formed with both the error rejection and σ-rejection

algorithms applied prior to the power-law fit to bmin(NHI).

3.4 Results

As discussed above, the mapping of bmin(NHI) to the equation of state for intergalactic gas requires a theoreti-

cal framework. Schaye et al. (2000) considered simulations of the IGM and found that the minimum values of

bd at each NHI were larger than expected given purely thermal broadening. They suggested that all absorbers

in the NHI range used to measure the T −ρ relationship experienced mild Hubble broadening (also expected

to scale as T 1/2 for clouds having sizes similar to the local Jeans scale.) In this case, estimates made using

the above equations would mildly over-predict the temperature at mean density. We prefer to report physical

values tied closely to our measurements rather than rely directly on a specific set of simulations; however, our

measurements of b0 and Γ − 1 can be converted to physical parameters using a different set of assumptions.

Our simplifying assumption of pure thermal line broadening for absorbers near bmin(NHI) results in T0 values

slightly higher than some previous studies which used simulations as a reference (see Table 3.3).

In Table 3.3, we compare our results with those of previous studies. We find generally good agreement

between our results and those of past studies which used line fitting. We further emphasize that our results

differ significantly from those obtained using the transmitted flux PDF and similar statistical methods, calling

into question the interpretation of such techniques.

3.4.1 He II Reionization

One of the expected results of He II reionization, believed to occur at z ≈ 3, is a significant change in the

T −ρ relation due to excess photoionization heating (Hui & Gnedin 1997). These changes are not long lived,

and the exact effects depend on the speed and patchiness with which reionization proceeds and the spectral

hardness of the ionizing sources (see McQuinn et al. 2009). While detailed discussion is beyond the scope

of this letter, we briefly mention that the absorbers in the KBSS H I sample show no strong evidence for a

change in the slope of bmin(NHI) for higher-redshift absorbers, which (presumably) are temporally closer to the

He II reionization epoch. The bottom panels of Figure 3.2 show the iterative power law fit to absorbers with,

respectively, z < 2.6 (green) and z > 2.6 (orange) from the sample with σ-rejection. Notably, the bmin − NHI

relation appears to be independent of redshift (left panel); however, the expected evolution in the value of NHI

at the mean density (equation 3.2) results in differing values of NHI,0 for the two redshift bins. This in turn

leads to expected variation in the values of b0 and T0 with z. The implied parameters from the fit are listed in



94

Table 3.2.

3.5 Conclusions

We have inferred the T −ρ relationship in the 〈z〉 = 2.4 IGM using Voigt profile fitting of individual Lyman

lines. Fitting the trend of the minimum line width (bmin) as a function of column density (NHI) with a power

law, we find best fit values of bmin at mean density (which at 〈z〉 = 2.4 corresponds to NHI,0 = 1013.6 cm−2)

b0 = 17.9±0.2 km s−1 and a power-law index (Γ − 1) = 0.15±0.02. Assuming a monotonic relation between

NHI and ρ/ρ̄, these data support the conclusion that the temperature-density (T −ρ) relationship in the IGM is

not inverted at 〈z〉 = 2.4 but instead has a power-law index (γ − 1) = 0.46±0.05. Further, our results suggest

a temperature at mean density of T0 = [1.94± 0.05]× 104K. Within our sample spanning the redshift range

2.0 . z . 2.8, there is no evidence for significant evolution in the bmin −NHI relation or in the power-law index

(γ − 1) of the T −ρ relation.
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Chapter 4

The Column Density Distribution and
Continuum Opacity of the Intergalactic
and Circumgalactic Medium at Redshift
〈z〉 = 2.4

This chapter was previously published as Rudie et al. 2013, ApJ, 769, 146 with coauthors Charles C. Steidel, Alice E. Shapley, and
Max Pettini.
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Abstract

We present new high-precision measurements of the opacity of the intergalactic and circumgalactic medium

(IGM, CGM) at 〈z〉 = 2.4. Using Voigt profile fits to the full Lyman α and Lyman β forests in 15 high-

resolution high-S/N spectra of hyperluminous QSOs, we make the first statistically robust measurement of

the frequency of absorbers with H I column densities 14 . log(NHI/cm−2) . 17.2. We also present the first

measurements of the frequency distribution of H I absorbers in the volume surrounding high-z galaxies (the

CGM, 300 pkpc), finding that the incidence of absorbers in the CGM is much higher than in the IGM.

In agreement with Rudie et al. (2012b), we find that there are fractionally more high-NHI absorbers than

low-NHI absorbers in the CGM compared to the IGM, leading to a shallower power law fit to the CGM

frequency distribution. We use these new measurements to calculate the total opacity of the IGM and CGM

to hydrogen-ionizing photons, finding significantly higher opacity than most previous studies, especially from

absorbers with log(NHI/cm−2)< 17.2. Reproducing the opacity measured in our data as well as the incidence

of absorbers with log(NHI/cm−2) > 17.2 requires a broken power law parameterization of the frequency

distribution with a break near NHI≈ 1015 cm−2. We compute new estimates of the mean free path (λmfp) to

hydrogen-ionizing photons at zem = 2.4, finding λmfp = 147±15 Mpc when considering only IGM opacity. If

instead, we consider photons emanating from a high-z star-forming galaxy and account for the local excess

opacity due to the surrounding CGM of the galaxy itself, the mean free path is reduced to λmfp = 121± 15

Mpc. These λmfp measurements are smaller than recent estimates and should inform future studies of the

metagalactic UV background and of ionizing sources at z≈ 2 − 3.
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4.1 Introduction

Observations of the Lyman α forest imprinted upon the spectra of background QSOs provide a rare window

into the nature and evolution of baryonic structures in the universe. With the advent of the theory of cold

dark matter (CDM), it was recognized that self-gravitating halos could be the sites of uncollapsed Lyα clouds

(Umemura & Ikeuchi 1985; Rees 1986). In the modern version of this model, the Lyα forest simply represents

the array of density fluctuations present in the early universe and evolved under gravity to the present day

(Tytler 1987; Cen et al. 1994; Hernquist et al. 1996), modulo the effect of the formation of stars, black holes,

and galaxies which appear to have polluted a large fraction of the cosmic hydrogen with metals, even at

early times (Songaila & Cowie 1996; Davé et al. 1998; Schaye et al. 2003; Simcoe et al. 2004; Ryan-Weber

et al. 2009; Becker et al. 2009; Simcoe 2011; Simcoe et al. 2011; Becker et al. 2011c, 2012) and led to the

ionization of the vast majority of the gas (Gunn & Peterson 1965).

There is an extensive literature concerned with the measurement of cosmological parameters using ob-

servations of the Lyα forest [for a review, see Rauch (1998) and Meiksin (2009)]. Considerable progress has

been made in the last several decades in measuring the detailed properties of the intergalactic medium (IGM)

and their implications for cosmology, structure formation, reionization, and the metagalactic background.

One of the most fundamental of these measurements is the number of absorbers as a function of column

density (NHI) and redshift that can be seen along a given path through the Universe. This measurement has

required significant observational effort, in a large part due to the very large dynamic range of the measure-

ments (1012 . NHI . 1022 cm−2) which have necessitated surveys optimized for particular ranges in NHI. This

requirement is easily understood by considering the curve of growth of the Lyα line of neutral hydrogen.

The most common absorbers with log(NHI/cm−2) . 14 are optically thin in the Lyman α transition and

are thus on the linear part of the curve of growth. As such, their properties can be measured with a few high-

resolution (∼10 km s−1) high-signal to noise ratio (S/N∼ 50) spectra (Kim et al. 2002). At the highest column

densities, log(NHI/cm−2) & 20.3, the Lorentzian wings of the absorption line in Lyα become obvious against

the continuum of the background source. Such rare pockets of predominantly neutral hydrogen, commonly

referred to as Damped Lyman α absorbers (DLAs), can be identified and measured to high statistical precision

with a large number of low to moderate resolution spectra of background QSOs as has been done using (e.g.)

the QSO sample within the Sloan Digital Sky Survey (SDSS; Noterdaeme et al. 2009).

Absorbers with intermediate NHI, 14 . log(NHI/cm−2) . 20, lie on the flat part of the curve of growth thus

requiring different techniques. Systems with NHI> 1017.2 cm−2 have an optical depth to hydrogen-ionizing

photons τ ≥ 1, and so may be recognized by the strong breaks they produce in background QSO spectra at

the Lyman limit (912Å) in their rest frame. These so-called Lyman Limit Systems (LLS) can thus be easily

discovered using low resolution spectra; however, a large sample is needed because they are comparatively

rare. For studies at z . 2.6, surveys of LLSs require space-based observations as the Lyman limit shifts below

the atmospheric cutoff at UV wavelengths. However, over the last 30 years with a combination of ground



99

and space based observations, the distribution of LLSs at 2< z< 3 has been well characterized (Tytler 1982;

Sargent et al. 1989; Stengler-Larrea et al. 1995; Ribaudo et al. 2011; O’Meara et al. 2012).

Finally there is the historically most-problematic range, 14 . log(NHI/cm−2) . 17.2. These intermediate-

NHI absorbers are saturated in Lyα but have relatively low opacity to hydrogen-ionizing photons and therefore

weak “Lyman breaks.” For this reason, observational constraints on their statistical incidence have been

approximate at best.

In this paper, we address these intermediate-NHI absorbers using Voigt profile fits to all-available higher-

order Lyman series transitions. We take advantage of the increased dynamic range of the measurements af-

forded by the decreased oscillator strength of the Lyβ,γ, etc. transitions to accurately measure the frequency

distribution of these absorbers, f (N,X), for the first time in a statistically robust sample. In our derivation

of an analytic representation of f (N,X) we place emphasis on finding a method which best reproduces the

measured opacity of absorbers to hydrogen ionizing sources.

These new measurements are crucial to our understanding of the opacity of the universe to hydrogen-

ionizing photons. While individually absorbers with log(NHI/cm−2)< 17.2 have relatively low optical depths

at their Lyman limit, they are much more common than LLSs, and therefore their ensemble contributes

nearly half of the IGM’s opacity. Here, we present the most precise measurements of the continuum opacity

of absorbers that are optically thin at the Lyman limit.

In this paper, we also attempt to account for the fact that galaxies are located in regions of relatively high

gas density. Rudie et al. (2012b) clearly demonstrated that typical galaxies at z ≈ 2.3 have large quantities

of H I surrounding them to 300 physical kpc (pkpc), and that there is excess H I compared to random places

in the IGM to ∼2 physical Mpc (pMpc). In the case that galaxies such as those studied in Rudie et al.

(2012b) are significant contributors to the ionizing background, the effect of their surrounding circumgalactic

gas distribution is an important consideration. In this work, we attempt to separate the probability that an

ionizing photon will escape the ISM of its galaxy from the probability that such a photon, after escaping to

50 pkpc, will also escape the enhanced opacity found in its circumgalactic medium (CGM).

We begin in Section 4.2 with a description of the unique data that enable these very precise NHI measure-

ments. In Section 4.3 we present the new NHI frequency distribution measurements. Section 4.4 considers

the frequency distribution within the CGM of galaxies and Section 4.5 quantifies the total opacity of the IGM

and the environment of the source galaxy. Updated measurements of the mean free path (λmfp) to hydrogen-

ionizing photons are presented in Section 4.6 along with their implications. The paper is summarized in

Section 4.7.

Throughout this paper we assume a Λ-CDM cosmology with H0 = 70 km s−1 Mpc−1, Ωm = 0.3, and ΩΛ =

0.7. All distances are expressed in physical (proper) units unless stated otherwise. We use the abbreviations

pkpc and pMpc to indicate physical units. At the path-weighted mean redshift of the absorber sample (〈z〉 =

2.37), the age of the universe is 2.7 Gyr, the look-back time is 10.7 Gyr, and 8.2 pkpc subtends one arcsecond

on the sky.



100

4.2 Data and Analysis

The data presented in this paper constitute a subset of the Keck Baryonic Structure Survey (KBSS). The

KBSS was designed to detect and characterize the gaseous distribution surrounding star-forming galaxies at

2 < z < 3 during the peak of cosmic star formation and black hole growth. The data include rest-frame UV

spectra of 2188 star-forming galaxies located in 15 fields surrounding the lines of sight to hyper-luminous

(mV ' 15.5−17) QSOs. The present work focuses primarily on the H I absorption line statistics resulting from

analysis of high-resolution, high signal-to-noise echelle spectra of the 15 KBSS QSOs. A full description of

the KBSS will be presented by Steidel et al. (in prep), but the portions of the data most relevant to this work

(as well as a detailed description of the analysis of the QSO data) can be found in Rudie et al. (2012b). Here,

we provide a brief description.

The 15 KBSS QSOs were observed primarily with the High Resolution Echelle Spectrometer (HIRES;

Vogt et al. 1994) on the Keck I telescope. The HIRES spectra have R' 45,000 (FWHM' 7 km s−1), S/N ∼

50−200 per pixel, and cover at least the wavelength range 3100 – 6000 Å with no spectral gaps. The UV/blue

wavelength coverage provides a significant advantage over other data sets as it enables the observation of Lyβ

λ1025.7 down to at least z = 2.2 in all 15 of our sightlines, and to significantly lower redshift in many.1 The

additional constraints provided by Lyβ (and in many cases, additional Lyman series transitions) allow for

much more accurate measurements of H I for NHI= 1014 − 1017 cm−2 than can be made with spectra including

only the Lyα transition. A full discussion of the redshift sensitivity of our fitting procedure is given in

Appendix A.

The reduction of the HIRES spectra was performed using T. Barlow’s MAKEE package as described in

detail by Rudie et al. (2012b). The analysis presented here includes a Voigt profile fit to the full Lyα and Lyβ

forests in these spectra. The redshift range included in the fit is bounded at high redshift by the proximity zone

of the QSO (taken to be 3000 km s−1) in which absorbers may be ejected from or ionized by the QSO itself.

The low-redshift cut was chosen to ensure that all H I absorbers included in the sample had been observed in

both the Lyα and Lyβ transition. The final redshift windows used for each spectrum are detailed in Table 4.1.

The line fitting was facilitated by a semi-automatic code that estimates input parameters (redshift z, H I

column density NHI, and Doppler parameter bd of each absorber) using a cross-correlation technique as de-

scribed in Rudie et al. (2012b). These parameters were then input into the χ2 minimization code VPFIT2

written by R.F. Carswell and J.K. Webb. The results were iteratively checked, altered, and re-run until a good

fit was achieved. Median uncertainties in log(NHI) for these absorber measurements are listed in Table 4.2.

Examples of fits to absorbers with log(NHI/cm−2) > 15.5 are given in Appendix A along with an assessment

of the completeness of the catalog as a function of redshift.

The result of this process is an H I absorber catalog including 5758 absorbers with 12.0< log(NHI/cm−2)<

1The minimum wavelength that can be used for line fitting is determined by both the wavelength coverage of the spectrum (set by the
spectrograph and the atmosphere) and by the location of the highest-redshift Lyman limit system along each line of sight. The minimum
redshift for which we perform line fitting is shown in Table 4.1.

2http://www.ast.cam.ac.uk/∼rfc/vpfit.html; c© 2007 R.F. Carswell, J.K. Webb
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Table 4.2. Median log(NHI) Uncertainty for Absorber Measurements

log(NHI/cm−2) σlog(NHI)

12.0 − 12.5 0.10
12.5 − 13.0 0.07
13.0 − 13.5 0.07
13.5 − 14.0 0.06
14.0 − 14.5 0.04
14.5 − 15.0 0.03
15.0 − 15.5 0.03
15.5 − 16.0 0.04
16.0 − 16.5 0.07
16.5 − 17.0 0.06
17.0 − 17.5 0.09

17.2 and 2.02< z< 2.84 over a total redshift pathlength of ∆z = 8.27. This represents the largest Lyα forest

catalog to date at these redshifts and increases by an order of magnitude the number of absorbers measured

using the additional constraints provided by higher-order Lyman series transitions.

4.3 NHI Frequency Distribution

The differential column density distribution, first defined by Carswell et al. (1984), is a useful way of pa-

rameterizing the frequency of absorbers as a function of NHI. We consider the differential column density

distribution per unit pathlength, f (NHI,X), defined as

f (NHI,X)dNHIdX =
m

∆NHI∆X
dNHIdX (4.1)

where m is the observed number of absorbers with column densities in the range ∆NHI. ∆X is the comoving

pathlength of the survey summed over the sightlines. This comoving pathlength was introduced by Bahcall &

Peebles (1969) in part to understand if the statistics of absorbers were consistent with having been produced

by galaxies. With this formalism, absorbers with a constant physical size and comoving number density will

have constant f (N,X). The comoving pathlength of a single sightline, ∆Xi, is defined as:

dX =
H0

H(z)
(1 + z)2dz (4.2)

∆Xi =
∫ zmax

zmin

dX =
∫ zmax

zmin

(1 + z)2√
ΩΛ + Ωm(1 + z)3

dz. (4.3)

The total pathlength covered by this survey is ∆X = 26.9 and the ∆X covered as a function of redshift

summed over the 15 lines of sight is shown in Figure 4.1. The pathlength-weighted mean redshift of the
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Figure 4.1 Histogram of the pathlength sampled as a function of redshift. The path-length-weighted average
redshift of the sample is z = 2.37.

sample is 〈z〉 = 2.37. Measurements of f (N,X) derived from the KBSS sample of absorbers with 12.5 <

log(NHI/cm−2)< 17.2 are presented in Figure 4.2. The data points are located at the mean log(NHI) of the bin

edges.

4.3.1 Parameterizing the Frequency Distribution

It has become standard to represent f (NHI,X) by a power law, or a series of broken power laws of the form:

f (NHI,X)dNHIdX = CHIN
−β
HI dNHIdX . (4.4)

Tytler (1987) first noted that the full column density distribution from 12< log(NHI/cm−2)< 21 was reason-

ably well approximated by a single power law with β = 1.5. The detailed deviations from a single power

law at various NHI and the change in normalization and slope of f (NHI,X) as a function of redshift have been

considered by numerous authors (e.g., Sargent et al. 1989; Petitjean et al. 1993; Davé & Tripp 2001; Kim

et al. 2002; Penton et al. 2004; Janknecht et al. 2006; Lehner et al. 2007; Prochaska et al. 2010; Ribaudo et al.

2011; O’Meara et al. 2012).

The most notable deviations from a single power law appear at the ends of the distribution. The low-NHI

end appears to flatten, an effect generally attributed to a combination of incompleteness due to line blending

and blanketing and a true physical turnover (Hu et al. 1995; Ellison et al. 1999; Schaye 2001; Kim et al.

2002). The deviation from a single power-law for log(NHI/cm−2) & 19 is believed to be due to the transition

of gas from optically thin to self-shielding regimes (Murakami & Ikeuchi 1990; Petitjean et al. 1992; Katz

et al. 1996; Corbelli et al. 2001; Zheng & Miralda-Escudé 2002; Altay et al. 2011; McQuinn et al. 2011). The

most recent estimates of the frequency distribution of absorbers with 19< log(NHI/cm−2) . 20.3 at z≈ 2 are

by O’Meara et al. (2007); the frequency distribution of damped Lyman α systems with log(NHI/cm−2)> 20.3
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Figure 4.2 The frequency distribution of absorbers from the KBSS H I sample (black data points). For
bins with NHI > 13.5 cm−2, the number of absorbers per bin is displayed. The (red) line is a maximum
likelihood power-law fit to the distribution of absorbers with 13.5 < log(NHI/cm−2) < 17.2. The (green)
triangle represents the frequency of LLS calculated from other studies as discussed in §4.3.3. The dark green
band at the top of the triangle represents the error in this estimation. Note this is a single power law fit to
the data. Section 4.5.1 discusses broken-power law fits which better reproduce some aspects of the data,
especially the incidence of LLSs.
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is measured to relatively high precision using the SDSS QSOs by Noterdaeme et al. (2009). In this paper, we

leverage the KBSS QSO absorption line data set to measure f (N,X) for absorbers with log(NHI/cm−2)< 17.2.

4.3.2 Maximum Likelihood Method

A statistically rigorous estimate of the power law exponent and normalization can be found via the Maximum

Likelihood Method. The maximum likelihood estimator (MLE) for the power law exponent is:

β̂ = 1 + n

[
n∑

i=1

ln
Ni

Nmin

]−1

(4.5)

where n is the total number of absorbers in the sample and Nmin in the column density of the lowest-column

absorber (see e.g., Clauset et al. 2007). The standard error on β̂, derived from the width of the likelihood

function, is:

σβ̂ =
β̂ − 1√

n
. (4.6)

Similarly, the estimator of the normalization, CHI, is

ĈHI =
n(1 − β̂)(

N(1−β̂)
max − N(1−β̂)

min

)
Σ∆X

(4.7)

(Tytler 1987) where Σ∆X is the sum of the pathlength over all 15 sightlines .

In Figure 4.2 the MLE fit to the data is shown for absorbers with 13.5< log(NHI/cm−2)< 17.2. Note that

a single power law reproduces the distribution with reasonable fidelity. No strong breaks in the distribution

are evident.

The choice of a minimum NHI= 13.5 used in the fit is motivated as follows. As shown in Figure 4.2,

f (NHI,X) for log(NHI/cm−2) . 13.5 appears to flatten. As mentioned above, this flattening has previously

been observed (Hu et al. 1995; Ellison et al. 1999; Kim et al. 2002) and is generally attributed to a combination

of incompleteness in the sample caused by line blending and a true physical turnover in f (NHI,X). Here we do

not attempt to diagnose the cause of the low-NHI turnover, but simply note that above log(NHI/cm−2)≥ 13.5,

f (N,X) appears to be well fit by a single power law. More quantitatively, one can measure the change in

power law slope introduced by varying the minimum value of NHI included in the fit as shown in Table

4.3. Note that a choice of log(NHI/cm−2) & 13.3 produces insignificant change in the maximum likelihood

estimate of the slope, β̂.

Prior to the present work, the largest existing sample of Lyα forest absorbers at these redshifts was

described by Kim et al. (2002). Their sample included 2130 H I absorbers with 12.5 < log(NHI/cm−2) < 17

observed along 9 lines of sight. The most marked improvement over the previous measurements provided by

our study is the use of higher-order transitions of H I which were generally not included in previous work.
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Kim et al. 2002 Sample <z>=2.1

Figure 4.3 The frequency distribution of absorbers from the KBSS H I sample (black points) and the maxi-
mum likelihood fit to the data (red curve). For comparison, over plotted in (blue) squares are the data points
from the 〈z〉 = 2.1 sample from Kim et al. (2002). Because the analysis of the KBSS sample includes higher-
order H I transitions, we can measure the frequency of absorbers with log(NHI/cm−2) & 14 with much higher
fidelity than has been previously possible. Notably, there is no evidence for a strong break in the power law
distribution near log(NHI/cm−2)≈ 14 as has been previously suggested.
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Table 4.3. Maximum Likelihood Fitsa

log(NHI,min) β̂ σβ̂ log(ĈHI)

12.5 1.518 0.008 8.43
12.6 1.544 0.008 8.80
12.7 1.567 0.009 9.13
12.8 1.585 0.010 9.38
12.9 1.605 0.011 9.67
13.0 1.616 0.012 9.82
13.1 1.627 0.013 9.99
13.2 1.636 0.014 10.11
13.3 1.651 0.015 10.33
13.4 1.658 0.016 10.44
13.5 1.650 0.017 10.32
13.6 1.636 0.018 10.11
13.7 1.639 0.020 10.15
13.8 1.645 0.021 10.25
13.9 1.649 0.023 10.31
14.0 1.654 0.025 10.39

aMaximum likelihood fits to the data with
log(NHI,min) ≤ log(NHI/cm−2)≤ 17.2.

These allow for more precise measurements of NHI above the saturation point of Lyα, NHI ≈ 1014−14.5 cm−2.

Above log(NHI/cm−2) & 15.5 where the Lyβ transition saturates, the sample presented herein may suffer a

small degree of incompleteness at z . 2.4 as discussed in Appendix A.

In Figure 4.3, the KBSS data (black diamonds) are compared with the measurements of Kim et al. (2002)

at 〈z〉 = 2.1 (blue squares). Notably, at log(NHI/cm−2) < 14 there is good agreement between the two data

sets, but for log(NHI/cm−2) & 14, the Kim et al. (2002) sample exhibits significant scatter not present in the

KBSS measurements, with a systematic tendency to under-estimate the number of intermediate-NHI (14 .

log(NHI/cm−2) . 17) absorbers compared to our measurements. Potential incompleteness found in the lower-

z portion of the catalog presented herein (see Appendix A) may also affect the Kim et al. (2002) catalog for

absorbers with log(NHI/cm−2) & 14 and may explain why their measurements are systematically lower than

those presented here.

4.3.3 Lyman Limit Systems

In this section, we quantify the incidence of absorbers with NHI> 1017.2 cm−2, Lyman Limit Systems (LLSs)

which are optically thick to hydrogen-ionizing photons. Because LLSs are relatively rare, and because their

NHI are challenging to determine accurately via line fitting, we use samples reported in the literature to

measure the frequency of optically thick absorbers at the same redshifts as the KBSS sample.

We estimated the incidence of LLSs with log(NHI/cm−2) > 17.2 at 〈z〉 ∼ 2.4 using data from two sur-
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veys that nicely bracket the relevant range of redshifts for our IGM sample. We evaluated the LLSs over a

somewhat wider redshift range than 2 <∼ z <∼ 2.8 (but having the same mean redshift) in order to mitigate the

statistics of small numbers. Over the range 1.65 < z < 2.55, we used data from Ribaudo et al. (2011) from

their survey compilation of archival Hubble Space Telescope (HST) spectroscopy; results for 2.70< z< 2.95

are based on a subset of the ground-based surveys of Sargent et al. (1989) and Stengler-Larrea et al. (1995).

The sub-samples are roughly equivalent in their statistical significance (comparable total pathlength and num-

ber of LLSs), with path-weighted mean redshifts of 〈z〉 = 2.08 and 〈z〉 = 2.84, respectively. The path-weighted

mean redshift for the full sample is 〈zLLS〉 = 2.41 based on 46 LLSs with log(NHI/cm−2)> 17.2 in a total red-

shift path of ∆z = 25.95 (∆X = 88.31). These LLS samples provide a maximum likelihood estimate of the

number of LLS per unit pathlength, dnLLS/dX = 0.52±0.08.

A recent study of LLS near the redshift range of interest (2.0 < z < 2.6) using uniform HST data is

described in O’Meara et al. (2012). They measure an integral constraint on the number of LLS absorbers

with τ912 > 1, log(NHI/cm−2) > 17.2 and τ912 > 2, log(NHI/cm−2) > 17.5, where τ912 is the optical depth at

the Lyman Limit, 912Å, in the absorber’s rest frame. These authors found dnτ>1/dX = 0.48+0.09
−0.12, in excellent

agreement with our compilation described above (dnLLS/dX = 0.52±0.08). For more optically thick systems,

O’Meara et al. (2012) found dnτ>2/dX = 0.28+0.06
−0.06. The consistency of these measurements with the lower-

NHI frequency distribution will be discussed further in §4.5.

Unfortunately, surveys that rely on detecting breaks in the spectrum of QSOs at the redshift of the LLS

can rarely measure NHI accurately, especially for absorbers with τ912 > 2. As such, a measurement of the

power law index of f (N,X) in the LLS regime typically relies on the combination of integral constraints

(dn/dX) for the LLS, subDLA, and DLA regimes, as well as the measured values of f (N,X) for Lyα forest

absorbers. As we now have much more statistically robust measurements of β for Lyα forest absorbers with

log(NHI/cm−2) . 17.2, we re-examine the power law fit to f (N,X) in the LLS regime.

Here, we test the consistency of the measured incidence of LLSs with the extrapolated slope inferred from

the MLE method for absorbers with log(NHI/cm−2) < 17.2. First, we note that LLS surveys are sensitive

to all absorbers with log(NHI/cm−2) > 17.2. Observations of DLAs (e.g., Noterdaeme et al. 2009) show

that there is a strong turnover in the frequency of DLAs at log(NHI/cm−2) & 21, suggesting there are very

few absorbers with log(NHI/cm−2) & 22. Here, we assume that dnLLS/dX is sensitive to absorbers with

17.2< log(NHI/cm−2)> 22.0.

Next, we consider the incidence of LLSs that would be found if the MLE power law fit constrained by

our data at log(NHI/cm−2) < 17.2 held for the entire LLS regime. We calculate the incidence of LLSs given

the fit parameters as follows:

dnLLS/dX =
∫ Nmax

Nmin

f (NHI,X)dNHI (4.8)

dnLLS,fit/dX =
∫ Nmax

Nmin

CHIN
−β
HI dNHI. (4.9)
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where log(Nmin/cm−2) = 17.2 and log(Nmax/cm−2) = 22.0. We find that this extrapolation to log(NHI/cm−2)>

17.2 underestimates the number of LLSs significantly giving dnLLS,fit/dX = 0.21 (compared to dnLLS,data/dX =

0.52±0.08).

The green triangle in Figure 4.2 represents a similar exercise graphically on the f (N,X) plot. If we assume

that the MLE determination of β for the forest holds in the LLS regime, we can calculate the value of CHI,LLS

implied by the measured dnLLS/dX by inverting equation 4.9. Then the values of f (N,X) suggested by the

data would be given by:

f (Np,X) = CHI,LLSN−β
p . (4.10)

for all values of Np. The height of the green triangle thus represents the values of f (N,X) if βMLE holds

of the LLS regime. The dark green band at the top of the triangle is an estimate in the uncertainty of this

normalization due to the uncertainty in dnLLS/dX . Again, we can see clearly that the MLE fit to the frequency

distribution (red dotted line) significantly under-predicts the measured LLS incidence.

We have seen that a single power law well approximates the intermediate-NHI absorbers; however, its

extrapolation to log(NHI/cm−2)> 17.2 underestimates the number of LLSs significantly giving dnLLS,fit/dX =

0.21. In §4.5, we discuss other methods for parameterizing the distribution which better reproduce the high-

NHI end of the frequency distribution.

4.4 Frequency Distributions with Respect to the Positions of Galaxies

Rudie et al. (2012b) considered the distribution of H I with respect to the positions of star-forming galaxies

with 2.0 < z < 2.8 using the absorption line data presented here. The study explored the kinematic and

geometric structure of the CGM, concluding that the majority of the strong excess absorption is found within

300 physical kpc (pkpc) of galaxies in the transverse direction and within 300 km s−1 of the systemic redshift

of galaxies; however, a tail of excess H I absorbers continues to 2 pMpc and 700 km s−1.

The KBSS spectroscopic galaxy sample consist of UV-color selected galaxies with UV luminosities

0.25 < L/L∗ < 3.0 (Reddy & Steidel 2009) and a typical bolometric luminosity of ∼ 2.5× 1011L� (Reddy

et al. 2008, 2012). They have star formation rates of ∼ 30 M� yr−1 (Erb et al. 2006b) and halo masses of

∼ 1012 M� (Adelberger et al. 2005b; Conroy et al. 2008; Trainor & Steidel 2012; Rakic 2012).

Using the same KBSS galaxy sample as in Rudie et al. (2012b), we measure the frequency distribution

of H I absorbers within the CGM as follows. First we locate those galaxies in our spectroscopic sample

lying within 300 pkpc of the line of sight to the QSO and within the redshift range used for the Lyα forest

decompositions (as listed in Table 4.1). Notably, we have no galaxies at impact parameters< 50 pkpc, and so

the CGM distributions apply to the range 50 − 300 pkpc. We then consider the column density distribution of

absorbers within ±300 km s−1 and ±700 km s−1 of the redshifts of these galaxies. We note that all absorbers

included in the 300 km s−1 CGM are also included in the 700 km s−1 CGM.
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Figure 4.4 Same as Figure 4.2 but also considering the distribution of absorbers close to galaxies. The IGM
distribution is shown in gray. Red points show the frequency of absorbers of a given NHI within 300 km s−1

and 300 pkpc of a galaxy in our spectroscopic sample. Blue points show the frequency of those within
700 km s−1 and 300 pkpc. The curves are the maximum likelihood fits to the distributions over the range
13.5 < log(NHI/cm−2) < 17.2. The parameters of the fit are given in Table 4.4 along with the opacities
calculated from the data and the opacities implied by the fit. Notably this single power law fit to the data
does not well reproduce the opacities calculated from the data. Section 4.5.1 discusses broken-power law fits
which better reproduce these opacities.
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Table 4.4. MLE Power Law fits to f (NHI,X)

Sample β log(CHI) κfit [pMpc−1] κdata
a[pMpc−1]

IGM 1.650±0.017 10.322 0.0029 0.0039+0.0005
−0.0005

CGM 700km s−1 300 pkpc 1.447±0.033 7.672 0.013 0.017+0.004
−0.004

CGM 300km s−1 300 pkpc 1.425±0.037 7.562 0.022 0.031+0.009
−0.009

aOpacity calculated from the the data using equation 4.15 for 13.5≤ log(NHI/cm−2)≤ 17.2.

The resulting frequency distributions for the 300 km s−1 and 700 km s−1 CGM are shown in Figure

4.4 in red and blue respectively. As found by Rudie et al. (2012b), the frequency of all absorbers with

log(NHI/cm−2)> 13.5 is higher within the CGM of galaxies than at random places in the IGM.

The maximum likelihood estimates of the power law approximation to f (NHI,X) within the CGM are

listed in Table 4.4 and overplotted in Figure 4.4. Notably, the power law slope of the CGM is significantly

shallower than that of the IGM, in the sense that there are relatively more high-NHI systems than low-NHI

absorbers in the CGM. This result is qualitatively equivalent to results presented by Rudie et al. (2012b) who

found a strong correlation between NHI and the fraction of absorbers found within the CGM of galaxies (their

Figure 30). Further, the frequency of absorbers is higher within the 300 km s−1 CGM than within 700 km s−1,

as expected.3

The characteristic NHI of the CGM is akin to the max(NHI) statistic presented in the left-hand panel

of Figure 9 of Rudie et al. (2012b). These authors typically found log(NHI/cm−2) & 14.5 − 15 within 300

pkpc of a galaxy. Misawa et al. (2007) considered the frequency distribution of absorbers surrounding H I

systems with log(NHI/cm−2)> 15, fitting to the absorber distribution within ±1000 km s−1of the redshifts of

these tracer absorbers. Thus, the Misawa et al. (2007) sample traces a volume similar to that of the CGM.

For their S2a sample which was selected to lie at least 5000 km s−1 lower than the redshifts of the QSOs,

Misawa et al. (2007) find a power-law slope of β = 1.390±0.027, in reasonable agreement with the power-

law exponents for our CGM measurements. The normalization, CHI = 7.262±0.431, is lower than our CGM

results, consistent with the expectation that the Misawa et al. (2007) sample includes a larger fraction of

“general” IGM compared to CGM.

3Since the majority of the excess absorption is found within 300 km s−1 of galaxies, the 700 km s−1 CGM is diluted by regions with
H I properties more similar to the general IGM. As such, the difference between the 300 and 700 km s−1 CGM is mostly a result of the
difference in pathlength considered. The pathlength for the 300 km s−1 CGM sample is ∆X = 0.9 while the 700 km s−1 sample has twice
the pathlength, ∆X = 1.9 - and since f (NHI,X) is inversely proportional to the pathlength, the frequency of absorbers in the 700 km s−1

CGM is approximately a factor of 2 smaller.
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4.5 The Lyman Continuum Opacity

One of the principal uses of the column density distribution presented above is to estimate the transmis-

sivity of the IGM to hydrogen-ionizing photons, hereafter referred to as Lyman continuum (LyC) photons.

Understanding LyC emission and its transmission through the IGM is an important step in exploring the pro-

cess of reionization at high-redshift, as well as estimating the average ionization level of the IGM and the

metagalactic ionizing background as a function of redshift.

In order to understand and describe the process of transmission of LyC photons through the IGM, one

must first quantify the sources of opacity in the IGM. Most notably, it is important to quantify the fractional

contribution of absorbers of various NHI to the full opacity of the forest. To do this, we begin with a simplified

model of LyC emission and absorption.

The attenuation of LyC photons by an absorber with NHI= Ni is given by e−Niσ where σ is the photoion-

ization cross section of hydrogen. In practice, σ depends sensitively on the energy of the photons considered:

σ(ν)≈ σLL

(
ν

νLL

)−3

(4.11)

where σLL = 6.35×10−18 cm2 is the hydrogen ionization cross section to photons at the Lyman Limit (912 Å)

with energies of 1 Ry (13.6 eV), and vLL is the frequency of such photons. For the moment, we will employ

the simplifying assumption that all LyC photons have energies of 1 Ry so that the frequency dependence of

σ is removed.

In addition, for the time being, we calculate the opacity assuming that the universe is static.4 In practice,

the expansion of the universe results in the redshifting of ionizing photons to non-ionizing energies; however

since we are only considering 1 Ry photons, we will also temporarily ignore redshifting. In §4.6, we perform

a more rigorous calculation to measure the true mean free path of LyC photons through the IGM and CGM

at z = 2.4 including photons of all ionizing energies and including redshifting. The analytic calculation

presented in this section is provided to build intuition regarding the sources of opacity in the universe, and

also to quantify the opacity from absorbers with log(NHI/cm−2)< 17.2 inferred directly from the data.

Using the above approximations, we calculate the opacity, κ, of the IGM and CGM to LyC photons and

the contribution to this opacity from absorbers of various NHI. The opacity is defined as the change in optical

depth per unit proper distance:

κ =
dτ
dr

(4.12)

where

dr =
1

1 + z
c

H(z)
dz (4.13)

and c is the speed of light.

4For the remainder of Section 4.5 we use the redshift distribution of the sample to infer the physical distance over which absorbers
are distributed. This is the only way in which redshifts enter into the calculation.
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Figure 4.5 Contributions to the opacity from a given bin in NHI, measured directly from the data using equation
4.15. Left: The IGM opacity per bin in NHI. Right: The opacity per bin in NHI within the IGM (green), the
700 km s−1 CGM (blue) and the 300 km s−1 CGM (red). Note that the scale of the left-hand panel is 10%
of the scale of the right-hand panel. The opacity (optical depth per unit physical distance) of the CGM is an
order of magnitude larger than the average opacity in the IGM.

Given an analytic fit to the frequency distribution per unit physical distance f (NHI,r), the opacity due to

Poisson-distributed absorbers with Nmin ≤ NHI ≤ Nmax to photons of energy 13.6 eV is:

κfit =
∫ Nmax

Nmin

f (NHI,r)
(
1 − e−NHIσ912

)
dNHI (4.14)

(Paresce et al. 1980).

Similarly, the opacity can be calculated directly from the data by summing over those absorbers {i} with

Nmin < NHI < Nmax:

κdata =
∑

i

(
1 − e−NHI,iσ912

)
∆r

(4.15)

where ∆r is the sum of the proper distances probed by each sightline.

The uncertainty in the measurement of κdata can be calculated using the bootstrap resampling method in

which many sets of absorbers are drawn with replacement and κdata is recalculated for each set. One can then

estimate the probability distribution of κdata by selecting the 68% confidence range. Values of κdata for the

IGM and CGM for 13.5< log(NHI/cm−2)< 17.2 is listed in the last column of Table 4.4. We emphasize that

this measurement of the LyC opacity from absorbers with log(NHI/cm−2) < 17 is one of the principal results

of this work.

The left hand panel of Figure 4.5 shows the opacity produced by various bins of log(NHI/cm−2) < 17.2

within the IGM calculated directly from the data using equation 4.15. These values are compared to the

opacity found within the CGM in the right-hand panel of Figure 4.5. Notably, the opacity of the CGM of a

galaxy (300 km s−1, 300 pkpc) is an order of magnitude larger than that of the average IGM.

Comparing the opacities calculated using the single power law MLE fit with those calculated directly from



114

Ta
bl

e
4.

5.
B

ro
ke

n
Po

w
er

L
aw

Fi
ts

to
f(

N
H

I,
X

)

Sa
m

pl
e

β
lo

w
−

N
H

I
lo

g(
C

lo
w

−
N

H
I)

br
ea

k
N

H
I

β
hi

gh
−

N
H

I
lo

g(
C

hi
gh

−
N

H
I)

κ
fit

[p
M

pc
−

1 ]
κ

da
ta

a [p
M

pc
−

1 ]

IG
M

:
1.

65
6±

0.
03

0
10

.3
98

15
.1

4
1.

47
9±

0.
04

2
7.

64
3

0.
00

38
0.

00
39

+
0.

00
05

−
0.

00
05

C
G

M
70

0k
m

s−
1

30
0

pk
pc

1.
35

3±
0.

08
8

6.
35

4
14

.8
7

1.
38

5±
0.

08
4

6.
78

9
0.

01
7

0.
01

7+
0.

00
4

−
0.

00
4

C
G

M
30

0k
m

s−
1

30
0

pk
pc

1.
30

2±
0.

08
4

5.
82

3
14

.8
7

1.
34

5±
0.

08
9

6.
39

4
0.

03
1

0.
03

1+
0.

00
9

−
0.

00
9

a O
pa

ci
ty

ca
lc

ul
at

ed
fr

om
th

e
th

e
da

ta
us

in
g

eq
ua

tio
n

4.
15

fo
r1

3.
5
≤

lo
g(

N
H

I/
cm

−
2 )≤

17
.2

.



115

Table 4.6. Effect of Uncertainty in β on κ and dnLLS/dX a

Sample βhigh−NHI log(Chigh−NHI )
b κ [pMpc−1]c dnLLS/dXd

Datae · · · · · · 0.0039+0.0005
−0.0005 0.52±0.08

IGM Best Fit 1.479 7.643 0.0038 0.519
IGM Shallow Fitf 1.437 6.984 0.0040 0.656
IGM Steep Fitg 1.521 8.301 0.0035 0.413

aThe effect of varying βhigh−NHI within its 1-σ uncertainty.

bThe best fit normalization of f (N,X) given the stated value of β. I.e., the
covariance of log(Chigh−NHI ) with βhigh−NHI .

cThe opacity from absorbers with log(NHI/cm−2)< 17.2.

dThe incidence of LLSs
eValues computed directly from the data.
fThe fit for the perturbed value of βhigh−NHI such that the distribution is more

shallow.
gThe fit for the perturbed value of βhigh−NHI such that the distribution is steeper.

the data for absorbers with log(NHI/cm−2)< 17.2 (Table 4.4), one notes a statistically significant discrepancy

in the sense that the MLE power law predicts far less opacity than is measured directly from the data. Simi-

larly, the number of LLSs (which also contribute significantly to the LyC opacity) is under-predicted by the

MLE fit. In Section 4.5.1, we consider other parameterizations of the frequency distribution that better match

dnLLS/dX as well as the opacity from intermediate-NHI systems [15 . log(NHI/cm−2) . 17] calculated from

the data.

4.5.1 Broken Power Law Parameterizations

While the MLE power law fits presented in §4.3.2 and §4.4 provide a reasonable description of the overall

column density distribution, because there are substantially more absorbers at low-NHI the majority of the

statistical power for the fit is derived from the low-NHI absorbers. To estimate the LyC opacity of the in-

tergalactic and circumgalactic gas, the absorbers of relevance are instead the much rarer, high-NHI systems,

particularly those near log(NHI/cm−2)≈ 17.

In order to reproduce simultaneously the opacity from both absorbers with 12.5< log(NHI/cm−2)< 17.2

as measured in our sample, as well as the number of LLSs, we adopt a different fitting method. Here we

consider a least-squares fit to the binned5 data. Because the opacity is a strong function of NHI, it is most

important that the number of absorbers with log(NHI/cm−2) ≈ 17.2 is accurately reproduced. Therefore,

5We have verified that the fitted parameters are insensitive to the exact choice of binning.
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to provide further flexibility, we allow for a discontinuous break in the power law parameterization. This

allows for an independent fit to the high-NHI absorbers [log(NHI/cm−2) & 15] which are the main source of

opacity. Although no strong break is evident, any parameterization that does not include a break as well as all

parameterizations with a continuous functional form at the position of the break cannot reproduce the opacity

of Lyα forest absorbers as measured by the data.

We fit two power laws to the binned data. The bin that includes the break is included in the fit to the low

and intermediate-NHI groups to minimize the discontinuity between the two power laws. We allow the break

to vary in NHI and select the break location to be that which best reproduces the opacity from absorbers with

log(NHI/cm−2) < 17.2 and also the number of LLS in the case of the IGM sample. The break location for

the two CGM distributions is forced to match. The best fits are presented in Figure 4.6 and Table 4.5 along

with their implied opacities, κfit. The bin containing the break is indicated by the hatched box in Figure 4.6.

Notably, the location of the break (NHI ≈ 1015 cm−2) is similar to the NHI at which absorbers were found to

significantly correlate with the positions of galaxies (Rudie et al. 2012b).

This fitting technique reproduces the opacity from intermediate-NHI absorbers measured from the data

with high fidelity. Additionally, the IGM fit predicts a dnLLS,fit/dX = 0.519 for 17.2< log(NHI/cm−2)< 22.0

in excellent agreement with dnLLS,data/dX = 0.52±0.08 determined from the compilation of LLSs from the

literature (Section 4.3.3).6 As in Section 4.3.3, the green triangle in Figure 4.6 represents the values of

f (N,X) within the LLS regime implied by the measurement of dnLLS,data/dX assuming a power law index,

β = βhigh−NHI . The agreement between the height of the green triangle and the extrapolation of the power law

fit (gray line) suggests that the broken power law parameterization well reproduces the LLS gross statistics.

Next we consider the uncertainty in the fitted parameters. The majority of the uncertainty in the normal-

ization of the frequency distribution (CNHI ) is due to its covariance with the power law index, β. In Table 4.6

we list the best fit determination of βhigh−NHI and Chigh−NHI and the values of κfit and dnLLS,fit/dX implied by

this analytic approximation. Also listed are the 1-σ perturbed values of βhigh−NHI , the corresponding normal-

ization Chigh−NHI , and their implied κfit and dnLLS,fit/dX . Notably, the perturbed analytic parameters reproduce

the opacity due to Lyα forest absorbers within the measurement errors. The incidence of LLSs is more sen-

sitive to perturbed values of β with offsets in the implied incidence of ∼ 1.5σ from the observed incidence.

As the incidence of LLSs is not used to constrain the power-law fit, the disagreement between these values is

not surprising.

Figure 4.7 compares the IGM broken power law fit to the frequency of LLS with τ912 > 1 and τ912 > 2

from O’Meara et al. (2012) as described in §4.3.3. The blue triangle corresponds to τ912 > 1 absorbers, and

the red triangle represents the τ912 > 2 absorbers. As in section 4.3.3, the normalization of the triangles are set

by the measured value of dnLLS,data/dX under the assumption that an extrapolation of the broken power law

fit to the Lyα forest data holds within the LLS regime. Again, the agreement between the extrapolated power-

law fit (gray curve) and the blue and red triangles suggests that the analytic approximation to the frequency

6We remind the reader that the single power law MLE determination of the fit predicted a value of dnLLS,fit/dX = 0.21.
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Figure 4.6 Broken power law least-squares fits to the binned IGM (gray) and CGM (blue and red) data. The
slopes and normalizations for each data set (IGM or CGM) are allowed to vary independently; however, both
ranges include the data point centered at the break (shaded regions). Note that the broken power-law fit is
discontinuous at the break location. Including one data point in both ranges minimizes the discontinuity
associated with the break and produces a better fit to the data. The hatched box shows the range of NHI
included in that point and thus in both fits. The green triangle represents the measured incidence of LLSs as
discussed in §4.3.3. The parameters of the fit are given in Table 4.5 along with the opacity calculated from
the data and the opacity produced by the fit to the distribution. Note that the opacity is reproduced to much
higher fidelity using the broken power law fit.
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full sample: ∆ X = 26.9
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DLA Noterdaeme et al. 2009
2.23 < z < 2.88

1<τ<2 LLS O’Meara et al 2012
subDLA O’Meara et al. 2007

1.68 < z < 3.0

Fits to: 13.5<log(NHI)<17.2
IGM Break at log(NHI)=15.1

full sample: ∆ X = 26.9

Figure 4.7 Same at Figure 4.6 but only considering the IGM distribution. Top: The results of a recent sur-
vey for Lyman limit absorbers by O’Meara et al. (2012). Note that these authors’ constraints on τ912 > 1
and τ912 > 2 LLS are well reproduced by the extrapolation of the power law slope selected for the high-NHI
IGM absorbers. Computing the difference between these values allows for an assessment of the number of
LLSs with 1 < τ912 < 2, here represented as the green data point. The (red) dotted curve shows the fit to the
frequency distribution proposed by O’Meara et al. (2012). Note that this fit underpredicts the number of ab-
sorbers with log(NHI)/cm−2)< 17.2 as measured with the KBSS sample (black data points). Bottom: Includ-
ing all currently known constraints at these redshifts for f (N,X). In green the 1< τ912 < 2 measurement from
O’Meara et al. (2012). In blue are the subDLAs (19.3 < log(NHI/cm−2) < 20.3; dnsubDLA/dX = 0.110+0.026

−0.021)
from O’Meara et al. (2007) and in red are the DLAs (log(NHI/cm−2)> 20.3; dnDLA/dX ≈ 0.05) from Noter-
daeme et al. (2009). We note that the extrapolation of the intermediate-NHI absorbers power law fit suggested
by our Lyα forest data appears to provide a good fit to the data for log(NHI/cm−2) . 18. Above this NHI,
nature likely deviates significantly from this power law.
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distribution reproduces the measure LLS statistics from O’Meara et al. (2012). The green point in Figure

4.7 shows the measured frequency of absorbers with 1< τ912 < 2 [17.2< log(NHI/cm−2)< 17.5] calculated

from the difference between the measured values of dnLLS,τ>1/dX and dnLLS,τ>2/dX .

The power law fit to f (N,X) suggested by O’Meara et al. (2012) is overplotted as the red dotted line

for comparison. This curve would imply a value for the opacity from absorbers with log(NHI/cm−2) < 17.2

of κfit = 0.0022, nearly a factor of two smaller than that measured from the KBSS sample (κdata = 0.0039±

0.0005).

There are likely some deviations in the detailed distribution of f (NHI,X) in the subDLA (19.3< log(NHI/cm−2)<

20.3) and DLA (log(NHI/cm−2) > 20.3) regimes as discussed in Prochaska et al. (2009) and O’Meara et al.

(2012). We show the current constraints on these regions of the frequency distribution in the bottom panel

of Figure 4.7. We chose to neglect the differences between the power law fit and observed constraints on

f (N,X). Holding the measured value of dnLLS/dX fixed, such an assumption makes our measurements of

the opacity from absorbers with NHI > 1017.2 cm−2 a lower limit. However, since the attenuation resulting

from any system with log(NHI/cm−2) & 18 is similar, the detailed shape of the distribution for high-NHI will

introduce relatively small changes in the opacity so long as the total number of such systems is reproduced.

The opacity inferred from the power law fit to f (N,X) is a lower limit for the following reason. If we hold

dnLLS/dX fixed at the observed value, this gives us a constraint on the number of systems with NHI > 1017.2

cm−2. The assumption of a given value of the power-law index, β, allows us to infer the opacity from a

measurement of dnLLS/dX . Allowing β to take a shallower value to match the plotted points of f (N,X) for

the subDLAs and DLAs only moves absorbers to higher NHI and thus higher opacity compared to a model

with a steeper power-law index. Therefore, our suggested opacities are likely a slight under-prediction of the

true value. If we instead choose a flat value (β = 0) we would find 9.7% higher opacity from LLSs, suggesting

the total uncertainty in the opacity from the assumed value of β is significantly less than 10%.

4.5.2 The Opacity of the IGM and CGM

Under the assumptions outlined above, and with a parameterization of the frequency distribution that repro-

duces both the incidence of LLS and the opacity from intermediate-NHI absorbers, we can now measure the

full opacity of the IGM and CGM. We calculate the opacity from LLS absorbers with log(NHI/cm−2)> 17.2

using equation 4.147 and the opacity from intermediate-NHI absorbers with log(NHI/cm−2) < 17.2 directly

from the data using equation 4.15 (as described in the beginning of Section 4.5). The differential opacity

from bins in NHI as well as the cumulative opacity (from absorbers with NHI smaller than a given value), are

7Note that the detailed distribution of κ per bin in NHI would be affected by variation in f (NHI) at DLA and subDLA column densities.
Because we adopt the extrapolation of the broken-power law fit to f (N,X) to calculate the opacity, the values in individual bins of NHI
for log(NHI/cm−2) > 17.2 are not well constrained.
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given in Table 4.7. The total opacity of the IGM is measured to be:

κIGM = κdata
(
NHI < 1017.2)

+κfit
(
NHI > 1017.2) (4.16)

κIGM = 8.146×10−3 pMpc−1. (4.17)

Similarly,

κCGM 300 km s−1 = 94.4×10−3 pMpc−1 (4.18)

κCGM 700 km s−1 = 46.5×10−3 pMpc−1. (4.19)
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Another relevant quantity is the integrated opacity over a specific scale length, i.e., the optical depth τ . In

particular, it is now possible to calculate the optical depth of the CGM of an individual galaxy. This quantity

is particularly relevant for understanding the attenuation of ionizing flux emanating from a galaxies similar

to those in the KBSS sample due to the CGM of the galaxy itself. Here we attempt to separate the probability

that ionizing photons escape the ISM of a galaxy from the probability that photons, having already escaped

the ISM, will also escape the enhanced absorption found within the CGM.

Specifically, the KBSS data set constrains the opacity and optical depth of the CGM of galaxies at impact

parameters greater than 50 kpc8. Henceforth, we consider the classical “escape fraction” to be the probability

that an ionizing photon reaches a distance of 50 pkpc, while the CGM is defined to begin at a distance of 50

pkpc from the galaxy. In order to calculate the optical depth, the scale length of interest must be assumed.

For circumgalactic absorption, the velocity window associated with the CGM provides a natural scale length.

As the relevant scale is along the line of sight, we use the distance, ∆rCGM, associated with the line-of-sight

velocity amplitude of the CGM:

∆rCGM = H−1(z)dv (4.20)

where H(z) is the Hubble constant evaluated at the mean redshift of the sample 〈z〉 = 2.4 and dv is either

700 km s−1 or 300 km s−1. We note that the KBSS data set constrains the distribution of gas at transverse

distances > 50 pkpc from galaxies, not along the line of sight from galaxies. Here we assume that the gas

distribution traced in the transverse plane well represents the gas distribution along the line of sight to a galaxy

at distances> 50 kpc. Given the strong increase in NHI at small galactocentric distances [as observed in Rudie

et al. (2012b)], the optical depth associated with the CGM at distances> 50 kpc is likely significantly smaller

than the optical depth associated with the closer-in CGM. Therefore the measurements presented here might

be thought of as a lower limit on CGM absorption.

In Figure 4.8, we compare the optical depth of the CGM (τCGM = κCGM∆rCGM) for the 300 km s−1, 300

pkpc CGM (red) and the 700 km s−1, 300 pkpc CGM (blue). Figure 4.8 also quantifies the optical depths

from both forest absorbers (log(NHI/cm−2) < 17.2) and LLS in the CGM. The forest absorber opacities and

optical depths are measured directly from the data, while the LLS opacity and optical depths are inferred

from an extrapolation of the high-NHI fit to the data using the broken power law parameterization. The values

for τCGM and κCGM in differential and cumulative NHI bins are given in Table 4.7.

We find that the optical depth of the 700 km s−1 CGM is comparable to but slightly exceeds the optical

depth in the 300 km s−1 CGM. This is as expected because the 300 km s−1 CGM includes the majority of the

excess absorption; however, there is a small additional excess between 300 and 700 km s−1, see Rudie et al.

(2012b). For subsequent calculations, only the 700 km s−1 CGM will be considered since it captures the full

optical depth of the CGM for d > 50 pkpc.

8This is because the closest galaxy to a QSO sightline in the KBSS sample is at a projected physical distance of 50 kpc.
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Figure 4.8 The optical depth of the CGM to13.6 eV photons. The bins with log(NHI/cm−2)< 17.2 (solid shad-
ing) are measured directly from the data. The bins corresponding to LLSs (log(NHI/cm−2) > 17.2; hatched
shadding) use the broken power law fit to the higher NHI end of f (NHI,X) as shown in Figure 4.6. The blue
and red histograms show the total optical depth within one average CGM. This is equivalent to the opacity
times the scale length ∆rCGM. Note that the total optical depth in the 700 km s−1 CGM includes the opacity
within the 300 km s−1 CGM but that there exists additional opacity due to absorbers with velocity offsets
between ±300 and ±700 km s−1.
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4.5.3 The Distribution of Optical Depths in the IGM and CGM

With an estimate of the opacity from all NHI absorbers, one can easily calculate the fractional contribution of

the CGM vs the IGM, as well as the contribution from absorbers of different NHI, to the mean free path. For

this simplified calculation, we define the mean free path, λstatic
mfp , to be the average distance an ionizing photon

with energy 1 Ry travels in a static universe before having a probability of 1 − e−1 of being absorbed. More

quantitatively:

λstatic
mfp =

∑
i

∆ri (4.21)

where ∑
i

κi∆ri = 1. (4.22)

Here we consider two possible mean free paths: (1) In the case of photons emanating from the ISM of

a galaxy similar to those in our spectroscopic sample (see Section 4.4), they must first traverse the CGM of

the galaxy in which they were formed and then the general IGM. Here we refer to this mean free path as

λstatic
mfp, IGM+CGM.(2) The second case is the more general one and the mean free path that has been considered

by previous authors - the mean free path of photons traveling in the IGM, a quantity relevant to photons once

they have escaped the CGM of whichever structure in which they were formed. This distance is referred to

as λstatic
mfp, IGM.

In the calculation that follows, we consider the contributions to the opacity from the 700 km s−1 CGM as

well as the IGM. Under these assumptions:

κCGM∆rCGM +κIGM(λstatic
mfp, IGM+CGM − ∆rCGM) = 1. (4.23)

where ∆rCGM = 2.87 pMpc as given in equation 4.20 using dv = 700 km s−1, and κIGM = 0.0081 pMpc−1 and

κCGM = 0.047 pMpc−1 are the total opacities over all NHI. Solving equation 4.23, we find λstatic
mfp, IGM+CGM= 109.3

pMpc. When we exclude the CGM component, we instead obtain λstatic
mfp, IGM= 122.8 pMpc, a 12% longer

pathlength.

With λstatic
mfp, IGM+CGM known, we can then calculate the fractional contribution to the optical depth from

each bin of NHI for both the IGM and CGM as shown in Figure 4.9 and Table 4.7 (middle columns). The

cumulative version of this plot (i.e. the contribution to the optical depth for all NHI< Ni) is given in Figure

4.10 and in Table 4.7, right-hand columns. From these, we can see that the CGM accounts for 13% of the

opacity within a λstatic
mfp, IGM+CGM. Further, absorbers with log(NHI/cm−2)< 17.2 contribute 48% of the opacity

to LyC photons.

In practice, the detailed distribution of opacity as a function of NHI will be altered when photons of vari-

ous energies are considered. The true λmfp of LyC photons will be non-negligibly affected by the redshifting

of photons to lower energies, and by the presence of higher-energy radiation. For instance, 100 pMpc corre-

sponds to ∆z ≈ 0.25 at these redshifts. Photons emitted by a source at 〈z〉 = 2.4 with energies close to the
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Figure 4.9 The fraction of the optical depth within 1 mean free path contributed by absorbers within a given
bin of NHI in the IGM (green) or 700 km s−1 CGM (blue). The solid histograms represent measurements from
the data converted into an optical depth using equations 4.12 and 4.15. The hatched histograms represent
values from the fit to the data extrapolated to higher values of NHI and then converted into an optical depth
using equations 4.12 and 4.14. The printed numbers give the percentage of the opacity due to that NHI bin.
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Figure 4.10 The cumulative fraction of the optical depth within 1 mean free path contributed by absorbers
below a given NHI in the IGM (green) or 700 km s−1 CGM (blue). The solid histograms represent measure-
ments from the data converted into an optical depth using equations 4.12 and 4.15. The hatched histograms
represent values from the fit to the data extrapolated to higher values of NHI and then converted into an optical
depth using equations 4.12 and 4.14. The printed numbers give the percentage of the opacity due to absorbers
with NHI less than or within the NHI bin.
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Lyman Limit therefore will redshift to non-ionizing energies long before they are attenuated by e.

In the next section, we consider a more rigorous calculation of λmfp including the aforementioned effects

using Monte Carlo (MC) simulations of discrete lines of sight. As we will show, a more proper treatment of

the physics does not substantially affect the value of λmfp.

4.6 The Mean Free Path to Hydrogen-Ionizing Photons

As we have shown in Section 4.5, the mean free path of LyC photons is a cosmological distance at z = 2.4.

As such, the consideration of photons with energies > 1 Ry as well as inclusion of redshifting of photons out

of ionizing frequencies are necessary in order to measure the true λmfp. It is also necessary to define very

precisely what one means by the “mean free path,” including the frame of reference in which the distance

is measured. Here we define the mean free path, λmfp, as the distance traveled from a source by a packet of

photons before photons with energy of 1 Ry in the absorber’s9 frame are attenuated by an average factor of

e. This distance is fundamentally related to a measurement of ∆z, which we convert to the physical distance

traveled by the photon through the expanding universe.

We perform a Monte Carlo simulation of the LyC absorption along many individual sightlines. For

illustration, we begin with a discussion of MC runs with an emission redshift of z = 2.4.

4.6.1 Monte Carlo Simulations

To simulate absorption within intergalactic and circumgalactic space, we produced artificial absorption spec-

tra whose absorption line distribution is matched to that observed in data at the same redshifts; such models

are described in detail by Shapley et al. (2006). In this case, we produced 10,000 simulated lines of sight to

sources with zem = 2.4, according to a frequency distribution of absorbers set using best-fit parameters from

the broken power law fit to f (N,X) (Table 4.5).

As was demonstrated in Section 4.5.1, various fitting methods produce largely discrepant values for the

parameters of the analytic form of f (N,X). The actual opacity represented by the data can be measured to

significantly higher precision then the parameters of the analytic form of f (N,X). For this reason, using

perturbed values of the power law parameters will result in significantly larger variation in the opacity along

a line of sight than occur in the actual universe as measured by the data. As such, we use only the best-fit

values of the power law fit to f (N,X) in the Monte Carlo.

The simulated absorbers are distributed throughout the redshift range of interest in such a way that they

reproduce the overall redshift distribution of measured absorbers. The redshift distribution of absorbers is

typically parameterized as:
dn
dz

= n0(1 + z)γ . (4.24)

9We consider the energy of the photon at the absorber’s redshift because only photons with energy sufficient to ionize hydrogen when
they intersect an absorber are relevant to λmfp.
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For the MC simulations, we have assumed that the Lyman-α forest absorbers with low-NHI (those absorbers

fit by the low-NHI power law in the broken power law parameterization: log(NHI/cm−2) < 15.1 for the IGM

and log(NHI/cm−2)< 14.9 for the CGM ) evolve with γ = 2.5 (Kim et al. 2002). We have verified that the line

sample presented in this paper exhibits evolution consistent with these measurements. All high-NHI absorbers

are assumed to have γ = 1.0; the value for the LLS compilation reported in this paper (Section 4.3.3) measured

through maximum likelihood estimation is γ = 0.93±0.29.

Briefly, we note that the redshift evolution for LLSs within the range 2 . z . 3 is well constrained by the

data presented by Ribaudo et al. (2011), Sargent et al. (1989), and Stengler-Larrea et al. (1995) as discussed

in Section 4.3.3. Measurements of the evolution in the line density at z & 3 (see e.g., Songaila & Cowie

2010; Prochaska et al. 2010) suggest much steeper evolution with redshift (high values of γ). Because our

Monte Carlo simulations only include absorption at 2 . z . 3, we use the value of γ = 1 as measured over the

relevant redshift range and emphasize that the exact value of γ does not significantly affect the quoted λmfp

within the redshift range 2 < z < 3. 10 However, we caution that the extrapolations of the trend of our λmfp

measurements to z > 3 is much more dependent on the chosen value of γ and is therefore unlikely to predict

the true value at higher redshift.

An additional set of simulations was run to mimic lines of sight emanating from galaxies like those in

the KBSS. In these simulations, H I absorbers were added within 700 km s−1 of zem according to the CGM

broken power law fit to f (N,X). The remainder of the line of sight is drawn from the IGM distribution. These

simulations produce the expected attenuation due to the CGM for sources within galaxies similar to those in

our spectroscopic sample (0.25< L/L∗ < 3, 〈z〉 = 2.3).

In addition to the simulated forest spectra that include both line and continuum opacity, we created another

set where the opacity from individual Lyman lines is not included, leaving only Lyman continuum absorption.

To measure the λmfp, the principal concern is the fraction of photons absorbed while they are at ionizing

energies. Once photons redshift out of the hydrogen-ionizing band, for the purpose of calculating the mean

free path, their subsequent absorption or transmission is immaterial. For this reason, spectra with line and

continuum opacity are useful for correcting observed objects for attenuation along the line of sight through

the IGM (as will be discussed in Section 4.6.4), while the “continuum absorption only” spectra can be used

to measure λmfp directly (as discussed in Section 4.6.2).

Figure 4.11 shows the average of 10,000 realizations of each Monte Carlo run plotted in the rest-frame of

the emitter. The solid curves show the runs with Lyman line opacity included, and the dotted and dash-dotted

lines show the MC runs that only consider the continuum opacity. The various colors pertain to either IGM

ONLY (blue and purple) or IGM+CGM (red and orange) runs (note the presence of Lyα, β, γ, etc. absorption

due to the CGM of the emitter in the red spectrum). Note that at the Lyman limit, the spectra that include

CGM absorption show a sharper drop in transmission. This is due to LyC absorption from high-NHI absorbers

10Considered in the redshift range 2.0 < z < 2.8 ,varying γ by 1σ results in less than a 6% change in the incidence of LLSs and
therefore less than a 3% change in λmfp.
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Figure 4.11 The average transmission spectra from 10,000 runs of the Monte Carlo simulations of IGM only
(purple and blue) and IGM+CGM(red and orange) absorption in the foreground of a z = 2.4 emitter shown
in the rest frame of the emitter. The solid (blue and red) curves show spectra using MC simulations that
include line opacity. The dotted (purple) and dot-dashed (orange) curves show spectra from simulations only
including continuum opacity. The highlighted yellow area marks the region between 920 -1015 Å in the frame
of the emitter which is used to renormalize the line opacity spectra in Figure 4.12. The dashed horizontal lines
mark the average value of the transmission in this region, 〈1 − DB〉, for the spectra containing line opacity.
The vertical dashed line marks the position of the Lyman limit in the frame of the emitter. The line absorption
seen in the red spectrum is due to the Lyman series line opacity from high-NHI CGM absorbers.

found in the circumgalactic gas.

4.6.2 Measuring λmfp

To measure λmfp from the Monte Carlo calculation, we use the spectra that include continuum absorption

only.11 We search the average spectrum for the location where the LyC only spectra reach a transmission

equivalent to e−1, as marked by the vertical dash-dotted lines in Figure 4.12. The rest wavelengths from

Figure 4.12 can be converted into the physical distance traveled by a photon between zem = 2.4, the emission

redshift of the spectra, and zmfp where:

zmfp =
λe −λLL

λLL
(1 + zem) + zem (4.25)

where λLL = 911.75 Å is the wavelength of the Lyman limit and λe is the rest wavelength of the spectrum at

which the transmission equals e−1. To calculate λmfp, we then compute the physical distance traveled by the

11Line opacity only reduces the transmission of non-ionizing photons which are unimportant for consideration of λmfp.
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Figure 4.12 The average normalized transmission below the Lyman limit of a z = 2.4 emitter. The red and
orange curves pertain to transmission including the CGM and the blue and purple curves pertain to IGM
only transmissions. The dotted (purple) and dot-dashed (orange) lines show the same spectra as in Figure
4.11 from the continuum opacity only runs of the MC code. The solid (red and blue) curves show the spectra
including line opacity normalized by 〈1−DB〉. The black vertical dashed line marks the position of the Lyman
limit in the frame of the emitter. The dashed horizontal line shows where the normalized transmission is equal
to e−1. The colored vertical lines mark the position where each of the spectra crosses the e−1, signifying the
position of one λmfp. These rest wavelengths are converted into physical distances corresponding to the λmfp
as described in the text.

photon through the expanding universe, given by the integral over the proper line element:

λmfp ≡
∫ zem

zmfp

1
1 + z

c
H(z)

dz (4.26)

where c is the speed of light and

H(z) = H0

√
ΩΛ + Ωm(1 + z)3. (4.27)

Using the averaged LyC only spectra shown in Figure 4.12, we calculate the λmfp through the IGM

assuming zem = 2.4 to be 147 pMpc (or ∆z = 0.359). If instead the CGM is included (as would be the case for

LyC photons emanating from a galaxy), the estimated λmfp falls to 120 pMpc (∆z = 0.301), ∼20% shorter.

Note that the values of λmfp found in this sections using the MC simulations are similar to those estimated

using the analytic approximations in Section 4.5 (λstatic
mfp, IGM= 122.8 pMpc, λstatic

mfp = 109.3 pMpc). This provides

confidence that the conclusions of Section 4.5 hold even when a more rigorous treatment is considered.
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4.6.3 Computing the Mean Free Path Uncertainties

To calculate the uncertainties in the λmfp measurement made in Sections 4.6.2, we must estimate the er-

ror in the opacity that originates from the Lyα forest absorbers (log(NHI/cm−2) < 17.2) and from LLSs

(log(NHI/cm−2)> 17.2). The errors associated with each must be estimated separately because the constraints

on the incidence of these absorbers come from different surveys.

To estimate the uncertainty associated with LLSs, we return to the measured value of dnLLS/dX = 0.52±

0.08 (Section 4.5). Using the method outlined in Section 4.5, we employ a fit to the frequency distribution to

calculate the opacity, κ. Once again, we assume that an extrapolation of the broken power law fit to the slope

of the high-NHI absorbers holds in the LLS regime. We then calculate the normalization of the frequency

distribution that reproduces dnLLS/dX and its upper and lower limits. These normalizations and the assumed

slope can then be used to measure κLLS and an approximate error. We find κLLS = 0.0043± 0.0006 Mpc−1,

a 15% uncertainty. If we allow the value of β to vary within the 1 −σ confidence region (see Table 4.6), the

uncertainty in our estimate of κLLS would be larger, ∼ 20 − 25%.

To estimate the λmfp uncertainties from absorbers with log(NHI/cm−2)< 17.2 we employ the measurement

of κdata from Section 4.5. We thus assume that the uncertainty is dominated by sample variance rather than the

uncertainties in the model. However, before using this value, we verify that the opacity (and its uncertainty)

from log(NHI/cm−2)< 17.2 absorbers measured from the data are reproduced in the Monte Carlo simulations

using the assumed power-law fits.

To estimate the opacity in the MC runs from forest absorbers, we ran another set of MC simulations

of LyC only opacity. In this case, we included only absorbers with log(NHI/cm−2) < 17.2, excluding the

contribution from LLSs. Using the ensemble of model spectra, we performed a jack-knife test with a sample

size of 15 sightlines, designed to match the number of lines of sight in the KBSS QSO sample. Each set of

15 randomly-drawn spectra was averaged and the maximum attenuation with respect to the continuum was

measured and recorded. The rest-frame wavelength at the position of maximum attenuation was converted

into a proper distance at the emission redshift using equation 4.26. The average value of κ along those 15

lines of sight was taken to be the natural logarithm of the minimum flux divided by physical distance. The

redshift range used in the simulations is 2.0 < z < 2.8 in order to reproduce the range of the KBSS QSO

sightline sample.

The jack-knife technique was applied 10,000 times to produce a distribution of the forest opacity, κfor, as

shown in Figure 4.13. An estimate for the error in κfor was then derived from the moments of the distribution.

The resulting value of κfor = 0.0037± 0.0005 is in good agreement with κdata = 0.0039± 0.0005 calculated

in Section 4.5, providing confidence that the MC simulations well reproduce both the mean value and the

dispersion in κfor for a sample of the same size as the KBSS.

With an estimate of κLLS, σκ,LLS as well as κfor and σκ,for, it is straightforward to calculate the error in the
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Figure 4.13 The variation in the measured opacity in groups of 15 sightlines due to all absorbers with
log(NHI/cm−2) < 17.2. The simulations used in this plot are those with emission redshift z = 2.8. These
show the results of 10,000 jack-knife tests in which 15 spectra were randomly drawn from the “LyC ONLY”
Monte Carlo runs in which only absorbers with log(NHI/cm−2)< 17.2 were included. See Section 4.6.3. The
dotted vertical lines mark the 1 −σ uncertainties in κ.

λmfp. If

λmfp =
1

κLLS +κfor
(4.28)

(see equation 4.23) then the uncertainty on λmfp is

σmfp =

√
σ2
κ,LLS +σ2

κ,for

(κLLS +κfor)2 (4.29)

where σκ,LLS and σκ,for are the uncertainties of κLLS and κfor respectively. Employing these equations, we

find a typical uncertainty in λmfp of ∼ 15 Mpc, which we adopt for both the IGM and IGM+CGM λmfp

measurements. Since the contribution of LLSs to the opacity in the CGM is poorly constrained, the error on

the CGM measurements is likely somewhat larger; however since the CGM contributes< 20% of the opacity,

the effect on the net uncertainty is modest. We adopt this uncertainty for the measurement of λmfp at the mean

redshift of the sample.

4.6.4 Simulated Sightlines with Line and Continuum Opacity

For some applications, it is more useful to know the expected attenuation along an ensemble of sight lines

including line opacity. For instance, in studies of the escape fraction of LyC photons (Shapley et al. 2006;

Iwata et al. 2009; Bridge et al. 2010; Siana et al. 2010; Nestor et al. 2011; Steidel et al. in prep) a correction

must be made for the fraction of the attenuation at a given observed wavelength due to (non-ionizing) line

blanketing. For these applications, our models including CGM attenuation are ideal. The sample of galaxies

used in our CGM study have impact parameters of 50 − 300 pkpc from the QSO line of sight, and so our MC
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Figure 4.14 The distribution of transmissions from each sightline averaged over the band pass from 880-910
Å for the the IGM+CGM Monte Carlo simulations (left panel) and IGM only Monte Carlo simulations (right
panel) that include line opacity. The simulations used for these figures are those with an emission redshift of
z = 2.4. The (blue) dashed vertical line marks the average transmission in the Lyβ,γ,+ forest 〈1 − DB〉.

Table 4.8. Comparison of the λmfp Derived from the LyC and the Renormalized Forest Spectra

zem λmfp LyC λmfp〈1 − DB〉 λmfp LyC λmfp〈1 − DB〉
[pMpc] [pMpc] [pMpc] [pMpc]

IGM ONLY IGM ONLY IGM+CGM IGM+CGM

2.2 191.8 185.9 160.2 151.4
2.4 146.5 135.7 120.0 113.4
2.6 115.7 106.8 93.7 85.6
2.8 91.9 85.1 73.5 66.0

simulations which include opacity from the CGM effectively model the typical gas distribution at radii larger

than 50 kpc - and hence the attenuation suffered by photons after they leave the ISM of the galaxy, but before

they leave the large gas densities associated with the CGM.

Using the sets of simulated spectra with zem = 2.4 that include Lyman line opacity for the IGM ONLY

and the IGM+CGM, we measure the distribution of transmission of emitted 880-910 Å photons through the

IGM and the IGM + CGM; see Figure 4.14. The transmission is generally lower along the IGM+CGM sight

lines. The peak in the transmission PDF near ∼ 0.75 corresponds to the average transmission within the Lyβ

forest which is < 1 due to line blanketing from both higher Lyman series lines as well as Lyα absorption

from lower redshift.

In Figure 4.12, the solid curves show the average spectrum of 10,000 MC runs that include line opacity.

We use 〈1 − DB〉, the average transmission in the region between 920 -1015 Å in the rest frame of the source

(the region shown in the yellow box in Figure 4.11; Oke & Korycansky 1982) to “re-normalize” the contin-

uum against which the LyC opacity will be measured. Using the renormalized spectrum as an approximation
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to the “LyC only” MC spectra and measuring λmfp as described in Section 4.6.2, leads to λmfp values 5 − 10%

smaller than the “true” values. Table 4.8 compares the results of the MC simulations including line opacity

(columns labeled 〈1 − DB〉) with those based on the continuum only spectra (columns labeled LyC).

4.6.5 Comparison with Previous λmfp Measurements

In the previous sections, we derived the value of the mean free path λmfp to LyC photons traveling through

the IGM to be:

IGM ONLY: λmfp(zem = 2.4) = 147±15 Mpc. (4.30)

If instead, we assume such LyC photons emanate from galaxies similar to one of those in our spectroscopic

sample, we find a value for λmfp including the CGM opacity to be:

IGM+CGM: λmfp(zem = 2.4) = 121±15 Mpc. (4.31)

One important advance of the estimate of λmfp made in this paper is that all parts of the column density

distribution have now been measured at the same mean redshift. This has not been possible previously due

to the difficulty of collecting appropriate statistical samples for the various column density regions of the

frequency distribution.

In this section, we compare these values to previous estimates from the literature. One caveat is that the

measurements made in this paper typically differ in mean redshift from the samples on which previous λmfp

measurements have relied. As such, an extrapolation of the literature measurements or our own measurements

is generally necessary in order to compare the results, and therefore these comparisons are more dependent on

the value of γ assumed. Nevertheless, in this section we compare to previous measurements for completeness.

Figure 4.15 gives a graphical summary of the results of this comparison.

In general, the differences between our IGM ONLY λmfp results and those of other authors (especially

those measured at similar z) underscore the degree to which λmfp is sensitive to changes in f (N,X), highlight-

ing the importance of the precise measurement of the intermediate NHI systems made here.

One other caveat is the small degree of incompleteness which may be present in the z. 2.4, log(NHI/cm−2)&

15.5 portion of our absorber sample. As described in Appendix A.1, this bias will only act to shorten the

inferred value of λmfp, pushing it to values farther below those inferred by other authors.

The mean free path and its evolution with redshift are generally parameterized as:

λmfp = λmfp,0 (1 + z)ξ (4.32)

where ξ captures the cosmology (as parameterized in equation 4.26) as well as the evolution in the number

of absorbers as a function of redshift, dn/dz (described in Section 4.6.1). For the Monte Carlo simulations

described in this section, the redshift evolution of λmfp is fixed by the assumed value of γ. We emphasize
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Figure 4.15 The λmfp as a function of zem including previous estimates of the λmfp from the literature. The
blue points and curves refer to values measured in this paper whereas estimates from the literature are plotted
in shades of red. The blue cross and X and their corresponding curves show the values of λmfp calculated
from the MC spectra for the IGM ONLY and IGM+CGM runs respectively. The dotted and dashed blue
horizontal line show the results of the analytic calculation in Section 4.5 excluding and including the CGM
respectively. The dark red filled star and the dash-dotted curve that intersects it are the suggested values of
λmfp from Madau et al. (1999). The red filled circle and dashed curve are the results of Faucher-Giguère et al.
(2008). Prochaska et al. (2009) suggested the values shown with the red/orange asterisks and the dotted line.
The measurements of Songaila & Cowie (2010) are shown in the orange filled square and the dash-dotted
curve that intersects it. The results of O’Meara et al. (2012) are shown in the orange filled triangle.

that the redshift evolution is only constrained by data with 2.0 . z . 3.0, and as such the extrapolation of our

results above to z>> 3 is ill-advised.

The redshift evolution of λmfp, parameterized as a function of the emission redshift of the QSO, zem,

returned by the MC simulations is represented by the solid blue curves in Figure 4.15 and is given by:

IGM ONLY: λmfp(zem) = 147
(

1 + zem

3.4

)−4.3

pMpc (4.33)

and

IGM+CGM: λmfp(zem) = 121
(

1 + zem

3.4

)−4.5

pMpc. (4.34)

The first estimate of λmfp was made by Madau et al. (1999) who found:

λmfp = 42
(

1 + z
4.0

)−4.5

Mpc = 87
(

1 + z
3.4

)−4.5

Mpc (4.35)

using a simple approximation for f (N,X) with β = 1.5 and γ = 2 where their Einstein-de Sitter cosmology
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has been converted to the cosmology used in this paper.

Faucher-Giguère et al. (2008) published an updated estimate to the λmfp assuming β = 1.39 as measured by

Misawa et al. (2007). Misawa et al. (2007) measured the frequency distribution close to high-NHI absorbers,

and thus their sample is similar in slope to our CGM f (N,X) distribution. However, the normalization

chosen by Faucher-Giguère et al. (2008) was computed using LLS statistics for the full IGM, thereby closely

matching our LLS points but somewhat under-predicting the incidence of lower-NHI absorbers resulting in

slightly larger values of λmfp at a given z:

λmfp = 85
(

1 + z
4

)−4

Mpc = 160
(

1 + z
3.4

)−4

Mpc. (4.36)

Prochaska et al. (2009) estimated λmfp using stacked QSO spectra to measure the LyC opacity. Notably,

such a method would include any contribution from the CGM of their QSOs. They found

λmfp = 48.4 − 38.0(z − 3.6) Mpc = 94 − 38.0(z − 2.4) Mpc (4.37)

somewhat lower than our measurement at z = 2.4 and with very different evolution with redshift than indicated

by our data.

Songaila & Cowie (2010) revisited the mean free path calculation after compiling a large sample of z< 1

and z> 4 LLS. They found

λmfp = 50
(

1 + z
4.5

)−4.44+0.36
−0.32

Mpc = 170
(

1 + z
3.4

)−4.44+0.36
−0.32

Mpc (4.38)

using β = 1.3. They also offer a variety of normalizations for different β values, including 130 Mpc for

β = 1.5 at z = 2.4, in general agreement with our measured “IGM ONLY” value of λmfp.

Recently O’Meara et al. (2012) presented a calculation of λmfp using their new measurements of the

incidence of LLSs at z∼ 2. Their estimates of the incidence of absorbers with log(NHI/cm−2)< 17.2 leads to

a lower value for the opacity as described in Section 4.5.1. They found

λmfp = 250±43 Mpc (4.39)

at z = 2.44, nearly a factor of 2 larger than our estimate and significantly larger than the extrapolations of

others’ measurements at higher redshifts.

We note that for a steeper evolution in redshift as found in Songaila & Cowie (2010) and Prochaska et al.

(2010), the general agreement between the extrapolation of the presented measurements at 〈z〉 = 2.4 to z > 3

would result in a more discrepant value significantly below the measurements at z> 3.5 by Songaila & Cowie

(2010) and Prochaska et al. (2009).

To summarize, the calculation described in Section 4.6 offers three significant improvements over previ-
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ous measurements. First, all portions of f (N,X) have been measured at the same mean redshift, avoiding the

need to extrapolate any part of f (N,X) to a different redshift using uncertain values of γ. A second advance

is the accuracy of our Voigt profile fitting technique, achieved by including higher-order Lyman series tran-

sitions, yielding the best measurement of the power law slope, β, for absorbers with saturated Lyα profiles,

[14 < log(NHI/cm−2) < 17.2]. Because such absorbers account for ∼half of the opacity to LyC photons in

the IGM, underestimating their contribution would result in significantly underestimating the total opacity of

the IGM.

The third major improvement with respect to previous studies is the inclusion of absorption from the

CGM which again decreases the measured value of λmfp. If LyC photons are presumed to originate within

galaxies similar to those in the KBSS sample, then every hydrogen-ionizing photon must first propagate

through the CGM. As shown by Rudie et al. (2012b), regions of the IGM near galaxies have a much higher

incidence of high-NHI absorbers than the average IGM with the effect (again) of reducing λmfp relative to

previous measurements.

4.6.6 Implications of the Higher Opacity of the IGM+CGM

A shorter mean free path has implications for the emissivity and demographics of ionizing sources at high

redshift, as well as for calculations of the metagalactic UV radiation field. Briefly, if one considers the

specific intensity of the UV background (Jν , see e.g. Scott et al. 2000) or the photoionization rate (Γ, see e.g.

Faucher-Giguère et al. 2008) to be well determined, a shorter mean free path directly implies a requirement

for correspondingly larger ionizing emissivity of sources (εν). Following Faucher-Giguère et al. (2008),

Jν(z)≈ 1
4π
λmfp(ν,z) εν(z) (4.40)

and

Γ∝ Jν . (4.41)

Conversely, for a measured value of εν from a given population of sources, a shorter λmfp implies a smaller

contribution to both the specific intensity and the photoionization rate (Γ). Higher intergalactic opacity also

requires that the background be produced by sources within a smaller volume, possibly leading to greater

spatial variation in the radiation field intensity.

LyC escape fraction studies have often found very few detections of ionizing photons escaping from

galaxies (Shapley et al. 2006; Bridge et al. 2010; Siana et al. 2010; however see Iwata et al. 2009, Nestor

et al. 2011, and Steidel et al. in prep). For LyC studies of galaxies at high-z, the inclusion of the CGM

is an important effect. Considering Figure 4.14, note that the number of galaxies with ∼zero transmission

increases by a factor of 2 when the CGM is included. If the redshift evolution of the CGM is similar to that

measured for the IGM, the effect of the CGM will become more pronounced at higher-z where the incidence



139

of high-NHI systems in the CGM will be much higher.

Higher IGM and CGM opacities mean that there may be more sources contributing to the metagalactic

UV radiation field than are implied by the number of actual LyC detections; on the other hand, the assumption

of a λmfp that is too large may cause one to over-estimate the contribution to Jν or Γ made by a population of

detected LyC sources. The latter effect may reduce the tension between the apparent over-production of ion-

izing photons by observed LBGs at z∼ 3 (Nestor et al. 2011) relative to estimates of the total photoionization

rate produced by all sources (Bolton et al. 2005; Faucher-Giguère et al. 2008).

4.7 Summary

Using a sample of 15 high-S/N, high-resolution QSO spectra drawn from the KBSS, we have produced the

largest catalog of H I absorbers fit with Voigt profiles to Lyα and at least one higher order Lyman series

transition. This analysis enables the first statistically rigorous measurements of the frequency distribution

of H I absorbers with 14 . log(NHI/cm−2) . 17. In Section 4.3, we showed that the frequency of absorbers

as a function of NHI is well-parameterized by a single power-law from 13.5 < log(NHI/cm−2) < 17.2 with a

maximum likelihood index of β = 1.65±0.02 and a normalization per unit pathlength of log(CHI) = 10.32.

In Section 4.4, we measured the frequency distribution within 300 pkpc and both 300 km s−1 and 700

km s−1 of galaxies in the KBSS sample. We showed that the frequency of absorbers near galaxies is sig-

nificantly higher and that the power-law index is shallower compared with that of the IGM, meaning there

are disproportionately more high-NHI systems than low. These findings are discussed further by Rudie et al.

(2012b).

Section 4.5 examined statistically the total opacity of the IGM and CGM to hydrogen-ionizing Ly-

man continuum (LyC) photons. This section presented measurements of the opacity due to absorbers with

log(NHI/cm−2) < 17.2 with direct constraints from the data. We also found that a single MLE power-law fit

over the full range of NHI does not well reproduce this opacity, and also fails to reproduce the incidence of

LLSs. We therefore adopted a broken power law fit that reproduces both the opacity measured within the

data from absorbers with log(NHI/cm−2) < 17.2 as well as the observed incidence of LLSs. The parameters

of these fits can be found in Table 4.5.

We also measured the fractional LyC opacity in bins of NHI. We found that 48% of the opacity within one

mean free path, λmfp, is contributed by absorbers with NHI< 1017.2 cm−2, the vast majority of which results

from absorbers with 14< log(NHI/cm−2)< 17.2 whose frequency was poorly measured prior to this work.

In Section 4.6, we used Monte Carlo simulations to measure the value of the mean free path (λmfp) of

LyC photons at 〈z〉 = 2.4. We measured both the λmfp of photons through the IGM (as has been considered

many previous times) as well as the λmfp of photons formed in galaxies similar to those in the KBSS -

photons that must first transverse the CGM of these galaxies before reaching the lower-opacity IGM. We

found λmfp(z = 2.4) = 147±15 Mpc for simulations including only IGM opacity and λmfp(z = 2.4) = 121±15
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Mpc when we include the CGM. These values of λmfp are lower than most previous estimates, which have

not included the CGM and have generally underestimated the contribution of intermediate-NHI absorbers. We

also quantified the effect of the CGM on the distribution of transmission through random sight lines, relevant

to measurements of the escape fractions of LyC photons from such galactic sources at high redshift.

We note that the λmfp value including attenuation from the CGM is relevant only if the dominant sources

of LyC photons are galaxies similar to the UV color-selected galaxies in our sample (0.25 < L/L∗ < 3.0 at

〈z〉 = 2.3) - for other galaxies, these measurements are an approximation. However, in all cases the general

statement holds that λmfp and related statistics are affected by the ∼Mpc-scale gaseous environments of the

sources that contribute significantly to the metagalactic background.

The IGM and CGM opacities measured in this paper have significant implications for studies of ionizing

sources at high redshift and for estimates of the metagalactic UV background at z≈ 2 − 3.
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Chapter 5

Epilogue

The previous chapters of this thesis presented analysis of the distribution and physical properties of neutral

hydrogen found within the 2< z< 3 IGM as well as the CGM of star-forming galaxies. Chapter 2 presented

the first study of the CGM of high-z galaxies that (a) was based on a large (N > 100) sample of galaxies

and (b) used line fitting techniques to measure the physical properties of the H I gas. This effort provides a

significant step forward in our knowledge of the shape, scale, kinematics, and kinetic properties of gas within

the CGM. With absorbers of NHI ≈ 1014.5 cm−2 preferentially residing in the space surrounding relatively

massive galaxies, this study finds that a large fraction of what have been considered “intergalactic” absorbers

are actually found within the CGM of relatively luminous star-forming galaxies. This implies that most of

the intermediate and high-NHI absorption systems within the forest are due to gas whose physical properties

are likely to have been affected by their proximity to galaxies. The physics of the IGM may be less simple

than previously believed.

Chapter 3 and 4 revisit previously measured statistics of the IGM. Chapter 3 focuses on the temperature-

density relation in the low-density IGM, finding a “normal” relationship that suggests higher-density regions

are somewhat warmer than those at lower density as expected in most theoretical treatments. Chapter 4 fo-

cuses on the statistics of the column density distribution of Lyα forest absorbers. New measurements of

f (NHI,X) are used to estimate the opacity of Lyα forest absorbers to hydrogen-ionizing photons. This is the

first presentation of such a study based on direct measurements of absorbers with 14.0 < log(NHI/cm−2) <

17.2 using higher-order Lyman lines. We find that fully half of the opacity to ionizing photons within the

IGM is due to optically-thin (τLL > 1) Lyα forest absorbers. Further, we quantify for the first time the col-

umn density distribution of H I within the CGM of star-forming galaxies and their corresponding continuum

opacity to ionizing photons. Under the assumption that L∗UV galaxies are significant sources of LyC photons

in the high-z universe, we consider the effect of CGM absorbers on the mean free path. Collectively, these

measurements imply that the ionizing UVB may be less spatially homogeneous than previous measurements

would suggest.

In what remains of this thesis, I present my current work which focuses on metal absorbers within the

CGM of the KBSS galaxies.
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5.1 Metal Absorption in the CGM of 2< z< 3 Star-Forming Galaxies

Previous studies of metallic absorbers near galaxies at high-z have found evidence for solar metallicity gas

& 100 kpc from a galaxy (Simcoe et al. 2006), O VI absorption likely associated with intergalactic shocks

(Simcoe et al. 2006), and strong evidence of the direct association of C IV absorbers with high-z star-forming

galaxies (Adelberger et al. 2003, 2005a). Collectively, this evidence suggests that high-z metal absorbers

likely originate within metal-enriched galactic-scale outflows from forming galaxies; however, such conclu-

sions remain tentative.

My current work is focused on significantly extending these previous studies using metal line Voigt-

profile decomposition of the full KBSS sample. The UV metal absorption transitions detected in the HIRES

QSO spectra commonly include C IV, O VI, and Si IV. Fits to these and other metallic species, combined with

the H I measurements and photoionization models, will provide measurements of the metallicity and mass

contained within the CGM. With preliminary analysis, I have found that roughly 40% of galaxies within 1400

kpc of the line of sight have detectable C IV absorption within ± 700 km s−1, and that the frequency of C IV

absorption is higher near galaxies within ∼ 500 kpc of the line of sight.

An important advance of this study will be the analysis of O VI across all 15 sight-lines. The presence of

O VI, with an ionization potential of 114 eV, is a strong indication of highly-ionized, hot (T ≈ 105 − 105.5 K)

gas often from shock-heated regions. O VI is also a unique tracer of the boundary layer between the hot wind

fluid observed locally in X-rays and the cool 104 K gas observed as lower-ionization absorbers believed to be

entrained in the fluid. Because the ionization potential of O VI corresponds to the peak in the cooling curve,

gas at temperatures characteristic of O VI is thermally unstable and therefore is typically cooling through

that temperature. As such, O VI absorption likely traces recent activity in the IGM/CGM. Unfortunately,

the wavelength of the O VI doublet falls only ∼ 10 Å from Lyβ. Thus at redshift z ∼2, where the forest is

dense, the de-blending of O VI from contaminating Lyβ absorbers (and lower-redshift Lyα absorbers) is a

painstaking but necessary process. I am currently searching for O VI near the redshifts of galaxies using my

fit to the Lyβ forest to remove the majority of the contamination (see Figure 5.1).
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OVI_absorption near Q0142 BX182
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Figure 5.1 Constraints on contamination of the O VI ion due to Lyβ absorption. The top 2 panels show the
the portion of the spectrum of Q0142 within ±700 km s−1 of the redshift of BX182. The middle two panels
show Lyβ contamination to the stronger transition (1031Å) in red along with the corresponding Lyα. The
bottom 2 panels show contamination to the weaker O VI transition (1037Å). The fit to O VI at the redshift of
the galaxy is shown in blue.
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Table 5.1. Highest Column Density Component of Each Species

Galaxy Dtran Log Column Density [cm−2]
[pkpc] H I Si II C II Si III C III Si IV C IV N V O VI

Q1442-BX333a 50 20.0 13.3 14.0 ∼ 13.8 ∼15.6 13.5 15.0 13.6 14.4
Q1549-D15 56 16.0 12.2 12.1 12.7 13.8 13.0 13.6 12.5 14.0
Q1442-MD50a 58 20.0 13.3 14.0 ∼ 13.8 ∼15.6 13.5 15.0 13.6 14.4
Q1549-BX79 62 16.8 12.5 13.1 13.2 > 15.0 12.8 13.5 13.3 14.3
Q0142-BX182 75 18.0 13.4 14.1 14.6 ∼ 15.7 13.3 14.1 13.6 14.5
Q0821-BX209 80 15.7 < 11.8 < 12.5 12.5 · · · 11.5 12.7 13.0 14.0
Q2343-BX551 87 16.5 12.1 <13.0 13.1 · · · 13.1 14.0 13.5 13.6
Q0100-BX210b 89 16.0 < 12.0 < 13.6 < 12.0 12.6 12.2 13.5 · · · · · ·
Q1623-BX432 97 15.6 < 11.5 < 12.0 12.0 · · · 11.9 < 11.0 13.5 13.9

aGalaxies BX333 and MD50 both lie within 60 pkpc of the line of sight to Q1442 and within 225 km s−1 of
each other as well as a sub-DLA (NHI = 1020 cm−2).

bDue to a large amount of contaminating absorption within the N V and O VI portions of the spectrum
surrounding the redshift of Q0100-BX210, we do not attempt a measurement of these ions. See Figure 5.16.

5.1.1 Preliminary Metal-Line Fits

Figures 5.2 - 5.19 present preliminary fits to metal absorption lines within the CGM of galaxies in the KBSS

that lie very near (< 100 pkpc) to the QSO sightline. For each galaxy, two sets of ions are considered:

low-ionization lines such as C II, Si II, C III, Si III and high-ionization lines such as Si IV, C IV, N V, O VI.

Table 5.1 gives the column density of the strongest absorber of each species [analogous to the max(NHI)

absorber from Chapter 2]. Note that the strongest absorbers of each species do not necessarily result from

co-spatial gas and therefore do not always have similar velocities.
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Figure 5.2 H I and high-ionization metal line absorption within ±700 km s−1 of the galaxy Q1442-BX333
which lies 50 pkpc from the line of the sight to the QSO. Note this galaxy’s redshift lies +225 km s−1 from
that of Q1442-MD50 (Figure 5.6).
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Figure 5.3 H I and low-ionization metal line absorption within ±700 km s−1 of the galaxy Q1442-BX333
which lies 50 pkpc from the line of the sight to the QSO. Note this galaxy’s redshift lies +225 km s−1 from
that of Q1442-MD50 (Figure 5.6).
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Figure 5.4 H I and high-ionization metal line absorption within±700 km s−1 of the galaxy Q1549-D15 which
lies 56 pkpc from the line of the sight to the QSO.
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Figure 5.5 H I and low-ionization metal line absorption within ±700 km s−1 of the galaxy Q1549-D15 which
lies 56 pkpc from the line of the sight to the QSO.
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Figure 5.6 H I and high-ionization metal line absorption within ±700 km s−1 of the galaxy Q1442-MD50
which lies 58 pkpc from the line of the sight to the QSO. Note this galaxy’s redshift is −225 km s−1 from that
of Q1442-BX333 (Figure 5.2).
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Figure 5.7 H I and low-ionization metal line absorption within ±700 km s−1 of the galaxy Q1442-MD50
which lies 58 pkpc from the line of the sight to the QSO. Note this galaxy’s redshift is −225 km s−1 from that
of Q1442-BX333 (Figure 5.2).
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Figure 5.8 H I and high-ionization metal line absorption within ±700 km s−1 of the galaxy Q1549-BX79
which lies 62 pkpc from the line of the sight to the QSO.



153

Figure 5.9 H I and low-ionization metal line absorption within ±700 km s−1 of the galaxy Q1549-BX79
which lies 62 pkpc from the line of the sight to the QSO.
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Figure 5.10 H I and high-ionization metal line absorption within ±700 km s−1 of the galaxy Q0142-BX182
which lies 75 pkpc from the line of the sight to the QSO.



155

Figure 5.11 H I and low-ionization metal line absorption within ±700 km s−1 of the galaxy Q0142-BX182
which lies 75 pkpc from the line of the sight to the QSO.
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Figure 5.12 H I and high-ionization metal line absorption within ±700 km s−1 of the galaxy Q0821-BX209
which lies 80 pkpc from the line of the sight to the QSO.
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Figure 5.13 H I and low-ionization metal line absorption within ±700 km s−1 of the galaxy Q0821-BX209
which lies 80 pkpc from the line of the sight to the QSO. Note that we do not have sufficient wavelength
coverage to see the C III transition. No Si II or C II absorption is detected in this region.



158

Figure 5.14 H I and high-ionization metal line absorption within ±700 km s−1 of the galaxy Q2343-BX551
which lies 87 pkpc from the line of the sight to the QSO.
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Figure 5.15 H I and low-ionization metal line absorption within ±700 km s−1 of the galaxy Q2343-BX551
which lies 87 pkpc from the line of the sight to the QSO. Note that we do not have sufficient wavelength
coverage to see the C III transition and due to contamination in the C II region, we can only set a limit on the
C II column density.
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Figure 5.16 H I and high-ionization metal line absorption within ±700 km s−1 of the galaxy Q0100-BX210
which lies 89 pkpc from the line of the sight to the QSO. The large amount of contaminating absorption in the
N V and O VI portions of the spectrum are due Lyα and Lyβ respectively from a Damped Lyman α absorber
(DLA) at a slightly higher redshift than that of the galaxy. The same DLA also causes the depression in the
continuum in the Lyα portion of the spectrum.
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Figure 5.17 H I and low-ionization metal line absorption within ±700 km s−1 of the galaxy Q0100-BX210
which lies 89 pkpc from the line of the sight to the QSO. Do to the large amount of contamination in the C II
region, only a weak constraint on the column density is possible. No Si II or Si III absorption is detected.
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Figure 5.18 H I and high-ionization metal line absorption within ±700 km s−1 of the galaxy Q1623-BX432
which lies 97 pkpc from the line of the sight to the QSO.
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Figure 5.19 H I and low-ionization metal line absorption within ±700 km s−1 of the galaxy Q1623-BX432
which lies 97 pkpc from the line of the sight to the QSO. Note that we do not have sufficient wavelength
coverage to see the C III transition. No Si II or C II absorption is detected in this region.
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5.1.2 Preliminary Analysis

Comparison of different ionization states of the same element can be instructive. Figures 5.20 and 5.21

compare the fits to carbon- and silicon-enriched CGM gas 56 pkpc from the galaxy Q1549-D15. Here we

see that the over-all velocity structure of the various ionization states are relatively well-aligned and are also

aligned with the H I gas. The lowest-ionization state metal-line gas (C II and Si II) is nearly absent and the

column densities of the intermediate (C III and Si III) and high (C IV and Si IV) ionization state gas are roughly

equivalent (see Table 5.1).

CGM gas 50 pkpc from Q1442-BX333 and 56 pkpc from Q1442-MD50 shows somewhat different be-

havior. This metal complex is associated with an H I absorption systems with NHI= 1020 cm−2, a much

higher column density than the system near Q1549-D15 and a column density very close to the self-shielding

limit for H I gas. Figures 5.22 and 5.23 compare the various ionization states of carbon and silicon for this

gas. Considering first the low-ionization species, the component structure observed in C II and Si II is well

matched by that of H I and its velocity center is typically offset from many of the high-ions, suggesting these

lowest-ionization species are likely co-spatial with the majority of the H I. C III and Si III are much stronger

(and are dominated by higher column density systems) than C II, Si II and C IV, Si IV, giving an indication

of the dominant ionization state. The velocity center of the C III and Si III absorption complex seems to be

intermediate between that of C II and Si II and C IV and Si IV.

Inspection of the highly-ionized metal line absorption near Q1549-D15 (Figure 5.4) and Q1442-MD50

(Figure 5.6) provides important insight into the physical nature of CGM absorbers. The shapes and velocity

structure of N V and O VI are very different from C IV and Si IV as well as all of the low-ionization lines.

This suggests that these ions trace different gaseous structures than C IV, Si IV, and other lower-ionization

lines which is not surprising given the very different ionization potentials of these species (see Table 5.2.)

Conversely, Si IV and C IV seem to have similar velocity structures, but the fits to these absorption systems

result in much narrower bd for Si IV (bd∼ 2 − 9 km s−1), than for C IV (bd ∼ 5 − 15 km s−1). As discussed in

2.7 and 3.3, the widths of absorbers trace both thermal and turbulent sources of line broadening. In the case

of thermal broadening, the line width is proportional to
√

T/mion. The atomic mass of Si and C are 28 and

12 AMU respectively; therefore, in the case of thermal line broadening, we would expect:

bCIV

bSiIV
=
√

mSiIV

mCIV
≈ 1.5, (5.1)

which is roughly the observed difference in the line widths of these ions. This implies much of the broadening

of this gas is due to thermal effects. The relatively larger bd of O VI and N V also suggest that they correspond

to gas at comparatively higher temperatures (again unsurprising given their comparatively high ionization

potentials).
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Figure 5.20 Comparison of the velocity structure in different ionization levels of carbon near the galaxy
Q1549-D15.
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Figure 5.21 Comparison of the velocity structure in different ionization levels of silicon near the galaxy
Q1549-D15.
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Figure 5.22 Comparison of the velocity structure in different ionization levels of carbon near the galaxy
Q1442-MD50.
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Figure 5.23 Comparison of the velocity structure in different ionization levels of silicon near the galaxy
Q1442-MD50.
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Table 5.2. The Ionization Potential (U) of Ions associated with Strong UV Transitionsa

ion U ion U

Si II 8.2 eV Si IV 33.5 eV
C II 11.3 eV C IV 47.9 eV
Si III 16.3 eV N V 77.5 eV
C III 24.4 eV O VI 113.9 eV

aFrom Cox (2000)
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5.2 Looking Forward

The full analysis of the metal absorption in the entire KBSS sample in underway. Following the completion

of metallic column density measurements, I will use the photoionization code CLOUDY (Ferland et al. 1998)

to make ionization corrections and infer the physical properties of the gas. When complete, these will be

the first measurements of the ionization state, metallicity, abundance patterns, and mass of gas within the

CGM of a large sample of high-z galaxies. By combining these first measurements characterizing the CGM

of a statistically representative sample of galaxies with measurements of the physical properties of the same

galaxies (made possible by recent advances in NIR spectroscopy), we will gain new insight into the movement

of baryons into and out of galaxies and the coevolution of galaxies with the IGM.
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Appendix A

Fits to High-NHI Absorbers

As discussed in §4.1, for log(NHI/cm−2) & 14.5, the Lyα transition is saturated, complicating the measure-

ment of absorbers with higher NHI from Lyα only spectra. Similarly, for absorbers with log(NHI/cm−2) &

15.5, the Lyβ transition saturates. Thus, the precision and accuracy with which high-NHI systems can be

measured will depend to some degree on the number of accessible Lyman lines, thus imposing some redshift

dependence.

For the sample presented in this paper, the QSO spectra cover the Lyα and Lyβ transition for all the

absorbers. Given the typical spectral coverage of our sample (see Table 2.1), for absorbers with z & 2.3, the

Lyγ transition is also covered, and for those with z & 2.4, Lyα,β,γ,δ are generally observed. For absorbers

with z & 2.5, the spectral coverage of the QSOs typically allows for observation of transitions all the way to

the Lyman Limit, thus allowing for accurate measures of NHI to log(NHI/cm−2) . 17.2.

An additional complication arises from the fact that high-NHI absorbers are often found in blended systems

of several high-NHI absorbers. Such absorbers, when observed in only Lyα,β, often cannot be de-blended.

The incidence of such blends increases with increasing redshift as the density of the forest increases. This

blending effect is mitigated in our sample at z> 2.4 due to access to additional Lyman series lines, but may go

unrecognized in the low end of the redshift interval (z . 2.4) which lacks optically thin Lyman lines. For such

blended systems in the presented sample with z . 2.4, the number of subcomponents may be underestimated

which may lead to some degree of incompleteness in the sample.

In this appendix we assess the accuracy of our fits to absorbers with log(NHI/cm−2) & 15.5.

A.0.1 Examples of Fits to High-NHI Absorbers

Figures A.1 - A.3 show examples of the fits to the HIRES spectra for absorbers with 15.5< (log(NHI/cm−2)<

17.0 . In each case, the HIRES data are shown in black, and the solid red curve shows the model with the best

fit to the data. The dashed curves show the ±3σ formal errors on NHI as reported by VPFIT. As expected,

the errors on NHI are dependent on the number of transitions observed; however, the dependence is not trivial

as the effect of (a) blending from other proximate absorbers, (b) the contamination of higher-order Lyman
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Figure A.1 Example fits to absorbers with 15.5 < log(NHI/cm−2) < 16.0. The black curves show the HIRES
data. Grey dashed lines mark the zero point and continuum of the QSO spectra. The solid red curve shows
the best fit Voigt profile to each absorber. The dashed red curves show the formal ±3σ NHI error.
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Figure A.2 Example fits to absorbers with 16.0 < log(NHI/cm−2) < 16.5. The black curves show the HIRES
data. Grey dashed lines mark the zero point and continuum of the QSO spectra. The solid red curve shows
the best fit Voigt profile to each absorber. The dashed red curves show the formal ±3σ NHI error.
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Figure A.3 Example fits to absorbers with 16.5 < log(NHI/cm−2) < 17.0. The black curves show the HIRES
data. Grey dashed lines mark the zero point and continuum of the QSO spectra. The solid red curve shows
the best fit Voigt profile to each absorber. The dashed red curves show the formal ±3σ NHI error.
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transitions due to unrelated absorbers, and (c) the S/N of the spectrum in the areas of interest all affect our

ability to accurately determine the parameters of the absorber.

A.0.2 Testing Fits with Only Lyα and Lyβ

To assess the accuracy of fits to absorbers with log(NHI/cm−2) & 15.5 observed only in Lyα and Lyβ, we use

the set of absorbers with log(NHI/cm−2) & 15.5 for which n≥ 5 Lyman transitions were measured, generally

drawn from the subsample with z > 2.4. We then attempt to refit these absorbers using VPFIT with con-

straints from the Lyα and Lyβ region only. The outcomes of these tests can be generalized into two principal

categories: highly-blended and less-blended absorbers.

Absorbers for which a portion of one of both edges/wings of the absorption line can be observed in Lyα

and/or Lyβ can be fit much more reliably. Such systems, when refit with VPFIT using only their Lyα and Lyβ

transition result in weaker constraints on the line parameters as expected, but result in NHI determinations

consistent within their formal errors with those obtained via the higher-order transitions. The fits are not

systematically offset to higher or lower values of NHI, and therefor should not bias the measurements of

f (N,X) in any large way.

For absorbers whose Lyα and Lyβ transition are fully saturated and both edges/wings of the absorption

line cannot be observed due to other neighboring absorbers (e.g. see the left-most panel in Figure A.2 and the

center panel in Figure A.3), essentially no information is available on the sub-component structure of the sys-

tem. Such systems are often fit with a minimum of two components because it is rare that the wings/edges of

the blended system are symmetric. In the absence of higher-order Lyman lines, the number of subcomponents

is typically underestimated, likely leading to some degree of incompleteness in the lower-redshift portion of

the catalog. There would also be a tendency to underestimate the total NHI in such blends. If the NHI of

individual absorbers in the blends were systematically underestimated, this would bias the measurement of

f (N,X) to have steeper values of β than the true value.

In conclusion, the lack of higher-order constraints on the lower-z saturated absorbers have two principal

effects on our measurements. (1) Relatively unblended absorbers yield somewhat weaker constraints on the

parameters that are unlikely to bias the measurement of f (N,X). (2) Highly-blended absorbers yield very

weak constraints from Lyα and Lyβ only and therefore are typically fit with fewer subcomponents and with

lower-NHI values than would be assigned using additional Lyman series constraints. This results in some

degree of incompleteness in the lower-z portion of the catalog.

A.0.3 Assessing Incompleteness in the z . 2.4, log(NHI/cm−2)> 15.5 Catalog

To estimate the degree of potential incompleteness in the lower-z portion of the catalog due to line blending,

we consider the fraction of the higher-z, high-NHI absorbers observed in n ≥ 5 Lyman series transitions that

would be unconstrained or miscounted with observations of Lyα and Lyβ alone. This method likely over-
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estimates the incompleteness as the degree of line blending and contamination is higher in the high-redshift

forest than in the lower-z forest due to evolution in the line density as a function of redshift. Nevertheless,

we report the results of this test, considering separately absorbers in half-dex bins of NHI. The results are

summarized in Table A.1.

For absorbers with 15.5 < log(NHI/cm−2) < 16.0, 23 are measured with 5 or more Lyman series transi-

tions. Of these, only 2 would have essentially no constraint on the parameters of the absorber from Lyα and

Lyβ alone (e.g. Figure A.1, second from the left). For 7/23 of these systems, the constraint on NHI would be

relatively weak, however, an individual component associated with that absorber can be clearly identified. All

7 of these systems are fit with much improved accuracy with the additional constraint from Lyγ. Among ab-

sorbers with 16.0< log(NHI/cm−2)< 16.5, we observed 12 absorbers with constraints from 5 or more Lyman

series transitions. Of these, only 4 are strongly constrained from Lyα and Lyβ alone. With Lyγ, 8/12 could

be fit, and with Lyα,β,γ,δ, 11/12 would be strongly constrained and could accurately be fit. For absorbers

with NHI just below that of LLSs (16.5 < log(NHI/cm−2) < 17.0), we observe 5 systems in 5 or more Lyman

series transitions.1 Of these, only 2 would have no constraint on NHI from Lyα and Lyβ alone.

From this assessment based on higher-z measurements, we expect that the principal bias in our measure-

ments of NHI for high-NHI systems for absorbers with only Lyα and Lyβ is to under-count the number of

systems with log(NHI/cm−2) > 15.5. Within the present sample, systems with 16.0 < log(NHI/cm−2) < 16.5

appear to be most-affected by blending and may therefore be the most incomplete. In the next appendix, we

add further evidence to this claim by comparing the measurement of f (N,X) for absorbers in two redshift

subsamples.

A.1 The Effect of the Accuracy of f (N,X) on the Measurement of the

λmfp

Here we assess the redshift dependence of the frequency distribution presented in §4.3 and §4.5. We split

the absorber sample roughly in half and compare those absorbers with z < 2.4 and those with z > 2.4. For

the higher-redshift subsample, the spectra typically cover at least 4 Lyman series transitions and most of

this sample have all the Lyman series transitions observed. Figure A.4 shows the results of this comparison.

Notably, the higher-redshift subsample (red points) is in reasonable agreement with the broken power law fit

(gray curves) presented in §4.5.1 that were used in the Monte Carlo simulation in §4.6. Further, the higher-

redshift sample, tends to lie slightly above the fit. Some portion of this is likely due to the redshift evolution of

the line density of the forest; however, it is also possible that f (N,X) of absorbers with log(NHI/cm−2)> 15.5

is actually higher than that measured from the full sample. As discussed in Appendix A.0.3, we expect that

the lower-z catalog likely suffers from incompleteness due to line blending, especially for absorbers with

1All five absorbers are observed in a minimum of 9 transitions. We do not observe any absorbers in this NHI range with 5-8 Lyman
series transitions observed.
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Figure A.4 The frequency distribution measured from the higher-redshift (red) and lower-redshift (blue) por-
tions of the absorber sample (many of the points from the two subsamples lie on top of each other). The grey
curve shows the broken power law fit to the full absorbers sample from §4.5.1.
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16.0< log(NHI/cm−2)< 16.5. In Figure A.4, we note the only bin for which the low-z and high-z data do not

agree within 1σ contains absorbers with 16.0< log(NHI/cm−2)< 16.5.

The principal result of this paper is the relatively high measured value of f (N,X) for absorbers with 14.5<

(log(NHI/cm−2)< 17.2 which results in a value of λmfp comparable to or smaller than previous measurements.

If we were to use the high-redshift sub-sample from Figure A.4 to measure the opacity and λmfp, we would

find higher IGM opacity and therefore a shorter (more discrepant) λmfp. In any case, if there is a systematic

bias in the measurements, it is one that would conspire to make λmfp appear larger than its true value. We

therefore conclude that it is unlikely that a bias in the precision of our measurements of f (N,X) as a function

of z would change the principal result of the paper.



180

Appendix B

MOSFIRE

The Multi-Object Spectrometer for Infra-Red Exploration, MOSFIRE, is a multi-object NIR spectrograph

designed for faint target spectroscopy at wavelengths of 0.97-2.45 µm over a 6.1×6.1 arcminute field. Ob-

servations cover one of the NIR atmospheric bands - Y (0.97−1.12µm), J(1.15−1.35µm), H (1.46−1.81µm),

or K(1.93 − 2.45µm) - at a time. A mechanically-configurable cryogenic slit unit (the CSU) allows for the

formation of up to 46 distinct slits within the 6’ field, providing the significant multiplexing advantages now

routine in optical spectrographs. With a low-noise state-of-the-art Teledyne Hawaii 2RG HgCdTe detec-

tor with 2K x 2K pixels, MOSFIRE also offers significant improvements in sensitivity over other facility

NIR spectrographs. The optical design of MOSFIRE is shown in Figure B.1. MOSFIRE was successfully

commissioned last Spring on the Keck I telescope, and began shared-risk science operations in 2012B.

This appendix briefly discusses my principal contributions to the MOSFIRE instrumentation project.

Section B.1 focuses on MAGMA, the MOSFIRE slitmask design tool, for which I was co-author along with

software engineer Jason Weiss and Caltech undergraduate Christopher Klein. Section B.2 discusses XTcalc,

an GUI-based spectroscopic exposure time calculator for which I was author.

B.1 MAGMA: MOSFIRE Slitmask Design Software

The MOSFIRE Automatic GUI-based Mask Application, MAGMA, is an interactive slitmask design tool

programed in Java. The tool is used both to design slitmasks as well as execute the mechanical repositioning

of the 92 CSU bars which form the 46 slits for spectroscopic observations with MOSFIRE. The code is

available as a stand-alone tool in order to prepare for observations and is integrated into the instrument

control software suite.

The tool is designed to take in a set of coordinates of objects with assigned priorities. It then calculates

the maximum priority mask that can be achieved at a series of center locations for the mask and a series of

different position angles. The center position, PA, and the number of rotational and translational steps can be

set by the user. Once the calculation is completed for the desired number of positions and PAs, the highest

priority science mask is reported to the user and displayed in the GUI.
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Figure B.1 The optical design of MOSFIRE.

An example of the stand alone code is shown in Figure B.2. In the bottom right-hand panel, the user

specifies several input mask parameters. Users inputs include:

• a prioritized coordinate list of science targets and alignment stars. This list can be selected using the

“Select Target List...” button.

• the X Range, the effective “field of view” in which a slit can be placed along the spectroscopic direction.

This can be increased in order to include a larger field of view or decreased to constrain the specific

spectral coverage of the observations of all slits, as the science requires.

• the X Center, the center position of the box with respect to the field of view. Again, this is adjusted to

change the spectral coverage of the observations.

• the width of the slits

• the dither space: the minimum distance in arcseconds between the edge of the slit and a science target.

This distance should be greater than the planned distance between dither locations.

• the number of alignment stars required. Generally, 3 stars are necessary to provide a good alignment;

however, we recommend using 4-5 in case one or two must be rejected due to bad pixels, cosmic rays,

etc. Note that the bars assigned to alignment stars will be repositioned to a science target once the mask

alignment is complete.

• the star edge buffer: the minimum distance a star can be to the edge of a alignment box
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Figure B.2 The MAGMA software. The box on the lower right allows for user input of the mask parameters.
The box at the upper right allows users to save mask configuration files and load in pre-saved files. The center
box shows the design of the mask produced by the software. The dots indicate the location of the object on
the slit, the color of which designates its priority. The yellow boxes show the positions of the alignments
boxes. The gray circle indicated the imaging field of view of MOSFIRE (slits placed outside the circle would
not see light from the telescope) while the red box indicates the user-specified allowed positioning of the
slits. The box is offset from the center of the circle in order to adjust the wavelength coverage of the science
observations.
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In addition to these, the user also specifies a number of parameters regarding how the search for the

highest priority mask should be conducted. This includes:

• The center of the field at which to start the search. One can also choose to use the center coordinate

from the object list.

• The number of steps in X and Y.

• The size of the steps in X and Y.

• The starting position angle of the mask from where to begin the search.

• The number and size of the PA steps.

Generally, the possible masks are very sensitive to changes in PA, and so a large number of PA and

translational steps guarantee that the algorithm will find the highest priority mask possible; however, the

algorithm is somewhat computational expensive. A typical run time for 60 one arcsecond steps in X and in

Y along with 90 two degree steps in PA will generally take over an hour, depended upon processor and the

number of targets in the priority list.

When all of the steps are calculated, a highest-priority mask is reported and its configuration is shown in

the center panel of the GUI, see Figure B.2. The bottom panel shows various parameters of the targets that

were selected to be put on the mask. The left hand panel shows the positions of the bars to be sent to the CSU

as well as the selected slit width for each bar.

The spectral coverage of each slit given its placement within the field of view can be seen by clicking on

the “Spectral Format” button near the top of the GUI above the graphic display as shown in Figure B.3. The

numbers indicate the start and end wavelengths of each spectrum. Note that if the spectral coverage is not

satisfactory, editing the X Range and X Center parameters will result in different spectral coverage variability

between slits and different central wavelengths on each slit respectively.

When the mask is complete and ready to be saved, clicking the “Save All” button in the blue MASK

CONFIGURATION section of the GUI will save all of the parameters of the mask so that they can be loaded

at the observatory in order to configure the CSU. Such files can also be reloaded into MAGMA in order to

alter the mask or make new masks with somewhat different parameters.
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Figure B.3 Same as Figure B.2 only showing the Spectral Format viewing mode, in this case for the H band.
The gray bars indicate the full wavelength span of the H band. The blue box indicated the detector footprint
of the spectroscopic mode. The numbers on each gray bar indicate the star and end wavelengths covered by
that slit. The green and red vertical bars mark the location a user specified wavelength along each slit, in
this case corresponding to the location of [O III]λ5007 at a redshift of 2.4, 2.5, and 2.6. The line is green in
the case that the wavelength falls on the detector footprint of the spectrograph and red if it falls outside the
footprint of the detector.
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B.2 XTcalc: MOSFIRE Exposure Time Calculator

XTcalc is a MOSFIRE-specific spectral exposure time calculator programed in IDL. The code can be run

with the IDL Virtual Machine which does not require the user to have purchased an IDL license. Below is a

users manual which explains the installation and usage of the code along with the mathematical basis of the

calculation and the sources of noise included. Notably the code can be used to calculate the S/N both for a

full user input spectrum or, more simply, for a spectral emission line of specified parameters. XTcalc can also

generate simulated spectra given an input science spectrum which specifies the spectral shape of the science

target.

B.2.1 Installation using IDL Virtual Machine

This is the default way to run the code. It does not require an IDL license.

B.2.1.1 Installation

First, the user should download and instal the IDL virtual machine software. The software can be downloaded

from http://www.exelisvis.com/ProductsServices/IDL/IDLModules/IDLVirtualMachine.aspx

Note that XTcalc was developed to be launched with idl from the command line. To run IDL from

the command line, you must source the ‘idl_setup’ file which is included in the ‘bin’ directory of the IDL

installation.

Once you have IDL set up, unpack the tarball and then set the environment variables with the location of

the unpacked tarball:

• ‘MOSFIRE_XTCALC’ with the path where you put the code: REQUIRED. Note the directory will be

‘[local_path]/XTcalc_dir’

• ‘MOSFIRE_WD’ optional path for input and output files for MOSFIRE. If not set, defaults to ‘MOS-

FIRE_XTCALC’

B.2.1.2 Running the Code

From the command line, in the directory XTcalc_dir, run the following line:

idl -vm=run_XTcalc.sav

You can also supply the full path for run_XTcalc.sav.

B.2.2 Installation with Full IDL and License

If you already have a working IDL installation, the virtual machine is included. You can run the code as

specified above. If you prefer, you can also compile the code and run it in the normal way with IDL as

outlined below.
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B.2.2.1 Installation

To run the code using a full IDL installation, XTcalc requires the astronomy idl library ‘ASTROLIB’. Note

that when running the code outside the virtual machine, any settings in your IDL setup file as well as any

previous code run in your IDL session may affect the performance of the code. If you run into issues, please

attempt to use the code with the virtual machine, as outlined above.

The following code and directories are required to run XTcalc. In the bin directory in the packaged

version of XTcalc, there are three .pro files which must be compiled prior to running the code.

• XTcalc.pro: This is the main program which does the actual S/N and exposure time calculations.

• run_XTcalc.pro: This program creates and initializes the GUI.

• events_XTcalc.pro: These programs handle the GUI actions and events.

In addition to the code, the following directories are also required:

• mosfire: This directory contains the filter curves for MOSFIRE. The filter curves are named mos-

fire_[band].txt where [band] in Y, J, H, or K.

• Mauna_Kea_sky: This directory contains idl ‘save’ files which catalog the atmospheric transparency

spectra. These files are called mktrans_zm_[water vapor]_[airmass].sav

• MosfireSkySpec: This directory contains the background sky spectra. They are formatted as idl ‘save’

files called [band]sky_cal_pA.sav

• MosfireSpecEff: This directory contains the throughput spectra for each band for MOSFIRE. The files

are called [band]eff.sm.dat

The following environment variables should also be set:

• ‘MOSFIRE_XTCALC’ with the path where you put the directories: REQUIRED

• ‘MOSFIRE_WD’ optional path for input and output files for MOSFIRE. If not set, defaults to ‘MOS-

FIRE_XTCALC’

B.2.2.2 Running the Code

• start IDL

• .r run_XTcalc

• .r XTcalc

• .r events_XTcalc

• run_XTcalc
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Figure B.4 The XTcalc GUI. The red numerals mark the positions of various features as outlined in the text.

B.2.3 Using XTcalc

XTcalc can be used in two principle modes: “Use Line Flux” or “Use Magnitude.” The line flux mode is

useful for understanding the S/N within the FWHM of an individual emission line. The magnitude mode

calculates the S/N over the full band of observations. In this mode, the default spectral shape if a flat fν

spectrum. However, users can also input their own ASCII spectrum to be considered. The program then

scales the chosen spectral shape to match the input magnitude over the band pass considered.

B.2.3.1 Input

Please refer to Figure B.4 in the following section where the features of XTcalc are described. Sections 1-8

of the GUI allow users to input the properties of their objects. Sections 9-13 pertain to the output of the code.

• The atmospheric band (Y, J, H, or K) of the observations can be chosen with a pull down menu at

position 1.
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• At position 2, the slit width, angular extent of the object, number of exposures, and number of reads

(fowler sampling) can be input.

• Position 3 allows users to choose either the line flux or continuum mode.

• Section 4 of the GUI pertains to the “Use line flux” mode. Within this section, the line flux, central

wavelength, redshift, and FWHM of the line can be input.

• Section 5 pertains to the “Use Magnitude” function. Here the magnitude in AB or Vega can be specified.

The spectral shape can be selected using the pull down menu at the top right-hand corner of the box.

If the user would like to import their own spectra, choose “My Own Spectrum” from the pull down

menu. The user will be prompted to select a file with the input ASCII spectrum with a format (lambda

fν). The wavelengths can be provided in micron or Å. The spectrum can also be a rest wavelength

spectrum, and the observed redshift can be entered.

• The box labeled “6” is where the user chooses to calculate the S/N given the exposure time or vice

versa.

• Box 7 allows for adjustment in the atmospheric transparency model used in the calculation. Here the

user can specify various airmasses and water vapor columns.

• Position 8 marks the location of the “Calculate” button which runs XTcalc with the specified parameters

and the “Exit” button which closes the GUI.

B.2.3.2 Output

• Section 9 outputs the calculated values for the signal, various sources of noise, the S/N and the exposure

time. The bottom line of the table is useful for checking the saturation level of the data. If the box turns

yellow, the exposure time and number of exposures suggest that some of the pixels will pass the 1%

linearity. Orange represents the 5% linearity. And red means some of the pixels are saturated.

• Section 12 provides graphical information regarding the science observations.

• Section 10 controls what is plotted in the graphical output at position 12. One can choose to plot the

Signal and sky residual spectra. Alternatively, users can view the signal, noise and S/N of the spectra.

• Section 11 allows users to change the plotted range in section 12.

• Section 13 allows users to print out ASCII spectra of the throughput, transmission, background, signal,

noise, and S/N for their proposed observations.
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B.2.4 Throughput

The throughput of the instrument has been measured on sky and is implemented in XTcalc using these mea-

surements. These throughput curves are data taken with MOSFIRE from which the atmospheric absorption

has been removed.

B.2.5 Sky Background

The background sky spectrum assumed by XTcalc was taken with MOSFIRE during the engineering runs.

The spectrum is integrated over the angular extent of the object θ and is scaled considering the slit width

selected. Note that when the calculator is used with a broad band magnitude, the angular size of the

object is assumed to be the same as (or less than) the slit width. Slit losses are not currently calculated.

We will refer to the spectrum of the sky background in units of photons sec−1 (spectral pixel)−1 as βsky.

B.2.6 Atmospheric Transparency

The atmospheric transparency used in the calculator are the transparency spectra from Gemini Observatory:

Lord, S. D., 1992, NASA Technical Memorandum 103957. The default parameters are 1.6 mm water vapor

column and and airmass of 1, but they can be adjusted in the lower left hand panel of the GUI.

B.2.7 The Source Spectrum

B.2.7.1 Line Flux

The quantity calculated is the signal to noise ratio in the line. If the user inputs a S/N and asks for an exposure

time, the program assumes the input value was the desired S/N per FWHM of the line. Note that this quantity

depends on both the spectral resolution and the entered intrinsic line width.

B.2.7.2 Broad Band Magnitude

The quantity calculated is the signal to noise ratio per spectral pixel. If a S/N is input and the exposure time

is calculated, the program assumes the input value is the desired S/N per spectral pixel.

Using the broad band magnitude calculator, the spectrum chosen is read in. The default is a spectrum that

is flat in fν . The spectrum is convolved with the MOSFIRE resolution and resampled onto the MOSFIRE

pixel scale. It is multiplied by the filter transmission spectrum, and then the spectrum is normalized such

that the flux in the band pass matches the specified broad band magnitude. Multiplied by the atmospheric

transparency spectrum and the instrument+telescope throughput spectrum. The resulting spectrum has units

of photons sec−1 (spectral pixel)−1 and will hence forth be refereed to as S.
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Table B.1. Assumed Values for MOSFIRE

Name Value Units

Pixel Scale (spatial) 0.18 arcsec/pixel
Pixel Scale (dispersion) 0.24 arcsec/pixel
Detector Read Noise 21 electrons/pixel CDS
Dark Current 0.005 electrons/sec/pixel
K-band Dispersion 2.170 Å/pixel
H-band Dispersion 1.629 Å/pixel
J-band Dispersion 1.303 Å/pixel
Y-band Dispersion 1.086 Å/pixel
K-band Rθ Product 2534 arcsec
H-band Rθ Product 2562 arcsec
J-band Rθ Product 2317 arcsec
Y-band Rθ Product 2366 arcsec

B.2.8 Noise Calculation

The number of pixels over which the source is spread in the spatial and spectral dimension will factor into the

calculation of the noise. The number of pixels along the spatial dimension, NSpatial, is taken to be the spatial

extent of the object θ, divided by the spatial pixel scale, 0.18 arcseconds pixel−1.

Here, we produce a spectrum of the noise. The units will be photons per spectral pixel. The increase in

noise from spreading the light over the spatial direction will have already been factored in. The contributions

to the noise, ηtot, considered are the read noise and the Poisson noise from the background, dark current

(assumed to be 0.005 electrons s−1 pixel−1), and source.

B.2.8.1 Single Exposure

The read noise, ηread, is the detector read noise, RN, in electron pixel−1 read−1 reduced by the Fowler sampling

with Nreads and increased by the number of pixels.

ηread =
RN√
Nreads

√
Nspatial. (B.1)

The noise resulting from the dark current is Poisson in nature:

ηdark(t) =
√

NSpatialDt. (B.2)

Then the total noise per spectral pixel is:

ηtot =
√

St +βskyt +η2
dark(t) +η2

read (B.3)
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where D is the dark current in units of electron sec−1 pix−1 (assumed to be 0.005). The source and sky

Poisson noise is not multiplied by the number of spatial pixels in this expression because that has already

been considered in the calculation of their spectrum in photon sec−1 (spectral pixel)−1.

The signal to noise ratio per spectral pixel is then:

S/N =
S
η
. (B.4)

B.2.8.2 Multiple Exposures with a Two Point Dither

If the number of exposures, Nexp, is > 1, then a two point dither pattern is assumed in the S/N calculation.

The exposure time input is considered to be the total exposure time, and the exposure time of the individual

frames is taken to be t/Nexp. The total noise per spectral pixel after the frames are differences and co-added

is:

ηtot =
√

Nexp

√
S

t
Nexp

+ 2
(
βsky

t
Nexp

+η2
dark

(
t/Nexp

)
+η2

read

)
. (B.5)

The
√

Nexp results from the fact that the error in individual exposures is added in quadrature. And the 2 results

from the additional contribution of read noise and Poisson noise from the background and dark current which

occurs when using difference frames due to the noise in the estimate in the background.

This expression simplifies to:

ηtot =
√

St + 2
(
βskyt +η2

dark(t) + Nexpη2
read

)
. (B.6)

The S/N per spectral pixel is then simply:

S/N =
St√

St + 2
(
βskyt +η2

dark(t) + Nexpη2
read

) . (B.7)

B.2.8.3 S/N per Resolution Element or per FWHM

To instead have the S/N per resolution element or the S/N in a line, we multiply by the square root of the

number of spectral pixels per resolution element or per FWHM, NSpectral.

NSpectral =
FWHM

dispersion
, (B.8)

for the S/N in a line, or

NSpectral =
Resolution Element

dispersion
, (B.9)

for a continuum source.

The signal to noise reported for the "Use line flux" option is the signal to noise per FWHM within the

line. The signal to noise reported for the "Use Magnitude" option in the median S/N per spectral pixel where
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the median is taken over the full band pass of the selected filter.

B.2.9 GUI Table

The max e- per pixel will turn yellow if the observations will have a pixel past the 1% linearity point of

the detector. If the observations surpass the 5% linearity level, the row will turn orange. If the pixel would

saturate, the row will turn red.
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