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Abstract 

This thesis consists of three separate studies of roles that black holes might 

play in our universe. 

In the first part we formulate a statistical method for inferring the cosmological 

parameters of our universe from LIGO /VIRGO measurements of the gravitational 

waves produced by coalescing black-hole/neutron-star binaries. This method is 

based on the cosmological distance-redshift relation, with "luminosity distances" 

determined directly, and redshifts indirectly, from the gravitational waveforms. 

Using the current estimates of binary coalescence rates and projected "advanced" 

LIGO noise spectra, we conclude that by our method the Hubble constant should 

be measurable to within an error of a few percent. The errors for the mean density 

of the universe and the cosmological constant will depend strongly on the size of 

the universe, varying from about 10% for a "small" universe up to and beyond 

100% for a "large" universe. We further study the effects of random gravitational 

lensing and find that it may strongly impair the determination of the cosmological 

constant. 

In the second part of this thesis we disprove a conjecture that black holes cannot 

form in an early, inflationary era of our universe, because of a quantum-field-theory­

induced instability of the black-hole horizon. This instability was supposed to arise 

from the difference in temperatures of any black-hole horizon and the inflationary 

cosmological horizon; it was thought that this temperature difference would make 

every quantum state that is regular at the cosmological horizon be singular at 

the black-hole horizon. We disprove this conjecture by explicitly constructing a 

quantum vacuum state that is everywhere regular for a massless scalar field. We 

further show that this quantum state has all the nice thermal properties that one 

has come to expect of "good" vacuum states, both at the black-hole horizon and 

at the cosmological horizon. 

In the third part of the thesis we study the evolution and implications of a hypo­

thetical primordial black hole that might have found its way into the center of the 

Sun or any other solar-type star. As a foundation for our analysis, we generalize 

the mixing-length theory of convection to an optically thick, spherically symmetric 

accretion flow (and find in passing that the radial stretching of the inflowing fluid 

elements leads to a modification of the standard Schwarzschild criterion for con­

vection). When the accretion is that of solar matter onto the primordial hole, the 

rotation of the Sun causes centrifugal hangup of the inflow near the hole, resulting 

in an "accretion torus" which produces an enhanced outflow of heat. We find, 
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however, that the turbulent viscosity, which accompanies the convective transport 

of this heat, extracts angular momentum from the inflowing gas, thereby buffering 

the torus into a lower luminosity than one might have expected. As a result, the 

solar surface will not be influenced noticeably by the torus's luminosity until at 

most three days before the Sun is finally devoured by the black hole. As a simple 

consequence, accretion onto a black hole inside the Sun cannot be an answer to 

the solar neutrino puzzle. 
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1 Motivation 

Despite the long and venerable history of theoretical research on black holes, the 

observational evidence for the existence of those objects is not quite as compelling 

as that for some other exotic objects, such as white dwarves and neutron stars. 

The reason is not difficult to grasp: Black holes can be observed only through their 

interaction with astronomical bodies visible in some portion of the electromagnetic 

spectrum. This interaction is typically quite complex and the line of reasoning, 

leading from an astronomical observation to an inference of a black-hole existence, 

often contorted. 

Fortunately, the broadening of the notion of astronomical "visibility," due to 

the advent of LIGO (Laser Interferometer Gravitational-wave Observatory) and 

similar detectors early in the next century, is likely to provide an entirely new 

and more direct view of black holes. In particular, the gravitational waves, emit­

ted by coalescing binaries consisting of at least one black hole, should provide a 

wealth of information regarding not only the binaries' orbital parameters but also 

some p roperties of the black holes themselves, such as their masses and spins. 

Furthermore, those binaries are among the primary candidates for sources of de­

tectable gravitational radiation due to the large amplitudes of the waves emitted 

and the frequency range that overlaps with the range of maximum sensitivity for 

the LIGO-type detectors (10- 1000Hz). Motivated by the prospect of detection of 

coalescence gravitational waves and the progress of the LIGO project, a group of 

researchers at Caltech and elsewhere is devoting a significant part of their energies 

to the study of emission of gravitational waves and some theoretical aspects of 

their detection. 

Among the parameters that can be obtained directly from a detected coales­

cence wave is the distance of the binary from the Earth. In addit ion, as we explain 

below, the redshift can be estimated for binaries which consist of a black hole 

and a neutron star or of two neutron stars. Following some early suggestions by 

Schutz and Krolak [6], the author explores in detail, in Chapter 2 of this thesis, 

the prospects for the use of such distance and redshift estimates to determine the 

parameters describing the basic geometry of the Universe: the Hubble constant , 

the mean density and the cosmological constant. Despite great efforts of many as­

tronomers, these parameters have eluded observational determination for decades 

[2, 3], and new approaches, such as the one discussed in this thesis, are worth 

considering. 



3 

The black-hole members of compact binaries are end-products of evolution of 

very massive stars. An entirely different mechanism of black-hole formation has 

been speculated, however. In the early universe large fluctuations of density, or 

violent events such as collisions of domain walls, might have lead to creation of the 

so-called "primordial black holes." The hypothetical formation of black holes in the 

very early, inflationary phase of the expansion of the universe leads to a question 

of principle: Both the black hole and the cosmological horizon of a mathemati­

cal idealization of the inflationary universe (the de Sitter universe) emit Hawking 

radiation. The radiation fluxes coming from the two sources have different temper­

atures. This lead W. Hiscock to speculate, several years ago, that the co-existence 

of the two horizons would, in any state of quantum fields, inevitably give rise to 

instabilities due to a divergent renormalized stress-energy tensor at least at one of 

the horizons. In particular, this would mean that if a state were chosen to yield 

a regular behavior at the cosmological horizon, the infinite stress-energy tensor at 

the black-hole horizon might preclude the formation of a black hole. In collabo­

ration with W.G. Unruh, the author has investigated this conjecture and shown 

it to be wrong by exhibiting a quantum vacuum state that, despite the different 

temperatures of the horizons, has a stress-energy tensor regular everywhere. Thus, 

black holes can survive perfectly well in the early, inflationary universe. This work 

is presented in Chapter 3. 

If actually formed in the early universe, a primordial black hole could survive 

for tens of billions of years, despite the mass loss due to the Hawking radiation, 

providing its initial mass was greater than about 1015 grams. It is, then, not 

totally implausible that such a black hole of a relatively small mass M (M « M 0 ) 

could, at later times, find its way into the center of a star and subsequently evolve 

through accretion . One would wish to know whether the accretion onto the black 

hole could produce a significant part of the luminosity of the star and thus announce 

the presence of the black hole to an outside observer. And if it could, for how long 

would the hole help the unfortunate star shine more brightly before devouring it? 

This, with attention focused on the Sun rather than a generic star, is the topic of 

Chapter 5. 

Accretion onto a black hole was proposed by Hawking [3] as an explanation for 

the observed deficit of detected solar neutrinos . However, from a later study by 

Flammang [5], one can infer that luminosity produced by the accretion would be 

much smaller than the luminosity of the Sun - until at most a few hours before 

the demise of the Sun. Still, one might conjecture that one ingredient missing from 
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Flammang's treatment, the rotation of the Sun, could supply the accreting fluid 

with enough angular momentum to alter radi cally the geometry of the innermost 

region of the flow and, thus, give rise to luminositi es far exceeding Flammang's 

value. These higher luminosities, if achieved, would lead to convection, which, 

in turn, would limit the amount of angular momentum that can be retained by 

the inflowing fluid. Thus, a non-spherical accretion inside the Sun would be, to 

use engineers' language, a complex "heat generator with a negative feedback." 

In Chapter 5 we seek to estimate the maximum output of such an engine and 

to describe, in broad strokes, the evolution of a hypothetical black hole inside a 

solar-type star. As a foundation for this analysis, the importance of convection has 

necessitated our generalizing the mixing-length theory of convection to a (roughly) 

spherically symmetric accretion flow, where convective velocities may be compara­

ble or even smaller than the accretion velocity. This theory is presented in Chapter 

4. 

2 Overview 

In Chapter 2 of this thesis we present a detailed analysis of the prospects for 

determining the fundamental cosmological parameters of our universe using the 

distance-redshift relation as revealed by binary coalescence gravitational waves. 

By measuring the signal amplitudes in at least three widely separated LIGO-type 

detectors, we can obtain the position of a binary source on the sky and, more 

importantly, "luminosity distance" D from the Earth. 

The determination of the redshifts relies on the presence of neutron stars as 

standard-mass objects. Specifically, the quantity directly measurable from the 

phase (frequency) evolution of the signal is the "redshifted" neutron star mass 

(1 + Z)Mn rather than the true m ass Mn. However, astronomical observations of 

X-ray and binary pulsars, as well as theoretical studies of the formation of neutron 

stars, strongly indicate that neutron-star masses fall within a narrow range centered 

on 1.4M0 . Thus, through a measurement of the redshifted neutron-star mass, we 

can infer the redshift Z itself. 

In addition to discussing the basics of inferring distance D an d redshift Z from 

binary coalescence waveforms, we develop in Chapter 2 a statistical method for 

deducing the three cosmological parameters by comparing observed and a-priori 

distributions of detected events in the Z-D plane. 

Based on the properties of LIGO-type detectors that a re expected to be oper-
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ating early in the next century, we have been able to estimate the errors of such 

a determination of the cosmological parameters. These errors are quoted in the 

Abstract of Chapter 2. 

In addition, in Chapter 2 we examine the influence of gravitational lensing 

on the inferred values of the cosmological parameters. Due to our ignorance of 

the statistics of lensing, a bias will be introduced in estimation of the parameters, 

because the lensing will shift the detected luminosity distances from the values that 

would be obtained in an ideally smooth Friedmann universe. In the case of the 

Hubble constant and the mean density of the universe, we estimate that this bias 

is less than or comparable to the statistical errors, assuming we observe with three 

"advanced" LIGO-type detectors during one year. On the other hand, the bias 

for the cosmological constant may be significantly larger than the corresponding 

statistical error. In our evaluations we have adopted the rough binary coalescence 

rates estimated by Phinney and, independently, by Narayan, Piran and Shemi [6], 

and the so-called "advanced-detector" benchmark noise curves for the detectors, 

as presented by the LIGO science team [7]. 

Chapter 3, which was coauthored with W.G . Unruh, is devoted to a study of 

quantum fields in a spacetime that is obtained if a Schwarzschild black hole is 

inserted inside a de Sitter universe. There are two variants of this spacetime: One 

contains an eternal black hole, including its past horizon, while the other contains 

a massive body that at some moment undergoes a gravitational collapse to form 

a black hole. These spacetimes possess two horizons: the black-hole horizon and 

the cosmological horizon resulting from an exponential expansion of the de Sitter 

universe. We specialize, for mathematical simplicity, to a two-dimensional version 

of the Schwarzschild-de Sitter and gravitational-collapse-de Sitter spacetimes. 

In his study of a quantum scalar field in the two-dimensional collapse-de Sitter 

spacetime, W.A. Hiscock [8] examined several possible vacuum states and showed 

that each of them yielded a stress-energy tensor T~'v divergent at one of the hori­

zons. On the basis of these results, Hiscock conjectured that there was no quantum 

state that would have a T~'v regular everywhere in this spacetime. 

This hypothesis prompted W.G . Unruh and the author of this Thesis to identify 

a new family of states having, as we show in Chapter 3, a perfectly regular T~'v on 

both the cosmological and black hole horizons. 

In particular, W. G. Unruh devised a general method of constructing regular 

vacuum states in spacetimes with static horizons (of which the Schwarzschild-de 

Sitter spacetime is one example): A regular state was defined by modes of positive 
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frequency with respect to affine parameters of any pair of null geodesics which 

intersected each other at a point between the two horizons. 

In the case of the gravitational-collapse-de Sitter spacetime, it was possible, as 

demonstrated by the author of this thesis, to single out a particularly simple regular 

vacuum state (closely related to the Unruh states) defined with respect to the 

affine parameter of the past cosmological horizon only. The author showed that in 

this state a static particle detector would measure the modes propagating from the 

cosmological horizon to be precisely thermally populated at the temperature of the 

cosmological horizon. On the other hand, the modes propagating from the point 

where the black hole forms, toward the cosmological horizon, would be populated 

thermally at the temperature of the cosmological horizon before the collapse, and 

at the temperature of the black hole horizon late after the collapse. Furthermore, 

in complete agreement with the detector's measurements, the author showed that, 

near each of the horizons, T1w was a superposition of perfectly thermal radiation 

at the black hole temperature and at the cosmological temperature, with positive 

energy associated with the temperature of the distant horizon and negative energy 

with that of the nearby one. This form of T~'v was amenable to a straightforward 

interpretation in terms of the membrane paradigm [9, 10]: It was a stress-energy 

tensor corresponding to the measurements made by static detectors from which 

one subtracted that of a thermal bath at the temperature of the nearby horizon. 

In Chapter 4 we turn our attention to the generic problem of optically thick, 

spherically symmetric accretion. In particular, this Chapter is devoted to an anal­

ysis of convection on the background of the radial inflow. The main purpose is 

to develop a "mixing-length" model of the convection which would be sufficiently 

general to cover all possible ratios of convective and accretion velocities, with an 

essential requirement that all the velocit ies involved be subsonic. 

An important ingredient of our model is the heating that every fluid element 

undergoes due to the inward increase of the luminosity. For instance, this heating 

allows the convective elements moving upward with respect to the mean flow of the 

fluid but downward relative to the black hole to accumulate more heat than the 

fluid flowing with the mean velocity of accretion, and thus sustain their convective 

motion. On the other hand, the radial stretching of the accreting fluid will tend to 

inhibit convection: In order to accelerate through the stretching medium, a convec­

tive element will need to have a larger temperature difference with the environment 

than in the case of convection in a static fluid. This will lead to a more rapid equal­

ization of the element's temperature with that of the environment. To avoid this, 
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the entropy gradient, as;ar, will have to be more negative than a certain typi­

cally small, negative value (proportional to the amount of radial stretching)- the 

threshold of convection. This shifting of the threshold constitutes a modification 

of the familiar Schwarzschild criterion (8S/8r < 0) for convection in a static fluid. 

In an application of our model of convection to the structure of an optically 

thick, spherically symmetric accretion flow at subsonic velocities, we conclude that, 

at least in the case of a gas-pressure-dominated fluid with a homogeneous chemi­

cal composition, every such flow must be convective. However, in low-luminosity 

situations, such as those discussed by Flammang [5], only a small portion of the 

total luminosity is transported by convection and the luminosity is virtually in­

dependent of radius. Furthermore, in such situations, the inevitable increase in 

the threshold of convection due to intensified radial stretching, as the fluid flows 

inward, seems to provide the means by which convection will cease once the fluid 

reaches the vicinity of the accretion radius ra = GM/c; (where C5 is the speed 

of sound). However, the details of the inner boundary of the convective region 

cannot be studied within the framework of our model, since the accretion velocity 

approaches the speed of sound near the accretion radius. 

By contrast, in the case of higher-luminosity solutions of equations describing 

the structure of convective accretion, the increase in luminosi ty as the fluid flows 

inward will sustain convection even at smaller radii. These solutions would be 

consistent with an everywhere subsonic settling of the incoming fluid onto a region 

of high density and temperature in the immediate vicinity (r :S ra) of the black hole 

- at an accretion rate smaller than the Bondi rate. The structure at small radii 

could be supported by rotation of the inflowing fluid. The rotation can brake the 

(approximate) spherical symmetry of accretion only close to the black hole, where, 

due to the presence of a centrifugal barrier, a hot and dense disk or torus-like 

structure would form. 

This brings us to the evolution of a hypothetical small black hole inside a solar­

type star- the subject of Chapter 5 of this Thesis. Since we have restricted our 

discussion to optically thick accretion, we can follow the growth of the black hole 

for masses greater than about 1021 grams. (For smaller holes the photon mean free 

path is comparable to or larger than the accretion radius.) 

As long as there are efficient mechanisms for braking the differential rotation 

in the accreting fluid, the fluid will loose enough angular momentum to proceed 

toward the black hole without being hindered by a centrifugal barrier. By "effi­

cient" we mean that the extraction of angular momentum from the inflowing fluid 
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should be sufficiently rapid so that the fluid accreting at the Bondi rate would lose 

most of its angular momentum before reaching the vicinity of the black hole. 

In particular, we find that the braking of rotation by conventional viscosity, 

due to Coulomb collisions in the accreting plasma, is efficient only for black holes 

whose mass is smaller than roughly 10- 11 A10 . 

An efficient braking at higher masses could be provided by magnetic torques. A 

pre-existing field of typical strength Eo would be amplified by differential rotation. 

The resulting winding of the field lines might, however, lead to reconnect ion of the 

lines and to a reduction of the field's ability to brake the differential rotation. The 

competition between the amplification and reconnection determines the black-hole 

m ass range for which the magnetic braking would be efficient. As we show in 

Chapter 5, for Bo exceeding a few gauss, the maximum mass M 8 for efficient brak­

ing by magnetic torques is primarily determined not by reconnection but rather by 

the limited winding of the magnetic field lines; the result is M 8 :::::::: 6 x I0-8 M 0 B;14 

[11]. 
For larger black-hole masses, the rotation of the Sun will finally have an op­

p ortunity to exert its influence. It is plausible that the formation of a torus in the 

vicinity of the black hole will lead to luminosities exceeding the Flammang lumi­

nosity, characteristic of optically thick, spherically symmetric accretion . Relying 

on our m odel of convection in accreting fluid, developed in Chapter 4, we are able 

to examine the transport of angu lar momentum by convection that will inevitably 

follow the increase in the luminosity. We conclude that, due to the convection­

limited supply of angular momentum, the luminosity produced by the torus can 

never exceed a few percent of the total luminosity of the Sun - until at most three 

days b efore the hole completely devours the Sun. If the accretion rate during the 

final three days is less then about 20% of the Bond i rate, the luminosity and the 

t otal heat produced by the accretion cannot cause any change in the appearance of 

the Sun until tens of minutes before the Sun is destroyed. Presumably at that time, 

hydrodynamic effects from the final stages of the Sun's collapse should reach the 

surface of our star. By contrast, if the accretion proceeded at approximately the 

Bondi rate, despite the presence of the torus, the total energy output during the 

last three days could, in principle, grow large enough to cause observable effects . 
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Abstract 

We explore the feasibility of using LIGO /VIRGO gravitational-wave measure­

ments of coalescing, neutron star/neutron-star (NS-NS) binaries and black-hole/ 

neutron-star (BH-NS) binaries at cosmological distances to determine the cosmo­

logical parameters of our Universe. From the observed gravitational waveforms 

one can infer, as direct observables, the luminosity distance D of the source and 

the binary's two "redshifted masses," M{ = M 1 (1 + z) and !vf~ = M 2 (1 + z), where 

Mi are the actual masses and z = 6)../). is the binary's cosmological redshift. 

Assuming that the NS mass spectrum is sharply peaked about 1.4M0 , as binary 

pulsar and X-ray source observations suggest, the redshift can be estimated as 

z = MNs/1.4M0 - 1. The actual distance-redshift relation D(z) for our Universe 

is strongly dependent on its cosmological parameters [the Hubble constant H 0 , 

or h0 = H 0 /100km s-1 Mpc-1
, the mean mass density Pm, or density parameter 

D0 = (87!)3HJ)Pm, and the cosmological constant A, or >.0 = A/(3HJ)], so by a 

statistical study of (necessarily noisy) measurements of D and z for a large number 

of binaries, one can deduce the cosmological parameters. The various noise sources 

that will plague such a cosmological study are discussed and estimated, and the 

accuracies of the inferred parameters are determined as functions of the detectors' 

noise characteristics, the number of binaries observed, and the neutron-star mass 

spectrum. The dominant source of error is the detectors' intrinsic noise, though 

stochastic gravitational lensing of the waves by intervening matter might signifi­

cantly influence the inferred cosmological constant >. 0 , when the detectors reach 

"advanced" stages of development. The estimated errors of parameters inferred 

from BH-NS measurements are embodied in Fig. 2.2 and can be described by 

the following rough analytic fits: 6.h0 /h0 ~ 0.02(N/h0 )(rR)-112
, (for Njh0 ~2) 

where N is the detector's noise level (strain/5z) in units of the "advanced 

LIGO" noise level; R is the event rate in units of the best-estimate value, 100 

yr-1 Gpc-3
, Tis the observation time in years. In a "high density" universe (Do= 1, 

Ao = 0) 6.Do ~ 0.3(N/ho)2 (rR)-112 , 6.>.o ~ 0.4(N/ho)1.5 (rR)-112 , for N/ho ~ 1. 

In a "low density" universe (Do = 0.2, >.0 = 0), 6.D0 ~ 0.5(N/h0 ) 3 (rR)- 112 , 

6.>.o ~ 0.7(N/h0 )
2

·
5 (TR)-112

, also for Njh0 ~ 1. These formulae indicate that, if 

event rates are those currently estimated ("" 3 per year out to 200 Mpc), then 

when the planned LIGO /VIRGO detectors get to be about as sensitive as the 

so-called "advanced detector level," (presumably in the early 2000's), interesting 

cosmological measurements can begin . 



12 

1 Introduction and summary 

1.1 Background 

With construction now approved for the American LIGO(Laser Interferometer 

Gravitational-Wave Observatory) [1] and French/Italian VIRGO [2] kilometer­

scale gravitational-wave detector systems, many researchers are looking forward 

to these facilities as opening a "new window onto the universe," when they go 

into operation near the end of the 1990s. Arguably, in addition to aiding current 

astronomical studies, the monitoring of gravitational waves is likely to provide 

us with a view of astrophysical phenomena and objects that will be extremely 

difficult or impossible to observe by conventional electromagnetic means . Among 

such phenomena are the coalescences of neutron-star/neutron-star (NS-NS), black­

hole/neutron-star (BH-NS), and black-hole/black-hole (BH-BH) binaries at dis­

tances approaching cosmological. These binaries are systems like the famous 

binary pulsar PSR 1913+16, whose two bodies are gradually spi raling together 

as a result of losing energy and angular momentum to gravitational radiation. 

About three minutes before final coalescence, such a. binary's gradually increasing 

gravitational-wave frequency (equal to twice its orbital frequency) should reach 

10 Hz, which is the lower end of the LIGO/VTRGO frequency band. The three­

detector LIGO /VIRGO network should then be able to monitor the final three 

minutes of inspiral, as the frequency sweeps upward from 10 Hz toward 1000 Hz. 

Such coalescences are rare events, a.nd therefore to see several per year, LIGO / 

VIRGO must look far beyond our galaxy. More specifically: Phinney, and inde­

pendently Narayan, Piran, and Shemi [3] have estimated, from the statistics of 

successful and unsuccessful searches for "binary pulsars" in our galaxy (NS-NS 

binaries), that there is one NS-NS coalescence each 10 5 years in our galaxy (with a 

factor "' 10 uncertainty at the ''1 a- level"). They have then extrapolated out into 

the distant universe, using the plausible assumption that the NS-NS coalescence 

rate in any galaxy is proportional to its number of massive stars (NS progenitors), 

which in turn is proportional to the galaxy's observed luminosity in blue light (the 

color emitted primarily by massive stars). This extrapolation produced a NS-NS 

coalescence rate of about 3 per year within a distance of 200 Mpc from Earth, 

and an uncertainty of a factor "' 2 in the distance for 3 per year. Interestingly, 

this NS-NS coalescence rate is about 100 times lower than the rate of formation 

of the massive main-sequence binaries that co?Lld become NS-NS binaries at the 

ends of their evolutions. This suggests that 99 percent of such massive binaries 
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are disrupted during the supernova explosions that convert their normal stars into 

NS's. 

The coalescence rate for BH-NS binaries is much less certain than for NS-NS 

binaries, since pulsar searches have not yielded any as yet. However, Phinney, 

and independently Narayan, Piran, and Shemi [3] argue that the BH-NS rate will 

be comparable to the NS-NS rate for the following reason: The main-sequence 

binary progenitors for BH-NS's are more massive and thus more rare than those 

for NS-NS's, but this is roughly compensated by the fact that it should be far 

harder to disrupt a BH-NS-forming system during its supernova outbursts-far 

harder because in this case, by contrast with the NS-NS one, during each of the 

two supernovae the companion is expected to be more massive than the exploding 

star and thus can gravitationally hang onto the exploding star's core with some 

ease. This (admittedly somewhat fragile) argument suggests, then, a rate of about 

3 BH-NS coalescences per year out to 200 Mpc. 

These estimated coalescence rates have been a major factor in setting the arm 

lengths of the LIGO /VIRGO gravitational wave detectors: With the chosen arm 

lengths, it is reasonable to expect "advanced" detectors in LIGO/VIRGO to reach 

out to distances ;(, 1500 Mpc for NS-NS coalescences and ;(:, 3000 Mpc for BH-NS 

[1, 4] (though the earliest LIGO/VIRGO detectors may be a factor ,...._ 20 poorer 

than this). 

By cross correlating the outputs of the three LIGO/VIRGO detectors (one in 

Hanford, Washington, one in Livingston, Louisiana, and one near Pisa, Italy), it 

should be possible to determine the location of a binary coalescence on the sky 

to within a "'One square degree error box, and also to monitor the coalescence's 

two "gravitational waveforms," h+(t) and hx(t) [5]. The two waveforms, pro­

duced during the last three minutes of binary inspiral, are precisely determined by 

the inspiraling bodies' masses and spins, the orientation of their orbit when the 

waves enter the LIGO /VIRGO band (most importantly the orbital inclination L 

to our line of sight), and the binary's distance from earth [6, 7]. By comparing 

the observed, noise-infested waveforms with theoretically derived templates, the 

observers expect to determine the binary's parameters. 

Theoretical simulations [7, 8] are beginning to give us some understanding 

of the accuracies of such parameter determinations. Of greatest importance for 

this paper are the following accuracy estimates: For the binary's "chirp mass" 

Me = M;;s Mi15 /(Mt + M2) 1
/

5
, an accuracy 6.Afc/ Me :::::::: 0.01/ p; for the NS mass 

in a BH-NS binary, an accuracy 6..Mn(lvfn :::::::: 1.9/ p where p is the total signal to 
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noise ratio in the three detectors (which will be .-...- .J3 x 5 :::::: 9 at the threshold for a 

believable detection of the binary's waves [7, 8], and <, 11 for the typical detected 

signal [4]); and for the distance to the source, an accuracy 6.Dj D ~ (3/ p)x(a 

function of the inclination angle L and position of the source on the sky that is of 

order unity). 

Bernard Schutz [6] has pointed out that the statistical distribution of such grav­

itationally determined binary parameters can be used to probe the cosmological 

structure of our Universe. 

Schutz has explored in considerable detail one variant of his cosmological idea: 

the combined use of gravitationally measured distances and electromagnetically 

measured redshifts to determine the Hubble constant H 0 (or equivalently h0 = 
H 0 /100km s-1 Mpc-1 

). This variant relies on assigning to each detected coales­

cence several possible redshifts, corresponding to the various electromagnetically 

observed clusters of galaxies within the gravitational-wave source's .-...-one square 

degree angular error box on the sky. Each electromagnetic redshift, combined 

with the gravitationally determined distance, gives a possible value of h 0 . By see­

ing which value of h0 keeps showing up over and over again and averaging it over 

many inspiral events, one can zero in on the true Hubble constant. Estimates [6] 

suggest that such measurements might succeed in determining h 0 to a few percent 

accuracy within a few years after the first detect ion of gravitational waves from 

coalescing binaries . 

Unfortunately, this gravitational/electromagnetic approach to cosmology will 

probably be restricted to fairly nearby binaries (distances less than a few hundred 

Mpc), because at greater distances there will b e too man y clusters of galaxies in 

the gravitational error box for the method to work. This distance restriction may 

prevent the gravitational/electromagnetic approach from ever giving useful infor­

mation about the Universe's other cosmological parameters: its density parameter 

no= (87r/3HJ)Pm (where Pm is the mean mass density), and its dimensionless cos­

mological constant >. 0 = ll.j(3HJ) (where II. is the familiar cosmological constant 

of dimension length-2 in geometric units, c = 1, G = 1). 

A second, purely gravitational variant of Schutz's cosmological idea has hope of 

determining all three parameters, H 0 , no, and >. 0 . Krolak and Schutz [6] mention 

this variant in passing, but neither they nor anyone else has yet explored it in 

detail. Such an exploration is the objective of this paper. 
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1.2 The method of determining h0 , Oo, and >.0 

The theoretical foundation for this purely gravitational variant of the original 

Schutz's idea is the redshift-distance relation D(z) for distant ob jects, which de­

pends sensitively on the three cosmological parameters. This relation is briefly 

reviewed in Sec. 2. In the electromagnetic astronomical studies conducted so 

far, it has been possible to determine the redshifts z of distant astrophysical ob­

jects with fairly high accuracy. The main obstacle continues to be, unfortunately, 

the uncertainty of the intrinsic luminosities, which impairs the determination of 

distances D. 

This situation is, in a way, reversed for gravitational waves from merging bina­

ries: The distance to the source (actually the ((luminosity distance" D) is a direct 

observable; it can be read directly off the time evolving waveforms [6] . However, 

the redshift z is not a direct, gravitational-wave observable. 

Fortunately, for binaries at cosmological distances, the rcdshift can be inferred 

indirectly. As we elaborate in Sec. 3, all quantities intrinsic to the binary with 

physical dimension (mass)P [or (Jength)P] enter the waveforms observed at earth 

multiplied by factor (1 + z)P. In particular, the waveforms contain, as a direct 

observable, the "cosmologically redshified mass" M~ = Mn( 1 + z) of the binary's 

NS (or NS's). In our own galaxy, radio and X-ray observations have strongly 

indicated that the mass distribution of NS's in binaries is sharply peaked around 

1.4M0 . Assuming that this will be true also for distant, coalescing NS-NS and BH­

NS systems (and, crucially, that the NS ma.ss spectrum is independent of redshift 

at z <. 1, which is very plausible), one ca.n estimate the redshifi as (1 + z) = 
M~/1.4M0 . This is the best one can do for a BH-NS binary; but for a NS-NS 

system, the redshifted chirp mass M~ = (M{M~)315 j(M{ + M~) 1 15 can provide 

a somewhat more accurate redshift estimate [(1 + z) = M~/1.2M(oJ ], since M~ is 

measured far more accurately than the individual, redshifted NS masses M{ and 

M~ (see previous subsection). 

For each observed coalescence, the deduced luminosity distance D and red­

shift z will be influenced by several noise sources: (i) noise intrinsic to the detec­

tors, which contaminates the waveforms a.nd thereby alters the inferred D and z; 

(ii) a deviation of the actual NS mass or chirp mass from the "standard" value 

(1.4M0 or 1.2M0 ); and (iii) gravitational lensing by inhomogeneit ies of the Uni­

verse's gravitational field, through which the gravitational waves propagate. (By 

contrast with electromagnetic astronomy, there is no significant noise introduced 

by any other propagation effects; for example, absorption, scattering, and redden-
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ing by interaction with intervening matter are utterly negligible for gravitational 

waves [5] .) 

The noise-induced errors in D and z will cause the detected coalescence events 

to "scatter" considerably away from the correct distance-redshift relation D(z); 

and, therefore, we must develop a reliable statistical method of finding from the 

data a "best fit" D(z) curve that is as close as possible to the real one . Developing 

such a method is a central goal of this paper. 

Our method is based on computing a priori distributions of events in the 

redshift-distance (z-D) plane, assuming that the binaries' true z and D (their 

"starting points" before noise infects them) lie on the theoretical redshift -distance 

curve D( z) corresponding to a specific set of values of the cosmological parameters 

h0 , no, >.0 . These a priori distributions (one for each {h0 , no, and >. 0 }) can then 

be compared with the observed distributions, and from that comparison, using the 

method of ccmaximum likelihood," one can deduce "best-fit" values of, and uncer­

tainties for h0 , no, and >.0 . In the limit of a large number of events, the average 

errors in the cosmological parameters are given by the Cramer-Frechet-Rao (CFR) 

limit [22], which we discuss in Appendix B and Sec. 4. 

In Sec. 4 we develop concepts and formulas for computing the a priori z -D 

distributions. Crucial ingredients for the computation are: (i) The spectral density 

of the detectors' noise and formulas for how that noise influences the measured 

distances D and redshifted NS and chirp masses, M:, and M~. (ii) The statistical 

distribution of actual NS and chirp masses in coalescing binaries. These first two 

ingredients very strongly influence the a priori z -D distributions and the resulting 

values and uncertainties of h0 , no, and >. 0 . It therefore is fortunate that these 

ingredients are likely to be rather well understood by the time the cosmological 

studies begin. 

Not so well understood, but fortunately less influential, will be the following in­

gredients : (iii) the statistical distribution of sources along the real redshift-distance 

curve (i.e., the event rate as a function of distance from Earth), (iv) the statistical 

distribution of the actual BH masses in BH-NS binaries , and (v) the spectrum 

of gravitational-lens-producing gravitational inhomogeneities in the Universe. For 

concreteness, in this paper we make the plausible assumption that out to the rel­

evant redshifts ( z "' 3 for both the NS-NS and BH-NS binaries), the event rate 

on a "per unit comoving volume" basis is independent of distance from Earth. In 

Sec. 4 (especially Fig. 2.6) we explore quantitatively the influence of uncertainties 

in the BH mass spectrum and show that it wi ll be sufficient to know the spec-
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trum (from gravitational wave measurements) to an accuracy of""" 2M0 (out of a 

typical 10 or 20M0 ). In Sec. 5 (especially Fig. 2.8) we explore the influence of 

gravitational lensing and show that uncertainties in the Universe's gravitational 

inhomogeneities will not seriously affect the deduced Hubble constant h 0 , but they 

may introduce systematic errors into the determination of the density parameter 

no and the cosmological constant .A0 . 

1.3 Estimates of the accuracy with which h0 , 0 0 , and .A0 

can be determined 

In Sec. 4 we estimate the accuracy with which this method can determine h 0 , 

no, and .A0 . Our estimate is obtained by constructing model a priori distributions 

in the z-D plane and applying to them the maximum likelihood method in the 

CFR limit. The assumptions that go into our model distributions are discussed at 

length in Sees. 3 and 4. The more important of these assumptions, stated in brief, 

are: 

(i) The detectors' noise spectrum has the shape shown in Fig. 2.3, for which 

the signal-to-noise ratio p for the binary's inspiral waveforms, in each of the three 

detectors, is given by Eqs. (22) and (23). In this paper we embody the influence of 

the detector noise on pin the distance r 0 [Eqs. (24) and (25)] of a binary that would 

produce p = 1 for the relative orientation of the source <md the d etector giving the 

strongest signal. As currently estimated, for the "advanced" noise levels toward 

which LIGO /VIRGO detectors will evolve over time, r- 0 ::::= 8Gpc for a NS-NS 

binary, and ro ::::= 17Gpc for a BH-NS binary with the black hole mass Mb = 10M0 

[4]. 
(ii) The accuracy with which a NS-NS binary's reclshifted chirp mass is mea­

sured is b..M~J M~ ~ 0.01/ p (which is so good that it s errors have negligible in­

fluence on the inferred cosmological parameters) . The accuracy with which the 

redshifted neutron star mass in a BH-NS system will be measured is b..M~ = 1.9/ p 

[Eq. (2.4 7)]. 

(iii) The accuracy with which the luminosity distance is measured is given by 

Eq. (2.4 7), where e is a function of source's inclination angle and its position on 

the sky and varies in the range 2 ~ e ~ 7; see Fig. 2.4. 

(iv) The actual spread in NS masses is oM"/ < M" >= 0.2 (based on fairly 

numerous but not highly accurate X-ray binary observations) or 0.05 (based on 

fewer, but much more accurate radio binary pulsar observations ). 
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( v) The distribution function for the observed distances and red shifts is log 

normal [Eq. (2.60)], with standard deviations that are determined by assumptions 

(ii), (iii), (iv), and are given by Eqs. (2.47) and (2.63) for NS-NS binaries or 

Eq. (2.67) for BH-NS binaries. 

(vi) The rate of mergers is constant per unit of co-moving volume, Eq. (40) 

with N200 = 3 NS-NS events and 3 BH-NS events in a sphere of comoving radius 

200 Mpc. 

(vii) Noise due to gravitational lensing is unimportant. 

(viii) The BH's in BH-NS systems (for simplicity and concreteness) all have 

masses MsH = lOM0. 

(ix) Observational data are collected for one year . 

With these assumptions, the estimated errors in the determination of the cos­

mological parameters, are as shown in Fig. 2.1 (for NS-NS binaries) and Fig. 2 .2 

(for BH-NS binaries). The errors are plotted vertically as a function of the hor­

izontally plotted detector sensitivity, which is embodied in the parameter To of 

assumption (i) above. (Recall that To ::::::: 8 Gpc for advanced detectors and NS-NS 

binaries, and 17 Gpc for advanced detectors and BH-NS binaries- as p rojected at 

present.) 

Note the typically smaller errors for lhe "compact" universe. This is in part 

due to the larger number of events detected in a universe with smaller average 

distances between galaxies (see Fig. 2.5). In addition, a compact universe allows 

the observer to better access the distances (redshifts) at which the contrast in D(z) 
for different values of no and >.0 is more apparent. 

Also note that for both cosmologies, "advanced" LIGO-type detectors' obser­

vations of NS-NS binaries (To::::::: 8Gpc) could give fairly accurate measurements of 

the Hubble constant. On the other ha.nd, in order to obtain the other two cosmo­

logical parameters, no and >.0 , with any respectable accuracy one would have to 

develop the detectors even further. Of course, since a.ll errors are inversely propor­

tional to the square root of the number of detected events, an alternative, at least 

in a compact universe, might simply be to have a lot of patience and observe for 

many (order of 10) years. 

The errors in the BH-NS case are on ly slightly larger tha n for NS-NS binaries 

at a given To. Therefore, the better accuracy of redshift determination based on 

the chirp mass of NS-NS binaries does not seem to be as important as one might 

expect. Due to the larger To in the case of BH-NS binaries, the advanced LIGO­

type detectors could give interesting measurements of a ll three basic cosmological 
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Figure 2.1: Estimates of errors in the determination of cosmological parameters 
for t he case of \'S-NS binaries. The projected value of To for each of the three 
detectors of an advanced LIGO /VIRGO type is 8Gpc. 
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Figure 2.2: Estimates of errors in the determination of cosmological parameters 
for the case of BH-!\S binaries assuming a known. infinitely sharp black hole mass 
function. The projected value of 1·0 for each of the three detectors of an advanced 
LIGO/VIRGO type is 1/Gpc. 
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parameters in the "compact" umverses. In the case of a "spacious" umverse, 

however, further improvements m the detector and/or longer observation times 

would still be needed. 

Obviously, these estimated errors will scale as 1 over the square root of the 

number of events observed, i.e., as 1/v'N200T , where N 200 is the event rate in a 

comoving volume that has radius 200 Mpc, and T is the observing time in years. 

Combining this with rough analytic fits to the cu rves in Figs. 2.1 and 2.2, we 

obtain the results quoted in the abstract. 

2 Friedmann cosmological models 
. 

an overview 

The main purpose of this section is to establish the notation and review the basic 

equations that will be needed later. Much more detail can be fou nd in the opulent 

literature on the subject [10] . 

Despite the apparent dumpiness even at scales of order 100Mpc, it seems [11] 

adequate to use homogeneous and isotropic Friedmann models to describe the uni­

verse at still larger scales. The assumptions of homogeneity and isotropy inevitably 

lead to the Friedmann metric [10] 

(2.1) 

in which the evolution of the scale factor R is described by the equation 

. 2 

(
R) 8n A k 
R = 3 Pm + 3 - R2 ' (2.2) 

where Pm is the total matter density, A is the cosmological constant and R = dR/ dt. 

Equation (2.2) simplifies if we define the following parameters 

and 
R 1 

a=-=--. 
Ro 1 + z 

k 
rh = - R2 r-f2 , 

0 0 
(2.3) 

(2.4) 

Here the subscript o denotes the present values, z 1s the redshift and H0 = 

(R/ R)o = ho X 100 km/(sMpc) is the Hu hble constant. The three parameters 
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defined by Eqs. (2.3) are related to each other by the equation 

(2.5) 

With the additional observation that the post-recombination universe can be treated 

as pressureless [Pm = pffi()(Ro/ R)3
], we obtain 

1 . 2 (Do 2 ) r. H~a - --;; + .Aoa = 1- Ho- .A0 . (2.6) 

Obviously, the Friedmann models, a.nd, presumably, the universe at very large 

scales, are completely described only by the three parameters H0 (h0 ), Do and .A0 . 

At least in principle, the three cosmological parameters ca.n be inferred through 

their imprint on observable quantities. Among the observa.bles we will concentrate 

on the relation between luminosity distance and redshifi. The luminosity distance, 

D, of a source of radiation is defined as D = JL/47rF where Lis the intrinsic 

luminosity of the isotropically radiating source and F is the flux detected by the 

observer. In terms of the Friedmann ra.dia.l coordinate r (see Eq. (2.1)) of the 

source and its redshift, the value of the luminosity distance is 

D = (1 + z)rRo. (2.7) 

Using Eq. (2.6) and the equation of a. null ra.y prop<lg<lting from the source to the 

observer at r = 0, 

one obtains 

where 

dR 

RR 

r(z) 

dr 

sinh(JOhjl/2r(z)) 

iflh jl/2 

for Do + .Ao > 1 

for Do + .Ao = 1 

for Do + Ao < 1, 

1z dz' 
r(z) = ' 

o (Do(1 + z')3 + Dk(l + z')2 + >.0)1/2 

(2.8) 

(2.9) 

(2.10) 

and Dk = 1 -Do- .Ao. In the special case of vanishing cosmological constant, the 

above expressions reduce to 

D(z) = H:D
6 

[Doz - (2- 0 0 )( J1 + D0 z - 1)] . (2.11) 
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Among other measures of distance that we will be usmg later are the angular 

diameter distance DA(z) and "corrected luminosity" or "proper motion" distance 

rc, simply related to the luminosity distance by 

D/(1 + z)2
, 

D/(1 + z). (2.12) 

Obviously, if we could measure both the redshifts and the distances of a num­

ber of sources, that would allow us to determine a ll the Friedmann cosmological 

parameters. As we elaborate in this paper, the detection of gravitational waves 

from distant coalescing binaries might provide just such an opportunity. 

3 Gravitational waves emitted by coalescing bi­

naries and their detection 

3.1 Elements of gravitational wave detection 

The proposed application of gravitational waves from coalescing binaries to cos­

mological measurements relies primarily on the relative "simpli city" of the physics 

involved. Namely, the wave forms produced b y compact binaries can, at least in 

principle, be computed with high accuracy. They depend on relatively few param­

eters : the masses of the binary m embers, their spi ns, a.nd the orbital orientation 

at the time the waves sweep into the detector's frequency b a nd. Furthermore, 

the propagation of the gravitational waves from the source to the earth is not 

complicated by interaction with intervening matter that affects electromagnetic 

radiation - absorption, scattering etc . The on ly potentially significant propaga­

tion effect, gravitational lensing by inhomogeneities in the matter distribution, will 

be discussed in Sec. 5. 

The wave emitted by inspiraling binaries reaches (at f::::: 10Hz) the detector's 

observable frequencies long after th e orbit has been circularized by gravitational 

radiation reaction. At that time post-Newtonian corrections t o the amplitude and 

frequency of the wave are still not larger than about 10% and the wave's two 

waveforms are well described by the Newtonian quadru pole formula [5] 

1 
2(1 + cos2 L)Rehc(t), 

±(cos L) Imhc(t), (2.13) 
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where 

(2.14) 

Here Re and Im denote the real and imaginary part respectively, L is the orbit's 

inclination angle (the angle of the orbital angular momentum to the line of sight), 

Me= (M1 M 2 )315 j(M1 + M 2 ) 115 is the so called "chirp mass" (M1 and M2 are the 

binary components' masses) and r is the distance from the detector to the source. 

For the moment we assume that the source is close enough to make effects associ­

ated with the curvature and expansion of the universe negligible. The frequency 

f grows with time as 

1 ( 5 Me ) J/B 

J(t) = 1rMc 256 io - i 
(2.15) 

In later phases of inspiral post-Newtonian corrections grow to about 20% at 

100Hz and 100% at 1000Hz [7]. In addition to the parameters already present in 

the Newtonian order waveforms (2.13), those corrections will depend on the spins 

of the binary companions and, more importantly, on clifrerent combinations of the 

masses M 1 , M 2 . Thus, by comparing the measurecl waveforms with theoretically 

computed templates, the masses and spins can be determined. Naturally, the 

inevitable noise in the detector will introduce a certain error in this determination. 

Nevertheless, the known statistical properties of the noise will make it possible to 

estimate the errors together with the parameters themselves [8]. 

The response of the j 'th member in a set of LIC 0- type detectors is a linear 

combination of the wave forms (2.13) 

(2.16) 

Functions F+; and Fx; depend, among other para.meters , on detector's geographic 

longitude a, latitude /3, and the angle 1 from the loud parallel anticlockwise to 

the "a" arm. For instance, at 1 = 0 the arm directed along the unit vector a 
points eastward along the parallel, while the other arm, directed along the unit 

vector b (a · b = 0) points northward along the meridian. In addition, Band ¢are 

the standard geocentric polar coordinates of the source of radiation where the pole 

(B = 0) coincides with the northern pole, while the B = 1rj2,¢ = 0 axis is drawn 

from the center of the earth through the intersection of the Greenwich meridian 

with the earth's equator. 1/J is the angle between the vector 88 at the source and 

the axis x' of the "wave frame" (in the plane orthogonal to the line of sight to the 

source) in which h+ and hx were defined [5] . The basic steps in the derivation of 

functions F+; and Fx; are outlined in Appendix A. 
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A quantity of principal importance for detection of gravitational waves and 

binary parameter estimation is the signal to noise ratio which for the j'th detector 

IS 

(2.17) 

We have introduced here a scalar product, which for two real functions of time, 

m 1(t) and m 2(t), is defined as 

(2.18) 

where m1 and m2 are the Fourier transforms of functi ons m 1 and m 2 , 

(2.19) 

and Sh(J) is the spectral power of the noise [5]. 
Using the Fourier transform of the detector response hi 

(2.20) 

where v =cos L, and h0 , which can be obtained [8] from Eqs. (2.13)-(2.15) 

(2.21) 

one can derive the j'th detector signal to noise ratio 

To 
Pi= Xi(a,{3,--y;B,¢,7./;,t)-, 

T 
(2.22) 

where 

Xi= ( 
1 ) 1/2 

F2 .-(l + v2)2 + p2 v2 
+J 4 XJ l 

(2.23) 

(0 < X < 1). To is a function of the binary chirp mass Me, the minimum Sm 
of the noise spectral power and the frequency fm a.t which the minimum occurs 

(Sm = Sh(Jm)) [1, 5]; see Fig 2.3. 

For a binary consisting of a black hole and a neutron star, the value of To can 

be estimated as [8] 

(
1Q-24Hz- 1/2) (70Hz)

2
/

3 (~) 5/6 
To ~ 28Gpc ..;s:;, 

Sm J m 3 !11(·) 
(2.24) 
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fm 

frequency J 

Figure 2.3: The expected noise spectrum for broad-band LIGO /VIRGO gravita­
tional wave detectors [1, 4]. The transition frequency between thermal noise and 
seismic noise, and the slope of the seismic noise have a negligible influence on the 
issues discussed in this paper. 

In the above e.'<pression we have taken as fiducial the chirp mass corresponding to 

a 10M0 black hole and a 1.4Jvf0 neutron star. For the case of a pair of neutron 

stars, the relevant value is 

(
1Q-

24 Hz-1
1

2
) (70Hz) 

213 
( ll'fc ) s;s 

ro ~ 14Gpc .;s;;. 
fm l.2M0 

(2.25) 

The numerical value of the noise level ( VS:::) used in Eqs. (2.24) and (2.25) is 

the order of magnitude of the noise predicted for the "advanced" LIGO /VIRGO 

detectors. At the time of the writing of this article it is estimated .JS: 
1.7 l0-24 Hz-112 [4], corresponding to r 0 ~ 8Gpc for NS-NS binaries and r 0 ~ 

17Gpc for BH-NS binaries . 

Determination of the distance to the source requires the knowledge of its posi­

tion on the sky which can be obtained from the time delays between signal arrivals 

in three detectors . As we stated in the introduction, three is indeed the number 

of detectors planned for the early next century and the number we assume in this 

article. 

On the other hand, to eliminate "spurious" detections we will demand that the 

signal to noise ratio Pmin in the detector giving the weakest response to a given 

binary coalescence event be at least five [7] 

ro 
Pmin =: Xmin- ~ 5. 

r 
(2.26) 
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Figure 2.4: (a)Probability P(> x) of Xmin exceeding X· (b)Functions t:k(X) which 
determine the error in distance estimation. Any binary whose orbit orientation 
and position on the sky yield Xmin ~ X is assigned one of the five values t:k(X) with 
equal probabilities . 

Thus, statistically speaking, of all the waves arriving from sources with same Nfc 

and r, and being observed by three detectors with identical noise properties, only 

those with Xmin ~ x(r) =: 5rfr0 will be used for distance determination. 

For our cosmological applications it will be important to know the probability 

P(> x) of Xmin exceeding a certain value X· This probability function, obtained by 

a Monte-Carlo method is shown in Fig. 2.4( a). The three detectors are supposed 

to be constructed in Washington state (a:::::: -120°,/3:::::: 45°,-y ~ 130°), Louisiana 

(a ~ -90°1 /3 ~ 30°,-y :::::: 200°), and Italy near Piza (a :::::: 13°,,8 :::::: 45°1 j = 
0°(presumed)). The sources were assumed isotropically distributed over the sky, 

with an isotropic distribution of binary orbital planes. 
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3.2 Distance determination 

Since the source's position on the sky can be obtained rather accurately (to better 

than one square degree [6]), we will assume that () and <P are exactly known. 

Then we will try to estimate together the three remain ing parameters (r, v = 
cos 1-,,P) entering the amplitude of the signal, while leaving Me, along with the other 

parameters appearing in post-Newtonian corrections (see below), to extraction 

from the phase (time dependence) of the signa.!. This approximate scheme is aimed 

at yielding rough estimates of distance determinat ion errors. We thus disregard 

possible but , most likely, not very significant contribution from other parameters 

to the errors in r, v and 1/;. 

The signals obtained from three det ectors can be represented by the column 

(2 .27) 

The inferred parameters T ( T 1 = r, T2 = v, T 3 = 'lj;) are those that maximize the 

maximum likelihood function [12]. They are thus obtained from equation 

(2.28) 

where n is the n01se present in the three detectors at the detection, h( T(o)) is 

the original (uncontaminated) signal, h (T) is the best-fit template, and h,ll is 

the partial derivative with respect to the J.L'th parameter. The scalar product in 

Eq. (2.28) 1s naturally related to the scalar product defined m Eq. (2.18) - for 

instance: 
3 

< nlh,ll >= L < njlhj* >. 
j=l 

(2.29) 

Expecting relatively small deviations 6.T = T - T(o), we expand Eq. (2.28) 

around T(o) up to the second order in noise strength and 6.T 

(2.30) 

where all derivatives are evaluated at T(o)· To first order in 6.T we obtain 

( G -
1

) IJA ( G-
1

) "1J < h ,Ai n >< n lh,11 > 

( G -1) ll", (2.31) 
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where G~-'-.., =< h,~-'-lh,.., >, G-1 is the inverse of G, and overlining denotes statistical 

ensemble average. 

From Eq. (2.20), bearing in mind the spin-2 property of gravitational waves, 

F+,.P = 2Fx and Fx ,.p = -2F+, and using x = r /r(o) (r(o) is the true value of 

distance) instead of r, we obtain the six independent components of matrix G: 

where 
3 

:F++ = L F~i' 
j=l 

3 

Fxx = L F;i, 
j = l 

3 

:F+x '= L F+;Fx;· 
j=l 

(2.32) 

(2.33) 

We see from Eqs. (2.31) and (2.32) that the errors are proportional to r/ro if 

det(G) f. 0. For v ~ 1, however, det(G) ~ 0, which is caused by vectors h,x and 

h ,v being collinear: 

1 

-1 

0 

-1 

1 

0 

(2 .34) 

In other words, in the treatment linear in 6.T, discussed so far, the combination 

!:::.x + !:::.v can be arbitrarily large . Of course, as we depart farther from T(o) we 

need to include higher derivatives and powers of 6.T as we have done in Eq. (2.30). 

For the realizations of noise nd which "push" the inferred parameters along the 

"degenerate" ray !:::.Td (6.xd = 6.rd/r(o) = 6.vd, 6.1/J = 0), which implies h,.., 6.T.., = 0 

at V(o) = 1, we obtain 

< lldlh,IJ- > -~ < h>V'l lh,IJ- > f:::.T;{ 6.T2 = 0, (2 .35) 

to the second order in 6.Td. From the solution of this equation 

(2.36) 
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we can estimate a rough upper limit on ~x: 

1/4 

( 
< h ln ><nih>) 

4 F2 

(2.37) 

The deviation ~xis thus changed from being proportional to rjr0 away from v = 1 

to a weaker dependence (ex: (r/r0 )
112

) near v = 1. 

As we shall see in the next section, our cosmological application of coalescence 

signals will be based on a statistical treatment of a relatively large number of events. 

To facilitate our estimates we will assume that errors in distance (~x = ~r/r(o)) 

are actually always proportional to r0 /r 
r 

~x = t:(B,rp,'!f;,L)-, 
To 

where, to account for the modification near v = 0, we limit c from above 

t:(B,¢,'lj;,L) :S t(B,¢,'!f;). 

The limit t is defined as 

-= ( 4F++(B,¢,'!f;)+Fxx(B,¢,'!f;) )
114 J r 0 

t:- F'i+(B,¢,'!f;) < r >, 

(2.38) 

(2.39) 

(2.40) 

where< ro/r >:::::: 20 (for Prnin = Xminro/r 2 5, see Fig. 2.4(a.), is the typical average 

value of ro/r for all events detected by a.ll three detectors. More specifically, given 

values of B,¢ and 'lj;, t:(B,¢,'lj;,L) is computed according to Eqs. (2.31) and (2.32) 

if vis far enough from 1 so that£ does not exceed the limit (2.39). Otherwise, the 

limit (2.39) is taken as actual c. 

Starting from this basis, we obtain by a. Monte-Carlo method five functions 

Ek(X) computed in the following way: \Ne take a.ll events with Xrnin 2 X (see 

Eq. (2.23)), then arrange them according to increasing c. Finally, we define Ek(X) 

to be the average£ of those events in the k'th fifth of this a.rra.y. By this modeling 

procedure we take into account the range of errors corresponding to different angles 

B, ¢, 'lj; and L, while keeping the amount of computation, necessary to obtain the 

results discussed in the following sections, within relatively modest bounds. The 

functions Ek(X) are shown in Fig. 2.4(b ). Their relevance will become completely 

clear in the next section. 
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3.3 Chirp and neutron star mass estimation 

Due to the change in wave frequency Eq. (2.15), the parameter which can be 

measured with highest accuracy is the chirp mass [8] - to about 0.1% at p::::::: 10. 

On the other hand, if one wants to obtain individual masses, one will have to use 

post-Newtonian corrections of the form [8, 9] 

.. [ (743 llf-L) 2/3 ( 113 25) ] j(t) =!Newt 1-
336 

+ 4 M (1rMf) + 47r -12(.L- 4~.L (1rMJ)+··· , 
(2.41) 

where (.L and ~.L are projections orthogonal t o the binary orbital plane of the 

vectors, ( = S1 +S2 and{= (M2/M1 )S1 +( MI/M2)S2 (S1 and S2 are components' 

spins, f-L and M are the reduced and the total mass of the binary). jNewt is the 

lowest order Newtonian expression corresponding to Eq. (2.15). Relatively similar 

frequency dependence of the two correction terms in the above equa tion will make 

it difficult to disentangle the effects of spins from the dependence on the individual 

masses. It is estimated [8] that this will cause the fractional error in f-L to be as high 

as about 10% in the case of an NS-NS binary and about 15% for a BH-NS binary 

at signal to noise ratio p = 13. Since the error is, naturally, inversely proportional 

to p, we will thus assume for a BH-NS binary 

1.9 

p 
(2.42) 

where 6.Mn is the average error in the est imation of the member neutron star's 

mass, and (p )2 = (p1 )
2 + (p2 )

2 + (p3 )
2 is the total signa l to noise ratio in the three 

detectors. In practical computations, we will use 

(2.43) 

where we average over all angles that give Xrn.in ~X= 5r/r0 . 

It is important to note that the above exp ressions for errors strictly apply 

only in the limit of small errors [12]. In this limit the estima ted parameters will 

be distributed around the true ones accord ing to a Gaussian with the variances 

indicated in Eqs . (2.38) and (2.42) . For a smaller signal to noise ratio, and corre­

spondingly large errors, the distribution of inferred parameters is not necessarily 

Gaussian. Nevertheless, the errors quoted give us an estimate of the spread of the 

inferred parameters described by a distribution function whose details, though yet 

unknown, can be fully worked out in the future. 
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3.4 Gravitational Waves and Cosmological Redshift 

We can easily generalize the above treatment to the source at cosmological dis­

tances. In this case hC) Eq. (2.14), is modified to 

~c ( 7r Mcf) 2
/
3 exp ( i27r jt J dt) 

( 
1 

~,f: )r c ( 1r M~J' / 13 
exp ( i27r jt' J' dt') , (2.44) 

where rc, the so-called "corrected luminosity" or "proper motion" distance, was 

defined in Sec. 2. (See Eq. (2 .12)). Also, M: = (1 + z)Mc, dt' = (1 + z)dt and 

f' = f /(1 + z), where t', f' are quantities measured by the observer and j, t are 

the quantities at the source. From the above definitions and Eq. (2.15), it follows 

j 1 ( 5 M' ) 
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J' = 1 + Z = 7f M~ 256 l~ -c i' 
(2.45) 

One immediately sees that any quantity with the dimensions (length)P (in geo­

metric units) will be scaled by the factor (1 + z)P. This will hold for any order of 

post-Newtonian corrections to the waveform Eqs. (2.13)- (2.15) . From Eq. (2.44) 

one can then conclude that the signal to noise ratio Pk in each detector, being 

proportional to M~516 j D (D is the luminosity distance of the source - see Sec. 

2.), behaves as 

_ ro 1 _ ro )s/6 
Pk-Xkrc( 1 +z)l /6 -XkD(l+z . (2.46) 

By a straightforward generalization of Eqs. (2.38) and (2.42), the binary parameter 

estimation errors are 

b.M~ 1.9 

M' n p 
b.D 

D 
D 1 

c: - -,-----,--,-
To (1 + z)5/6. 

(2.47) 

As we see, the luminosity distance of the source is measured directly while the 

redshift, z, is disguised in the measurable combination of parameters M' = (1 + 
z)M. However, if one of the members of the binary is a neutron star, one still might 

be able to estimate the redshift due to the observation that neutron star masses 

fall within a certain range. The data currently available from X-ray and binary 
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pulsars [13] are consistent with the average neutron star mass of Mn = 1.4M0 

and the standard deviation of about 6.Mn = 0.3M0 , corresponding to the relative 

error of 

(2.48) 

One should note that the far more reliable data from binary pulsars indicate a 

narrower range of 

(2.49) 

However, the number of observed objects is still rather small so m the following 

we will consider both these ranges in turn. 

The existence of binaries consisting of two neutron stars offers an opportunity 

for even more accurate determination of source's redsh ift. As we mentioned earlier, 

the (redshifted) chirp mass, M~ = Mc(l +z), will be determined with high accuracy 

which, contrary to individual masses, does not suffer from spin effects. Since the 

spread of chirp m asses for NS-NS binaries is comparable to thai of neutron masses 

themselves, this will, obviously, enable the observer t.o pinpoint the redshift with 

far more certainty than in the case of BH-NS binaries. 

4 Determination of cosmological parameters 

from gravitational wave rneasurements 

As we noted in Sec. 3, the errors quoted in Eqs. (2.4 7) are estimated in the limit 

of large signal t o noise ratios and, correspondingly, small errors. As we receive 

signals from larger distances, the mean errors will, naturally, increase. The larger 

errors will not have a strictly Gaussian distribution, wh ich is obvious at least from 

the fact that measured di stances and masses cannot be negative. However, the 

known statistical properties of the noise should make it possible to find the actual 

distribution of errors, away from the Gaussian regime. Thus, one would be able to 

use in the statistical analysis not only the relatively few events with large signal 

to noise ratios, but also those more numerous, coming from very large distances 

as well. 

We will first discuss the utility of NS-NS binaries for estimation of the cosmo­

logical parameters . While on one hand the gravitational waves from coalescing 

NS-NS binaries are weaker than those from BH-NS binaries, hence allowing detec­

tion of events at relatively smaller distances, they can provide redshifts with far 

greater accuracy. The latter point will be strengthened even further if it turns out 
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that the chirp masses of binary neutron stars fall within the narrower of the two 

ranges mentioned at the end of the last section. One can reasonably hope that this 

uncertainty will ultimately be resolved on the basis of continued observations of 

binary pulsars and/or detection of gravitational waves from relatively nearby (say 

z;::; 0.1) binaries. 

From the distribution of errors induced by noise in the detectors (once the dis­

tribution is known), one can compute the distribution P(z, Djz., Ds, Me,w)dzdD 
which gives the probability that a source of redshift z., distance Ds, having chirp 

mass Me and relevant angles (B, ¢, 1/;, L) denoted here together by w (see Sec. 3) will 

be detected in the element dzdD of the redshift-luminosity distance plane. Then, 

given the distribution of binary neutron star chirp masses Pc(!vfe) (J PedMe = 1), 

discussed above, along with conveniently chosen bounds A1~ and M~, one can find 

the probability density 

M" 
P(z, Dlzs, Ds(z.)) = JMd< Pe( Me)dMc j dwP(z , Djz., D.(z.), Me,w ), 

< 

(2.50) 

of observing at z and D a source which is aclually positioned at z. and D 5 • Here 

D.(z.) is the cosmological distance-redshift relation we seek to determine. If we 

know the rate n 0 (zs)dz5 (measured in year- 1
) of binary mergers in the redshift 

interval dz., we can compute the total number of events Nc(z, D) observed in a 

patch dzdD of unit area 

(2.51) 

where c denotes the three cosmological parameters which determine the distance­

redshift relation of the source ( c1 = h0 , c2 = D0 , c3 = >.0 ). In the above expression 

we have assumed that the NS-NS binaries do not exist beyond some redshift Zmax· 

Another assumption is that the chirp mass function Pe does not change with time 

( redshift). 

Expression (2.51) implicitly contains the requirement that the signal to noise 

ratios Pk, Eq. (2.46), of events which are accepted as true binary mergers (as 

opposed to mere glitches in the noisy detectors) should exceed some minimum 

threshold Pt in all three detectors. In this article we have adopted Pt = 5. In 

reality p is a random variable, dependent on the actual realization of the noise 

as well as on the "real" parameters of the binary. Therefore, an exact treatment 

would include a probability distribution for p given the real binary parameters 

(Me, D., L, · • ·). This distribution can be provided in the future by the same token 

as the error distributions mentioned above. However, in order to simplify our 
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treatment, we will work only with the noise averaged values of signal to noise ratio 

p(Mc, D, B, </J, ,P, v - cos i), actually given by Eq. (2.46), and assume that only 

events with 
D 

Xmin ~ x(z!, D!) := 5 ro(l +•z)sfs (2.52) 

are detected. Thus only the fraction P( > x(D.))(see Fig. 2.4) of all sources at 

given D.(z!) will be detected. Of course, if X> 0.74 (the maximum value of X min for 

the configuration of detectors we have assumed in this article) no coalescences will 

be observed at the given distance and redshifl. We emphasize that this simplifying 

limit is imposed "at the source" so that only the binaries whose real parameters 

satisfy the above requirement are considered to be actually detected. 

From the point of view of the observer, the signal to noise ratio is computed 

on the basis of inferred parameters M~, D. Then th e observer accepts or rejects 

the signal as a true binary merger based on whether the signal to noise ratio so 

computed is larger or smaller than Pt· Hence, consistent wi th the limit at the 

source, given some reasonable maximum chirp mass M~, the observable region is 

limited from above by 

u u (1 + z )5/6 
D < Drnax(z, Me) = 0. 74ro( /\( )..:...._____;:___ 

Pt 
(2.53) 

Note that the distribution of observed signal to noise ratio for a given source would 

follow directly from the realistic noise-induced distribution of inferred parameters 

of a binary. However, since we will be working with model distribution functions in 

the following, we shall impose the signal to noise limit ccat the source" separately. 

Following the above assumptions, one can write down the probability distribu­

tion, 
Nc(z, D) 

Pc(z, D) = fs NcdzdD' (2 .54) 

of events in regwn S accessible to our detectors [defined by Eq. (2.53)] . This 

probability function, computed theoretically on the basis of statistical properties 

of the noise and the distribution of neutron star masses, can serve as foundation 

for an estimation of the cosmological parameters . Specifically, given a set of n 

observed events (zi, Di), the cosmological parameters can be estimated by the 

method of maximum likelihood (see Appendix B) which consists of searching for 

those values of c such that the likelihood function, 

(2.55) 
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is maximized. Since the number of events observed will be fairly large (see below), 

the error of such an estimation will approach the so-called Frechet - Cramer - Rao 

limit in which the bias of estimation (see Appendix B) is zero and the average 

errors b.c,_. are 

(2.56) 

where c~ are the correct cosmological parameters and E~) is the inverse of matrix 

J(n) defined as 
/.'V l 

!~~) = n is (ln Pc(z, D)),,_. (In Pc(z, D)),.., Pc(z, D)dzdD 

[See also Eqs. (2.93) and (2.94) in Appendix B]. 

(2.57) 

As hinted above, in order to estimate the accuracy of the determination of the 

cosmological parameters in absence of the "real" distribution, we will assume that 

the measured quantities z and D are related to the real values z., D.(z.) by 

z 

D = (2.58) 

where x 1 and x 2 are random Gaussian numbers with standard deviation 1. b.D. 

is, in our model, computed according to Eq. (2.4 7) with £ taken with equal prob­

abilities from the set of five functions E:j(x). We ca.n, then, express the probability 

of observing an event in the range dzdD, centered on z and D if the real position 

of the source is z., D., as 

5 

P(z,Diz.,D.) = l:PAz , D iz., D.), (2.59) 
j=l 

where 

1 !n(zlz.) I 
[ ( ) 2] exp -- z 

2 ln(l + b.z.lz.) 

X exp _ ~ 1 n (DID. ) I D 
[ ( ) 2] 

2 ln(l + 6.D.) D.) ' 

(2.60) 

where Cj are normalization constants chosen so that fs P1(z, Dlz., D.)dzdD = 1. 

For fixed j, ln(zlz.) and ln(DID.) are distributed according to Gaussian distri­

butions with standard deviations ln(l + 6.z.lz.) and ln(l + b.D.)D.), respec­

tively. In the limit of large signal to noise ratio and small errors, we can write 
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log(z/ z~) :::::; (z - z~)/ z~ (similarly for D), and the above model distributions ap­

proach the farrliliar Gaussian expressions 

(2.61) 

The model distribution (2.60) that we have adopted as a substitute for the more 

realistic distribution (2.50) is a version of the so-called "log - normal" distribution 

[14]. Accommodating the positive definiteness of both redshifl and distance, the 

distribution (2.60) is asymmetrical for large errors, giving typically larger upward 

than downward "shifts" in z and D . 

The error b.z~, appearing in Eqs. (2.60) and (2.61 ), is primarily due to the fact 

that the observer is computing the redshift z as 

A1' 
z = ~-1 

life ' 
(2.62) 

where Me is the a priori average of the proper, i.e., not redshifled, binary neutron 

star chirp masses. Since M~ = Me(1 + z) will be measmed very accurately, we can 

write 

(2.63) 

This deviation, stemming entirely from the spread 5llt[c of proper binary chirp 

masses, Eqs. (2.48) or (2.49), simulates in effect the distribution function Pc(Mc) 

and will, for our purposes, substitute for it, thus eliminating the need to integrate 

over Me as it would be done in Eq. (2.50). 

All the approximations and assumptions, discussed so far in this section, con­

cern the reasonably predictable statistical properties of detector noise and the 

neutron star mass distribution. Those approximations should not influence sig­

nificantly our estimation of accuracy with which we will be able to measure the 

cosmological parameters. However, in order to obtain the c-dependent distribution 

(2.51) we also need to know the rate n0(z~)dz. , defined as the number of mergers 

in the redshift interval dz. that occur during one year of time measured by clocks 

on earth. Assuming that the coalescence rate in the comoving volume is constant 

throughout the universe, we obtain 

( ) 
_ - 4 7lT~ dr e 

no z. - No -, 
(1 + z )Vl - kHJr~ dz. 

(2.64) 
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where rc(z) was defined in Eq. (2.12), and 

( )

3 
3 h 3 1 125-N200 -- Gpc- year-

47r 0.75 

90 (N200
) (_!::___)

3 

Gpc-3 year-1 

3 0.75 
(2.65) 

is the proper number, counted in the local rest frame, of events per cubic gigaparsec 

in one year. We will assume that N 200 = 3 consistent with the estimates of Phinney 

and of Narayan et al. [3]. 

The premise of constant proper rate, which is roughly equivalent to a constant 

average rate in a typical galaxy or cluster of galaxies, might potentially be the most 

unreliable of those adopted in this section. Indeed, due to complex evolutionary 

processes in galaxies, this rate might change even at moderately low redshifts. 

Even so, given many observed events, one could be able to "invert" the statistical 

map {z3 , D 3 } ~---+ {z, D} described by the calculable distribution (2.50), and, by 

using the powerful machinery of statistical analysis and hypothesis testing, obtain 

not only the cosmological parameters, but also the rate n 0 (z.) as a bonus. Of 

course, the increased uncertainty might reduce somewhat the accuracy with which 

the cosmological parameters are estimated [15]. 

Finally, from Eqs. (2.59), (2.60) [using Eqs . (2 .63) and (2.4 7)] and (2.64) we 

obtain a model distribution 

(2.66) 

where C' is a normalization constant Us PcdzdD = 1 ). The factor P(> x) is 

the fraction of events at given z. actually detected, as discussed in connection 

with Eq. (2.52). It is included explicitly because of the normalization of P, 

Eq. (2.60). This simply means that the total number of events observed in one 

year is J;max n0 P(> x)dz. (see Fig 2.5 ). Once again Pc depends on the cosmologi­

cal parameters c through the distance-redshift relation Ds(zs)· We will sometimes 

emphasize this fact by using the notation P(z, DJc) for Pc(z, D). 
The distribution function (2.66) can now be used in Eqs. (2.56) and (2.57) to 

estimate the average errors one will make in using binary coalescence measurements 

to infer the cosmological parameters. 

The results of numerical computation of errors (2.56), based on the model 

distribution (2.66), are shown in Fig. 2.1 for different values of r 0 . It was assumed 

that Zmax = 3, N2oo = 3 and that the data were collected for one year. The 
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Figure 2.5: Average numbers of events with Prrun > 5 detected m one year as 
functions of r0 , for two sets of cosmological parameters . 

errors of cosmological parameter estimation are presented for the two values of 

5Mc/ lVfc, 0.20 and 0.05 , and for two sets of cosmological parameters, (~ = 1.0, 

no = 1.0, Ao = 0) and (~ = 0.5, f20 = 0.2, Ao = 0, which we call "compact" 

and "spacious" universe respectively). These results have already been discussed 

in the Introduction. 

We turn attention now from NS-NS binaries to BH-NS binaries . As we pointed 

out above, the main advantage of BH-NS binaries for cosmological measurements 

comes from the relatively greater strength of a typical signal at a given distance 

compared to the case of NS-NS binaries. This obviously translates to a greater 

distance accessible to BH-NS merger detection by a set of earth based detectors 

(see Eq. (2.24)). However, apart from greater uncertainties regarding the rates of 

BH-NS mergers, the main disadvantage stems from the broader range of black hole 

masses and, equivalently, very little a priori knowledge about typical chirp masses. 

In addition, we can use only the rather inaccurately measured (see Eq. (2.47)) red­

shifted neutron star mass M~ = (1 + z )1Vfn to infer the binary's redshift. Combined 

with the independent uncertainty of proper neutron star masses olvfn, the resulting 
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error in redshift determination can be estimated roughly as 

(2 .67) 

(see Eq. (2.47)), which can, in principle, be quite larger than the error (2.63) m 

redshift for NS-NS binaries. 

Though equipped with a fairly accurately determined redshifted chirp mass 

M~, we have to contend with a wide range of both proper !vh :::::::: M;_l 2 M;; 312 and 

redshifted M~ :::::::: M~5/2 M~-312 black hole masses. Therefore, in order to construct 

an a priori distribution Pc(z, D) = P(z, Die), similar to the one associated with 

NS-NS binaries, one would need to know the black hole mass fun ction Ph(Mh) 

(JphdMh = 1). Given such (presumably redshift independent) Ph(/vh), one would 

compute 

(2.68) 

where PMh is a distribution computed following the same sequence of steps outlined 

above for the NS-NS case with an additional assumption of a fixed black hole mass 

Mh. In Eq. (2.68) we have assumed that the distribution of neutron star masses 

is independent of the companion black hole mass, so that we could write the joint 

mass function of the BH-NS binaries as p(kh, Mn) = Ph(Mh)Pn(Mn), where Pn 

would be the neutron star mass functi on used earlier in this section. 

However skeptical one might be regarding the prospects of knowing the neu­

tron star mass fun ction in advance of the cosmologica.l applications proposed in 

this article, the mass function of black holes will, in all likelihood, remain only a 

matter of speculation until a large number of BH-NS or BH-BH binary mergers 

are observed. In fact one might be more ambitious than we have been so far and 

try to obtain Ph(/v'h), in addition to c, by matching the measured parameters z, 

D, M~, M~ (or M~) , and a "grand" distribution P (z, D, M~, .l\1~ic,ph), assuming 

again a known neutron star mass function p,.. 

Since in this article we focus on the determina iion of cosmological parameters, 

it is important to see how sensitive our method really is to the actual black hole 

mass function . In other words: Through r0 (see Eq. (2.24)) the distribution PMh 

depends on the mass Mh black holes are a.ssumed to have. Different black hole 

masses will produce different spreads o f observed events (z, D) around the real 

cosmological curve D.( z.) . To evaluate the importance of Ph we will consider the 

following question: Given a universe with BH-NS binaries containing black holes 
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of a single mass Mi0>, how large a systematic error (or bias - see Appendix B) is 

introduced if we try to fit a distribution function PMh(z, Die), with the "wrong" Mh 
to data which are actually distributed according to PM(oJ(z, Die). More specifically, 

h 

we are in teres ted in finding 

(2.69) 

where < c~-' > would be the average over an ensemble of "gravity wave detec­

tion projects" of the best fit parameters c1, obtained by the method of maximum 

likelihood (see Appendix B) using the wrong function PMh. As explained in the 

Appendix B, b~Mh) can be estimated by maximizing 

(2. 70) 

with respect to c. 

In order to compute model distribution functions P111( o ) and PMh, that appear 
h 

in Eq. (2.70), we use Eq. (2.66), where the di stribution P(z, Dl zs, Ds), Eq. (2.60), 

is computed by taking 6.Ds from Eq. (2.47) and 6.z. from Eq. (2.67) . In all these 

formulas ro(Mc) is given by Eq. (2.24) where A1c = (Mh M,) 315 j(Mh + Mn)l/S 

increases with Mh . 

Assuming 5Mn/ !vfn = 0.05 and using !Vh = lOMc.J , we have computed this bias 

for different values of Mi0 >. The results for h0 = 1, no= 1, >.0 = 0 and r 0 = 28Gpc 

are shown in Fig. 2.6. 

We can see that while h0 and 0 0 are very weakly affected by our ignorance of 

the real black hole mass, the ensuing bias in ). 0 can be sign ificant. 

To put these results into perspective, we compute the average random (as 

opposed to systematic) errors that would he obtained if, somehow, we knew exactly 

the black hole mass, 111h = 1111~0). These errors are obtained in the same way 

as in the case of NS-NS binaries, using now PMh(z, Die) ( instead of Pc( z, D) = 
P(z, Die)), with 111h = 101110 in Eq. (2.57), and are shown in Fig. 2.2 for the 

indicated values of cosmological parameters and neutron star mass range. We have 

discussed these results in the introduction and given analytic power-law fits in the 

abstract where the noise level was expressed in units of the predicted "advanced" 

LIGO noise level, N = ..JS:/1.7 1Q-24Hz- 112 . 

A comparison of Figs . 2.6 and 2.2 suggests that as fnr as ll{J an d no are con­

cerned, our ignorance of the black hole mass function does not really matter. In 

other words, even if we have only a very limited knowledge of typical black hole 
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Figure 2.6: Systematic errors be,. due to the uncertainty of the typical mass of 

black holes in BH-NS binaries as functions of Mia) assuming Mh = 10M0 is used 
in the statistical inference. 

masses in the universe, we can determine those two parameters with a high accu­

racy. On the other hand, a determination of ..\0 with accuracy approaching that 

"promised» in Fig. 2.2 (e.g., 6.).:::::: 0.2, for r 0 = 28Gpc and a "compact' universe) 

would require some familiarity with the "fine" structure (on scales of about 3M0) 
of the black hole mass function entering Eq. (2.68). 

5 The effects of gravitational lensing 

5.1 General considerations 

In the preceding section we have assumed that the gravitational waves emitted by 

distant, compact binaries propagate to the earth through a homogeneous Fried­

mann universe, neglecting possible effects of local inhomogeneities in the form of 

individual stars, galaxies, clusters of gala..xies, superclusters, etc., which abound in 

the real universe. As we mentioned earlier, these inhomogeneities can affect the 

propagation of gravitational waves only through their local gravitational fields or, 

in different words, through the local curvature of spacetime they generate. As for 
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electromagnetic radiation, the effect of those intervening inhomogeneities consists 

of amplification of the gravitational waves and, sometimes, analogously to mul­

tiple imaging of quasars, the appearance of more than one signal from a single 

astrophysical event. On the other hand, if there are no intervening clumps of mat­

ter in the vicinity of the wave's path (so called "empty cone"), the gravitational 

wave, received on earth, will be weaker than the wave that would propagate from 

the same coalescence through a smoothly filled ("full cone") Friedmann universe 

[16]. The latter phenomenon is, somewhat awkwardly, referred to as "deamplifi­

cation." In this section we will treat this gravila.tioua.l deAection (lensing) within 

the framework of geometric optics, neglecting the effects of the finite wavelength of 

gravitational radiation. This is a very good approximation in all realistic situation. 

Since deflection does not change the phase properties of the wave, the amplifi­

cation results only in a change of the apparent distance of the source as measured 

by the observer on earth. This implies that even if we had perfectly accurate and 

noise-free detectors ("perfect observer") we would still observe dispersion of mea­

sured distances away from the ideal Friedman curve DF(z.). At least in principle, 

this phenomenon can be described by a probability distribution Pi0 )(DIDF(z$)) 
(J Pi0 )dD = 1), where DF(z.) is the disi.Clncc corresponding to a (hypothetical) 

propagation of the signal through a. completely homogeneous Friedmann universe 

and D is the distance as observed by the imagined perfect observer. In reality the 

noise in the detectors compounds this uncertainty so that the probability density 

that the signal originating at z$ will be interpreted as coming from redshift z and 

distance D is 

(2.71) 

where P(z, Dlz$, D') is the distribution di scussed in the previous section (see 

Eq. (2.50) or the model distribution (2.60)). In order to pursue our main task 

of finding the cosmological parameters c we might, again in principle, follow the 

method described in the previous section: (i) integrate the distribution PLover the 

source redshifts exactly as it was done in Eqs. (2.51)- (2.54) for NS-NS binaries or 

similarly for BH-NS binaries, (ii) thereby obtain the distribution PL(z, Die), and 

(iii) finally adjust c to find the maximum likelihood for a. set of observed redshifts 

and distances. One necessary ingredient, the knowledge of the "primary" lensing 

statistics Pia) might, however, remain elusive. By analogy with the problem of un­

certain black hole mass we faced in the las t section , we can inquire about the real 

price we pay for our ignorance about the di stribution Pia). ln the most extreme 
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case we would like to know just how much additional error is introduced in the 

determination of c if we ignore the effect of local inhomogeneities in the universe 

and stubbornly use the lensing-free distribution P(z, Die), discussed in the last 

section, in fitting to the observed redshifts and distances. Of primary interest, 

then, is an estimate of the systematic shift (bias) of the parameters c, inferred in 

this way, from the real ones c0 . 

Similarly to the case of uncertain black hole masses in BH-NS binaries (see also 

Appendix B), this bias can be estimated by maximizing 

'l!L = h PL(z, D\c0 )ln P(z, D\c)dzdD (2. 72) 

with respect to c. Of course, in computing this expression, instead of the unknown 

real P},0 l, we must use a model function which, hopefully, captures the main fea­

tures of the propagation of light in an inhomogeneous universe. 

That one should, in general, expect non-zero bias is due to a typical asymmetry 

between amplification and deamplification, which is reflected in the asymmetry 

of the distribution P},0 l(DIDs(zs)) around Dp. More specifically, usually many 

sources are weakly demagnified (effectively "shifted" f a.rther a. way) and relatively 

few are strongly magnified. This can be seen a.t least. from the fact that, on 

one hand, the total flux from all sources a.t given z. is conserved, and, on the 

other, although a point source can, naively speaking, be magnified by an arbitrary 

amount, there is a limit to demagnification corresponding to the so-called Dyer­

Roeder empty cone distance [17] (see below). This Dyer-Roeder distance arises in 

the extreme and idealized case of a ray remote enough from any clumps of matter 

to be totally unaffected by any shear. 

This asymmetry between amplification and dea.mpliflcation is only augmented 

by splitting of a wave (binary merger in our case) into several "image" signals, 

some of which are too weak to be observed. H should be intuitively clear that in 

any "egalitarian" statistical method the preponderance of weakened sources will 

shift the measured values of the cosmological parameters c towards those of a more 

spacious universe (e.g., smaller 0 0 ), assuming we are not able to deconvolve the 

effects of lensing due to our ignorance of P£0l. 

5.2 Quantitative estimates 

In order to estimate quantitatively the efrects of the propagation of waves through 

the inhomogeneous universe, we will assume thal a. certain fraction 1 - ( of the 
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total mass of the universe is in the form of Schwarzschild lenses, while the rest, (, 

is smoothly distributed. Strictly speaking, Schwarzschild lenses correspond only to 

the more compact astrophysical objects like stars and black holes. However, since 

we are primarily interested in the possibility of systematic effects of lensing on 

the determination of cosmological parameters, we shall use Schwarzschild lenses to 

represent lensing in general including that due to galaxies. Since the propagation 

of the gravitational wave amplitude in a curved background space obeys the same 

laws that govern the propagation of electromagnetic waves [18], we can simply use 

the results known for the lensing of electromagnet ic radiation [16]. For simplicity 

we will also assume throughout this section that the real cosmological parameters 

are 0 0 = 1, >-o = 0. 

Due to the long-range nature of the gravitational interaction, many Schwarz­

schild lenses will affect the propagation of the wave. Therefore, the "distortion" 

matrix describing the deformation of a rny bundle, 

B =a~, 
88, 

(2.73) 

where B~ and B~ are the angular positions of the image and source respectively [16], 

will, in general, be a nonlinear function of shears from many individual deflectors. 

However, it seems likely that rays weakly in A uenced by shear will give the dominant 

contribution to the systematic errors in cosmological parameters c. Therefore, as 

proposed by Schneider and Weiss [19], we shall keep on ly the terms linear in shear, 

and, after taking a continuous limit, obtain 

(2.74) 

In this formula the first ( demagnifying) term is due to the fnct that we have actually 

removed a fraction 1 - ( from the smooth component of the mass and converted 

it into a population of Schwarzschild lenses whose total shear is modeled by the 

second term. Then if we randomly choose a. ray we can, still following Schneider 

and Weiss, derive the probability distribution Pa ( a 1 , a 2 )da1 da2 for the components 

of the total shear 

(2.75) 

associated with the ray. In the above equations b, is the ratio of the Dyer-Roeder 

distance to the Friedmann distance, while Y, = Y(z,) is the solution of the integral 
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equation 

Y(z) = b(z)- 1 + foz dxx:'(x),B(x,z)Y(x), (2.76) 

where x:'(z) = (3/2)(1- ()DA(z)H0 y'f+Z. DAis the angular diameter distance 

defined in Sec. 2; ,B(x,z) = DA(x,z)/DA(z), where DA(x,z) is the angular diam­

eter distance of a source at z as observed by an observer at redshift x between the 

source and earth. 

The ratio of the apparent distance (D) resulting from gravitational lensing 

to the distance (Dp) corresponding to a completely smooth (( = 1) Friedmann 

universe (Dp) is equal to the square root of the determinant of the matrix B~ 

(2.77) 

For the rays carrying images of positive (detB. > 0) or negative (detB~ < 0) 

parity, one can derive from Eq. (2.75) the probability distribution for the distance 

ratio m± = D/ Dp, 
Y.m± 

p m± = --------:-
(Y/ + b; =F rni)312

' 

(2.78) 

where 0 ::; m+ ::; b. and 0 ::; m _ < oo. Of course, 

(2.79) 

It is important to understand that the above probabilities pertain to a ray 

randomly chosen from the 47r angle around earth or a.ny other reference point. As 

we follow a bundle of rays back to the source, ils opening solid angle c50. will change 

according to whether the source is amplified or deamplified. Since c50.. = m~c50.0 , 

where no is the solid angle at the observer and n. is the solid angle at the source, 

the differential solid angle in the source plane inhabited by the sources whose 

distance is shifted by factor m± is 

(2.80) 

Note that (47r) - 1 J;•(dO.~+)jdm+)dm+ = (ju; + Y/- Y.) 2
, which can be shown to 

be greater than or equal to one, in agreement wilh every source having at least one 

image of positive parity. On the other hand, in the simple model we are considering 

here, the integral J000 (dO.~-)jdm_)dm_ is infi.nile, which, within our interpretation, 

would mean that there should be an "infinite" number of negative parity images 

for each source. This is hardly relevant from the observer's point of view, for not 
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only is the total flux of those images finite, but only few sources produce negative 

parity images strong enough to be observed. In fact, as interpreted here, the total 

flux conservation law [20] 

1 (lb. dn~+l 1 l= dn~-l 1 ) - ---dm+ + ---dm = 1, 
471" o dm+ m~ o dm _ m~ -

(2.81) 

is nothing but the statement that the total probability, Eq. (2. 79), for a single, 

randomly chosen ray, is one. This conclusion, of course, is independent of the 

simple model we have been working with. 

Angular distribution of magnification in lhe source plane, Eq.(2 .80), is easily 

translated into the probability distribution pr)( DID F) by 

dPl0 l(DIDF) 1 1 dn<+l 
------ = C----s-

dD Dp 471" drn+ ' 
(2.82) 

where we have taken only the images of positive parity into account. The nor­

malization constant C is necessary to compcnsa.ie for the fact that in general 

(47r)-1 J;•(dO~+)jdm+)dm+ 2: 1. We thus consider every source to have exactly 

one image of positive parity. 

Equipped with the model distribution (2.82), we can use Eq. (2.71), where P 

is given by Eq. (2.60), to maximize expression (2. 72) with respect to c and so 

find an estimate of the bias introduced by gravitational lensing. The numerical 

computation we actually perform is based on BH-NS binaries with r 0 = 28Gpc. 

As assumed in this section >. 0 = 0, 0 0 = 1. We also take h0 = 1. In Fig. 2. 7 

we depict three cases, ( = 0.8, 0.5, 0.2 respectively. On the left hand side are 

typical, Monte-Carlo generated, samples of cvcnls in the inhomogeneous universe 

as they would be observed by perfect, noise-free detectors. The shift of most 

events towards larger distances relative to lhe Friedmann reclshift-distance curve 

Dp(zs) is obvious. Naturally, this effect increoses as ( is lowered. On the right 

hand side we see those same events as "processed" by noisy detectors. We also 

show (dashed lines) the redshift-distance curves compu ted using the corresponding 

biased parameters < c~-< > as obtained by minimizing Expression (2.72). In the 

same way we compute the values of bias be,.. =< c~-< > -c?L, where c~ are the real 

parameters, as functions of 1 - ( which are shown in Fig. 2.8. While be,.. can 

be complicated functions of ( indiviclually, lhey combine so to give the expected 

systematic upward shift of the average best.-fit cmve D(z) (Fig. 2.7). We note 

that the shift in ho is rather small - in fact comp<~rable to the error of statistical 

inference itself (see Fig. 2.2 with r- 0 = 28). Roughly the same conclusion seems to 
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Figure 2.7: The effect of propagation in the inhomogeneous universe for three 
values of the parameter (: 0.8. 0.5, 0.2. p = 5 curves shov.,· the signal to nOise 
limit , Eq. (2.53). 
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Figure 2.8: Systematic errors due to lensing. See text after Eq. {2.82) for expla­
nation. 

hold for !10 , while the bias in >.0 , for a strongly clumped universe, can be up to 

twice as large as the statistical error. 

In our computation we have actually taken into account only the main, positive 

parity images when computing Pi0>(D'IDF(z.)). In reality, the observer might 

attempt to reduce the bias by using D = (1/D~ + 1/D"l_)-112 as a better measure 

of the distance of a source whose two images were observed at distances D+ and 

D_. That way he would take more observed flux into account, hopefully shift the 

best-fit curve D( z) a little downward and perhaps get more accurate estimates 

for c. The two images are indeed likely to be recognized as belonging to the 

same source because they would have the same waveforms (though with reversed 

polarizations) and they would come from the same portion of the sky. 

To conclude, we emphasize that the arguably large inhomogeneity- induced sys­

tematic shifts in observed cosmological parameters, obtained above, should really 

be considered extremal, since the Schwarzschild lens model we adopted somewhat 

unrealistically overestimates the number of sources within empty or semi-empty 

cones, as, indeed, its authors [19] conclude on the basis of more reliable Monte­

Carlo computations. Nevertheless, relying on the more general considerations pre­

sented earlier in the section, one can expect that the biasing would persist even in 

much more realistic models, though with smaller, possibly unnoticable magnitude. 
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Appendix A: Functions }'+ and Fx 

We delineate the basis for obtaining numerical values of angle-dependent functions 

F+ and Fx which are used extensively in this article. 

The response of a detector [21], whose arms are directed along mutually or­

thogonal unit vectors a and b, to a gravitational wave expressed in "transverse­

traceless" coordinates with unit basis vectors e~ and e: orthogonal to the direction 

of propagation, 

is proportional to 

where 

h =: Tr ( D · h.) , 

1 • • 
D =-(a (X) a- b (X) b) 

2 

(2.83) 

(2.84) 

(2.85) 

is the matrix "projecting" the gravitational wave onto the detector. h is a linear 

function of h+ and hx 

(2.86) 

whose angle-dependent coefficients are 

~ [(a. e~)2 - (b. e~)2 - (a. e:)2 +(b. e:)2
] 

• R • R ' R ' R (a · ex )(a· ey) - (b · ex )(b · cy ). (2.87) 

In the geocentric frame whose k axis is directed through the northern pole, i 

through the intersection of the Greenwich meridian and equator and j = k x i, the 

relevant vectors are 

e~ (cos'lj;cosBcos¢+ sin1j1sin ¢)i 
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+(cos 1/J cos() sin¢ - sin 1/J cos ¢ )j 

- cos 1/J sin Bk 
e~ (- sin 1/J cos B cos ¢ + cos 1/J sin ¢ )£ 

+(-sin 1/J cos B sin¢ - cos 1/J cos¢ )j 

+ sin ,P sin Bk 
a = ( -cOS ISina -sinlsin,Bcosa)£ 

+(cos 1 cos a- sin 1 sin {3 sin a)j 

+sin 1 cos {Jk 
b (sin 1 sin a- cos 1 sin {3 cos a)£ 

+(-sin 1 cos a- cos 1 sin {3 sin a)j 

+cos 1 cos {Jk. (2.88) 

The above vectors can then be used to compute fun ctions F+ and Fx. It is straight­

forward to show that in the special case, a = 0, {3 = 1r /2,1 = -1r /2, the expressions 

for F+ and Fx reduce to the more familiar form [5] 

1 
F+ 2 cos 21/;(1 + cos2 B) cos 2¢ +sin 21/; cos B sin 2¢ 

1 
Fx - 2 sin 21/;(1 + cos2 B) cos 2¢ +cos 21/J cos B sin 2¢. 

(2.89) 

Appendix B: Bias and error in mathematical 

statistics 

In this appendix we summarize some known mathematical results pertinent to the 

problem of estimating parameters of a probability distribution, given a set of mea­

surements [22]. Suppose we have a set of measurement results x 1 , x 2 , ... , Xn. Each 

of the results is itself a set of m numbers . Suppose also that the measurements 

are distributed within an m-dimensional set S according to the probability distri­

bution P(xlc) (15 Pdmx = 1), where c denotes a set of p parameters which are a 

priori unknown . 

Having performed the n measurements, we find the best-fit parameters c by 

choosing them to maximize the likelihood function 

.C ( {x}, c)) = P(x1 Jc)P(x2Jc) · · · P(x"Jc). (2.90) 
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Any statistical inference is, in principle, subject to error and bias in the inferred 

parameters. For each parameter c~-' the variance of estimation is defined as 

(2.91) 

where < > denotes the expectation value of an ensemble whose each member con­

sists of n measurements under the same conditions; c1, are the values of parameters 

estimated from the n measurements in a member of the ensemble. On the other 

hand, the bias 

(2.92) 

is the systematic departure of estima.tecl parameters from the "true parameters" 

c0
. One can show [22] that, in the limit of large number of measurements n, 

the maximum likelihood method gives unbiased estimation ( b1, = 0), with the 

covariance matrix, 

(2.93) 

equal to the inverse of the so called ccinformation matrix" 

(2.94) 

where (ln P),~-' denotes derivative with respect to the /L-th parameter Cw These 

asymptotic values are known as the Frechet- Cramer- Rao (FCR) limit. One can 

actually prove that the above covariance is the minimum that can be achieved by 

any unbiased statistical method. 

Assume now that, due to our ignorance about the actual functional dependence 

P(xjc), we are trying to fit the results of measurements to a (slightly) wrong dis­

tribution P(xjc) instead of to the correct one P0 (xlc). We therefore are searching 

for the maximum of the logarithm of the likelihood function (4.68), 

(I L) = ~ P,l, (x,lc) = 0 
n 11

' ~ P(x,lc) · 
(2.95) 

Again, we denote by c the parameters inferrecl in that way. 

Averaged over the "real" distribution ? 0 , Eq. (2.95) gives 

'l!,l-' =0, (2.96) 

where 

'l!(clco) = ( Po(xlco)ln P(xlc)rlmx. Js (2.97) 
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Then, in the limit of large n a good estimate of bias, Eq. ( 4. 70), at a given c 0 can 

be obtained by finding that value of c which maximizes w(cjc 0
), or, equivalently, 

satisfies condition (2.96). 

For a set of n measurements, one can expand ln L around the maximum 

1 
ln £ = (£)c + "2 (ln £) ,1w 6.c"6.c.., + · · · . (2.98) 

For large n one can approximate the coefficients in the above equation by their av­

erage values with respect to distribution P0 . One thereby obtains an approximately 

Gaussian distribution for shifts 6.c of the parameters about c8 = c0 + b 

(2.99) 

where I!]: .... l = - n (ln 'll) '"..,,computed at c8 . Defining oP = P0 - P, one obtains 

J a(n.l = f P," P,.., JTn + f 'p ( P,~' P,.., - P,,...,) dm 
/'V n J S p U X n J S V (> 2 p X. (2.100) 

The mean spread of inferred parameters C around the biased means is now given 

by the matrix 

(2.101) 

which is the inverse of!!];">. Naturally, in the lowest order moP, the spread is 

the same as in Eqs. (2.93) and (2.94) for the unbiased case. 
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Chapter 3 

Vacuum for a massless scalar field 

outside a collapsing body in de Sitter 

spacetime [Co-authored with William 

G. Unrul1] 

(Originally appeared in Phys. Rev. in Phys. Rev. D 43 , 332 (1991).) 
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Abstract 

We present a general way to define regular vacuum states of a quantized massless 

scalar field in two-dimensional spacetimes with horizons . We discuss in more de­

tail the cases of Schwarzschild-de Sitter spacetime and especially the exterior of 

a massive shell that collapses to form a black hole in a two-dimensional de Sitter 

spacetime. In the latter case a vacuum state is defined using modes of positive 

frequency with respect to the past cosmological horizon's affine parameter. In this 

vacuum static observers, long after the shell has collapsed, detect thermal fluxes 

coming from both the cosmological and the black hole horizons, and character­

ized by the corresponding Hawking temperatures. The renormalized stress-energy 

tensor in this vacuum state is regular everywhere and has precisely the form one 

would expect from prior experience with de Sitter spacetime and with gravitational 

collapse spacetimes that have a vanishing cosmological constant. 
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1 Introduction 

During the sixteen years since Hawking [1] discovered that black holes should emit 

t hermal radiat ion, a clear understanding of the quantum field theory properties of 

spacetime horizon s has emerged [2]- [6]. Among the horizons that have been stud­

ied are those of Schwarzschild spacetime, Kerr spacetime, and de Sitter spacetime, 

as well as gravitational collapse spacetimes thai are asymptotically Schwarzschild 

or Kerr in the future. In each of these spacetimes, when a quantum field is in 

an "Unruh-type" [2] vacuum state, the field's properties are remarkably simple 

and aesthetic: (i) Particle detectors at rest just above the horizon, and also de­

tectors at rest far from the horizon (''static detectors"), measure the horizon to 

emit perfectly thermal radiation at the "Hawking temperature"; (ii) the renormal­

ized stress-energy tensor T~-'v is regular at the horizon; (iii) far from t he horizon 

T~-'v has the form of outgoing, thermal radiation; (iv) near the horizon T~-'v has 

the form of downgoing thermal radiation, but with negative energy density rather 

than positive- as is required by energy-momentum conservation; (v) the near­

horizon renormalized T~-'v can be regarded as the naive flat spacetime stress-energy 

tensor corresponding to the quanta measured by static particle detectors, minus a 

contribution from vacuum polarization which is precisely thermal at the horizon's 

temperature [6, 7]. 

Recent ly Hiscock [8] has argued that there is a breakdown in these properties 

in the case of a body that collapses to form a black hole in de Sitter spacetime. 

Such a spacetime is more complex than those studied previously because it h as two 

horizons, the black hole horizon and the cosmological horizon, with two different 

temperatures, Th and Tc . The temperature difference, Hiscock speculated, forces 

the renormalized stress-energy tensor in every vacuum state to be divergent at at 

least one of the horizons. Correspondingly, Hiscock implied, if Nature chooses a 

vacuum state that is well behaved ai the cosmological horizons (as one would ex­

pect), gravitational collapse will produce a black hole horizon thai has a divergent 

renormalized T~-'v. If true, this would mean that quantum field theory p roduces 

an instability of the black hole horizon. As evidence for this speculation, Hiscock 

enumerated several possible vacuum states for a massless scalar field and showed 

that each of them had a divergent T~-'v at one of the horizons. 

In this paper we show that Hiscock's conjecture is incorrect: There do ex­

ist states in both the "eternal" black-hole/ de Sitter spacetime (otherwise called 

Schwarzschild- de Sitter spacetime) and the gra.vitaiional collapse/de Sitter space-
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time which are regular on all of the horizons, cosmological and black hole. These 

states have the nice properties enumerated above, including renormalized stress­

energy tensors, T~-'"'' which are regular at all of the horizons. 

Throughout this paper we will restrict our attention to two-dimensional model 

spacetimes in which the() ¢dependence of the metric is suppressed. Consider, first, 

the two-dimensional eternal black-hole/de Sitter spacetime [3]. In this spacetime 

the left and right moving modes are uncoupled. As an aid in defining our vacuum 

state, we choose two null geodesics which cross in the region between the black hole 

horizon and the cosmological horizon. For each of the left and right moving modes, 

we define positive frequency with respect to the affine parameters along these null 

geodesics. Since the affine parameters are regular along each of these null geodesics 

as they cross the horizons, the vacuum state defined with respect to these affine 

parameters will also be regular on the horizons, leading to regular stress energy 

tensors at each of the horizons. One can easily see that this vacuum state is not 

invariant with respect to the time translation isometry of Schwarzschild-de Sitter 

spacetime. This property is indeed inevitable according to Kay and Wald [9], who 

have proved the nonexistence of stationary, nonsingula.r states in Schwarzschild-de 

Sitter spacetime. 

In the case of the gravitational collapse/de SiLLer spacetime, to which we will 

devote more attention, we define the vacuum state with respect to the affine pa­

rameter along the past cosmological horizon. The positive frequency modes come 

into the collapsing star, reflect off the origin r = 0 within the collapsing body, and 

propagate outward again. These modes will again be regular along any null line 

traveling from the past cosmological horizon into the future black hole horizon. 

This regularity of the outward propagating positive frequency modes along inward 

propagating surfaces at the horizon again ensures that the stress energy tensor will 

be regular at the black hole horizon, besides being regular at the past and future 

cosmological horizons -just as in the case of usual black hole spacetimes [2]. 

This paper is organized as follows: In Sec. 2 we examine the stress energy 

tensor for "vacuum" states for a massless scalar field in a static spacetime with 

a horizon. As did Hiscock, we restrict attention to a two-dimensional version of 

the spacetime in which the angles (B,¢) are suppressed [10] (this simplifies the 

calculations). We show that for the stress energy to be regular on the horizon, 

the null coordinate used to define the vacuum state in the manner of Davies, 

Fulling and Unruh (DFU) [11] must have certain smoothness properties across the 

horizon. As mentioned above, the null coordinates defined as the affine parameters 
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of a pair of crossing null geodesics indeed have these smoothness properties. We 

also briefly outline the application of these ideas to to the eternal black-hole/ de 

Sitter spacetime. In Sec. 3 we specialize to the geometry of the gravitational 

collapse/ de Sitter spacetime. For simplicity we take the collapsing body to be a 

thin, spherical, massive shell. In Sec. 4 we introduce the vacuum state which we 

designate by I V), and in Sec. 5 we explore its properties at early times, before 

the collapse begins, and at late times, after the black hole horizon forms. Among 

other things, we show that in this vacuum state static particle detectors measure 

incoming modes to be precisely thermally populated at the temperature of the 

cosmological horizon (which is where these modes originate). Outgoing modes, by 

contrast, are measured by static detectors to be populated in different manners 

before the collapse and after the collapse: before, they are thermally populated at 

the cosmological temperature; afterward, they are thermally populated at the black 

hole temperature. In Sec. 6 we evaluate the renormalized stress-energy tensor in 

the I V) vacuum and show that it has all the nice properties that one might expect 

from prior experience: It is regular at all horizons; and near each future horizon it is 

the T~-'v of radiation flowing into the horizon - radiation that is a superposition of 

perfectly thermal radiation at the black hole temperature and at the cosmological 

temperature, with positive energy associated wit.h the temperature of the distant 

horizon and negative energy with that of the nearby one. This T~-'v has just the 

form that one expects from the "membra.ne paradigm" [6, 7]: it is the naive stress­

energy corresponding to the measurements made by static particle detectors, minus 

that of perfectly thermal radiation at the temperature of the nearby horizon. 

2 Regular states on a static horizon 

In this section we will be concerned with requirements that a sLate must satisfy in 

order that the stress energy tensor be regular on a horizon. We will show that the 

requirement is that the state itself be regular on the horizon. We will work in a 

two-dimensional static spacetime, with the field of interest being a massless scalar 

field. 

By a suitable choice of the spatial coordinate r, we can bring the metric into 

the form 
dr 2 

ds 2 = f(r) dt2 - --, 
f(r) 

(3.1) 

where f( r) is assumed to be zero at r = rh (the horizon), and to be smooth (have 



61 

a power series expansion in r- rh) near r = rh. 

Using the usual null coordinates in the region exterior to the horizon 

u=t-r., (3.2) 

and 

v=t+r., (3.3) 

where dr. = dr/ J, we get the following two-dimensional metric: 

ds 2 = J(r(v- u))dudv. (3.4) 

If we define new null coordinates 

V = j hv(v)dv, (3.5) 

and 

U = j hu(u)du, (3.6) 

where hv( v) and hu( u) are some as yet unspecified functions, we can rewrite the 

metric as 
ds2 = f(r(v- u)) dUdV = CdUdV. 

hv( V )hu( U) 
(3.7) 

As in Davies, Fulling, and Unruh (DFU) [11] we can define a vacuum state 

with respect to these UV coordinates by choosing the positive frequency modes of 

the Klein Gordon field to have the form e-iwU an d e - iwV for w > 0. The energy 

momentum tensor in this UV -vacuum is then given in DFU by 

(3.8) 

(3.9) 

1 
Tuv = ---CR 967f ) 

(3 .10) 

where R is the curvature scalar for the spacetime. 

This tensor obeys the usual conservation law 

(3.11) 
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which in this case reduces to 

(3.12) 

in any null coordinate system, UV. Thus along the null ray (J = canst, we have 

0 1 J - -Too= Too+- CR od\1 ' 967T ' 
(3.13) 

and similarly for T<;r<;r along a V = canst ray. 

We are interested in the behavior of the stress energy tensor at the horizon, 

r = rh. We define a UV coordinate system in which the metric coefficients are 

regular along the horizon by 

u 
v 

-I<U 

- e ' 

e"" 
' 

(3.14) 

where "' = ~J'(rh) and where I denotes a deri vati ve with respect to r. In these 

coordinates the horizon r = rh is located at (J = 0. Using the relation (13), the 

value of T<;r<;r on the horizon can be found from the value off the horizon in the 

interior region. Assuming that the curvature R is regular everywhere, including 

on the horizon, we see that T<;r<;r will be regular on the horizon if it is regular in 

the rest of the spacetime. We thus need worry only about the behavior of Too on 

the horizon. 

We have 

(8U) 2 

Too = {J(J Tuu. (3.15) 

Writing 

(3.16) 

this becomes 

Too 

(3 .17) 
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where a dot, ·, denotes a derivative with res pect to 1L. The horizon occurs at 

u = CXJ, and in order that the stress energy tensor be regular on the horizon, the 

quantity in brackets must fall off at least as fast as e-2
t<u. The terms in f go as 

where f~ = df /dr ir=r,. · We must then have 

or 

Thus for the stress energy to be regula r, we must have 

or 

u j hu( 1L )d1L 

e'f~<u( con st. + 0( e- 2~<u)) 

U±1 (const.' + O(U2
)). 

(3 .18) 

(3.19) 

(3 .20) 

(3.21) 

(3.22) 

U is the coordinate which is used to define the vacuum state, while U is the 

coordinate regular on the horizon. Thus this relation states that the coordinates 

defining the state must be related to the coordinate regular on the horizon either by 

direct or inverse proportionality. Direct proportionality is easily obtained. Take 

any null geodesic which intersects the horizon. Define the U coordinate to be 

the affine parameter along this geodesic. This coordinate will obey the required 

condition. 

The inverse relation is somewhat harder to arrange. The simplest way is to 

place reflective boundary conditions on the scalar field at some point T = To within 

the spacetime. If we now choose the state such that positive frequencies are defined 

with respect to the affine parameter, V along the U = 0 horizon, then the boundary 

conditions at To= r(v -u) = T(ln(-VU)/1\,) mean that positive frequencies in the 

U direction are given by eiw'O-t for w' > 0, which is the required condition. The 

state we shall examine below for the collapse/ de Sitter spacetime is of just such a 

form. 
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This inverse relationship is a general one. If we have two coordinates U and [J 

where [J = 1/U, then states defined with respect to these two coordinates lead to 

exactly the same stress energy tensors. 

(f)[!) 2 -

Tuu = au Tao 

1 4-12-1 --u- c2 80 c-'I 
1271" 

--1-u-3 ct(U2 8u )2 c - t ;u 
1271" 

1 1 1 2 c-t 
---C28uU 8u-U 

1271" u 
1 c.!..~2 c-.!.. 

--- 2u 2 
1271" u 

Tuu, 

while Tvv is obviously left unchanged, as is Tuv ex R. 

(3.23) 

The energy momentum tensor can be simply calculated everywhere in the static 

spacetime if we choose U and V to be affine parameters along some curves u = uo 

and v = v0 . In the uv coordinates, the Ricci curvature, R depends only on v- u. 

Thus the conservation equation reads 

(3.24) 

so that 

(3.25) 

along a u =constant null surface. Now, along the surface v = v 0 , we choose U 

to be the affine parameter. Thus the metric C = 2guv is independent of U along 

v = v0 , and thus Tuu ( and Tuu) is zero along this surface. Furthermore, f depends 

only on r, so that f,v = ~f' f. We thus have 

Tuu = --
1
- (f(v- u)R(v- u)- f(v 0 - u)R(v0 - u) - r ~ J'JR.dv), (3.26) 

9671" J~ 2 

and similarly for Tvv· 

Finally, we calculate the change in the energy momentum tensor component 

Too along the [J = 0 horizon. We have 

0 1 J - -T00 = T00 +- CR,0 dV. 
9671" 

(3.27) 
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For our spacetime, R is a function only of r and is independent of where one is on 

the horizon. Thus we can write 

CR,o R,r Cf(r-) ( -
2
1K- ) e~<u 

::::::: -CR,r (r- rh)e~<u 

1 c- 'T) ltV -- ''-,r e 
K. 
1 - -

--CR,r V, 
K, 

and, since C is constant along the horizon, we finally get 

(3.28) 

(3.29) 

Thus in this affine parameter coordinate system, this component of the stress 

energy tensor diverges as one travels along the horizon, if R,r is not equal to zero 

at the horizon. However, if we transform to the proper reference frames of freely 

falling observers whose four-velocities are 

u = y'To ~ - J fo - f !__ J at ar) (3.30) 

where fo is f at the points from which the observers are dropped, we find the 

components of the stress-energy tensor to be finite a.s V ---) 0. Specifically, at the 

horizon we have the following relation: 

(3.31) 

where au is the U-directed proper null vector of a freely falling observer. This 

ensures the finiteness of Tuu as V - ) oo along the hori:wn. 

In order to examine the behavior of TVt)) where av is the V-directed proper 

null vector of a freely falling observer, we need to see what happens along the 

null ray u = uo as v ---) oo. There we might approach another horizon, lo­

cated at r = rl. > ro, whose surface gravity is K. 1
• This is indeed the case in 

the Schwarzschild- de Sitter spacetime [3]. Here rh is the position of the black hole 

horizon while rl. corresponds to rc, the position of the cosmological horizon (see 

Sec. 3). Alternatively, there could be a future null infinity ("K.' = 0"). Again using 

the relations among V -directed vectors at the r· = r·h horizon 

(3.32) 
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and the DFU formula we have 

(av) 2 

Tvv av Tvv 

ex h~cta~c-t 

"' ( e••'•)' (.;:~·e-;~ .. ); (.L. 8•)' (.;:~·:;~ •• ) -; 

<X e±2tt1
V e'f2tt1

V 

' 
(3.33) 

as v - oo. Here the upper signs correspond to the choice of affine parameters 

along u = u 0 or v = v 0 rays. For instance, near the v = oo horizon we have either 

V <XV' or V <X 1/V' as discussed above in this section. Hence hv(v) <X exp(=fK:'v). 

From Eq. (3.33) we see that Tvv is finite at the horizon located at r = rh even as 

V- oo. Together with the finiteness of Tv.v. and Tv.11 , this guarantees the regularity 

of the stress energy tensor everywhere on the horizon. Similar arguments can be 

applied to any horizon that might exist at u = ±oo or v = ±oo. 

The eternal black-hole/ de Sitter spacetime can be regarded as a special case of 

the above analysis. By choosing U and V coordinates to be the affine parameters 

of null lines that cross at the point t 0 , r0 (rh < r 0 < rc), we define a vacuum 

state whose renormalized stress-energy tensor is, according to the above discussion, 

regular at both the black hole and cosmological hori7.ons. We shall return to this 

vacuum state at the end of Sec. 4, after first discussing vacua for the gravitational 

collapse/ de Sitter spacetime. 

3 The gravitational collapse/ de Sitter spacetime 

According to the generalization [12] of Birkhoff's theorem to nonzero values of the 

cosmological constant A, the exterior region of a spherically symmetric body of 

mass M has the Schwarzschild - de Sitter line element: 

dr 2 

ds 2 = f(r)dt 2
- J(r) - T

2 (dB2 + sin2 Bdq}), (3.34) 

where J( r) is 

2M A 2 J(r)=1 -- --r. 
r 3 

(3.35) 

For the sake of simplicity, we will assume that the massive body is a shell of radius 

R whose interior is described by the de Sitter line element: 
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(3.36) 

where g(r) is 

) 
A 2 g(r = 1 - -r . 
3 

(3.37) 

Requiring that the proper time as measured by a clock on the shell be independent 

of whether it is calculated using the exterior or interior metric, we obtain: 

~~ = { 7 [g + (7- ~) ( ~~rl }''' . 
r=R(t) 

(3.38) 

We suppose that the radius of the shell is fixed ( R = R0 ) until the moment i = 0 

when the shell starts imploding. At the moment i = ih, it crosses its horizon radius 

rh and forms a black hole. 

Of the three zeros of the equation f(r) = 0 one, r _, is negative. The two 

others, Th and rc, are the locations of th e black hole and cosmological horizons 

respectively [13]. The corresponding surface gravities are 

~ ( dr) r=rh 

1\.(rc - rh)(rh- r_) 
Kh = 

6rh 

-~ ( ~~) r =rc 

1\.(rc- rh)(rc- r_) 
(3.39) Kc = 

6rc 

The Penrose diagram describing the causal structure of the spacetime is shown in 

Fig. 3.1. 

In this diagram one sees the past ('H.;) and future (11.:} cosmological horizons 

as well as the future black hole horizon (1-lt) which is created by the collapse. 

Note that in this spacetime, by contrast with pure de Sitter, r = 0 is uniquely 

determined: it is the center of the spherical shell. 

4 The vacuum state I V) 

As in Sec. 2, we will ignore the spherical coordinates <P and e, reducing the space­

time to two dimensions. 

In addition to u and v, Eqs. (3 .2)-(3 .4 ), we shall need a second set of coordinates 

U and V defined as follows; see Fig . 3.2. 

We first define the affine parameter of the past cosmological horizon 

(3.40) 
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Figure 3.1: Penrose diagram of a gravitational collapse/ de Sitter spacetime. The 
shell in region I starts its collapse at point l = 0, while the shell in region II remains 
static forever. 

Figure 3.2: The definition of U and V coordinates. For simplicity, only the region 
I from Fig. 3.1 is depicted. 
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Then we choose an arbitrary point P at which the values of U and V are to be 

defined. The value of V at which the past directed null ray propagating rightwards 

from P hits 11:; is the coordinate V(P) . This construction gives 

(3.41) 

everywhere outside the shell. Similarly, we extend the past directed, leftward 

propagating null ray from P through the shell to r = 0, and there we reflect it into 

a past directed, rightward propagating null ray. The value V at which this ray hits 

H;; is the coordinate U(P). 

Note that the coordinate V can be extended beyond the future cosmological 

horizon H"{. 

For u < ui, where Ui( ui) and Vi( vi) are the coordinates of the beginning of the 

implosion, we have the simple relation 

(3.42) 

However for u > u; this relation is changed. As the point P gets close to the 

future black hole horizon, the past directed, leftward propagating ray used to 

define the coordinate U is strongly affected by the collapsing shell. In this region 

(r. -+ -oo, u-+ oo) the metric function f has the following asymptotic behavior: 

(3.43) 

From this relation and Eq. (3.38) we obtain 

dt R. --:;::::::: _ _ ex e-KJ,(11-U) 
dt f ) (3.44) 

near the point where the shell crosses its black hole horizon. Using Eqs. (3.43) 

and (3.44) we can, following the past directed ray through and out of the shell 

[14], derive the following expression 

which implies 

dln( -U) 
du 

e-~<hu ex -ln (~J ::::::: (1 _ ~h), 
for values of u very close to uh, the position of the black hole horizon. 

(3.45) 

(3.46) 

We now quantize the real scalar field with respect to the modes proportional to 

exp( -iwV) or exp( -iwU). Both types of modes originate at the past cosmological 
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horizon 'H:;, where they are positive frequency with respect to the past horizon 

affine parameter V. Thus, they are a natural extension to our gravitational collapse 

spacetime of de Sitter invariant modes in a pure de Sitter spacetime. The quantum 

state which contains no particles in these modes we will call the I V) vacuum. It 

is a natural generalization of a de Sitter invariant vacuum of de Sitter spacetime. 

Namely, in the case where the shell has zero mass (pure de Sitter), I V) reduces 

to the conformal de Sitter vacuum [15]. On the other hand, in the case of a 

collapsing body in an asymptotically flat spacetime (A = 0), the past horizon 

affine parameter would be replaced by the advanced lime at the past null infinity 

and our state I V) would become the vacuum state originally discussed by Hawking 

(1] and subsequently by Unruh [2]. 

The vacuum I V) is closely related to the vacuum state for the eternal black­

hole/ de Sitter spacetime discussed in Sec. 2. The vacuum defined there using the 

affine parameters of any pair of crossing null rays can be shown to exibit late time 

behavior identical to that of the vacuum I V). By contrast with Schwarzschild/ de 

Sitter, however, in the gravitational collapse/de Sitter spacetime we need only one 

null ray propagating from the past to the future cosmological horizon to specify the 

vacuum state I V) . This null ray is chosen to coincide with the past cosmological 

horizon, thereby defining the state's initial conditions in the past relative to all 

static observers outside the massive body. 

5 Properties of I V) as measured by static ob-

servers 

Because the proper timeT of a static observer (r = r,0 ) is proportional to the time 

coordinate t 

dT = V J(rso)dt, (3.47) 

and hence is also proportional to u = t - r. and to v = t + r., a particle detector 

carried by such an observer detects particles that are of positive frequency with 

respect to u and v. The corresponding vacuum state I S) ( S for "static observers") 

is one in which the particle detector sees no quanta. in the modes e-iwu and e-iwv. 

The relation (41) between the null coordinates V of the IV) vacuum and v of 

the I S) vacuum implies that when the field is in the I V) state, static observers 

will see the modes e-•wv thermally populated a.t the cosmological temperature 

T = !!:..:._ 
c 27r. (3.48) 
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Stated more precisely, when studying observables confined to region I of the space­

time, one can regard the pure state I V} as being equal to a mixed state that is 

obtained from I S) (S I by populating all the incoming modes e-i .... v thermally at 

temperature Tc [16]. 
Similarly, the asymptotic relations between U and u at early and late times 

imply that, for outgoing modes e-i"'u, the I V} vacuum is seen by static observers 

as obtained by populating I S} (S I thermally at the cosmological temperature Tc 

at early times (before the collapse) and at the black hole temperature 

(3.49) 

at late times (after the collapse). 

These thermal population properties of I V} show up not only in the mathe­

matical expressions for I V) in terms of I S), but also in the behavior of static 

particle detectors. Consider, for concreteness, a model particle detector that is 

adiabatically switched on at late times (long after the collapse). When the quan­

tum field ¢(x) is in the state IV), its influence on the detector is described by the 

Wightman function [17] 

D~(x,x') (VI ¢(x)¢(x') IV) 

_2_ ln [(V- V' - ic)(U- U'- ic)]. 
47f 

(3.50) 

Using this Wightman function and the asymptotic expression ( 46) for large u, we 

find that the transition rate from the ground state of the detector to an excited 

state of energy E is proportional to the response function 

:F( E) __ 1 ( 1 + 1 ) 
- 2E eEa./Tn - 1 eEa./Tc - 1 . (3.51) 

Here a(rso) = jJ(r$0 ) is the "lapse function," which blue shifts the temperature. 

Expression (51) confirms that the detector behaves as though it were bathed by 

cosmological and black hole thermal flux es coming from opposite directions and 

having the temperatures Tc and Th respectively. That this conclusion does not 

depend on the position of the detector relative to the horizons is due to the fact that 

in two spacetime dimensions the quanta. propagate freely, without encountering any 

centrifugal barrier and without scattering off spacetime curvature [2, 5]. 
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6 The vacuum stress-energy tensor 

The renormalized stress-energy tensor of the conformally coupled scalar field in 

the I V} vacuum of our two-dimensional spacetime is given by the DFU formulae, 

Eqs . (3.8)-(3 .10). 

Before the collapse starts ( U < Ui) this stress-energy tensor, transformed to 

the proper reference frame of a static observer, has the following time independent 

form: 

T -- = _1_2_ [K2 _ A+ 2MA _2M + 3llf2] f .. _ R g ·· 
I'V 247r f c 3 r r 3 r4 ~-'"' 487r ~-'"'' 

(3.52) 

where lpo is the unit 2 x 2 matrix . 

As we approach the cosmological horizon (r ----) rc) for U < Ui, the first term in 

Eq. (3.52) vanishes and we are left with the simple expression 

(3.53) 

This TJ.Lv is obviously regular at the horizon. 

Long after the collapse starts, at 1L >> 1L., we have 

Ttt = -
1
- (K~ + K~- 2F(r)]- -

1
-RJ + 0 (e-2"'hu), 

487r 487r 

1 1 2R 
Trr = J2 Ttt + 48 7!" T' 

T, = _1_2_ [K2- K2] + (') (e-21<hu) 
tr 48 7!" J c h > 

(3.54) 

where 

F( r) = ~ !'2 
- ~ f J''-

4 2 
(3.55) 

At u >> Ui static observers observe the thermal radiation coming from the 

black hole, in addition to the already existing cosmological Hawking radiation. 

Very close to the black hole horizon, r----) r 11 (v- u----) -oo), we have 

(3.56) 

In that regwn the renormalized stress-energy tensor (54) m a static observer's 

proper frame is: 

R - -- + h.o., 
487r 
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~ [(~)2 (~)2] R + -- + h .o., 
48n 

Tft= 
1
n
2 

[(:c) 2

- (~)
2

] +h.o., 

where h.o. denotes terms of second order or higher in a = .JJ. 

(3.57) 

The leading, O(a-2 ) terms in (57) have precisely the form of ingoing thermal 

radiation in two-dimensional spacetime, except that the sign of the component at 

temperature This negative rather than positive. This result, obtained directly from 

the Davies-Fulling-Unruh formulae, Eqs. (3.8)-(3.10), has a simple interpretation 

in terms of measurements made by static observers- an interpretation embodied 

in the "membrane paradigm" for black holes [6, 7]: The static observers, near 

the horizon, measure outgoing modes to be precisely thermally populated at the 

temperature Th, and incoming modes precisely thermal at temperature Tc. The 

rule for renormalization, in terms of these static observers' measurements, is to 

subtract off, in all modes, a thermal contribution with temperature Th. Doing so 

leaves zero net renormalized stress-energy in the outgoing modes and leaves in the 

incoming modes the difference between a thermal flux at temperature Tc and that 

at Th- which is precisely the O(a-2 ) contribution to expression (57). 

Turn attention now from the vicinity of the black hole horizon to the vicinity 

of the future cosmological horizon, long after the colla.pse. Near the cosmological 

horizon, r ~ rc ( v- u ~ <X>), we have 

(3.58) 

There the renormalized stress-energy tensor (54) in the proper reference frame of 

a static observer takes the following form 

Tff ;2 [ (~) 2 (;) 2] R --- + h.o., 
48n 

Trr ;2 [ (~) 2 (;) 2] R + -- + h.o., 
48n 

Trr T--= _!!__ [(Th)2 
rt 12 C\' 

(:c) 2] + h.o., (3.59) 

Like the T~-tv near the black hole horizon, this has the simple, standard membrane­

paradigm interpretation of being, at 0( a- 2
) , the stress-energy tensor measured by 

static observers, minus the contribution of p erfectly thermal radiation at temper­

ature Tc in all modes. 
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Expressions (57) and (59) exhibit the usual blue shift of temperature (factors 

a-2 ), which causes the stress-energy as measured by static observers to become 

infinite as either of the horizons is approached. This divergence, however, is an 

artifact of the pathological behavior of the static observers' reference frames at 

the horizons. To verify that the stress-energy tensor is, in fact, regular at both 

horizons, we can transform to the proper reference frame of a freely falling observer 

whose four-velocity is 

u = .JTo~±Vfo-f!_. 
f ot or (3.60) 

Here fo is f at the starting point of the free fall, the + and - signs pertain to 

the observer falling towards the cosmological or black hole horizons respectively. 

We can either repeat the argument presented following Eq. (3.29) or use the late 

time expressions Eqs. (3 .54), as well as Eq. (3.56) (at the black hole horizon) or 

Eq. (3.58) (at the cosmological horizon), to verify that in a freely falling observer's 

reference frame, the stress-energy tensor remains finite as the observer crosses any 

of the horizons, regardless of where the crossing point is located. 

7 Conclusion 

In this paper we have seen that quantum field theory does not induce an instability 

of the black hole horizon formed by gravitational collapse in de Sitter spacetime. 

Rather, when a massless scalar field is in the natural generalizat ion of the de Sitter 

vacuum (also a natural generalization of the Unruh vacuum) , it remains everywhere 

well behaved - and, indeed, behaves in just the manner one would expect from 

the study of quantum field theory in other horizon-endowed spacetimes. 

After the original version of this paper was submitted for publication, we re­

ceived a preprint by Shin-ichi Tadaki and Shin Takagi which reaches the same 

principal conclusions as we derive in Sees. 4 and 6- but describes them in some­

what different language [18] . 
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Abstract 

We develop a simple model of convection in a fluid spherically accreting onto a 

black hole. The model is based on a generalization of the standard mixing length 

theory of convection and is applicable if the convective velocities are either larger 

or smaller than the accretion velocity. The change in the accretion velocity with 

radius leads to a radial stretching of the inftowing fluid which impedes convection. 

Thus, in order for convection to occur, the specific entropy has to grow inward at 

the rate higher than some threshold value ( dS I dr < ( dS I dr )threshold < 0), which 

modifies the familiar Schwarzscild criterion for convection. However, this minimum 

rate is of such a small magnitude that even, for instance, optically thick, gas­

pressure dominated accretion flows, discussed by Flammang, would necessarily 

involve convection, though the convective luminosity would be small compared 

to the total luminosity. We illustrate our model through its application to an 

accretion onto a small primordial black hole at the c~ntre of a Sun-like star. 
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1 Introduction a n d summary 

1.1 Motivation 

Despite its seeming simplicity the problem of the luminosity produced by an op­

tically thick, spherically symmetric accretion onto a black hole resisted various 

attempts at solution for a relatively long period of time [1]. Finally a series of 

papers by Flammang and collaborators [1, 2, 7] provided a first self-consistent, 

relativistic treatment of accretion under a broad range of conditions in either radi­

ation or gas-pressure dominated environments. Flammang succeeded in isolating a 

well-behaved solution, L0 (r), for the luminosity, which is unique for a given mass of 

the black hole and environmental density and temperature. If we neglect the mass 

of the accreting fluid enclosed within radius r, this solution approaches, at large 

radii, a constant value which we will call the Flammang luminosity, and whose 

value in the gas-pressure dominated case is [7] 

r- 1 Pra.cl 4nG M c 
LF1 = 4- r--P , 

gas K. 
( 4 .1) 

where Prad and Pga.s are the radiation and gas pressures in the fluid surrounding 

the black hole and r ~ 5/3 is the adiabatic exponent of the gas. 

If, in order to examine certain arguably realistic astrophysical situations, we 

drop some of the assumptions underlying Flammang's result, we immediately face 

considerable uncertainties. For instance, one case, where F lammang's treatment 

may be of relevance, would be the accretion onto a. black hole residing at the cen­

tre of a star. It is then quite realistic [8] to consider a possibility, not included in 

Flammang's treatment, that the rotation of the star might impart enough specific 

angular momentum to the accreting fluid to significantly change the mode of ac­

cretion: While far from the black hole the inflow would still be almost spherically 

symmetric, at smaller radii there could form, due to the possible presence of a 

centrifugal barrier, a torus like structure of dense and hot flu id concentrated in 

the equatorial plane. It is very difficult to estimate the luminosity emitted by such 

a relatively complex configuration, as well as the accretion rate itself which may 

now differ from the familiar Bondi rate 
. Q2f1.12 

Ms = 47r >.. Ps· c; ( 4.2) 

Here M is the mass of the black hole, Ps is the density of the fluid surrounding the 

black hole, c. is the speed of sound, and >.. is a. constant of order unity(>.. = 1/4 

for r = 5/3). 
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The possibility that cannot be excluded IS that the impeding effect of the 

centrifugal barrier would reduce the accretion rate relative to lliis, and, at the 

same time, through friction within the torus, increase the luminosity over the value 

( 4.1 ). As it spreads outward through fluid of lower temperature, this luminosity 

may be too high to be transported by radiation only, thus causing convection. 

Convection may be relevant to the spherical accretion from another, more theo­

retical point of view. As Flammang himself noted [1], his solution, La(r), entailed 

a slightly negative specific entropy gradient, dS/dr < 0 at large distances from 

the black hole. According to the Schwarzschild criterion for convection in a static 

fluid, this would imply an instability to convection . Though Flammang was able 

to conclude that the convection, even if it actually occurs, should not significantly 

modify his solution, a fuller understanding of convection in this context remains 

desirable. 

A situation, somewhat analogous to convective spherical accretion onto a black 

hole, has been encountered in the study of the so-called Thorne-Zytkov objects 

[5, 6], in which the material from a red giant's interior accretes onto its neutron­

star core. The relatively small accretion rate in such objects means that the 

typical convective velocities are much larger than the velocity of radial inflow [6], 

thus allowing a direct application of the standard mixing length theory (MLT) of 

convection, which is frequently used in the theory of stellar structure [9]. 

Despite its simple-mindedness and inevitable crudeness due io the poor state of 

theoretical understanding of convection, the standard MLT has been remarkably 

successful: Models of the structure and evolution of the Sun and other stars, 

which rely heavily on MLT, agree well with the observations and are not sensitive 

to uncertainties of MLT, such as the value chosen for the mean distance traveled 

by a convective fluid element before it disintegrates, the so-called mixing length, 

lm. 

In the standard formulation of MLT [9], one assumes that any averaged motion 

of the stellar material (e.g. due to an evolutionary contraction of the star) is far 

slower than the convective cells' speeds; and correspondingly there is no coupling 

between the averaged motion and the convection. As we noted above, this presents 

no difficulty in the appli~ation of the standard MLT to Thorne-Zytkov objects. 

There are situations, however, when the averaged motion is fast enough that the 

coupling cannot be ignored . One such situation - the coupling of convection to 

large amplitude stellar pulsations - has been studied in some detail in the past 

[8]. In this paper we examine another such situation: the coupling of convection 
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to a steady, radial inflow of stellar matter, i.e. steady spherical accretion. 

1.2 Overview 

We will develop a simple model of stationary convection in a spherically accreting 

fluid based on a straightforward extension of the standard MLT. In other words, 

instead of attempting to found our treatment in the basic hydrodynamic equations 

we proceed directly from a semi-phenomenological level occupied by convective el­

ements as "elementary particles" of our model -exactly as is done in the standard 

MLT. 

Although we will allow the accretion velocity to be comparable to or even exceed 

the convective velocity in the mean rest frame of the fluid, we will restrict ourselves 

to subsonic accretion. This is because a supersonic theory would be far more 

difficult- and probably is not needed since at supersonic convective velocities the 

convective elements would presumably be quickly decomposed (through shocks). 

Thus they cannot travel upstream against a supersonic flow, and they cannot carry 

energy outward. The energy is presumably trapped in the inflow and the accretion 

can be approximated as adiabatic [1]. 

As in the more familiar setting of stellar structure theory, so also in a (subsonic) 

accreting flow, an excess temperature gradient, or, equivalently, a negative specific 

entropy gradient, naturally tends to impart buoyancy to convective elements. The 

elements of smaller entropy and, therefore, higher density will thus tend to fall 

through the accreting fluid of higher specific entropy and progress more rapidly 

toward the black hole. Similarly, the hyper-entropic elements will experience a 

buoyancy force directed upwards. The accretion may, however, sweep both classes 

of elements toward the black hole. 

Of great importance here is the fact that the luminosity may be radius-dependent 

(8Ljor < 0) in a steady-state accretion flow, even if hea.t sources such as nuclear 

burning, are neglected. As we explain in Sec. 2, within the region where convec­

tion is present, the luminosity is growing as we approach the black hole (8Ljor j 

0). This causes every fluid element to gain heat as it progresses towards the black 

hole: simply more heat is received from the fluid below than is released to the fluid 

above the element. The heavy ( "hypoentropic") elements will, due to their faster 

inward motion, accumulate less heat in this way, after traveling a given distance, 

than the fluid moving with the mean velocity of accretion. In the opposite case the 

light ("hyperentropic") elements will accumulate more heat than the surrounding 
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fluid. This enables both classes of elements to sustain their respective density dif­

ferences with the environment and thus to move relative to it under the influence 

of buoyancy forces. As we show in Sec. 2 [Eq. ( 4.35)], the elements from the two 

classes move symmetrically in the mean reference frame of the accreting fluid, i.e. 

with velocities of the same magnitude but opposite directions. 

There is, however an impediment to convection which we will explore in Sec. 

2: The fluid flowing toward the black hole is being stretched in the radial direc­

tion (ovjor > 0, where v = drjdt < 0 is the radial accretion velocity). This 

effect makes it more difficult for the convective elements to move relative to the 

mean flow. In the course of their motion, they exchange more heat with the en­

vironment due to larger temperature differences needed to produce the requisite 

buoyancy forces . If the magnitude of the luminosity gradient, 18L/8rl, is not 

large enough to sustain those temperature differences in the presence of the ad­

verse effect of stretching, the convection will be inhibited. Since 8Sj8r ex: 8Lj8r, 

this modifies the familiar Schwarzschild criterion for convection, 8Sj8r < 0, by 

requiring that 8Sj8r be smaller than some (typically small in magnitude) nega­

tive quantity proportional to the amount of stretching. Naturally, even when this 

modified Schwarzschild criterion is satisfied, and convection occurs, the stretching 

drives the temperature gradients up, as we discuss in Sec. 2. 

Having developed in Sec. 2 the basics of our MLT model of convection on 

the background of an accretion flow, we turn in Sec. 3 to a discussion of some 

consequences of the model for optically thick accretion onto a black hole. In all 

cases to be considered, the black hole is sufficiently small that its environment can 

be assumed homogeneous. In the case of a small black hole located at the centre 

of a star, this means that we consider only radii that are much smaller than the 

radius of the star's central region. In addition, since we treat convection only at 

radii large compared to the so-called accretion radius [6], 

GM 
ra= --c; ( 4.3) 

(where c. is the speed of sound), the pressure scale height, Hp = -P/(8Pj8r), at 

a given r, will be much larger than r, typically by several orders of magnitude. For 

that reason we will assume that the mixing length at a given point is always of the 

order of the distance from the black hole to that point. Thus emerges a picture of 

concentric convective regions of growing thickness as we move away from the black 

hole. 

Among other issues, we will examine the conclusion of Flammang that the tern-
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perature gradient, at least in a gas-pressure dominated environment, is slightly 

superadiabatic, i.e., that the specific entropy of the accreting fluid increases in­

ward. We will find that even this amount of superadiabaticity actually exceeds 

our threshold for convection. This inevitably implies that Flammang's solution is 

convective, though the convective heat flux is still small in comparison to the ra­

diative heat flux. It turns out that Flammang's solution to the combined equations 

of inflow and convection may be regarded as just the lowest-luminosity member 

of a class of solutions all of which involve convection. However, the particularly 

appealing property of Flammang's solution, whose luminosity is virtually constant 

throughout the convective region, is that the increase in the threshold of convec­

tion at smaller radii seems to provide a natural mechanism for extinguishing the 

convection in the vicinity of the accretion radius. By contrast, in the case of solu­

tions of higher luminosity, most of the heat is transported by convection. Due to a 

rapid growth in luminosity, as the fluid flows toward the black hole, these solutions' 

temperature gradients remain safely distant from the convection threshold even at 

small radii. As we have remarked in the last subsection, this kind of behavior 

would occur if the conditions at small radii (e.g., high specific angular momentum) 

lead to higher temperatures and/or higher densities within and around the accre­

tion radius ra. This would preclude a supersonic transition at ra. Instead, the 

fluid would settle (probably at a rate lower than the Bondi rate) onto the dense 

and hot inner region, whose description remains outside the scope of this paper. 

In Sec. 3 we apply our model to accretion onto a small, primordial black hole 

of mass M = 10-8 M0 or M = IQ-4 Mc-J residing at the centre of a Sun-like star 

[3], which, for simplicity, is assumed to consist of pure hydrogen. At the relevant 

conditions (T = 1.5 X 107 K, p = 150 g/cm3
), Prad = 1.3 X 1014 dyn/cm2 and 

Pgas = 3.7 X 1017dyn/cm2
, which implies 

[see Eq. ( 4.1)] . 

26 erg M 
LFl ~ 2.5 X 10 ----::-:-:­

secl0-8M0 
( 4.4) 

We integrate the equations of structure of the accretion flow inward from the 

upper boundary of the convective region tor= lOra, where [see Eq. (4 .3)] 

( 4.5) 

Thus, as we remarked above, in addition to avoiding the near-sonic region of ac­

cretion where any MLT is bound to break down, we leave open the question of 
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inner boundary conditions, which may depend strongly on the parameters of the 

innermost portion of the flow. 

The conditions at smaller radii might also influence the accretion rate, as we 

noted above. Thus we will study accretion for three different accretion rates: 

M = O.OlMa, M = O.lMa and M = Ma, where 

Ma= M0 (M)2=4x101s~( M )2 
50sec M0 s 10-8 !vf0 

( 4.6) 

is the Bondi accretion rate [see Eq. (5.1)]. The given range of accretion rates will 

allow us to observe a continuous transition from a convection very close to that 

described by the standard MLT, where accretion is too slow to have any effect 

on convection, over to a convection very strongly influenced by the presence of 

accretion. 

In Chapter 5 of this thesis we will use our modified MLT formalism for con­

vection, and these convective accretion models to analyze the evolution of a small 

black hole at the centre of a Sun-like star, and the structure of the accretion flow 

onto it. 

2 Heat transfer and convection 

in an accreting fluid 

2.1 Heat transfer and pressure balance 

The basic equation of heat transfer [11] in the local rest frame of the fluid, with 

entropy sources (e.g., viscosity or nuclear reactions) neglected, is 

dS 
pTdt =-'\I· q, ( 4.7) 

where S is the entropy per unit mass. This equation involves the heat flux q 

regardless of the mechanism of heat transfer - whether it is photon diffusion, 

electron conduction, or convection . In our convective situation we have in mind a 

somewhat artificial picture of large-scale fluid elements exchanging heat by, among 

other means, trading packets of fluid with extra high or low (depending on the 

direction of motion) entropy content. Of course, in order for convection to occur, 

the Schwarzschild criterion involving entropy and pressure gradients has to be sat­

isfied . As we shall see the Schwarzschild criterion, though with some modifications, 

retains its importance in a spherically accreting fluid . 
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In the spherically symmetric (q =Fer) and stationary (zero time derivatives) 

flow, Eq. ( 4. 7) can be rewritten as 

or as 

as 1 aL 
pTv-a = --4 2-a , r 1r-r r 

. Tas _ aL 
M ar - ar' 

( 4.8) 

( 4.9) 

where L = 47fr2 F is, again, the total (radiative and convective) luminosity mea­

sured in the rest frame of the fluid and v ( v < 0) is the radial velocity of accretion. 

Using the total differential of specific entropy 

dS = [(as) dT (as) ] dP 
ar pdP+ aP T 

dP 
cp('V- 'V ad)p, ( 4.10) 

where cp is the isobaric heat capacity per unit mass, and denoting by 'V ad = 
(a ln T I a ln P)ad the adiabatic temperature gradient and by 'V = a ln T I a ln p the 

actual temperature gradient in the fluid, Eq. ( 4.9) leads to 

Hp a 
'V - 'V ad = - · - L. 

McpT ar 
(4.11) 

Here Hp = -PI(aPiar) is the pressure scale height. 

In the convective regime fluid elements of density differing from the average 

density of their surroundings move relative to the mean rest frame of the fluid 

under the influence of the buoyancy force . However, since we assume the accretion 

flow stationary, we will find it occasionally convenient to consider the motion of 

the convective elements in the rest frame of the black hole - the frame in which 

all quantities associated with the bulk flow change only with radius r. 

The total force per unit mass acting on a fluid element of density Pe and moving 

with velocity Ve is then 

dve = f 
dt 

GM 1 ap 
r 2 Pe ar 

_ G/vt _ ~ (- G/vt P _ v av P) 
r 2 Pe r 2 ar 

6.p dv 
-p-9 + dt' ( 4.12) 

where 6.p = Pe - p, and M is the total mass enclosed within radius r - including 

the mass of the black hole. We have denoted by d/ dt the time derivatives comoving 
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with the convective element on the left-hand side, and with the mean flow on the 

right-hand side of Eq. ( 4.12): 

~ Ve- ( :t + Ve :r) Ve, .!!_v = (~ + v!._) v . 
dt at ar 

( 4.13) 

In Eq. (4.12) we have also introduced the "effective" gravity 9 = GM/r2 + dvjdt 

which in the case of stationary accretion (stationary mean flow) is simply 9 = 

GMjr2 + v(avjar) . Thus the motion relative to the general accelerated (term 

vav / ar) flow of the surrounding fluid is due to to the density difference !:::.p. We 

can therefore identify the first term on the right-hand side of the last of Eqs . ( 4.12) 

as the buoyancy force. We see that if the density l:::.p difference can be sustained, 

convection will inevitably follow. The density difference itself critically depends on 

the details of the dynamics of convective elements and the heat exchange between 

them and the surrounding fluid. 

2.2 Motion of convective elements through 

the surrounding fluid 

The heat exchange between a convective element and its environment can be ap­

proximately treated as consisting of two components. The first component, or, as 

we will call it, the "horizontal heat exchange," is due to the temperature differ­

ence !:::.T between the element and the horizontally surrounding fluid. The second 

component is the "vertical heat exchange" with the fluid just above and below the 

convective element; it results if the luminosity L changes with radius- as can be 

expected in an accreting fluid even without any energy sources or sinks [see Eq. 

( 4.11 )). This vertical exchange occurs even for fluid elements whose temperature is 

equal to the temperature of the horizontal layer in which they reside. It is simply 

due to the fact that the amount of heat being received by the element from below 

need not equal the amount of heat released to the upper levels. For simplicity we 

assume that this exchange does not depend on the element's motion through the 

surrounding fluid . The vertical contribution can then be written as 

(ds) 1 1 a 
dt v = - pT \7 . q = - 47rr2 pT ar L. ( 4.14) 

The total rate of change of the entropy per unit mass in the convective element 

is, then, 
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1 a L-~. 
47rr 2 pTar pVT 

( 4.15) 

In the above expression we have introduced the convective element's volume V 

and the "horizontal" heat flux A through its surface, which for a roughly spherical 

element of diameter d and surface area ~ can be written approximately as 

( 4.16) 

Using Eq. (4.10), djdt = ved/dr along the trajectory of the element, and the 

definition of pressure scale height, we can derive 

v Hp a Hp 
"\1 e - "\1 ad = -- . £ + A, 

Ve M cpT ar pV CpVeT 
( 4.17) 

where we have introduced the "convective element" temperature gradient V e = 
(alnTjalnP)e which describes the change of temperature in the element as it 

moves through the layers of different pressure, and relative to the accreting fluid. In 

Eq. ( 4.17) we have actually averaged over all upgoing (or all downgoing) convective 

elements passing through a stationary (fixed r) referent surface instead of treating 

them individually- in the same way it is done in the standard MLT [9]. Similarly, 

in omitting the partial time derivative from the expression for the acceleration 

of the convective elements ( 4.13), we have in fact assumed that the pattern of 

convection, emerging as a result of the averaging in a stationary accretion flow, is 

itself stationary. 

Following approximations familiar from the mixing-length theory, we assume 

that convective fluid elements traverse on average the mixing length lm in the 

mean rest frame of the fluid. From now on we will denote by a subscript + (-) 
quantities corresponding to convective elements moving "upward" ("downward") 

in this reference frame. Thus the "upward" moving elements may either move 

away from the black hole (v+ > 0) or actually approach it due to advection by the 

accretion flow ( v+ < 0, yet v+ - v > 0). 

We now return to an individual (i.e., not averaged) fluid element and examine 

its motion. We denote by x the radial distance that this fluid element has traveled 

relative to the mean fluid motion, under the destabilizing action of its buoyancy, 

since the moment it was created in near equilibrium with its surroundings. Simi­

larly, we will denote by r± the distance of the element from the black hole. Because 

the element's velocity relative to the fluid's mean local rest frame is v ± - v = dxj dt, 

while its velocity relative to the black hole is V± = dr±/dt, 

dr± = 
V±- V 

dx . ( 4.18) 
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Using this relation, we can rewrite the fluid element's equation of motion ( 4.12) as 

6.p±­
---g = 

p 

( 4.19) 

In Eq. ( 4.19) we have taken advantage of the fact that the mean flow is stationary 

to write 

_:!__v = ]__ (3._ + V±~) v = ~v. 
dr± V± ot Or Or 

( 4.20) 

The second term in the last line of Eq. ( 4.19) has the form of a "frictional braking" 

whose origin is not difficult to explain: The radial separation 6.r between any pair 

of points comoving with the mean flow of the fluid (lvl <X 1/r2 typically, so dvjdr > 
0) is increased as they approach the black hole (6.r <X 1/r3 ). This radial stretching 

effectively decelerates the convective elements relative to the surrounding fluid, 

thus counteracting the buoyancy force. This is analogous to an ant crawling on 

the surface of an expanding balloon, or to the cosmological "redshifting" of the 

velocity of a cosmic-ray proton, as it moves through the expanding universe. 

We now seek to integrate Eq. ( 4.19) in an averaged sense (averaged over all up­

going or downgoing elements). In doing so, we estimate that the average buoyancy 

force, that has acted on the up going (or downgoing) fluid elements now passing 

through some referent surface, is one half the buoyancy force they are now experi­

encing at that surface. Since they have traveled, on average a distance lm/2 (in the 

fluid's frame), the portion of the specific "work" of the buoyancy force available 

for the elements' acceleration is, again on average, 

(4.21) 

where we assumed that half the buoyancy "work" was spent on "pushing" the sur­

rounding fluid aside. The numerical factors appearing in Eq. ( 4.23) are somewhat 

arbitrary - they were introduced in order to conform to the standard mixing­

length theory [9] . 

Similarly, we approximate the effect of the radial stretching of the accreting 

fluid by 
r±lm/2 dv (V±- v) dv ( Lm) 

Jo (v±- v) dr dx:;:::: 2 dr ±2 . (4.22) 
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Equation ( 4.19) then gives the following relation between the approximate speed 

of convective elements relative to the surrounding fluid, and the average density 

difference l::!.p±: 

(4.23) 

The convective elements' average displacement l::!.r± in the frame of the black 

hole, as they traverse the mixing length lm in the fluid's frame, is [see Eq. ( 4.18)] 

(4.24) 

Thus, the temperature difference between the elements, which started their con­

vective motion from an average distance 6.r±l2 below (above) the referent surface, 

and their environment is 

l::!.r± 1 
--(\1- \l±)T 

2 Hp 

lm ( V± ) ±2H (\7-\l±)T, 
p V±- V 

( 4.25) 

where \7 ± = (a ln T I a ln P)± are averaged temperature gradients carried by con­

vective elements as they move across layers of different pressure. The temperature 

difference, Eq. ( 4.25), leads to a density difference 

( 4.26) 

In the above equation we have used 5 = -(aln PI a In T)p and assumed the equality 

of pressure in the elements and the environment due to all relevant speeds being 

subsonic. 

Finally, using Eq. ( 4.26) we obtain from Eq. ( 4.23) an equation for the velocities 

of convective elements 

3 1 dv ) 2 2 ( "' ) (v±- v) ± -lm-(V±-v = V±W \l- v ± , 
2 dr 

( 4 .27) 

where we have introduced a new quantity of the dimension of velocity 

w= (
5gl?n) 

112 
::::::: v~ 

8Hp Cs 

( 4 .28) 
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In the last equation we denoted by Vff = (2glm)112 the velocity that would be 

acquired by a particle freely falling through a height lm in a gravitational field of 

strength g. Note that if H p < r, we can assume, as is usually done in the theory 

of stellar structure [9], that lm ~ Hp. In this case w ~ c5 • 

Defining 

z = M, t± = V±, 
w w 

we can conveniently rewrite Eq. ( 4.27) as 

\f! = ~ lm dv 
- 2 w dr' 

( 4.29) 

( 4.30) 

Adopting the convention lm~/Vd = (9/2)/~n from the standard mixing length 

theory [9], using Eqs . (4.16), (4.25) and (4.28), and defining 

U= 3acT3 (8/p)l/2 (4.31) 
Kp2 cpl:Og u 

it is straightforward to rewrite Eq. ( 4.17) as 

v , \7-\7± 
\7 ± - \7 +X = -X ± 2Uw---

v± V±- v 
( 4.32) 

where we have used a new dimensionless quantity 

X =: \7- \7 ad· ( 4.33) 

We recall that the second term on the right-hand side of Eq. ( 4.32) stands for the 

averaged "horizontal" heat exchange due to the temperature difference between 

the up going ( downgoing) convective elements and their surroundings. This heat 

exchange is proportional to the dimensionless parameter U, which is roughly equal 

[9] to the ratio (Hpjg)ll2 /Tadj of the free fall time through the height H p, and the 

"adjustment" time Tadj = lpl!,cp~T±/ A I [see Eq. ( 4.16)] over which an element's 

temperature would approach that of the environment. For instance, in the case of 

"efficient" convection ( U ~ 1 ), the elements tend to exchange very little heat hor­

izontally with the environment until they are disrupted after traveling an average 

distance lm < Hp. 

With the help of Eqs. ( 4.27)- ( 4.30), we can rewrite Eq. ( 4.32) as 

(t± + Z)3 ± (2U + \f!)(t± + Z)2
- (X - 2U\f!)(t± + Z) = 0. (4.34) 

Equation ( 4.34), being a cubic in the unknown t±, has three solutions. The 

following two solutions are physically acceptable, 

w [ 1 2 J l/2 

t± = -Z =f ( U + 2 ) ± ( U + 2w) +X- 2Uw , ( 4.35) 



92 

t± = -Z; ( 4.36) 

The third solution (the same as ( 4.35) but with the last ± substituted by a =f) 
is physically unacceptable because it says that the "+" solution is downgoing 

and the "-" solution is upgoing, contrary to their definitions. The acceptable 

solution ( 4.36) corresponds to elements moving together with the average flow (an 

unstable situation according to the Schwarzschild criterion), while the solution 

( 4.35) represents convective elements moving symmetrically in opposite directions 

in the mean rest frame of the fluid. 

Since for the elements moving upward (downward) with respect to the fluid we 

must have t+ + Z > 0 (t_ + Z < 0), the convective solution ( 4.35) is physically 

unacceptable when X< 2U'I!, thus leaving the equilibrium t± + Z = 0 as the only 

acceptable solution. This tells us that, in the presence of our accelerating flow, the 

Schwarzschild criterion for convective instability, which normally takes the form 

X = V- V ad > 0 gets modified to X > 2UIJ!. This happens because, as we pointed 

out earlier, the radial ccstretching" of the inflowing fluid effectively reduces the 

action of the buoyancy forces. Equivalently, the larger element-environment tem­

perature difference necessary to produce a given magnitude of convective speeds, 

V±- v, will lead to a more rapid cooling of the upward moving elements or heating 

of the downward moving ones . 

Let us discuss this in greater detail: Consider, for concreteness, the downward 

moving elements. Due to their higher velocity of radial inflow they are heated 

less rapidly by the changing luminosity than the surrounding fluid. Since this 

heating deficit is proportional to X [see, e.g., Eq. (4.32)), we obtain that, in order 

to keep these elements cooler than the environment, X needs to exceed 2U'I!. 

Thus for 0 < X < 2U'I!, although the Schwarzschild criterion is satisfied, the too 

rapid temperature equalization between the elements a.nd the environment inhibits 

convection. 

Of course, since the numerical factors we adopted in Eqs. ( 4.21) and ( 4.22) are 

somewhat arbitrary, the factor 2 in our condition X > 2U'I! for convection is only 

approximate. We will see in the next section that the presence of 'I! in the criterion 

for convection is unlikely to be of importance in the case of efficient convection 

(U ~ 1), or/and for a very subsonic flow [r ~ r 3 , see Eq. (4.3)]. The latter case 

constitutes the proper domain of the applicability of our model. 
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2.3 Equations of flow in the convective regime 

In order to determine the basic quantities describing convection, X and t±, we need 

to supplement Eq. ( 4 .34) with an equation expressing the convective transport of 

energy. The convective heat flux in the mean rest frame of the fluid (moving with 

velocity v) is 

( 4.37) 

where P±/ pare the fractions of the fluid participating in "upward" or "downward" 

convective motions. Assuming that all of the fluid is included in convection (P+ + 
p_ = p ), and bearing in mind that, due to the symmetry of solutions ( 4.35), 

P+ = P- in order to conserve the total mass flux lit = -47r pr2v, we conclude 

P+ = P- = pj2. 
Using Eqs. ( 4.25), ( 4.29) and ( 4.30), the convective flux ( 4.37) can be rewritten 

as 

Since the total heat flux is the sum of the radiative and convective fluxes 

F = Fr +Fe, 

where F is proportional to the so-called radiative temperature gradient \! r 

F 
_ L _ 4 ca T 4 

" 
--- = ---vr, 

47rr2 3 Kp Hp 

and 
F _ ~ ca T

4 
\l 

r- 3 Kp H p ' 

Eq. ( 4.38) can be rewritten as 

8 
-U(W- X) 
9 [ [ 

1 2 ] 1/2 1 ]
3 

( U + 2 'l1) +X - 2U'l' - U - 2 'l1 

[ [ 
1 2 11 /2 

1 ]
2 

+'li (u+ 2'l') +X-2U'li -U- 2'l! , 

( 4.39) 

( 4.40) 

( 4.41) 

( 4.42) 

where we have introduced W = \/r- \!and used Eqs. (4.28), (4.31) and (4.35). 

If 'l! = 0, Eq. (4.42) is identical to that for X in the standard MLT [9] . Indeed, 

together with Eq. ( 4.35), it shows that, within the framework of our model, con­

vection can be thought of as nothing but a "Galilean boost" of the standard MLT 
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picture into the local accelerated rest frame of the inflowing fluid. The inclusion of 

'l1 =J 0 then only accounts for the fact that the local velocity of the inflowing fluid 

is not homogeneous ( av / ar =J 0). 

For sufficiently small U (U « X 112 and U « 'l'), the right-hand side of Eq. 

( 4.42) can be considerably simplified 

%ucw- x) = [ (~'l' 2 + x) 
112

- ~'l'] x. ( 4.43) 

The effect of the "stretching, of the inflowing fluid is now quite transparent: The 

presence of 'l1 reduces the amount of luminosity that can be transported by con­

vection [proportional to the right-hand side of Eq. ( 4.43)] at given X- just as we 

would expect on the basis of our discussion in the last subsection of the effect of 

radial stretching on convection. 

In order to determine the structure of the convective region, we need, in addition 

to Eq. ( 4.42), equations describing the variation of the total mass M, pressure, 

temperature, accretion speed and luminosity with r. While giving the necessary 

derivations in the Appendix , here we only present those equations: 

aM 
47rpr2

, 
ar 

aP GMp 1 - 2rv2 /G.M 
- --

ar r2 1 - (a - 5\1) pv 2 / P ' 

aT TdP 
- \1--

ar P dr' 

aL . 1 aP 
(4.44) 

ar M cpTX par, 

where we have introduced a = (a ln pf a In P)r. Note that the second and third of 

Eqs. ( 4.44) as well as Eq. ( 4.42), are coupled in a seemingly complicated way due 

to the presence of \1 = \lad+ X, the definition of W, and the related Eq. ( 4.40) . 

Moreover, in order to find 'l' , which is also used in Eq. ( 4.42), we need to compute 

av = v (-a!_ aP + 52_ oT _ ~) (4.4S) 
ar P Or TOr r 

(see Appendix for derivation). However, since we are limited to subsonic flow 

(v 2 « P/p), this coupling is very weak. In a numerical solution of Eqs. (4.44), for 

instance, only one or two iterations, starting from an essentially arbitrary initial 

X in the second equation of the set, yield a highly accurate solution for X. 
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3 The structure of the convective region 

As we have noted in connection with Eq. ( 4.35), within the framework of our 

model X must be larger than 2U'l! in order to drive convection. Because the 

radiative gradient '\7 r is always greater than the actual gradient '\7 (W > X), the 

condition X > 2U'l! implies W > 2U'll. Since in our treatment of convection we 

are naturally limited to (very) subsonic accretion velocities, 'l! is likely to be a 

small number at the upper boundary of the convection region. Indeed, at very 

subsonic accretion velocities (vjc. ~ 1, or, equivalently, r/ra ~ 1), where Hp ~ r 

and thus the density gradient 8pj8r can be ignored, r(dvjdr) ~ -2v, and thus 

\l1 ~ Z(lm/r) ;S, Z . As we mentioned in the Introduction, in this region we can 

reasonably estimate the mixing length lm to be of the order of r. Defining 17 = 

lm/r ;S, 1 and using Eqs. ( 4.3) and ( 4.28) we obtain 

GM ( P ) t/2 ra 
W:::::::: --17 - "-' T/C5 -. 

r 8P T 

Since the accretion velocity is 
M 

lvl=-4 2' 7rpr 

Eqs. ( 4.29) and ( 4.46) imply 

'l! = M (8P) 112 

~. 
47rGpM 6p 7' 

Under the same assumptions, U can be computed from Eq. (4.31) 

u = 

_ 5 (0.7) 2 (1.1) 1'71
2 1 M 

4.8 X 10 - - ----=2-M M, 
T7 "' p -8 

( 4.46) 

( 4.4 7) 

(4.48) 

(4.49) 

where we have expressed the temperature and density in units of their values at the 

centre of the Sun: 1' = TjT8 = T/1.5 x 107 K, p = pf Pc-) = p/150g/cm3
. The mass 

of the black hole, M _8 , is given in units l0 - 8 M8 . We have also approximated the 

opacity "- with a sum of electron scattering and Rosseland mean bremsstrahlung 

(free-free) opacities 

"- ~ "-es + "-bs, ( 4.50) 

where 

"-bs = 6.4 X l022 pT-7
/

2 em/g. (4.51) 
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The value of this opacity is K, ::::= 1.1cm2 /g for the conditions at the centre of the 

Sun. The opacity in Eq. (4.49) is assumed to be in units cm2 /g. 

From Eq. ( 4.48) we can, then, obtain the threshold of convection 

Xc = 2U'I! = 12ac M PT3 1 

1rG2 8'f/ 2 cp K,p4 M 2 r 

_ 5 (0.7) 2

(1.1)1':/
2 

1 (M)
2

ra 6.6 X 10 - - ---- - -
- 2 M M ' TJ K, Po -8 • r 

( 4.52) 

where we have used the Bondi accretion rate ( 4.6) as well as its dependence on 

the density and temperature of the environment in the case of a gas-pressure­

dominated fluid, Ms ex: M pjT 312
• As should be obvious from Eq. ( 4.52), the 

typically small value of Xc in the upper part of the convection zone, where r ~ ra, 

implies only a tiny modification of the Schwarzschild criterion for the onset of 

convection. 

The value of Xc is, however, important in another context. Assuming purely 

radiative heat transfer, Flammang [1] found that the equations for the structure of 

a spherically symmetric accretion flow implied the existence of only one solution 

for luminosity, Lo(r ), for a given mass of the black hole and environmental density 

and temperature. This result can be understood for subsonic velocities (r >> ra) 

with the aid of our Eqs. ( 4.44): 

Since we are, for the moment, ignoring the possibility of convection, X = W 

and F = Fr [see Eqs. (4.40) and (4.41)], the last of Eqs. (4.44) can be written as 

d 
-L = kr(L- L.), 
dr 

( 4.53) 

where Ls is the luminosity that would be obtained 10 the case of an adiabatic 

temperature gradient, or, equivalently, at constant specific entropy S, and where 

and 

3 McpK,p 1 

167r caT3 r 2 

( ) 

-2 
4 K, p Ta 

-6.5 X 10 - T-7/2 2• 1.1 r 

(4.54) 

( 4.55) 
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The typically large negative value of kr implies a very "stiff" [12] quasi-exponential 

behavior of the luminosity. Namely, a small deviation from a certain stable solu­

tion, Lo(r) of Eq. (4.53), will lead to an exponential divergence (as we integrate 

inward) from Lo(r) with the e-folding distance k;1
. To prevent this divergence, 

Lo(r) has to closely follow L •. This is most simply expressed in terms of the excess 

temperature gradient X = \1- \1 ad= \1 r- \1 ad· Since L = L 8 (\l ad+ X)j\1 a.d, we 

can rewrite Eq. ( 4.53) for r » r,. as 

r 8X ( X ) r 8£5 3cpKM p X 
VadOr + l+Vad LsBr= - l61rcaT3 r' 

or as 

r ax 
\1 ad or 

3cpKMplX ( X) GMp - +1+---x 
l61rcaT3 r \1 ad Pr 

X 4\1-1+ -\1-1 -47r--. 
[ 

K - "-es ( 9 ) Pr
4 

] 

K 2 GM 2 

We see from Eq. ( 4.57) that, except for a narrow interval near 

3 1 'f3/4 (3 K - "-es 4)1/4 
~ 4.8 X 10 Ta Ml/2 fjl/4 S + K 5 ' 

-8 

( 4.56) 

( 4.57) 

( 4.58) 

(\1 a.d = 2/5 for a gas-pressure-dominated fluid) at which the second term on the 

right-hand side of Eq. ( 4.57) changes sign, we can neglect the derivative term in 

( 4.57) to obtain an approximate solution 

l61rGca T
3 fv! \1 a.d [4\1 _ 1 + K - Kes (~v _ 1) _ 47r Pr

4 
] 

3cp KPM K. 2 GM 2 

and the corresponding luminosity L(r) = (1 + Xo/Vad)L.(r). The small positive 

value of iC at r < ro stems from the growth of temperature as the fluid approaches 



98 

the black hole. In conjunction with the resulting fall in opacity, this will increase 

the luminosity Ls that can be transported by radiation at \1 = \1 ad· Since the 

actual luminosity has to follow this growth of Ls, this implies that even if, as 

we have assumed, convection doesn't occur, the temperature gradient is (slightly) 

super-adiabatic: The fluid receives some heat as it flows toward the black hole. 

Comparing, now, Eqs. (4.52) and (4.59), we observe that X0 (r) and Xc(r) are 

comparable in the vicinity of r a regardless of the values of T, p and M _8 . However, 

the ra/r dependence of Xc(r) makes it smaller than X(r) for lOra < r < r0 , thus 

necessarily implying convection in this region. 

Let us now examine the effects of convection. The increase in Ls, as we go 

inward, will, as in the case of non-convective accretion discussed by Flammang, 

lead to the existence of a solution La(r) ~ La(r) :::= Ls(r) for which Xo ~ Xo is just 

sufficient to enable the luminosity to follow Ls. However, the rate of deviation of 

nearby solutions from La will be much smaller than for non-convective accretion. 

Specifically, since Xo >> Xc for lOra < r < r0 , we can, for the case of "efficient" 

convection, U « X 112
, solve Eq. ( 4.42) to obtain 

( 
8 ) 2/ 3 

X= -UW 
9 

Then, using the last of Eqs. (4.44), we can derive 

. 1 8? 
McpT p or (X - Xa) 

· 1 8? 2 W- Wo 
McpTP--;;;--Xa-3 W 

ur o 

( 4.60) 

(4.61) 

where Wo = 9X;,I2 j8U. From Eqs. ( 4.49), ( 4.55) and ( 4.59) we can compute the 

rate of deviation of L from La in the convective region r < ro 

r 8 
-;;-(L- La)= rkc 

L- La ur 

- 5.8 X 102 (Q2)2 (_!:_)1/2 !~ MI/2ra 
TJ 1.1 T7 /2 -8 r 

(
3 K - K 4)-l/2 

+ 
es 

X -
5 K 5 

( 4.62) 



99 

We see that, despite the reduction in the deviation rate brought about by convec­

tion, the rate is still relatively high at sufficiently small radii unless M -B < 0.1. For 

this reason the solution Xo(r) retains some of the significance it had in the non­

convective model of accretion: Should X fall below X 0 , as we approach the black 

hole, it will proceed, with the e-folding distance k~ 1 towards Xc. Upon crossing 

Xc(r) the convection will end, and the fall of X will accelerate and then continue 

with the much smaller e-folding distance k;1
. This fall will rapidly annihilate the 

luminosity L. Quite obviously, these solutions must be considered un-physical. 

In the opposite case, X > X 0 , the solutions will rapidly move towards higher lu­

minosities and higher X. However, in contrast with the unphysical solutions for 

X < Xo, this growth will be inhibited to some extent by the presence of convection 

for all radii lOra < r < T 0 • 

We illustrate the above analysis by the accretion onto a small black hole of 

mass M_8 = 1 which resides at the centre of a Sun-like star (p = 150g/cm3 , 

T = 1.5 x 107 K). In Fig. 4.1 we show the behavior of the luminosity £, convective 

velocities V±, and gradient differences, W and X, for various solutions of Eqs. 

( 4.44 ). 

As we explained above, between Xo ::::: Xo (dotted line in Fig. 4.1) and Xc 
(dashed line) for r < r 0 lies the region of unphysical convective solutions. Note­

worthy is also the sustained fall of relative convective velocities, lv± - vl with 

respect to the accretion velocity lvl, for the "lowest luminosity" physical solution 

Xo(r). This was to be expected, since, due to the (approximate) constancy of Xo, 

Wo = 9X;I2 /8U and £ 0 for r < r0 , Eq. ( 4.38) implies It±+ Zl ex r- 113 for X » Xc, 

and thus lv±-vi= wit±+ Zl ex r- 413 [see Eq. (4.46)], while lvl ex r- 2
• 

The upward shift of the upper boundary of the convective region, rc, relative to 

r 0 (solid X curve relative to dotted), requires, however, some explanation. In the 

convective regime, relatively small changes in the excess gradient X = \1 - \1 ad 

may result in much larger changes in W = 9X312 j8U (X » Xc), as can be seen in 

connection with Eqs. ( 4.61) and ( 4.62). Analogously to Eq. ( 4.56) we can derive, 

using L = Ls(l + Wf\1 ad), an equation for X in the convective case 

(
27 X 112

) _r_BX +_!__ 8Ls +-1-~X3;2 (_!__ 8Ls _ !._ 8U) = _ 3cpK-MpX. 
16 U \1 ad or Ls or \1 ad 8U Ls or U or l61rcaT3 r 

(4.63) 

The third term on the left-hand side of Eq. (4.63) is proportional to a small quan­

tity W = 9X312 j8U and can be neglected in comparison with the second term 

on the same side. As we move outward across ro, the second term changes its 
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Figure 4.1 : Luminosity, relative convective velocities and temperature gradient 
differences, W and X, are shown for various solutions of the structure equations 
( 4.44) with M_8 = 1. The lowest-luminosity, physically acceptable solution is 
denoted by a subscript 0 • The dotted line in the plot of X is the gradient difference 
Xo for the Flammang solution; see Eq. ( 4.59). The dashed line is the convection 
threshold Xc(r), Eq. (4.52) . 



101 

sign from negative to positive. However, in order for X to change appreciably 

[-(r/X)8Xf8r"' 1], the first term on the left-hand side needs to reach some (neg­

ative) value whose magnitude increases with growing X, the value of X at r < r0 • 

This is achieved roughly at rc which can be estimated from 

27 x3/2 
--- ~ 

16 \1 adU 

rc 8Ls 3cpKM p X --- + ---:---=:-
Ls or l61rcaT3 rc 

(4.64) 

where we have used the expression for 8Ls/8r appearing in Eq. (4.57) . Solving 

Eq. (4.64) for the case shown in Fig . 4.1, with X:::::: Xo:::::: IQ- 5 , one obtains 

rc :::::: 2r0 ~ 105 ra, in reasonable agreement with the exact numerical solution 

displayed in Fig. 4.1. Thus, the convection effectively "smears" the effect of 

a sudden drop in Xo at r0 . This effect may, actually, be inferred directly by 

comparing Eqs. (4.56) (non-convective model) and (4.63) (convective model): In 

the case of efficient convection, U 2 « X, the derivative term in the convective 

case is "weighted" by a relatively large factor X 112 /U which is absent from the 

non-convective model. This circumstance, together with the relatively small rates 

of deviation of the un-physical solutions (X < Xa) from Xo at r ;:S, r 0 (see Eq. 

( 4.62)), gives a certain limited "lease on life" to these solutions on both sides of 

r 0 , with the range of radii, over which such a solution can exist, increasing with 

growing X (see Fig. 4 .1). Ultimately, when X reaches Xo, this range extends up 

to rc and all the way down to the vicinity of ra. 

Once we have gone beyond rc, the upper boundary of the convection zone, 

toward larger radii, the relatively rapid fall of X o stops, approximately at Xo(rc) < 
0, and then the solution proceeds along the Flammang-type non-convective curve 

X0 (r). A similar conclusion holds for solutions with X(r) > Xa(r), or, equivalently, 

L(r) > La(r), for which the radius at which they merge into the Flammang-type 

solution is naturally shifted upwards as we can see in Fig. 4.1. 

If the luminosity L is sufficiently larger than L 0 , we can compute straightfor­

wardly the radius of the upper boundary of the convection zone. Specifically, if 

the luminosity at r ~ ra is L = (1 + ()LFI, the radiative gradient will be 

3 KLP \1 1 + ( 
Vr = 167racGA1T4 = adl + JL(r / ra)3' 

( 4.65) 

where we have taken into account that the accreting fluid may contribute signifi­

cantly to the mass enclosed within the given radius, }vi ~ f..![+ 471" p0 r 3 /3, and have 
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introduced the dimensionless parameter 1-L 

471'" PoT~ 15 2 
II.= 1 1 X 10- M_g· ,... 3M = . ( 4.66) 

The upper boundary of the convection zone will then lie at r·c, where 

( 4.67) 

and (c is the value of ( at rc . 

In Fig. 4.2 we further illustrate the influence of accretion on the structure 

of the vicinity of the black hole. We choose a relatively high value ( c = 1 (so 

the luminosity is twice Flammang at the outer edge of the convection zone), and 

show the solutions for M_8 = 104 and for three values of the accretion rate: M = 
O.OlMa, 0.1Ms, and l.OMs as indicated on the figure. As we have noted in the 

Introduction, such departures of the accretion rate from the Bondi value (5.1) 

are not implausible: The conditions at and inside ra, such as the presence of a 

relatively high specific angular momentum in the fluid, and the resulting formation 

of an accretion torus that pushes back against the flow, may hinder the inward flow 

and thus reduce the accretion rate below M8 . The flow at larger radii could well 

remain virtually spherically symmetric and thus amenable to the foregoing analysis. 

Naturally, in the limit M = 0 one obtains constant (dL/dr = 0) luminosity and a 

W which changes very slowly for intermediate radii because \1 r <X L/ M, and M 
varies little insider M( M) = (3M /471'" p0 )

113 = 210 ra( M / l0-4 M0 )2. Note also that, 

not surprisingly, at larger accretion rates ( M :::::: IIJ8 ) both the ((downgoing" and 

((up going'' elements are swept by the accretion towards the black hole ( v+ -v < -v) 

throughout the convective region. This behavior should be contrasted with the case 

of a smaller black hole ( M _8 = 1 ), discussed above, where only the solutions with 

very low luminosities had the accretion velocity exceeding the convective velocities 

at small radii- an obvious consequence of the fact that the characteristic accretion 

rate M8 <X M 2 grows faster with mass than the characteristic luminosity LFI <X M. 

Finally, for completeness, we show in Fig. 4.3 the profiles of M, p and P, again 

for M_8 = 104 . These quantities are virtually independent on the accretion rate. 

Thus, pressure balance is only slightly affected by the accretion since g-GM/r 2 ~ 

(v/vff_)2GM/r2 <X (ra/r)3 GM/r2 , where Vff = (GM/r) 112 is the ((free fall" speed. 

Similarly, since X ~ 1 in all cases considered, \1 is almost the same as \1 ad thus 

determining the temperature profile independently of the accretion rate. 
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X 

Figure 4.2: Quantities strongl)' dependent on the accretion rate - the luminosity 
L, lV, (v+ -v)fivi = -(v_ -v)fivi and X- are shown for three different accretion 
rates. The numbers next to the curves indicate these accretion rates in units of 
the Bondi rate Ms. In all three cases we assume L = 2LF1 at the upper boundary 
of the convection region. 
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Figure 4.3: Quantities weakly dependent on the accretion rate- Mass M, density 
p and temperature T-are shown as functions of r for L = 2LF1· Although three 
different accretion rates were used as in Fig. 4.2, the differences in M, p and T 
are invisibly small. 

4 Conclusion 

The modified MLT approach to convection in spherically symmetric accretion 

flows, that we have developed in Sec. 2, and the insights we have gained from 

specific examples in Sec. 3, are used in Chapter 5 of this thesis as an important 

tool for deducing the evolution of a small black hole inside a Solar-type star. 
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Appendix: Derivation of the equations of 

structure 

The first and third of Eqs. ( 4.44) need no special explanation. The second equation 

can be obtained easily if we note that 

where we have used 

aln p 

aln r 

a1v1 
ar :r ( 4~~r2) 

M Ait a 
-------lnp 
2~ p3 4~ pr2 ar 

-lvl (~+a~ aP - 62_ aT)' 
r P ar T ar 

( 
a ln p ) a ln P ( a ln p ) ( a ln T ) a ln P 
aln P T alnr + aln T P aln P alnr 

(a - 6\1) a ln p 0 

alnr 

With the aid of Eq. ( 4.68) we can easily solve 

aP av G/v1p 
- = -pv----
ar ar r 2 ) 

( 4.68) 

( 4.69) 

( 4. 70) 

for aPjar and thus arrive at the second of Eqs. (4.44). The fourth of Eqs. {4.44) 

is nothing but a rewrite of expression ( 4.11). 
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Chapter 5 

Evolution of a primordial black hole 

inside a rotating solar-type star 
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Abstract 

We investigate the accretion-driven evolution of a primordial black hole at the cen­

ter of the Sun or any other solar-type star. We show that if the star's rotation is 

small enough for the accretion to be radial, then the black hole grows at the rather 

fast "Bondi" rate [so the remaining life of the star is 50(M0 /M)s when the hole's 

mass is M], and the flow produces luminosity at the rather low "Flammang" level 

[LFI = 2.5 X 1034 (M/M0 ) erg/s]. As a result, the growing hole has no influence on 

the star's external appearance until tens of minutes before it completely destroys 

the star. We then examine the effects of a solar-like rotation. If each fluid ele­

ment were to retain its angular momentum during the inflow, the accretion would 

centrifugally hang up and form an "accretion torus" near the growing hole, until 

the hole's mass M reaches M+ = 10-3 M 0 ; thereafter the inflow would be radial. 

We show that, when M < Mv = 10-11 M 0 , then molecular viscosity removes an­

gular momentum from the flow fast enough to prevent such an accretion torus 

from forming; and when M < MB = 6 x 10- 8 8 0
3

/
4 M8 , where 8 0 is the magnetic 

field strength at the star's center, then magnetic torques prevent the torus from 

forming; and in these regimes the flow remains radial at the high Bondi rate, and 

the luminosity remains at the low Flammang level. For M above these regimes 

but below M+ = 10-3 M 0 , an accretion torus probably does form and may increase 

the luminosity L above Flammang and slow the flow M below Bondi. However, 

until at most three days before the star is destroyed, the increase of L cannot be 

by more than about an order of magnitude because the higher L would produce 

strong convection outside the accretion torus and the resulting turbulent viscosity 

would remove so much angular momentum from the flow as to prevent the torus 

from forming in the first place. Furthermore, if the accretion rate is reduced to 

less than about 20% of the Bondi rate, the rotation does not change the final con­

clusion: The black hole has no significant influence on the external appearance of 

the star until tens of minutes before . the star is destroyed. If, on the other hand, 

the accretion rate somehow remains approximately Bondi, the luminosity and the 

total energy output of the accretion could, in principle, grow large enough to cause 

observable changes in the star, but not earlier than lhe last two or three days be­

fore the end of the accretion . As a corollary, the "solar neutrino problem" cannot 

be solved by postulating a small black hole at the Sun's center. 
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1 Introduction and summary 

Over the past two decades the discrepancy between the observed and theoretically 

predicted solar neutrino rates [1, 2] has given a healthy stimulus to a great variety 

of speculative attempts to solve the so-called "Solar Neutrino Problem., Proposed 

explanations at one extreme are based on modifications of the standard solar model 

through precarious alterations in the temperature and/or cherrucal content of the 

Sun's core. Explanations at the other extreme are based on the fundamental parti­

cle physics of neutrinos; these, especially the Mikheev-Smirnov-Wolfenstein theory 

of neutrino flavor mixing, have gained popularity recently due to improvements in 

empirical understanding [2]. 

Exotic as they might seem, these models' boldness is exceeded by Hawking's 

early proposal [3] that accretion onto a black hole residing inside the Sun could 

substitute to some extent the energy produced by conventional nuclear reactions. 

Since the energy flux due to accretion would be accompanied by few neutrinos, 

it might seem straightforward to produce both the photon and neutrino fluxes as 

they are currently observed [4] . 

However, the expected progressive increase in the mass of the black hole and 

in the hole's accretion rate immediately posed the problem of the time-scale over 

which the accretion could provide the necessary luminosity. In their model of So­

lar evolution involving a central black hole, Clayton et al. [5] assumed (without 

justification on the basis of any models) that the accretion rate M was directly 

proportional to the luminosity L, for whose value they simply adopted the Edding­

ton luminosity. These assumptions lead to an exponential growth of the mass of 

the black hole. The authors concluded that if the accretion provided a significant 

fraction of the observed luminosity at some moment, the star would ultimately be 

eaten up by the black hole in a time 6.t = O.ltage(f /0.1), where iage is the present 

age of the Sun and f = Lj M c2 is the efficiency of accretion, which was assumed 

(without proof) to be constant. Thus although we would indeed live in an un­

typical era, a relatively short time before the end of the Sun, there would still be 

enough time to, say, develop sufficient technology and move to another hospitable, 

this time hopefully black-hole free, solar system. 

This conclusion is, alas, brought into question by a more careful examination of 

the assumptions regarding the accretion luminosity. Specifically, for a black hole 

mass M larger than about 1021 grams, the accretion radius [6] ra ~ GM j c~ will 

be larger than the mean free path lp = 1/ "'Ps of a photon. (Here c. = 6 x 107 cm/s 



111 

is the speed of sound in pure, completely ionized hydrogen at 1.5 x 107 K, "' ~ 

l.lcm2 /gram is the opacity, and p$ = 150g/cm3 is the central density of the Sun.) 

In this mass range, if the Sun's rotation is negligible, we should be able to treat 

the accretion in the first approximation as everywhere adiabatic and radial with 

the familiar Bondi accretion rate [6] 

. Q2 M2 2 M 0 ( M ) 2 
M = 47r >.. 

3 
p. = CoM = -- --

a$ 50s A!0 
(5.1) 

(where >. .. is a numerical constant of order unity, equal to 1/4 for the adiabatic 

exponent r = 5/3), which leads to a remaining lifetime for the Sun 

(5.2) 

when the black hole's mass has reached the value A1. Moreover, as Flammang has 

shown [7], the radial flow and large optical thickness at the accretion radius lead 

to a unique luminosity emitted by the accreting fluid , 

L 
_ 4~ Prad 471'0 M c ......., 34 erg A1 

Fl - V ad p ......., 2.5 X 10 M , 
gas K S (.) 

(5 .3) 

where Prad = 1.5 X 1014 dyn/cm2 and Pgas = 3.7 x 1017dyn/cm2 are the radiation 

and gas pressure corresponding to the above mentioned values of the temperature 

and density; \1 ad = (a ln T I a ln P)s = (r - 1 )/f is the adiabatic "temperature 

gradient" [8, 9]. It is easy to see that LF1 is the luminosity that "leaks out" from 

the accreting fluid whose temperature gradient is almost exactly at its adiabatic 

value. 

A straightforward conclusion can now be drawn from Eqs. (5.1)-(5.3): If the 

present day accretion luminosity is a detectable portion (say 1 percent) of the total 

solar luminosity (and if the Sun's rotation is negligible), there remain only about 

10 hours until the final throes of the dying Sun. Moreover, the accretion luminosity 

has been this high only during the past day-far too short for the accretion-induced 

photons to diffuse out to the solar surface. Correspondingly, we cannot know that 

the Sun has a black hole at its center until hydrodynamic effects from the final, 

catastrophic accretion reach the Sun's surface-presumably tens of minutes before 

the Sun's death. The apparent conflict of this result with naked eye observations 

hardly seems to be compensated by the remote possibility of a briefly reduced 

neutrino flux. 

One would, thus, be lead to reject the black hole inside the Sun as a cure for 

the solar neutrino problem . 
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This simple picture might, however, be changed significantly due to the rotation 

of the Sun (or any other solar-type star )-as Martin Rees has pointed out to us. 

Although the Sun may be considered a relatively slowly rotating star with the 

period of about 25 days at its surface and about 15 days in its core, the fluid 

flowing from large radii toward the black hole could have enough specific angular 

momentum to get hung up at the corresponding Kepler radius before reaching 

the black hole. Thus, at least until the growth of the black hole makes the last 

stable orbit radius exceed the Kepler radius of the inflowing fluid (which happens 

when M = M+ :::::::::: 10-3 M0 ), there is a possibility that a torus-like structure, 

supported by the angular momentum, could form near the black hole and produce 

a luminosity larger than the Flammang luminosity. Therefore, the above-described 

analysis and conclusions, regarding the evolution of a black hole inside the Sun, 

would be valid, strictly speaking, only for very slowly rotating solar-type stars. 

In order to get centrifugally hung-up, the inflowing fluid needs to retain a 

substantial portion of its original angular momentum. For that reason, this paper 

is, in large part, devoted to an analysis of various mechanisms of transferring 

angular momentum from the fluid at small radii to a more distant environment 

(i.e., of "braking the rotation"), and to the limits these mechanisms could impose 

on the formation of an accretion torus and on the luminosity produced by any such 

torus. In our treatment we will focus attention on the region around the equatorial 

plane where the influence of the rotation is strongest, and will assume that the 

angular momentum is transferred only within this region. In other words, we will 

ignore the exchange of angular momentum between the near-equatorial region and 

the fluid closer to the axis of rotation. Such exchange, occurring, for instance, 

through meridional circulation [10], presumably would only weaken the effects of 

rotation on the accretion. For that reason our treatment will underestimate to 

some extent the rotation-braking effect of all of the mechanisms examined. 

Since the accretion rate increases with the growing mass of the black hole, the 

time over which the braking of the differential rotation can act is ever shorter 

as the hole grows larger and the fluid is increasingly able to retain its angular 

momentum. This will put an upper limit on the mass of the black hole, above 

which a given braking mechanism loses its effectiveness. Thus we will conclude in 

Sec. 3 that (for the parameters characteristic of the center of the Sun) braking by 

molecular viscosity is capable of removing the centrifugal obstacle to radial inflow 

only for M < Mv = 10-11 M0 . On the other hand, as we shall see in Sec. 4, the 

mass limit MB for effective braking by magnetic torques depends on the strength 
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of the initial "seed" field E 0 in the Sun's core, which is amplified by the differential 

rotation. Though one might presume that the braking effect would be limited by 

reconnection of the field lines and subsequent ohmic dissipation, an analysis in Sec. 

4 shows that for E0 > 5 Gauss the mass limit M 8 = 6 x lQ-8 M 0 (B0 /Gauss )314 is 

determined not by reconnection but by the limited amplification of the magnetic 

field due to an insufficient amount of winding of the field lines at the given accretion 

rate M = Ma. If Eo < 105 Gauss, there will be a range of black hole masses Ma < 
M < M+ over which magnetic braking is incapable of preventing an accretion 

torus from forming. 

In this mass range we see no way to prevent a torus from forming. If the torus 

is to be of any interest for the external appearance of the Sun, it must increase the 

accretion's luminosity well above the Flammang level and/or reduce the inflow rate 

well below the Bondi level. A detailed analysis of the torus's actual structure and 

luminosity is beyond the scope of this paper-and turns out to be almost unnec­

essary. Instead, in Sec. 5, we investigate the question of whether, in the region of 

radial flow outside the torus, a substantially increased luminosity and/or reduced 

inflow rate is compatible with a flow which carries enough angular momentum 

to form the torus in the first place. The answer is "No," because of luminosity­

induced convection: Based on a mixing-length theory of convection in a spherically 

accreting fluid developed in Chapter 4 of this thesis, we estimate that luminosities 

exceeding the Flammang level LFJ(M) by a factor of a few would produce strong 

convection, and the resulting turbulent viscosity would remove angular momentum 

from the inflowing fluid so efficiently as to prevent the torus from forming. There 

is a possible exception: When M ,..._, 0.1 M + the luminosity required to prevent 

the torus formation could exceed the LF1 by two or or more orders of magnitude 

if M ~ Ma. If At is significantly reduced from the Bondi value ( M ~ 0.2Ma), 
this increase in luminosity is not large enough to cause observable energy release 

during the short time (at most three days) before the black hole reaches the limit 

M+ and reverts to spherically symmetric accretion with the accompanying Flam­

mang luminosity. Therefore, in the probable case of sub-Bondi accretion rates, the 

Sun or any other solar-type star will show no surface signs of the cancerous black 

hole at its center until (presumably) tens of minutes before the hole destroys the 

star. Only then, with hydrodynamic effects from the final catastrophic accretion 

reaching the star's surface, will external observers learn of the hole. 

If the accretion rate persists at about the Bondi level, the luminosity as the 

hole passes through the range M ,..._, (0.1 to 1 )M+ might be large enough to lead 
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to observable effects- but only during the last two or three days before the final 

collapse of the star. 

In our analysis we have ignored the fact that the flow down the polar axis of the 

Sun would not be hindered by a centrifugal barrier. However, due to the formation 

of a torus, one would expect the radiative flux to be preferentially emitted along 

the axis, and thus to push (to some extent) the fluid back. This is closely related 

to a possible caveat in our discussion: Since we are not analyzing the detailed 

structure of the innermost region where the torus should form, we are not able 

to exclude the (however unlikely) possibility that a very large luminosity could 

be directed almost entirely along the axis of rotation. Although this pattern of 

heat transfer could, in principle, produce visible effects on the star's surface, it 

might still not cause a significant convection in the equatorial plane, and thus our 

heat generator would be left without an effective negative feedback. However, due 

to the high density and opacity of the fluid near the centre of the Sun, it seems 

implausible that the high anisotropy of the flux could extend to distances large 

enough (r >> ra) to affect our basic conclusions. 

Apart from this remote possibility, our analyses, leading to the conclusions 

outlined in this Introduction, are rather crude, since the detailed effects of rotation, 

magnetic fields, and convection on the flow are probably quite complex. However, 

our arguments appear to be quite robust, and thus our conclusions fairly secure. 

Our analysis can be easily extended to any star similar to the Sun, but with 

possibly somewhat different parameters. However, for simplicity, in this paper we 

will restrict ourselves to the solar parameters- including, for example, the rotation 

rate of the Sun's core (period 15 days). 

2 The role of the Sun's rotation 

At first sight, the rotation of the Sun might seem too slow (we assume angular 

velocity of no = 21r /15days = 5 x 1Q-6 sec-1 at the center of the Sun), to be of 

any consequence for the accretion onto a small black hole. However, consider a 

fluid element, close to the equatorial plane, which at the beginning of accretion 

happens to be at distance r 0 from the black hole. If the inflowing gas conserves 

its angular momentum, the rotation will still provide this element with enough 

specific angular momentum l = nor~ to stall its inflow near the corresponding 
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Kepler radius rk = r~fl~/ MG which can be re-expressed as 

rk = 2.7 x 10-7 __Q , (
M )2/3 

ra ~1 
(5.4) 

for the conditions at the center of the Sun. In Eq. (5.4) we have taken into account 

that by the time the initially distant fluid element approaches the center, the black 

hole mass will have grown approximately to 

(5.5) 

In epochs when the inflow has been approximately radial near the hole during 

the last several doublings of the hole's mass (e.g., because of viscous or magnetic 

torquing), the black hole will be rotating slowly and thus will be approximately 

Schwarzschild. In epochs when the inflow has maintained an accretion torus near 

the hole during the last several mass doublings, the gas descending from the torus 

to the hole will have carried so much angular momentum that it will have spun 

the hole up to nearly extreme Kerr [11 ]. We shall parameterize the hole's actual 

spin at any epoch by the specific angular momentum of the gas at the last stable 

circular orbit llso, in units of that for a Schwarzschild hole; i.e., by the parameter 

,P in the following equation: 

GM 
l1so = 2.J'i1/J-. 

c 
(5.6) 

For a Schwarzschild hole, ,P = 1; for an extreme Kerr hole, 1/; = 1/3. In order for 

a torus to exist at some epoch, the specific angular momentum of the fluid as it 

nears the hole must then exceed l1so· This condition sets the maximum mass 

1 cf20 1 3 _4 1 3 ( ) 2 
M+ = 123/2 (G) ,P3 47rpo :::::::4 x 10 Mc·)1j;3' (5 .7) 

above which the rotation of the infalling matter will not be able to supply enough 

specific angular momentum to stall the accretion at the centrifugal barrier. 

From Eq. (5.7) we conclude that forM > M+:::::::: (0.001 to 0.01)M0 one can ne­

glect the influence of rotation on accretion and assume that the accretion is roughly 

spherically symmetric. [Actually, as the black hole grows beyond"' 0.1M0 it will 

accrete the material from radii where specific angular momentum is significantly 

higher than it would be for a body of unform density. Nevertheless, one can see 

by looking at the standard solar model tables (e.g., [1]) that this cannot stall the 

accretion at the Kepler radius except for the last "' 1 0% of the mass of the Sun.) 
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Various mechanisms of the outward transport of angular momentum within the 

accreting fluid could, however, remove the centrifugal barrier and preserve essen­

tially spherical accretion at the Bondi rate even for M < !vf +. Of those mechanisms 

we first examine braking by molecular viscosity (Sec. 3), then magnetic braking 

(Sec. 4), and finally braking by convection-induced turbulent viscosity (Sec. 5). 

3 Viscous transport of angular momentum 

In order to estimate the conditions under which viscosity can keep the accretion 

practically spherical, we will examine the viscous transport of angular momentum 

on the background of radial inflow at the Bondi rate 111 = C0 M 2 [where C0 is 

defined in Eq. (5 .1)]. The radial velocity is then given by 

CoM2 

Vr = ----. 
47r pr2 

(5.8) 

Since the effects of Sun's rotation should be most pronounced near the equatorial 

plane, we will consider only the motion in a thin slice - o:/2 < () < o:/2 (where() 

is the angular latitude with () = 0 at the equator), and neglect its coupling to the 

fluid outside the slice. 

The total angular momentum enclosed in the ring-shaped part of the slice from 

r to r + /).r is 

(5.9) 

where lis the specific angular momentum. The change in [ is given by the following 

equation 

where 

d 
-[, 
dt ( :t + Vr :r ) L = T ( r) - T ( r + /'). r) 

8 
- /'). r Br T ( r), (5.10) 

(5.11) 

is the viscous torque exerted on the side of the "ring" at radius r, v is the kinematic 

viscosity, n = ljr2 is the angular velocity and pvr8Dj Br is the viscous stress. 

Using Eqs. (5.8)-(5.11), as well as the conservation of mass d(pr2 /).r)jdt = 0, 

we arrive at the angular momentum transport equation 

8 CoM
2 

8 1 8 [ 4 8 ( 1 )] -l- ---l = -- pvr - -l 
at 47r pr2 Br pr- 2 OT Br· r 2 . 

(5.12) 
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We now take advantage of the fact that after approaching the black hole to 

within, say, one half of its original distance r 0 , the subsequent flow of a fluid element 

can be considered stationary since M does not change significantly over the rest 

of the course of the inflow. Thus, neglecting the time derivative for r < r 0 /2, we 

can write the first integral of Eq. (5.12) 

47rpv 4 o ( 1 ) 
l + CoM2r or r2l = K, (5.13) 

where K is a constant of integration. 

The kinematic viscosity at the center of the Sun can be estimated as 

cm
2 

( T )
5
1

2 
(150g/cm

3
) v ~ AdCs :::: 20-- , 

s 1.5x107 K p 
(5.14) 

where >.d:::: 1.2 X lQ-18cmT2/pln.t\ (CGS units) is the mean deflection time of a 

proton due to Coulomb collisions and ln .t\ :::: 4 is the Coulomb logarithm. 

We can estimate conditions for effective viscous braking of rotation even with­

out actually solving Eq. (5.13). (However, see Appendix A.) If 

C M2 ( M )
2 

r > Dv = -
0
-- ~ 1 X 107 em 

0 
, 

47rpv 10-1 M 0 
(5.15) 

the second term on the left-hand side of Eq. (5.13) will prevent a significant increase 

in angular velocity. The same condition can be translated into the requirement 

that the viscous torque per unit area, pv r 2oflj or, be greater than the angular 

momentum current density, pJvrJl. This can be achieved at r = r 0 for M < 
10-10 M 0 . In this range of masses, the viscous braking is effective for Dv < r < 
ro. Assuming that rotation is roughly rigid (fl ~ flo) for r > Dv, and totally 

unaffected by viscosity [fl :::::: flo( Dv /r )2
] for r < Dv, we estimate the specific 

angular momentum that the fluid will retain at r < Dv 

2 8 cm
2 

( M )
4 

l = floDv = 5 X 10 - M 
s 10-lO 0 

(5.16) 

Equating l with ltso gives, then, the maximum mass Mv ~ 10-11 M c-) beyond which 

an effective removal of angular momentum by conventional viscosity is impossible. 

4 The transport of angular momentum by 

magnetic torques 

A potentially more efficient mechanism of braking the accretion-driven differential 

rotation for black-hole masses above Mv can be provided by the well known ten-
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dency of magnetic fields, "frozen" in a highly conductive plasma, to resist any flow 

that would deform the field lines. 

The evolution of the magnetic field is governed by the well known equation of 

magneto-hydrodynamics (MHD) [12] 

where TJ = c2 l47ru and u is the conductivity of the plasma given by 

thus giving TJ ~ 36cm2 Is for the center of the Sun. 

4.1 Ideal magneto-hydrodynamics 1n the accreting 

plasma 

(5.17) 

(5.18) 

At first we consider the ideal MHD case ( TJ = 0) leaving the effects of finite 

conductivity to the next subsection. Assuming for simplicity axial symmetry, 

aw 1 84> = avrl 84> = o, where 4> is the azimuthal angle, we obtain equations describ­

ing the amplification of any preexisting "seed" magnetic field through compression, 

(ro) 2 

Br = -:;: Eo, (5.19) 

and winding up, 

_:!_ (B"') = Eo (r0
)

2 

an 
dt r r ar 

(5.20) 

of magnetic field lines pinned to a fluid element at the equatorial plane. B 0 is 

the radial component of the initial field in the fluid element which is at r 0 at the 

beginning of accretion. 

As in the previous section [see comments after Eq. (5.15)], the condition for 

effective braking of differential rotation is that the magnetic torque per unit area 

should exceed the angular momentum current density: 

r I ErE¢ I > lv ll = CoM; l 
4 ,..__p r 4 2 ' 7r 7rr 

(5 .21) 

where Tr¢ = -BrB<t>l47r is the physical "r</>" component [e¢ = (1lr )8 I 84>] of the 

magnetic stress tensor and Me is the current mass of the black hole. Using Eq. 
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(5.19) and defining x = r/r0 , me= Me/ Mv = Me/l0- 11 M0 , we can re-express this 

condition for effective braking as 

(5.22) 

Whenever the azimuthal (toroidal) magnetic field of a strength sufficient to satisfy 

condition (5.22) is generated, the angular velocity will be kept roughly constant, 

thus preserving an essentially rigid rotation of the accreting fluid. 

Similarly to the approximation used in the previous section, we can divide 

the inflow in two "phases:" in the first (say 1/2 ~ x ;S 1), r does not change sig­

nificantly, while Me grows, starting from ,...... Mv, by, possibly, several orders of 

magnitude 

(5.23) 

(for Me < Mv ~ IQ-11 M0 rotation is rigid due to viscosity- see previous section). 

In order to determine whether the winding of the magnetic field lines can 

lead to the fulfillment of the condition (5.22), we will compute the maximum 

amplification of the field which is obtained if we neglect the back-reaction on the 

rotation (n::::::: no(r0/r)2 = n0 jx2
) 

an= no~ (r0
)

2 
= _ 2110 [(r0

)

3 

_ 1], 
or or r ro r 

(5.24) 

where we have used dr0 /dr = r2 /r6. Given Eq. (5 .24) and the growth in Me with 

decreasing x, 

(5.25) 

where M = 47rpr5/3, the growth of B<J>, Eq. (5 .20), can be expressed for Mv « 
Me< M (1 «me< m, where m = MJ Mv = M/ 10- 11 M0 ) as 

7 lnm 
::::::: -5 x 10 Bo--, 

m 
(5.26) 
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where ln me:::::: ln m. 

The field thus amplified can effectively brake the differential rotation for 1/2 < 
x < 1 only if roughly (see Eq. (5.22)) 

(5.27) 

or if 

(5.28) 

assuming 1 < m < M+f Mv . 

The seed magnetic field B0 satisfying condition (5.28) will successfully brake 

differential rotation even for x < 1/2, where r (or x) changes by several orders of 

magnitude while M remains roughly constant (me::::::: m). More specifically, in this 

region Eq. (5 .20) leads to 

47r pr2 jr an 47r pr2 

Btl>:::::: -r--0 Bo -dr::::::: ---0 Bor(O.- flo) 
CoM2 ro/2 8r Co!vf2 ' 

(5 .29) 

and thus 
Bq, 3 x 3 

- = ----(0. - O.o)- (5.30) 
Br Coll1v m 

The requirement that the magnetic field so amplified keep 0. roughly constant (0.-

0.0 = 0(0.0 )) implies, again through Eq. (5.22), relation (5.28) - independently 

of x. 

4.2 Effects of finite resistivity 

The winding of the magnetic field lines will inevitably force regions of oppositely 

directed fields into mutual proximity, and thus, possibly, bring about the onset of 

fast reconnection and accelerate Ohmic dissipation [effects of the finite conductivity 

of the plasma, Eq. (5.18)] . 

From the simple geometry of the frozen magnetic field, we see that the distance 

D.r between two initially remote points that are brought close to each other by the 

winding of the field line to which both are pinned is 

D.r:::::: ~~:l?rr. (5.31) 

Then, the time scale TR at which the field line will reconnect is inversely propor­

tional to the reconnection speed which is a fraction of the Alfven speed VR = f3vA 

((3 ~ 0.1) 

(5.32) 
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As a result of the reconnection, the field which was originally ordered on a large 

scale ( ~ r 0 ) is being fragmented into isolated "islands" or "cells," thus reduc­

ing its ability to transport angular momentum. However, as long as TR. is larger 

than the characteristic time scale of field amplification TB = B¢/(dB¢/dt) 

(B¢/ Br )/lronj or I [see Eq. (5.20)], B¢ will continue to grow. In other words if 

TR 3 1 m
1
1

3
1 Br 1

3 
3 r I ani - --v 2 X 10 --- -- X - -- > 1 

TB - /3 Bo B¢ no or ......., (5.33) 

[where we have again used Eq. (5.19) and r = r0 x = 3.2 x 106 cm m 113 x], the 

magnetic cells will, on average, gain in length along the ¢; direction despite being 

occasionally broken up by the reconnection. 

The reconnection by itself does not cause a significant loss of the magnetic 

flux. Nevertheless, the reduction of the relevant length scale due to the winding 

of the field lines will accelerate the familiar Ohmic dissipation which will proceed 

on the timescale TD = (6.r)2 /ry. Then, from Eqs. (5.19) and (5.31), we obtain 

the condition for a continuing amplification of the magnetic field, despite Ohmic 

dissipation 

--:::::: 1.4 X 107 m 213 
- x 2

- -- ~ 1. To I Br 1

3 

r I ani 
TB B¢ no or (5.34) 

The effect of reconnection in the early phase of accretion ( 1/2 < x < 1) might be 

to stop the amplification of the magnetic field before condition ( 5.22) is satisfied. 

Otherwise, as shown in the previous subsection, the field will keep the rotation 

essentially rigid, therefore removing the danger of an all-out reconnection . 

The borderline case occurs when TR/TB ::::::: 1 at the moment the ratio B¢/ Br 

reaches the value (5.22) . This implies [see Eq. (5.33)] that an effective braking, for 

1/2 < x < 1, can be achieved despite reconnection if 

(TR) ~ 3 X 1010~ B6/ > 1, 
TB /3 m14 3 e.b 

where we have used 18nj or I -;;_ 2n0 jr, njn0 -;;_ 4. Therefore, if 

1 815/14 
m < mR -:::::: 200/33114 0 

(5.35) 

( 5.36) 

the differential rotation will be braked before the field is fragmented by reconnec­

tion. Of course, this assumes that the amplification of the field is efficient enough 

[condition (5.28)] to give rise to substantial magnetic torques, capable of braking 

the rotation. 
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Similarly, at the point of effective braking [Eq. (5.22)], Eq. (5.34) yields 

(5.37) 

leading, therefore, to the upper mass limit for negligible dissipation at effective 

braking 
3B18/13 m < mo = 2 x 10 0 . (5.38) 

If condition (5.38) is satisfied, most of the magnetic flux will be preserved 

despite reconnection. This raises an interesting possibility that the magnetic field 

fragmented at x :::::: 1 might still achieve ratio B¢/ Br sufficient for effective braking 

later in the course of accretion. More specifically, for x < 1/2 

( TR) _ 9 x 109 2_ B6 2_ (no)
3 .!_I ani 

TB e.b. - (3 m 1413 X 6 0 0 0 Or 1 (5.39) 

where we have, again, substituted B<i>/ Br from the relation (5.22) and assumed a 

rough conservation of the flux (B:::::: B0 jx2 ) which is necessary for Eqs. (5.22) and 

(5.33) to be valid. If we also assume that, after the reconnection at x :::::: 1, the 

rotation is virtually uninhibited by any angular momentum transport, n:::::: flo/x2 

(though the magnetic "cells" produced by reconnection do indeed provide some 

"friction" [13]), thus minimizing (5.39), we obtain 

(
TR) = 2 X 10102_ BJ 2__ 
TB e.b. (3 m14/3 x2 

(5.40) 

Thus if the accretion is capable of generating strong enough magnetic fields 

[see Eqs. (5.28) and (5.30)], the reconnection will lose its ability to disrupt the 

achievement of IB<Pf Br le.b. at the distance (in units ro) 

1 BS/2 
Xres :::::: 1 X 105 m___!}__/ , 

ypm73 

from the black hole for m < mA, m < mo but m > mR. 

(5.41) 

The angular velocity that has increased during the inflow from 1 to Xres, flres :::::: 

flo/x~es> will remain roughly constant inward from Xres to, say, the accretion radius 

X a = ra/r0 ::::::- 1 x 10-7 m 213 , where the effective transport of angular momentum 

should presumably cease due to the increased radial velocity of the inflow. The 

requirement that the corresponding specific angular momentum l should be smaller 

than the last stable orbit angular momentum ltso 

ltso 

nresra2 (3m 17/ 3 
--=----=---"' 1 x 10- 21

--- < 1 
2.../31/;GM/ c '"" 1/; Bg ' (5.42) 



123 

translates into a new reconnection limit 

(5.43) 

thus depending only weakly on the details of the mechanism of reconnection (factor 

{3), or the angular momentum of the black hole (factor 1/J). 
We note in passing that for x < 1/2 the danger of Ohmic dissipation is di­

minished with decreasing x [see Eq. (5.34)] . Indeed, the ratio (To/TB)e.b. actually 

increases inward from x ~ 1, 

( 5.44) 

[compare with Eq. (5.37)]. Therefore, the condition (5.38) which ensures that the 

flux is not dissipated near x = 1 guarantees its approximate conservation during 

the subsequent inflow. 

Finally, we conclude that if all three conditions (5.28), (5.38) and (5.43) are 

satisfied, the magnetic field will be able to preserve a roughly spherical accretion 

despite the reconnection and Ohmic dissipation. 

For B0 greater than about 5 Gauss, we see that the only relevant upper mass 

limit is (5.28), which is imposed only by the limited ability of the flow to amplify 

the seed magnetic field through an ideal MHD dynamo action. Therefore, if we 

want the magnetic braking of the differential rotation to be successful throughout 

the relevant range of mass (Mv < M < M+), we would need to have B 0 ;(:. 5 x 105 

Gauss. 

5 Convective transport of angular momentum 

Since we have shown that viscosity and magnetic braking (for seed fields B 0 < 
5 X 105 G) are not able to ensure an essentially spherical accretion we are faced with a 

possibility that the rotation of the fluid can radically change the mode of accretion. 

Following the current understanding of accretion in various astrophysical contexts 

[6, 14], one might then suspect that the resulting disk or torus-like configuration 

around the black hole could generate a significantly higher luminosity than the 

spherical accretion. 
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Although the details of the accretion at small radii may be very complex and 

the luminosity emitted by the torus difficult to determine, we will rely on the 

following simple physical picture to extract enough information for our analysis: 

The torus, supported in its innermost part by a high specific angular momentum, 

will push out against the accreting fluid , possibly as far as the accretion radius 

ra and beyond, and thus reduce the rate of accretion. On the other hand, the 

increased luminosity produced by the torus cannot be transported by radiation 

alone. Some, possibly a large part, of the luminosity will have to be transported 

by convection. However, convection cannot transport the heat efficiently against a 

supersonic flow since the convective elements would presumably be dissipated by 

shocks at supersonic convective velocities. 

For these reasons, if the luminosity is to be increased above that of Flammang 

and/or the accretion rate reduced below that of Bondi, the accretion very likely 

must be subsonic within and everywhere above the torus: Instead of the super­

sonic transition near ra, which determines the Bondi rate, the fluid will settle 

subsonically onto the torus. 

Besides transferring heat, the convection will also transport angular momen­

tum in the fluid which rotates differentially due to accretion. Since the angular 

momentum is essential for the maintenance of the altered mode of accretion, we 

will, in this section, try to estimate the maximum luminosity L(M) at which the 

magnitude of the convective turbulent viscosity would still allow the inflowing fluid 

to keep a large part of its angular momentum while passing through the convective 

region surrounding the black hole. 

In estimating the effects of convection, we will rely on a mixing-length theory 

(MLT) of convection in a spherically accreting fluid that we have developed else­

where [8). Though the luminosity, as well as the accretion rate, can be affected 

by the presence of a torus at small radii, we will assume that the accretion at 

r > lOra will deviate very little from spherical symmetry for, say, M > 10 _g M0 

[see Eq. (5.4)]. Similarly, while the luminosity may be preferentially emitted along 

the axis of rotation, we will also assume that the heat flux is roughly isotropic at 

r » ra » rk. [However, see our remarks in the Introduction.] This (almost) spher­

ically symmetric portion above the torus and above ra is the proper playground 

for our MLT model of convection in accretion flows. 

We will consider only the stage in the evolution of the black hole when its 

mass is around M = 10-4 M0 since it is at this stage that, due to a high accretion 

rate, the convection will have the most difficulty reducing the amount of angular 
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momentum in the inflowing fluid - just before the rotation of the Sun looses its 

relevance at M = M+. Therefore, we can expect the highest L(M) right around 

M = 10-4 M 0 (m = 107 ) . 

As elsewhere in this paper, our estimates will be crude. First of all, we will 

associate with the convection an effective viscosity Ve = lve- vllm, where 'Ve- v is 

the average velocity of the convective elements in the mean rest frame of the fluid 

and lm is the mixing length, which is going to be of the order of the distance of 

the point, at which lm is estimated, from the black hole [8]. Then, by analogy with 

the discussion in Sec. 3 in connection with Eqs. (5.12) and (5.13) (see also the 

Appendix), we can consider the convection capable of holding the angular velocity 

of the accreting fluid roughly constant at given radius r only if the "braking length" 

(5.45) 

is smaller than r. The length De is analogous to the quantity Dv introduced in 

Eq. (5.15). 

Following this basic fact we will simply assume that the angular v~locity is 

constant in the region where De < rand, on the other hand, free to change as 1/r2 

wherever De > r. The region where De < r will be called the "braking zone," and 

its bottom and top radii will be denoted rb and Tt. 

The discussion so far has not taken into account the overall conservation of 

angular momentum. Specifically, as a fluid element enters the convection zone 

from above, the "viscosity" rises abruptly and the element actually gains some 

angular velocity. Physically, the entering element is at the "receiving" end of the 

angular momentum "transmission line." Thus we can expect that the (roughly 

constant) angular velocity within the convection zone should be somewhat higher 

than the angular velocity of the fluid just above it. This effect is augmented 

somewhat by the fact that the fluid departing the braking zone leaves behind most 

of its angular momentum. Because the (molecular or magnetic) viscosity at r > Tt 

is far smaller than the (turbulent) viscosity at r < Tt, the braking zone is isolated in 

terms of angular momentum transport from the rest of the star, especially during 

the late phase of accretion that we are particularly interested in. This braking 

zone actually serves as an angular momentum "depository" throughout the later 

stages of accretion. 

For this reason we will compute the total balance of angular momentum in the 

braking zone. The contribution that has been brought into the braking zone by 
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the fluid that is currently there is 

(5.46) 

where a is the opening angle of the wedge around the equatorial plane (see Sec. 

2) and lin = 0 0 rfn is the specific angular momentum brought by the fluid starting 

from radius Tin· Bearing in mind that 

47r 3 47r 3 
3PoT + M = 3PoTin> (5.47) 

we derive 

a 47r irt pOo (r3 + _3_ M) 2/3 r2 dr 
2 rb 47rp 

- ~6 .0 X 1029 ergs m 5
/

3 
[ (Crt/ro)3 + 1)

513
- (Crb/ro)3 + lr13

] .(5.48) 

The contribution from the history of departing fluid leaving most of its angular 

momentum in the braking zone is 

27ra 1M - (l;n(M)- llso(M))dM 
47r Mv 

~ 6.0 X 1029 ergs [m5
/

3
- 1 - 0.87 X 10-3 (m2

- 1)), (5.49) 

where we have assumed that the luminosity in the whole previous history since 

the the end of the "viscous" era at Mv was just enough to reduce, via convection, 

the specific angular momentum from l;n(M) = 0 0 (3M/ 47rp)213 to l1so [Eq. (5.6) 

with 1/; = 1/3, see Sec. 2] . In Eq. (5.49) we have integrated from Mv because for 

M < Mv the accretion is slow enough for the angular momentum to be distributed 

throughout a large portion of the star [see Sec. 3]. 

The sum of the "input" angular momenta L;n and £h must be equal to the total 

angular momentum Lst stored in the braking zone. This Lst will depend on the 

bottom and top radii rb and Tt of the braking zone, and on the (roughly constant) 

angular velocity nc in the braking zone: 

(5 .50) 

Given a value of the luminosity at the upper boundary of the convective region 

(which virtually coincides with rt), we can integrate the equations of structure of 

the (convective) spherically symmetric accretion flow [see [8], Eqs. (42) and (44)] 

and then obtain nc from equation 

(5.51) 
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The larger is the total luminosity L emerging from the accretion flow, the 

stronger must be the convection and thus the stronger the turbulent viscosity. 

The resulting increase in braking efficiency implies that the fluid leaving the brak­

ing zone at Tb, and proceeding toward the vicinity of the black hole, will have a 

lower specific angular momentum. There is an upper limit, L(M) on the allowed 

luminosity; above this limit, the inflowing specific angular momentum will be too 

small to allow an accretion torus to form and thus too small to increase the lumi­

nosity above that of Flammang. Thus, this L( M) is the accretion flow's luminosity 

when the specific angular momentum emerging from the braking zone is equal to 

ltso, which means when nc = ltso/r~. For this nc, 

2'1Ta lts; r· pr4dr 
rb lrb 

;1.9 X 1027 ergsm2 ((rt/ro)5 - (rb/ro)5) (ro/rb) 2. (5.52) 

In Fig. 5.1 we plot the luminosity L, the fraction Lr/ L of the total luminosity 

transported by radiation, the relative convective velocities and the ratio D c/r, 
determining the braking of rotation, for M = 10-4 M8 and for three values of the 

accretion rate: M/Ma = 0.1 (full lines), 0.5 (dotted lines) and 1 (dashed lines). 

In each of the cases shown, the luminosity as measured at the upper boundary of 

the convective zone has been fixed as L, i.e., chosen to yield equality (5.51) for 

nc = llso/r~. 
We observe that the luminosity L(M), thus obtained, is primarily determined 

by the need to achieve sufficient braking, i.e., sufficiently small D c at small radii. 

Especially at higher accretion rates ( M ~ Ma ), the ratio Dc/r can be very small 

(efficient braking) in the upper portion of the convective region. However, this 

does not guarantee that the rotation will be braked at small radii, where the 

increased accretion velocity could make the fluid escape toward the black hole 

before a significant part of its angular momentum is removed. For this reason, 

at least at higher accretion rates, we need relatively high luminosities to achieve 

efficient braking. Naturally, these high luminosities lead to large portions of the 

total luminosity being transported by convection and to more extended convective 

regions (see Fig. 5.1) [15] . 

We notice that at M = Ma (and for M = 10- 4 M8 ), L ~ 170LFt· This 

corresponds to about 10% of the solar luminosity. However, at this accretion rate 

there remain only 50sM0 / M ~ 6 days until the mass of the black hole exceeds M+ 

and the rotation ceases to affect the accretion . T he amount of heat deposited in the 
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Figure 5.1: Luminosity L, ratio of the radiative and total luminosity Lr/ L, convec­
tive velocity in the mean rest frame of the fluid in units of the accretion velocity 
and the ratio De/ r for !11 = 10-4 !110 and three values of the accretion rate as 
explained in the text. 
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central region of the Sun by the accreting black hole at this stage (""' 1038erg) will be 

exceedingly small- certainly too small to have any effect that might be observable 

from outside our star (e.g., the thermal energy stored in the deepest 1% of the mass 

of the Sun is "' 1047 erg). A similar conclusion holds for smaller accretion rates, at 

which the time the black hole spends in the vicinity of M = 10-4 M 0 will be longer 

while the luminosity L will be considerably smaller: L ~ 30LF1 for M = Ms/2 

and L ~ 4Lp1 for M = Ma/5. Since the accretion rate (M8 ex M 2
) will be much 

smaller in the earlier stages of the evolution of the black hole, the luminosity will 

never exceed a few Flammang luminosities for M < 10-4 M 0 . 

As the black hole grows beyond 10-4 M 0 , the convection will find it more diffi­

cult to cope with the higher accretion rate as can be seen from Fig. 5.2. We have 

followed the growth of L( M), as determined by the prescription outlined above, 

up to the point where L roughly equals the solar luminosity L 0 and the central 

convective region encompasses about 10% of the mass of the Sun. Clearly, the 

correct integration of the solar structure, at such relatively large radii, would have 

to include the energy produced by nuclear burning. However, by not including it, 

we obtain a reasonable approximation to the requisite L [16]. 

In Fig. 5.2 we express L(M) in terms of both the Flammang [LFI(M)] and solar 

(L0 ) luminosities. We also show the portion Mconv/ M 0 of the total mass of the 

Sun that is included in the central convective region, as well as the time tlife(M) 

that remains until the end of accretion at the gjven mass of the black hole. Again, 

the full lines correspond to M = 0.2Ms, dotted to M = 0.5Ma, and dashed to 

M = lMa. 
We observe that in all three cases the luminosity L( M) will reach L0 about 

three days before the final collapse of the Sun. However, at smaller accretion rates 

(M = 0.2Ms- see dashed lines) this luminosity is achieved when the mass of the 

black hole is near M +. Given the proximity of M + and the relatively small total 

energy released at this stage (,...., 1039ergs), it is almost certain that the accretion 

will sail through this period without producing any change in the appearance of 

the Sun. Obviously, due to the still lower L( M), this conclusion would hold for 

even smaller accretion rates ( M < 0.2M8 ) . Thus, t he probable lowering of the 

accretion rates below the Bondi value, due to to the formation of the torus at 

small radii, would lead to an accretion invisible for outside observers until the last 

tens of minutes before the demise of the Sun. 

If the accretion could somehow proceed at higher rates (M ,...., Ma), a much 

higher energy output would be possible in the last two or three days. The physics 
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of accretion would become rather more complex, resulting in a possible change 

in the Sun's appearance. This last stage would then lie outside the scope of this 

paper. We rest content with the conclusion that for all but (at most) the last 

two or three days of the accretion, an outside observer would see no reason not to 

consider the Sun just another, ordinary star. 
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Appendix: A stationary solution of the viscous 

angular momentum transport equation 

We rewrite the time independent Eq. (5.13) in a more convenient form 

d D KD -n = - -n+-
dr r2 r 4 ' 

where n = l/r2 and 
M CoM2 

D=-- = --
- 4-rr pv 4-rr pv · 

Assuming that D is constant everywhere, we can (substitution y 

useful) arrive at the solution 

n = no [ 1 + ~ + ~ ( ~) 
2

] , 

(5.53) 

(5 .54) 

1/r is 

(5.55) 

where we have substituted no = C / D 2
. This solution describes a peculiar station­

ary vortex in which the angular velocity n is constant at r >> D but increases as 

1/r2 for r « D . The "exit" specific angular momentum for the fluid that finally 

escapes (r « D) the braking action of the viscosity v is lex = n0 D 2 /2. 

Strictly speaking, this solution is not directly applicable to the problems dis­

cussed in this article because it assumes a constant accretion rate and stationarity 

everywhere - as well as a constant viscosity . However, it strongly indicates that 

viscosity, or any other angular momentum transport mechanism which can be rea­

sonably quantified by a "diffusivity" v, can effectively keep the angular velocity 

constant if r > D . 
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