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Abstract

Among the branches of astronomy, radio astronomy is unique in that it spans the largest portion

of the electromagnetic spectrum, e.g., from about 10 MHz to 300 GHz. On the other hand, due to

scientific priorities as well as technological limitations, radio astronomy receivers have traditionally

covered only about an octave bandwidth. This approach of “one specialized receiver for one primary

science goal” is, however, not only becoming too expensive for next-generation radio telescopes

comprising thousands of small antennas, but also is inadequate to answer some of the scientific

questions of today which require simultaneous coverage of very large bandwidths.

This thesis presents significant improvements on the state of the art of two key receiver com-

ponents in pursuit of decade-bandwidth radio astronomy: 1) reflector feed antennas; 2) low-noise

amplifiers on compound-semiconductor technologies.

The first part of this thesis introduces the quadruple-ridged flared horn, a flexible, dual linear-

polarization reflector feed antenna that achieves 5:1–7:1 frequency bandwidths while maintaining

near-constant beamwidth. The horn is unique in that it is the only wideband feed antenna suitable

for radio astronomy that: 1) can be designed to have nominal 10 dB beamwidth between 30 and 150

degrees; 2) requires one single-ended 50 Ω low-noise amplifier per polarization. Design, analysis, and

measurements of several quad-ridged horns are presented to demonstrate its feasibility and flexibility.

The second part of the thesis focuses on modeling and measurements of discrete high-electron

mobility transistors (HEMTs) and their applications in wideband, extremely low-noise amplifiers.

The transistors and microwave monolithic integrated circuit low-noise amplifiers described herein

have been fabricated on two state-of-the-art HEMT processes: 1) 35 nm indium phosphide; 2)

70 nm gallium arsenide. DC and microwave performance of transistors from both processes at room

and cryogenic temperatures are included, as well as first-reported measurements of detailed noise

characterization of the sub-micron HEMTs at both temperatures. Design and measurements of two

low-noise amplifiers covering 1–20 and 8–50 GHz fabricated on both processes are also provided,

which show that the 1–20 GHz amplifier improves the state of the art in cryogenic noise and band-

width, while the 8–50 GHz amplifier achieves noise performance only slightly worse than the best

published results but does so with nearly a decade bandwidth.
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Chapter 1

Introduction and Background

Radio astronomy instrumentation has consistently been at the forefront of microwave electronics

from feed antennas, through low-noise amplifiers (LNAs) and to back-end electronics. Since Karl

Jansky first discovered the radio emission from the Milky Way in 1932, each of these components

has undergone tremendous development resulting in orders of magnitude improvement in sensitivity

and bandwidth of receivers. Today, the key components of a typical radio astronomy receiver that

primarily determine sensitivity and bandwidth are:

1. Corrugated horn feed antenna with about octave bandwidth;

2. Silicon germanium (SiGe), indium phosphide (InP), or gallium arsenide (GaAs) low-noise

amplifier with at least octave bandwidth;

3. Digital back-end electronics, such as correlators, spectrometers, etc., capable of processing

multi-GHz bandwidths simultaneously.

This dissertation is about pushing the simultaneous bandwidth of the first two components in pursuit

of decade-bandwidth radio astronomy receivers.

In addition to system versatility, motivations for decade-bandwidth radio astronomy are two-

fold. First, simultaneous frequency coverage enables exploration of new scientific questions. In

particular, transient and continuum radio astronomy would benefit the most from decade or near-

decade bandwidths. Some scientific applications are the following:

1. Observations of pulsed (pulsars) and transient radiation which occur in limited time periods

but over many octaves of frequency (0.6 to 3 GHz and 2 to 12 GHz are desired bands). The

detection sensitivity and timing accuracy can be enhanced by receiving systems matched to

this wide spectrum and the pulsar timing observations are of great interest for the detection

of gravitational waves [1];

2. For very long baseline interferometry (VLBI) observations where large bandwidth (2 to 14

GHz) increases sensitivity and removes fringe ambiguity [2, 3];
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Figure 1.1: Receiver room of the Green Bank Telescope

3. For measuring the spectral shape (spectral index) of continuum radio sources (such as super-

nova remnants and quasars) which helps to determine the emission mechanism [4, 5];

4. While spectral line observations typically require the highest sensitivity and may thus not be

the first candidate for decade-bandwidth systems, such systems could still prove valuable to

search for radio spectral lines with large unknown red-shifts (8 to 50 GHz would be useful).

The second, and arguably more practical, motivation for decade-bandwidth radio astronomy instru-

mentation is cost. Recent trends in radio astronomy are in the direction of increased number of

elements, be it dishes or focal plane elements, simultaneously covering decade bandwidths. For ex-

ample, the Square Kilometer Array (SKA) is currently the biggest radio telescope project and when

completed, it will consist of roughly 3000 dishes and possibly many more dipole elements which, in

aggregate, will amount to a square kilometer collecting area [6, 7].

Realizing telescopes such as the SKA using today’s octave-bandwidth receivers could be so costly

to the point of being impossible. As an example, Figure 1.1 shows the receiver room of the Green

Bank Telescope (GBT) operated by the National Radio Astronomy Observatory in Green Bank,

West Virginia which covers 100 MHz to 100 GHz with more than 10 front-end receivers. Each

front-end involves a feed antenna, an LNA, and associated cryogenics. Suppose the cost of each

receiver is $100,000 and the target frequency range is much smaller than the GBT, e.g., 1 GHz

to 10 GHz as is suggested for initial phase of the SKA. This frequency range can be covered with

a single decade-bandwidth receiver instead of four octave-bandwidth ones. The total savings in

receiver electronics costs is $300,000 per antenna or $900 million for 3000 dishes. Even with a more

conservative approach which assumes two near-decade-bandwidth receivers, the cost savings is $600
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million. And this does not even include savings in power and maintenance bills!

This thesis is divided into two parts:

1. The quadruple-ridged flared horn (Chapters 2–4): The first part begins with an

overview of radio telescope reflector antennas and the common metrics used to evaluate their

performance. The requirements of radio telescope feed antennas are discussed in length. In

Chapter 3, the quadruple-ridged flared horn (QRFH)—a near-constant-beamwidth reflector

antenna feed capable of achieving 7:1 frequency bandwidths—is introduced and its design and

analysis are detailed. This discussion is followed by five example QRFH designs demonstrating

suitability of the quad-ridged horn in wide range of radio telescopes.

2. Compound-Semiconductor LNAs (Chapters 5–7): The topic of the second part of

the thesis is design, analysis and measurements of wideband LNAs on two state-of-the-art

high electron mobility transistor (HEMT) processes which are introduced in Chapter 5. The

results of extensive dc, small-signal and noise characterization of discrete transistors from both

processes are described in Chapter 6. In the last chapter of this part, design and measurements

of LNAs fabricated on these processes achieving decade bandwidth and more are detailed.

1.1 State of the art in Wideband Feeds

As alluded to earlier, corrugated horns are the standard bearer in terms of reflector antenna feeds

for applications above 0.5 GHz requiring the highest sensitivity such as radio astronomy. They meet

or exceed all the performance requirements of a radio telescope feed antenna, namely they achieve:

1. almost Gaussian, circularly symmetric radiation pattern with a prescribed nominal beamwidth;

2. little to no change in radiation patterns with frequency;

3. very low sidelobes;

4. excellent cross-polarization;

5. constant or near-constant phase center with frequency.

However, these desirable characteristics can only be realized over a 2:1 frequency bandwidth at most.

The bandwidth limitation arises from two factors: 1) depth of corrugations in the horn are propor-

tional to quarter wavelength; 2) ortho-mode transducers used to obtain dual linear polarization.

Due to increasing interest in decade-bandwidth radio astronomy, there has been much emphasis

in feed antennas achieving such large bandwidths in the last couple years. As a result, number of

ultra-wideband feed antennas with dual linear polarization have emerged. For instance, the four

feed antennas under consideration for the SKA project are:
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9 

Prior State of the Art 
Corrugated horns satisfy all except bandwidth 

Type Radiation pattern features 
Typical 

aperture 
efficiency 

Input 
Impedance 

BW 
Cost 

Estimate 

Corrugated 
horn 

Almost Gaussian beam, constant with 
freq; low sidelobes, excellent x-pol; const 
phase ctr; can be designed for different 

beamwidths 

80-85% 
50 Ohm 

single-ended 
2:1 

Low to 
medium 

Eleven 
feed 

Const beamwidth w/ reasonably circular 
beam; mediocre x-pol; const phase ctr; 

tough to change beamwidth  
60-65% 

200 Ohm 
differential 

7:1 High 

ATA feed 

Const beamwidth w/ reasonably circular 
beam; mediocre to poor x-pol; large 
phase ctr variation; tough to change 

beamwidth  

50% 
200 Ohm 

differential 
10:1 

Medium 
to high 

QSC feed 

Const beamwidth w/ reasonably circular 
beam; mediocre to poor x-pol; ??? phase 

ctr variation; tough to change 
beamwidth 

60% 
200 Ohm 

differential 
10:1 ??? 

Sinuous 
feed 

Mediocre beamwidth stability w/ 
elliptical beam; mediocre x-pol; const 

phase ctr; tough to change beamwidth 
60%??? 

260 Ohm 
differential 

4:1 Medium 

Eleven Feed (Chalmers) ATA Feed (UCB) 

Sinuous Feed (UVa) QSC Feed (Cornell) 

(a) (b)

Figure 1.2: Photographs of the (a) “log-periodic” type wideband feeds, (b) quad-ridged flared horn,
all of which are currently under consideration for the SKA project.

1. Eleven feed from Chalmers University of Technology [8];

2. Allen Telescope Array (ATA) feed from University of California Berkeley [9];

3. Quasi self-complementary feed from Cornell University;

4. Sinuous feed from University of Virginia [10]

whose photographs are shown in Figure 1.2(a). It is seen that all are of the “log-periodic” type. As

a result, they possess a lot of similar features. Table 1.1 summarizes key features of all of these feed

antennas in addition to the quad-ridged flared horn.

Because log-periodic antennas are frequency independent, they maintain constant beamwidth

with frequency [11]. This is the case for the three of the four wideband feeds listed above where

the exception is the sinuous feed which exhibits more beamwidth variation resulting in somewhat

elliptical radiation patterns. On the other hand, the first three feeds, especially the Eleven and

the ATA feeds, achieve constant beamwidth over ≥ 7:1 frequency bandwidths with fairly good

circular symmetry of radiation patterns. Another similarity between these feeds is that they all

have differential inputs with 200-260 Ω nominal input impedance. All but the Eleven feed require

either two differential LNAs or four single-ended LNAs which need to be gain and phase matched.

The Eleven feed employs eight single-ended, matched LNAs or four differential LNAs where each

pair of differential LNAs also have to be matched. The ATA feed exhibits significant phase center
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Radiation Pattern Features Input Imp. Bandwidth Cost Est.

Corr. horn

Almost Gaussian beam, constant with freq;

50 Ω 2:1 Lowlow sidelobes, excellent x-pol; const phase center

can be designed for different beamwidths

Eleven feed

Const beamwidth with circular beam;

200 Ω diff 7:1 Highmediocre x-pol; const phase center;

tough to change beamwidth

ATA feed

Const beamwidth with circular beam;

200 Ω diff 10:1 Med. to highmediocre to poor x-pol; large phase center

variation; tough to change beamwidth

QSC feed

Const beamwidth with circular beam;

200 Ω diff 10:1 N/Amediocre-poor x-pol;

tough to change beamwidth

Sinuous Mediocre beamwidth stability w/ elliptical beam;

200 Ω diff 4:1 Medium
feed

mediocre x-pol; const phase center;

tough to change beamwidth

QRFH

Good beamwidth stability in E & D-planes;

50 Ω 5:1 – 7:1 Lowmediocre x-pol; small phase center variation;

can be designed for different beamwidths

Table 1.1: Summary of key features of the five ultra-wideband feeds under consideration for the
SKA project

variation with frequency while the others have constant or near-constant phase centers. Finally,

nominal beamwidths of these antennas cannot easily be changed to accommodate different reflector

antenna optics.

On the other hand, the quadruple-ridged flared horn described in the first part of this thesis

possesses two unique capabilities when compared to the other wideband feeds. Its most distinct

feature is the ability to design the horn to have a nearly constant beamwidth over a ≥ 5:1 frequency

band for nominal 10 dB beamwidths between 30 and 140 degrees. Similar to corrugated horns, this

flexibility is a result of the horn radiation patterns being primarily determined by the so-called flare

angle, defined and explained in Chapter 3. Therefore, this horn could enable broadband frequency

coverage on radio telescopes of different optical configurations. The second unique feature of this

horn is that its input impedance could be designed to have a nominal value between 50 and 100 Ω

while requiring only one single-ended LNA per polarization. This further reduces costs of the next

generation telescope systems. Presently, the only disadvantage of the QRFH is the poor beamwidth

stability in φ = 90◦ plane, while it exhibits good beamwidth stability in φ = 0◦, 45◦ planes. Phase

center variation of the horn is small enough that its impact on aperture efficiency over the desired

frequency range is very small.
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1.2 State of the art in Wideband LNAs

Compound semiconductor low-noise amplifiers (LNAs) have long been the leading front-end receiver

component in applications requiring state-of-the-art performance such as defense, remote sensing,

and radio astronomy. Among these, radio astronomy systems require the lowest noise temperature

and very high gain stability under cryogenic operation. Today, III-V semiconductor amplifiers dom-

inate radio astronomy receivers due to the pioneering work of Weinreb in 1980 [12] demonstrating

the superior performance of these technologies.

Increasing number of elements simultaneously covering decade bandwidths in next generation

radio telescopes necessitate very large number of ultra-widebandwidth LNAs with low power con-

sumption. Traditionally, InP has been the semiconductor of choice in radio astronomy microwave

and millimeter-wave LNAs due to its superior noise and gain performance up through 150 GHz

[13, 14, 15, 16, 17, 18] beyond which super-conducting mixers have been employed. However, due

to its niche market, InP has seen the slowest development pace compared to GaAs and silicon.

Moreover, centimeter-wave LNAs designed at Caltech and fabricated by Northrop Grumman Cor-

poration have exhibited no improvement in cryogenic noise in addition to roughly 50% yield after

pre-selecting MMICs at room temperature based on gate leakage and pinch-off characteristics [19].

This is primarily due to the fact that NGC’s InP process is research-oriented rather than a commer-

cial process and is primarily aimed for millimeter-wave electronics as evidenced by record-breaking

results produced by NGC InP amplifiers operating above 75 GHz up to 0.5 THz (see [20, 21] as well

as some of the references earlier in this paragraph).

As radio astronomy receivers get more complex and require many more elements, there is re-

newed emphasis on cost, yield and process stability. This leads to reconsideration of GaAs which

is commercially more attractive and thus, has enjoyed more investment in process development in

recent years [22, 23, 24]. In the second part of this dissertation, room temperature and cryogenic

performance of discrete transistors and MMIC LNAs achieving very low noise over decade band-

widths from two state-of-the-art HEMT processes: 35 nm InP pHEMT and 70 nm GaAs mHEMT

are investigated. The two LNA designs presented herein cover the following frequency ranges: 1)

1–20 GHz; 2) 8–50 GHz.

In cm-wave astronomy, typical frequency bands of interest for MMIC LNAs have been: 1–12,

4–8, 4–12, 2–14, 3–18 GHz1. Another motivation for the 1–20 GHz LNAs designed in this research is

the possibility of covering all of these frequency bands in one MMIC. While the packaged amplifier

could be optimized for specific frequency bands by specialized input matching networks, a versatile

MMIC covering 1-20 GHz could prove very useful and convenient. Additionally, such an LNA with

good low-power performance would be very attractive as IF amplifier following SIS mixers whose IF

1These are in addition to more traditional hybrid LNAs usually covering octave bandwidths.
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Technology BW [GHz] Gain [dB] NF [dB] |S11| [dB] Power [mW]

Caltech WBA13 0.1 µm InP 1–12 38
1 @ 300 K

-15 15-20
0.08 @ 20 K

Caltech 6-18 0.1 µm InP 6–18 35 0.09 @ 20 K -15 12

LNF
0.13 µm InP 1–12 38

0.9 @ 300 K
-12 15-20

(Chalmers) 0.08 @ 12 K

LNF
0.15 µm GaAs 6–20 31

1 @ 300 K
-10 22

(Chalmers) 0.15 @ 10 K

Table 1.2: Key performance specifications of four cryogenic LNAs covering 1–20 GHz

bandwidths reach 15 GHz. Table 1.2 lists key performance metrics of four state-of-the-art cryogenic

MMIC LNAs covering subsets of this frequency range.

A cryogenic low-noise amplifier covering 8–50 GHz is not currently available for radio astronomy

applications. Instead, typical LNAs in radio astronomy usually only cover a waveguide band, e.g.,

26–40 GHz. For instance, a 30–43 GHz amplifier designed at Caltech and fabricated on NGC 0.1

µm InP process achieves 30 dB gain and noise figure of 2 dB at 300 K and 0.36 dB at 20 K with

15–20 mW DC power consumption. Wider bandwidth LNAs with similar or somewhat higher noise

performance is of interest as IF amplifier following hot-electron-bolometer (HEB) super-conducting

mixers. Another motivation for this LNA in this research has been integration of such a MMIC into

a future 8–50 GHz quad-ridged flared horn.

1.3 Publications
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� A. Akgiray and S. Weinreb, “Noise Measurements of Discrete HEMT Transistors and Ap-

plication to Wideband, Very Low Noise Amplifiers,” submitted to IEEE Trans. Microwave

Theory Tech., Jan 2013.

� R. Keller, C. Kasemann, S. Weinreb, A. Akgiray, U. Bach, P. Freire, K. Grypstra, R. Karup-

pusamy, M. Kramer, P. Müller, F. Schäfer and B. Winkel, “An Ultra Broad Band Radiometer

Receiver for the Effelsberg 100m Telescope,” in press, Advances in Radio Science, Jan 2013.

� A. Akgiray, S. Weinreb and W. A. Imbriale, “Circular Quadruple-Ridged Flared Horn Achiev-

ing Near-Constant Beamwidth Over Multi-Octave Bandwidth: Design and Measurements,”

IEEE Trans. Antennas Propag., vol. 61, no. 3, 2013.

� W. A. Imbriale, S. Weinreb, G. Jones, H. Mani, and A. Akgiray, “The Design and Performance
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A. Fung, T. Gaier, S. Weinreb, A. C. S. Readhead, C. Lawrence, S. Sarkozy, and R. Lai, “A

75-116-GHz with 23-K noise temperature at 108 GHz,” to be presented at the 2013 IEEE

International Microwave Symposium, Seattle, WA, USA, June 2013.

� A. Akgiray and S. Weinreb, “Ultrawideband Square and Circular Quad-Ridge Horns With

Near-Constant Beamwidth,”presented at 2012 IEEE International Conference on Ultra-Wideband,

Syracuse, NY, USA, September 2012.

� S. Weinreb, A. Akgiray and D. Russell, “Wideband Feeds and Low Noise Amplifiers for Large

Arrays,” presented at XXX URSI General Assembly and Scientific Symposium of International

Union of Radio Science, Istanbul, Turkey, August 2011.

� A. Akgiray, W. A. Imbriale and S. Weinreb, “Design and Measurements of Dual-Polarized

Wideband Constant-Beamwidth Quadruple-Ridged Flared Horn,” 2011 IEEE Int. Symposium

on Antennas and Propag. and USNC/URSI National Radio Science Meeting, Spokane, WA,

USA, July 2011. Student Paper Competition Honorable Mention

� W. A. Imbriale and A. Akgiray, “Performance of a Quad-Ridged Feed in a Wideband Radio

Telescope,” 5th European Conference on Antennas and Propag., Rome, Italy, April 2011.

� A. Akgiray and S. Weinreb, “Wideband Near-Constant Beamwidth Flared Quad-Ridge Horn
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Part I

The Quad-Ridged Flared Horn
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Chapter 2

Key Requirements of Radio
Telescope Feeds

Almost all of today’s radio telescopes operating above 0.5 GHz use reflector antennas consisting

of one or more mirror(s), where the primary mirror is very large in terms of wavelength because

astronomical signals are extremely weak and a large antenna collecting area (equivalently, large

antenna gain) is needed to detect them. This chapter begins with a brief overview of radio telescope

reflector antennas followed by a discussion of the metrics used to quantify a reflector antenna’s

performance, namely aperture efficiency and system noise temperature. The figure of merit most

commonly used in radio astronomy is then discussed. The chapter concludes with an explanation of

the key requirements of radio telescope feed antennas.

2.1 Reflector Antenna Optics

Reflector antennas come in variety of configurations depending on mirror type, number of mirrors,

optical geometry, etc. The most common mirror types are planar, spherical, conical, paraboloid,

hyperboloid and ellipsoid with the last three being the dominant types in very high gain applications.

Further, reflectors can be symmetric or offset; shaped or unshaped; can have one, two or more mirrors

which may be arranged in Gregorian, Cassegrain, ring-focus, beam-waveguide, etc., configurations.

In shaped systems, there are at least two mirrors whose surfaces are synthesized to achieve particular

amplitude and phase distributions on the reflector aperture. The design of reflector antennas is

usually performed first using geometrical optics (GO) and refined through physical optics (PO),

physical theory of diffraction (PTD) or geometrical theory of diffraction (GTD) [25].

The most common reflector antenna configurations in radio astronomy are symmetric and offset

dual-reflector antennas in Cassegrain or Gregorian geometries which are depicted in Figure 2.1. The

front-fed reflector is also sometimes used, especially for low-frequency radio astronomy and is shown

in the same figure as well. In all of these configurations, the primary mirror is a paraboloid and
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Figure 2.1: The most common reflector antenna optical configurations in radio astronomy
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focuses plane waves from distant sources onto a single focal point F.

The Gregorian configuration comprises an ellipsoidal secondary mirror in addition to the parabolic

primary. The focal point of the parabola, F, is collocated with one of the foci of the ellipsoid F1; the

feed antenna is located at the other focal point of the ellipsoid, F2. The Cassegrain reflector antenna

uses a hyperboloidal secondary mirror instead of an ellipsoid. The focal point of the primary is

collocated with the hyperboloid’s focal point behind the secondary mirror F1 and the feed antenna

is located at the other focal point F2. An important disadvantage of the symmetric configurations

as compared to their offset counterparts of Figure 2.1 is the aperture blockage due to the secondary

mirror (or the feed in the case of the front-fed parabola) which reduces the aperture efficiency as

explained in the next section.

Some of the parameters of interest in the design of a reflector antenna include gain, spillover, first

and far-out sidelobe levels, cross-polarization level. All of these are strongly dependent on the feed

antenna performance and are most commonly quantified via aperture efficiency discussed in detail

next.

2.2 Aperture Efficiency

Reflector antennas, just like horn and lens antennas, are aperture antennas which are characterized

by a planar aperture, perpendicular to the direction of maximum radiation, through which the

majority of the radiation passes [25]. Apertures of the typical reflector configurations are depicted

in Figure 2.1. In all of these cases, the aperture is circular, and reflector analysis using GO reduces

to tracing rays from the feed antenna to the aperture and taking the Fourier transform of aperture

fields to obtain far-field radiation patterns [11].

One of the canonical examples of an aperture antenna (and one that is relevant to reflector

antennas) is a circular aperture of radius a in an infinite ground plane which can be analyzed in

closed form under uniform illumination and yields the well-known Airy disc far-field pattern1 [26]

J1 (ka sin θ)

ka sin θ
(2.1)

where k is the wavenumber and J1 is the first-order Bessel function of the first kind. Figure 2.2(a)

displays the aperture field distributions with uniform and tapered illuminations, and the resultant

far-fields are plotted in part (b) for a = 3λ. The tapered illumination is designed with an edge taper

of -15 dB which represents a reasonable approximation of realistic aperture distributions on radio

telescopes.

The first observation from these plots is the small but significant difference in gains between the

1Note that the aperture area is assumed to be much larger than λ2.
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Figure 2.2: (a) Field distribution (with uniform phase), (b) the resultant far-field patterns of a
circular aperture in an infinite ground plane under uniform and tapered illuminations. The far-field
pattern of the tapered distribution is calculated using the results in [27].

two cases. In fact, it can be shown that uniform illumination always yields the maximum gain2 for

any aperture shape, and in the case of a circular aperture, the maximum gain is [26]

Gmax,circ =
4π

λ2

(
πa2
)

or more generally, the maximum gain for an arbitrary aperture shape is

Gmax =
4π

λ2
Aphys

where Aphys is the physical area of the aperture. The tapered illumination, on the other hand, yields

slightly lower gain and larger beamwidth with the same aperture size. This directly leads to the

definition of effective aperture area or effective area of an antenna: it is the area of a uniformly

illuminated aperture that yields the same gain G, namely [25],

Aeff ≡
λ2

4π
G (2.2)

The aperture efficiency, also known as antenna efficiency, is then defined as the ratio of an

2Technically, directivity is the correct term to use here; however, the two are equal for an antenna with no ohmic
losses which is the underlying assumption.
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antenna’s effective area to its physical area [25]

η ≡ Aeff
Aphys

=
G

Gmax
(2.3)

which is valid for Aphys � λ2. Under tapered illumination, for instance, the aperture efficiency is

approximately 78% because gain is about 1.1 dB lower than that for uniform illumination.

Aperture efficiency of a reflector antenna is determined not only by the aperture field taper.

In fact, any power loss in the on-axis direction (i.e., θ = 0) results in lower efficiency. Such loss

factors include phase errors in aperture fields, spillover energy, cross-polarization, aperture blockage,

scattering from support structures, surface errors, etc. In the design of feed antennas for reflectors,

it is common to approximate the aperture efficiency by neglecting losses due to blockage, support

structure scattering, and surface errors. This approximate efficiency is then primarily a function of

feed antenna performance, and is sometimes called the antenna feed efficiency [28]. Henceforth, the

term aperture efficiency is used to refer to this approximate efficiency.

Obtaining a general, closed-form expression for aperture efficiency of a reflector antenna is not

possible as it depends on the particular reflector optics and feed antenna radiation pattern. The

efficiency can be calculated numerically using GO, PO, GTD or PTD; however, these are com-

putationally expensive severely limiting their use in feed antenna design. Thus, an approximate

closed-form expression is sought. To that end, the following radiation pattern is frequently assumed

for the feed antenna (x-polarization):

Ef ≡ Vθ (θ) cosφθ̂ − Vφ (θ) sinφφ̂ (2.4)

because: 1) φ integration can be performed analytically due to circular symmetry; 2) far-field pat-

terns first-order azimuthal terms maximize gain of a paraboloidal reflector antenna [29] (also see

Section 3.5). Then, the approximate aperture efficiency of a symmetric prime-focus or Cassegrain

reflector is given by [30]

η = 2 cot2 θs
2

∣∣∣∫ θs0
Vco45 (θ) tan θ

2 dθ
∣∣∣2∫ π

0

[
|Vco45 (θ)|2 + |Vxp45 (θ)|2

]
sin θ dθ

(2.5)

where

Vco45 (θ) ≡ 1

2
[Vθ (θ)− Vφ (θ)] (2.6)

Vxp45 (θ) ≡ 1

2
[Vθ (θ) + Vφ (θ)] (2.7)

and θs is one half of the subtended angle to the edge of the primary (or secondary) reflector.
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In order to further evaluate sources of efficiency loss during feed antenna design, the aperture

efficiency expression is frequently factored into “sub-efficiency” terms ηi such that

η =
∏
i

ηi. (2.8)

Many factorization has been proposed in the literature [28, 31, 32]. In this research, a slightly

modified version of the factorization in [30, 32] is used. In particular, the aperture efficiency is

factored as,

η = ηill ηsp ηφ ηxp ηBOR1 (2.9)

which, from left to right, are illumination, spillover, phase, cross-polarization, and Body-of-Revolution-

1 (BOR1) sub-efficiencies. The expressions for these terms are available in [30, 32] and are not

reproduced; however, a brief explanation of each follows.

Illumination: Measures how close the realized aperture distribution is to uniform illumination.

This is what was referred to as “aperture efficiency” above for the non-uniformly illuminated

circular aperture, because all other “sub-efficiency” terms are equal to one in that case. This

term is sometimes called taper efficiency.

Spillover: Ratio of power captured by the reflector to total radiated power. Conversely, (1− ηsp)×
100 represents the percentage power lost to energy spilling past the reflector. In the circular

aperture example above, the assumption was that the aperture fields abruptly fall to zero right

at the aperture rim which is impossible to realize. This is a very important term, as explained

in the next section, because spillover energy increases antenna noise temperature.

Phase: Measures how uniform the phase distribution is in the reflector aperture. It is the only

sub-efficiency that depends on the physical location of the feed with respect to the focal point

of the reflector. Linear phase in the aperture would steer the reflector beam and any other

phase perturbation results in far-field pattern degradation such as increased sidelobe level and

shallow nulls [11]. Feed antennas with significant phase center variation in terms of wavelength

in the frequency band of interest yield poor phase efficiency. Conversely, constant phase center

implies constant phase efficiency that is approximately equal to one.

Polarization: Measures the peak cross-polarization level in the φ = 45◦ plane, namely maxθ |Vxp45 (θ)| .
Most reflector antennas contribute little to no cross-polarization, and the feed cross-polarization

performance predominantly determines the overall performance. This efficiency is called the

polarization sidelobe efficiency in [30]. (Note that the definition of Vxp45 in (2.7) is same as

Ludwig’s 3rd definition [33] only for the so-called Body-of-Revolution-1 antennas)

BOR1: The feed radiation pattern definition in (2.4) only has first-order azimuthal terms, because,
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(green dotted) calculated using equations in [30]

as alluded to earlier, such far-field patterns give the maximum secondary gain. In other words,

higher-order azimuthal terms do not contribute to on-axis gain of the reflector antenna, and

thus represent a power loss [29]. BOR1 efficiency quantifies this power loss and is defined as

the ratio of power in first-order azimuthal modes to total radiated power. This efficiency is

sometimes called azimuth mode efficiency [31].

The illumination and spillover efficiencies calculated using the results in [30] are plotted in Figure 2.3

as a function of feed edge taper3 which, in combination with Figure 2.2, reveals some key points

regarding aperture illumination and spillover. In particular, tapered aperture illumination results in

1. Broader beamwidth;

2. Reduced gain ⇒ reduced aperture efficiency;

3. Greatly reduced first sidelobe level;

4. Much reduced spillover energy.

These figures also show the well-known trade-off between illumination and spillover, and demonstrate

the theoretical maximum aperture efficiency of a symmetric paraboloidal reflector antenna, 80%,

attained at approximately -10 dB feed edge taper. The realized aperture efficiency will necessarily

be lower due both to aforementioned losses in the reflector and the feed.

3Due to path loss, edge taper at the reflector rim would be slightly less
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The approximate aperture efficiency and the sub-efficiencies mentioned above are only used in

this research in comparing one quad-ridged horn to another during the design process. When a

promising quad-ridged horn design is identified, PO calculations are carried out to evaluate its

performance on the telescope.

2.3 Figure of Merit for a Radio Telescope

The primary goal in the design of radio telescopes and deep-space communication reflector antennas

is to maximize the gain and minimize system noise temperature, both of which increase telescope’s

sensitivity. Therefore, the most widely used figure of merit in radio telescope design is given as

FoM ≡ Aeff
Tsys

= η
Aphys
Tsys

(2.10)

where Tsys is the system noise temperature and the other parameters are defined in the previous

section. The system noise temperature is given by4

Tsys ≡ TAnt + TLNA = (1− ηspill)Tn + Tsky + TLNA (2.11)

where TLNA is the effective input noise temperature of the low-noise amplifier proceeding the feed

antenna; Tsky represents noise pick-up from the sky; Tn is the effective temperature seen by the

spillover energy (e.g., if all spillover energy hit the ground, Tn would be 300K). It is seen from

(2.10) that maximizing aperture efficiency is critical, but minimizing spillover is perhaps even more

important because both the numerator and the denominator depend on it. For instance, assuming

Tn = 150 K, η = 0.6, ηspill = 0.9, and Tsky + TLNA = 10 K, a 2% increase in spillover efficiency

(increases from 90 to 92%) yields more than 14% increase in the figure of merit.

2.4 Requirements of Radio Telescope Feed Antennas

The discussions in the previous two sections bring out the most important requirements of feed

antennas to be used in radio astronomy:

1. Constant beamwidth

2. Circularly symmetric radiation pattern (first-order azimuthal terms only)

3. Small, preferably no, phase center variation

4. Low cross-polarization

4Assuming gain of the LNA is large enough so that input noise contribution of components following the LNA is
negligible
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5. Good input return loss to reduce impact on Tsys

and these need to be achieved over an octave or larger bandwidth. In addition, the feed should

be easily integrable into a cryogenic dewar. Presently, the only antennas that meet and exceed all

of these requirements are Pickett-Potter type [34, 35] and corrugated horns, which can achieve an

octave bandwidth at most.
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Chapter 3

Design, Analysis, and Fabrication
of Quad-Ridged Horns

This chapter focuses on design and analysis of quad-ridged horns achieving near-constant beamwidth

over multi-octave bandwidths. In the first section, a brief overview of the literature on dual- and

quad-ridged structures is provided. The initial approach of and the software tools developed for

quad-ridged horn design are detailed in the second section of the chapter. Key features of the quad-

ridged horn and its design are discussed in detail. In addition, quad-ridged horn fabrication details

are briefly reviewed. The chapter concludes with an outline of the method used to compute aperture

mode content of the QRFH.

3.1 Historical Overview

Dual-ridged waveguides have been identified for their ultra-wideband capabilities as early as the

1940s [36, 37]. Most of the initial analyses relied on transverse-resonance methods and on deriving

equivalent circuits for the ridged waveguide to calculate cutoff frequencies. Hopfer [38] expanded

upon the existing literature by providing parametric studies of cutoff frequencies, attenuation, etc.

Montgomery [39] generalized the analysis to include the complete eigenvalue spectrum of these

structures. These studies all showed that the dual-ridged waveguide exhibits significantly larger

bandwidth compared with hollow waveguides due to the ridges lowering the dominant mode cutoff

frequency by nearly a factor of four. The term “bandwidth” is defined here as the ratio of cutoff

frequency of the dominant mode to that of the next higher-order mode, i.e., single-mode bandwidth.

The major practical limitation of dual-ridged waveguides and horns is the fact that they can only

support single linear polarization; hence, quad-ridged structures, initially thought to also support

similarly large bandwidths, gained prominence where dual linear polarization was required.

Quad-ridged waveguides have been analyzed using the finite-element method [40] and magnetic

field integral equations [41, 42] for cutoff frequencies and mode fields of the first few modes as a



20

function of ridge-to-ridge gap and ridge thickness. These analyses show that while the dominant

mode cutoff frequency in quad-ridged structures is also decreased by nearly factor of four, the single-

mode bandwidth of such waveguides is not as large as their dual-ridged counterparts. This is due

to mode splitting of the TE21 and TE20 modes of circular and square waveguides, respectively,

whereby cutoff frequency of one of the split modes is significantly loaded by the ridges causing

it to decrease along with the dominant mode. Despite having reduced single-mode bandwidth,

quad-ridged structures are still widely used in many microwave applications requiring octave to

multi-octave bandwidths, e.g., wideband ortho-mode transducers (OMTs) [43, 44], quad-ridged horns

[45, 46, 47]. This is due to two reasons: 1) many applications do not require single mode propagation;

2) if structure has both x- and y- symmetry (two-fold symmetry), the TE21 (TE20) mode will not

be excited.

Design of quad-ridged waveguide structures—especially ones with flared cross sections in the

direction of propagation—still suffer from lack of a theoretical or empirical analysis. The afore-

mentioned papers on quad-ridged waveguides only address the first few eigenmodes whereas more

knowledge on the eigenvalue spectrum of the structure and the coupling between eigenmodes via

tapered ridges/walls are needed to efficiently design components such as the horns presented herein.

In the absence of such relationships, design and development of these components have traditionally

been based on numerical analysis.

3.2 Numerical Design Approach

While desired aperture mode coefficients can be computed in a relatively straight-forward fashion

as explained in the previous chapter, finding the geometry to realize the necessary aperture modes

is difficult and can only be done by trial and error numerical design. Numerical electromagnetic

analysis of antennas spanning multi-octave bandwidths, on the other hand, usually requires long

simulation times. In order to accelerate this process and facilitate unattended operation, an extensive

software setup was established early in this research. A number of scripts were written in MATLAB

to communicate with the electromagnetic solver CST Microwave Studio (MWS) [48] via Matlab’s

COM and CST’s Visual Basic interfaces, in addition to performing computations such as those in

Chapter 2. Figure 3.1 shows a flow diagram of the optimization algorithm.

The quad-ridged horn geometry is represented in MATLAB by approximately 15 parameters,

the most important of which are shown in Figure 3.2. The first step in the optimization is to

provide the initial set of parameters defining the QRFH geometry, the frequency range of interest,

and the subtended angle to the primary (secondary) reflector. While not shown in the flow chart of

Figure 3.1, the user also selects at this point the subset of parameters to be used in the optimization

routine and defines a range for each such that the optimization is carried out within this range.
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Figure 3.1: The optimization algorithm used for QRFH design. All the steps except “Perform EM
simulation” are executed in MATLAB.
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The software then checks the existing database to ensure the initial QRFH geometry input by the

user has not been simulated previously. If the geometry has been simulated previously, a new set of

parameters are generated so that each simulated geometry is unique. Once a unique parameter set is

found, the geometry is uploaded to CST MWS and the EM simulation is started. Upon completion

of the simulation, MATLAB commands CST to write scattering parameters and far-field patterns

to disk for archiving.

The data set is also simultaneously read into MATLAB to calculate the optimization cost func-

tion. The cost function involves the input reflection coefficient, aperture efficiency, and ratio of

power in the main beam of a cosq pattern of a given edge taper to that of the simulated patterns.

The input reflection coefficient error is represented by three terms. First, define the return loss and

standing-wave ratio errors as, respectively,

Γerr (fi) = 20 log10 |Γsim (fi)|+ 10 (3.1)

SWRerr (fi) = SWRsim (fi)− 2 (3.2)

where Γsim (fi) and SWRsim (fi) are, respectively, the simulated reflection coefficient and standing-

wave ratio as a function of discrete frequency fi; and the +10 and -2 terms on the right-hand sides

are because the return loss optimization goal is ≥ 10 dB (equivalent to SWR ≈ 2). These errors

are stored in vector format in MATLAB and all the negative error terms are discarded. Then, the

three terms in the cost function proportional to the reflection coefficient are

Γerr−mean =
1

N

N∑
i=1

Γerr (fi) (3.3)

Γerr−max = max [Γerr (fi)] (3.4)

SWRerr = SWRerr (fi) for i = 1, . . . , M (3.5)

where the index M is usually much less than N, the total number of frequency points at which

the scattering parameters are calculated. The point of this last term is to increase error weights at

the low-frequency end of the QRFH band, which is where the QRFH becomes close to cutoff and

return loss rapidly approaches 0 dB (⇒ SWR → ∞). The aperture efficiency is calculated per the

equations in Section 2.2 and the aperture efficiency error is given as

ηerr (fi) = 55%− 100× ηsim (fi) (3.6)

where ηsim is calculated as described in Section 2.2 and discrete frequency fi represents the frequen-

cies at which the radiation patterns are calculated (usually much fewer than number of frequency

points used in scattering parameter simulation). The final error term in the cost function compares
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the simulated radiation patterns to the ideal cosq pattern in the E- and H-planes. The user defines

the desired edge taper, ET, at the half subtended angle θs and from this, the cosq pattern is easily

obtained

g (θ) = cosq θ with q =
ET

20 log10 (cos θs)
. (3.7)

This pattern is then integrated to get the “total power” and compared with the integral of the

simulated patterns in the E- and H-planes, namely

PWRerr−E =

∫ π
2

0
Esim (θ) |φ=0◦ sin θdθ∫ π

2

0
g (θ) sin θdθ

(3.8)

PWRerr−H =

∫ π
2

0
Esim (θ) |φ=90◦ sin θdθ∫ π

2

0
g (θ) sin θdθ

(3.9)

The purpose of these terms is to ensure that not only the simulated edge taper approaches the

desired value, but also to avoid nulls and large ripples in the main beam. The final cost vector is

then given by

C =



Γerr−mean

Γerr−max

SWRerr

ηerr

PWRerr−E

PWRerr−H


where bold-face indicates vector quantities dependent on frequency. Once the cost function is eval-

uated, MATLAB resumes the optimization until design objectives are met.

Three built-in MATLAB optimization routines have been used in this research, namely lsqnon-

lin, GlobalSearch, simulannealbnd. The first is the default non-linear least-squares optimizer

in MATLAB. It has the advantage of estimating Jacobian of the cost function with respect to the

optimization variables thereby learning to predict how a given change in one parameter will affect

the cost function. Its biggest disadvantage, however, is that it can easily converge to and get stuck

in a local minima, which severely limited its use in this research. The last two routines are part

of Matlab’s global optimization toolbox. The most time was spent using the simulated annealing

algorithm. Its rate of convergence is very slow; however, it automatically restarts the optimizer with

a randomly generated parameter set after a prescribed number of iterations. This results in better

coverage of the parameter space and has yielded the most number of useful QRFH geometries.

This automated software configuration, combined with a dedicated workstation with a graphics

processing unit (GPU), has enabled tremendous decrease in simulation times and facilitated compila-

tion of an extensive database of quad-ridged horn performance as a function of geometric parameters
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horn profiles of this QRFH (the medium gain QRFH) are provided in Appendix A
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(with more than 15000 different geometrical configurations and counting). While such an extensive

database is costly in terms of storage space, the archived results are frequently re-evaluated using

different criteria, cost functions, etc., serving as excellent baselines for new QRFH designs.

3.3 The QRFH Design: A Qualitative Look

While there are many parameters defining the quadruple-ridge horn geometry, designing a quad-ridge

horn with a prescribed beamwidth reduces to proper selection of the ridge and sidewall profiles. The

optimal ridge/wall profile combination is the one that achieves:

1. Circular radiation pattern with the desired 10 dB beamwidth over the frequency range of

interest, and

2. Smooth impedance transformation between 50 Ohm and free-space impedance.

While majority of the prior work on double- and quadruple-ridged horns focuses on exponential

and elliptical profiles for both ridges and sidewall, we have investigated many other profiles in this

research, most of which are from corrugated and smooth-wall horn literature [49]. Expressions for

all the profiles used in this work and their plots for a typical QRFH geometry are presented in Table

3.1 and Figure 3.3, respectively.

As explained in Section 3.5, obtaining constant beamwidth from a circular aperture necessitates

an aperture field distribution that shrinks in area as frequency is increased (see Figure 3.7(a))
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Table 3.1: Profile options considered in this work. All profiles except the exponential and elliptical
are from [49]; the exponential profile is a modified version of the one in [50]. ai and ao are the radii
at the feed point and horn aperture, respectively; L is the taper length; R is the exponential opening
rate; p is the exponent of sinusoid, polynomial, xp, and tanp profiles and can take on values in the
range [0,∞] ; A is a parameter between [0, 1] that determines how much linear taper is added.
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assuming uniform phase at the aperture. Figure 3.4(a) presents |Ex| (left) and ∠Ex (right) at the

aperture of the first QRFH at 1, 2, 3.5, 5, and 6 flo. It is immediately observed that the aperture field

magnitude distribution in the horizontal plane (plane of the excited polarization) is quite constant

over the 6:1 frequency range (field distribution in the vertical plane shows more variability). In

contrast, |Ex| and ∠Ex of an identical horn but without the ridges display significant variability

both in terms of amplitude and phase distributions as shown in Figure 3.4(b).

Figure 3.4(a) reveals that in the case of the quad-ridge horn, it is the aperture area with uniform

phase that is shrinking as frequency is increased. This is attained predominantly by the ridge profile.

Specifically, difference in path lengths along the horn’s longitudinal axis and along the ridge profile

introduces additional phase to fields near the aperture rim. The additional phase accrued increases

as frequency is increased which results in the reduced aperture area with uniform phase. This is very

similar to smooth-wall and corrugated horns which are sometimes referred to as flare-angle limited

horns. The flare angle for the QRFH geometry is defined in Figure 3.2(a) and primarily determines

the beamwidth of the horn in φ = 0◦ and 45◦ planes. To illustrate this point, two sets of simulations

are carried out which use the design of the first built QRFH (see Section 4.4) as baseline. This

quad-ridge horn employs exponential ridge and sidewall tapers with the functional form given in

Table 3.1.

In the first case, the exponential opening rate, R of Table 3.1, is varied ±40% with respect to the

as-built value of R0, thereby changing the flare angle. Fig. 3.5(a) shows the simulated ridge profiles

with all other parameters fixed. 10 dB beamwidths in φ = 0, 45, 90 degree planes at a constant

frequency of 5 GHz are plotted in Fig. 3.5(c). Strong dependence of beamwidth on flare angle is

noted in the φ = 0, 45 degree planes. H-plane beamwidth shows markedly weaker dependence.

For the second set of simulations, aperture diameter of the quad-ridge horn is swept from −20%

to +40% of the as-built value, D0, while maintaining identical flare angles, which requires scaling

of horn’s taper length. Resulting profiles are depicted in Fig. 3.5(b) and Fig. 3.5(d) plots 10 dB

beamwidths and lowest useable frequency which show that aperture size has only a secondary effect

on both.

While the flare angle—or more generally, the ridge profile—determines the nominal beamwidth of

the horn, the ridges serve another important purpose. Namely, they enable multi-octave-bandwidth

operation by lowering cutoff frequency of the dominant waveguide mode. The parameters defining

the geometry near the bottom of the horn, shown in 3.2(b), are critical for achieving such wideband

operation, and are:

1. horn radius at the throat;

2. ridge-to-ridge gap width g;

3. ridge thickness t;
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Figure 3.4: x-directed aperture fields of (a) the medium gain QRFH of Section 4.4, (b) identical
horn but without the ridges. Magnitude is plotted on the left and phase on the right for both (a)
and (b). All plots are on the same scale.
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Figure 3.5: Side view of the ridge as: (a) exponential opening rate is swept from -40% to +40%
of the baseline value R0, (b) aperture diameter is swept from -20% to +40% of the baseline value
D0; 10 dB beamwidth in φ = 0, 45, 90 degree planes (at a constant frequency of 5 GHz) and lowest
useable frequency as a function of: (c) the exponential opening rate of the ridge, (d) the aperture
diameter. φ = 0, 45, 90 curves are plotted using, respectively, solid, dash-dotted and dashed lines.
Dash-dotted curve with diamond markers is lowest useable frequency below which the quad-ridge
horn is cutoff. The flare angle β is shown in part (a).
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4. ridge tip width w

where the last three are not independent. As shown in [42], heavily loaded ridges, namely g → 0,

lower cutoff frequency of the dominant mode by as much as factor of four. For example, cutoff

frequency of the dominant mode in a circular waveguide of radius 27.395 millimeters (as-built radius

of the medium gain QRFH of Section 4.4) is 3.21 GHz whereas the cutoff frequency of the dominant

mode in the same waveguide but with heavily loaded ridges is computed numerically to be 0.85 GHz.

Comparing the top plots in Figure 3.4(a) and (b) also underline this fact, which show that in the

absence of the ridges, the horn is below cutoff at 2 GHz. Increasing ridge thickness also reduces the

dominant mode cutoff frequency, but its impact is much less pronounced.

Another consideration in selecting the ridge and sidewall profiles is that the ridge-to-ridge gap

must be small enough at any cross section along the horn’s longitudinal axis to ensure propagation

of the dominant mode in the desired frequency range. The dominant mode cutoff frequency is a

strong function of gap width implying the cutoff frequency increase due to a small increase in the

gap width can only be offset by a larger change in the sidewall radius. This, in turn, makes the

horn prone to unwanted higher-order mode excitation. For example, the lowest useable frequency of

Figure 3.5(c) does not approach the cutoff frequency in the throat, namely 0.85 GHz, because the

dominant mode is below cutoff further up in the horn due to ridge-to-ridge gap increasing rapidly.

In summary, horn radius at the throat, gap width g and the ridge profile are critical in determining

the lowest useable frequency of the horn.

The gap width, in conjunction with the ridge thickness, also establishes the nominal input

impedance of the horn. Smaller gap width translates to lower input impedance and vice versa.

Same effect can also be obtained by increasing the ridge thickness. This suggests that not only

tip-to-tip gap width is critical but also the gap between adjacent ridges (along the chamfered edges)

which, to a large extent, is controlled by the gap width. This is because thicker ridges—or smaller

gap width—implies larger shunt capacitance.

3.4 Fabrication Considerations

The quad-ridge horns built to date have been built in pieces using a numerically controlled milling

machine. The base of the horn (i.e. around the feed point) is the most critical part in terms of

tolerances on dimensions, locations and orientations of the ridges. The gap width and ridge-to-

ridge distance along the chamfered edges (see Figure 3.2(b)) are the primary factors determining

input impedance, and proper location and orientation of ridges are of utmost importance to avoid

unwanted higher-order mode excitations due to asymmetry.

The feed point of the QRFH is inherently asymmetric due to different diameter holes in two

opposing ridges; however, this asymmetry is very minor and does not excite higher-order modes.
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If, on the other hand, the ridge location and orientation is not properly set, it would have a direct

impact on the mode content due to the changing boundary conditions in the horn.

While numerically controlled parts facilitate keeping of tolerances, the fact that ridges are bolted

onto the sidewall and difficulty of drilling ridge mounting holes at precise locations suggest that

another method be used to constrain the ridge orientation and location. Two mounting holes per

ridge on the flat bottom plate and guiding pins are used to keep the ridges at the proper locations.

Ridge-to-sidewall as well as ridge-to-backplate mounting holes are shown in Figure 3.6.

A low-loss coaxial air line through one ridge with center conductor connected to the opposite ridge

is used to form a balun and excite the ridge waveguide at the base of the horn. The connection of the

center conductor of this air line to the opposite ridge is quite critical. This could be accomplished

with a pin socket for the center conductor but a more positive contact was selected which also allows

some adjustment of the contact point. An accurate 0.508 mm diameter gold-plated gage pin is press-

fit into a short 0-80 threaded stud which screws into a threaded hole through the opposite ridge. A

set screw from the back of the ridge is then utilized to lock the thread of the center conductor. The

input end of the center conductor plugs into a well-formed socket of a commercial SMA connector

with a slip joint to accommodate tolerances and differential thermal expansion of center conductor

and horn body. A small degree of tuning of the feed return loss is accomplished by turning the

threaded rod to adjust the contact point in the opposite ridge. These details are provided in the

bottom half of Figure 3.6. It is also worth noting that because coaxial line of the second polarization

is physically above the first one, there is inherently a slight performance difference between two

ports.

3.5 Aperture Mode Content

Before proceeding to example QRFH designs of the next chapter, a method for calculating TE and

TM mode coefficients required at a circular aperture to achieve given radiation patterns is presented.

This procedure is based on [29] and is used in the next chapter to evaluate aperture mode content

of the quad-ridged horns.

The approach relies on the fact that far-field patterns of all hollow circular waveguide modes

are expressed in closed form [29, 51]. Neglecting reflections at the aperture, the far-field patterns of

transverse-electric mode TEmn are

ETEθ,mn = −amn jmmJm (X ′mn)
Jm (ka sin θ)

ka sin θ
cosmφ Ψ (θ) (3.10)

ETEφ,mn = amn j
mX ′2mnJm (X ′mn)

J ′m (ka sin θ)

X ′2mn − (ka sin θ)
2 sinmφ Ψ (θ) (3.11)
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and those of the transverse-magnetic mode TMmn are

ETMθ,mn = bmn j
mXmnJ

′
m (Xmn)

ka sin θJm (ka sin θ)

X2
mn − (ka sin θ)

2 cosmφ Ψ (θ) (3.12)

where

Ψ (θ) =
ka2

2
(1 + cos θ)

e−jkR

R

k =
2π

λ

λ = Wavelength

a = Waveguide aperture radius

R = Far-field radius

Xmn = nth zero of Jm (x)

X ′mn = nth zero of J ′m (x) ,

m ∈ [0,∞] , n ∈ [1,∞] ; amn and bmn are complex amplitude coefficients of the TE and TM modes,

respectively. These equations underline an important feature. Specifically, φ-directed far-fields are

determined only by the TE modes, and the shape of the θ-directed far-fields of the TE modes depend

on m but not on n. This implies that, for a given m, the φ-component of the radiation patterns can

be synthesized entirely from TE modes, and then the θ-component may be synthesized from TM

modes without affecting the former.

Consequently, an arbitrary radiation pattern f (θ, φ) can be written as a sum of patterns of each

mode, i.e.,

f (u, φ) =
1 +

√
1−

(
u
ka

)2
2


M,N∑
m=0
n=1

[
Amn

mJm (u)

X ′2mnu
−Bmn

uJm (u)

u2 −X2
mn

]
cosmφ θ̂

+

[
Amn

J ′m (u)

u2 −X ′2mn

]
sinmφ φ̂

}
(3.13)

where

Amn = −amnjmkJm (X ′mn)X ′2mna
2

Bmn = bmnj
mkJ ′m (Xmn)Xmna

2 (3.14)

u = ka sin θ

After some algebra and using orthogonality of sine and cosine, the final expressions for the complex
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Figure 3.7: (a) Aperture distributions as a function of frequency and (b) the resultant far-field
patterns (black) in addition to Gaussian (red dashed) and cosq (green dotted) radiation patterns.
10 dB beamwidth is 90 degrees.

mode coefficients are found to be [29]

Apq =
2

1 +

√
1−

(
X′pq
ka

)2

2X ′pq
πJ ′′p

(
X ′pq

) 2π∫
0

fφ
(
X ′pq, φ

)
sin pφdφ. (3.15)

Bpq =
2

1 +

√
1−

(
Xpq
ka

)2

2

πJp+1 (Xpq)

2π∫
0

fθ (Xpq, φ) cos pφdφ (3.16)

which demonstrates that the TE and TM coefficients are in fact independent, as alluded to earlier.

Before proceeding into calculation of mode coefficients of an “ideal” radiation pattern, it is worth-

while to make a few observations. First, the summation in (3.13) is finite so long as the aperture is

of finite extent and wavelength is greater than zero, because only modes above cutoff at the aperture

can contribute to far-field radiation patterns, and for a given aperture size, number of such modes

is always finite. Secondly, fits to the desired radiation pattern obtained through this approach are

necessarily approximate, because the fitting is performed at a set of discrete points, namely u = Xpq

for the θ-component and u = X ′pq for the φ-component.

Another important observation from these equations is that the radiation patterns of individual

modes reach their maxima near the points u = Xmn and u = X ′mn for TMmn and TEmn modes,

respectively. This implies that for a fixed aperture size, adding more modes broadens the radi-

ation pattern. Conversely, using more modes necessitates a larger aperture to maintain constant

beamwidth [29]. However, phase errors in the horn aperture can significantly degrade performance
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Figure 3.8: (a) TE and (b) TM modes required at a circular aperture of radius a = 0.6λlo to achieve
the desired far-field pattern of Figure 3.7 from 1 to 6 flo. Mode coefficients are normalized such that
total power in all modes at a given frequency sums to 1.

for large apertures. This is the reason it is more difficult to design octave-band corrugated horns

with wide beamwidths. The same holds for quadruple-ridged horns as demonstrated in Chapter 4.

Equations (3.15) and (3.16) are now used to calculate the necessary modes at an aperture with

radius 0.6λlo to achieve circularly symmetric radiation pattern with 10 dB beamwidth of 90 degrees.

Figure 3.7(a) shows the aperture distributions required to achieve far-field patterns with 90 degree

beamwidth over 6:1 frequency band which are calculated using the results in [27, 52]. The far-field

pattern obtained from these distributions are plotted in part (b) of the same figure in black along

with Gaussian and cosq patterns yielding the same beamwidth.

The mode coefficient computations are performed in MATLAB [53] and the results are provided

graphically in Figure 3.8. A subset of the results are also listed in Table 3.2. As expected, the TE11

mode is the dominant mode throughout the frequency range; however, its relative power decreases

monotonically with frequency. The next three most significant modes are TM11, TE12, and TM12.

This observation, as well as the relative power content in each mode, is in good agreement with the

power distribution in an optimum four-mode horn [29].

The requirement of circular symmetry in the radiation patterns necessitates far-field patterns

exhibiting the following azimuthal dependence1

f (u, φ) ∝ Vθ (u) cosφθ̂ + Vφ (u) sinφφ̂. (3.17)

As observed from (3.13), such patterns are attained with only m = 1 modes at the aperture. The

results of Figure 3.8, where only m = 1 modes are present, confirm this point. Lack of even-order

1This is the “optimum” far-field pattern of Ludwig [29].
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Mode
Frequency

1flo 3flo 4.5flo 6flo

TE11 1.0000 1.0000 1.0000 1.0000
TM11 0.0878 0.6027 0.6580 0.6789

TE12 0 0.4996 0.6079 0.6517
TM12 0 0.3605 0.5190 0.5897

TE13 0 0.2556 0.4480 0.5440
TM13 0 0.1595 0.3645 0.4828

TE14 0 0.0949 0.2941 0.4289
TM14 0 0 0.2248 0.3687

TE15 0 0 0.1693 0.3155
TM15 0 0 0.1209 0.2619

TE16 0 0 0 0.2159
TM16 0 0 0 0.1728

TE17 0 0 0 0.1372
TM17 0 0 0 0.1058

Table 3.2: Amplitudes of TE and TM modes, normalized to that of TE11, required to realize the
desired radiation pattern of Figure 3.7 with a circular aperture of radius a = 0.6λlo. All modes are
in phase with TE11.

modes, e.g. m = 0, 2, 4, · · · , is due to perfect two-fold symmetry of the aperture field distribution.

Moreover, the curves in this figure reinforce the earlier point on the need to have more modes at

the aperture to maintain large beamwidth and circular beam as aperture size grows in terms of

wavelength.

We conclude this section by highlighting the inherent assumptions in the above development.

One of these assumptions, neglecting reflections at the aperture, has already been mentioned. More

importantly, this development also approximates the guide wavelength at the aperture with the free-

space wavelength. This is certainly not true for the example calculation presented in Figure 3.8 at

the low end of the frequency band where, for instance, the aperture diameter is only 1.2λlo. On the

other hand, it is a fairly good assumption in the upper half of the frequency band for the first three or

four modes. It is possible to address both of these assumptions by modifying equations (3.10-3.12)

as outlined in [51]. This, however, is not pursued, because the increase in accuracy gained from

such an exercise is thought to be small, especially when the aperture mode calculation is applied to

circular quadruple-ridged horns as is done in Chapter 4.
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Chapter 4

Example Designs

The flexibility to design the QRFH for varying nominal 10 dB beamwidths through proper choice of

ridge/wall profiles has made it a very attractive radio telescope feed antenna in the two years since

the first QRFH was built. Its appeal is further increased because it is:

1. currently the only ultra-wideband feed that requires one single-ended 50 Ohm LNA per polar-

ization;

2. the easiest to scale for operation in different frequency bands;

3. very stable and repeatable structurally. It can be accurately and cheaply machined from

aluminum;

4. inherently low loss because of no dielectrics and relatively low current density with no thin

metal surfaces.

As a result, there has been ample interest in quad-ridge horns designed at Caltech. Table 4.1 lists

status of all the QRFH designs built to date in addition to those that are currently in discussion.

Figure 4.1 displays this list in a more visual format.

Majority of today’s cm-wave radio telescopes have f -numbers (f/D ratios) between 0.3 and 0.5

at primary, because low f -numbers yield more compact telescope designs. On the other hand, there

are some notable secondary focus antennas with high f/D such as the Green Bank Telescope, the 65

meter antenna at Shanghai Astronomical Observatory, and NASA’s Deep Space Network antennas1.

In this chapter, simulated—and, where available, measured—performance of five QRFH antennas

are presented. The designs are selected to demonstrate the suitability of the quad-ridge horn in

telescopes with f -numbers from 0.3 to 2.5. Measured system performance of a radio telescope with

one of the quad-ridge designs presented herein is also provided while predicted system performance

curves are included for the remaining designs. A square QRFH design is demonstrated which is very

1Deep Space Network antennas are technically not radio telescopes, but they are sometimes used for radio astron-
omy.
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Figure 4.1: A world map showing locations of the quad-ridge flared horns delivered to date (red
place marks) and those that are in discussion phase (yellow place marks). The map was generated
using Google Maps.

attractive for low-frequency operation due to relative ease of fabrication. Additionally, TE and TM

mode coefficients at the aperture of the first three quad-ridge horns are presented.

The first section describes the antenna far-field measurement setup used for the QRFH measure-

ments. The subsequent sections detail the five QRFH designs and are arranged in ascending order of

nominal beamwidth. Target applications for these horns can be found in Table 4.1. Figure 4.2 com-

pares profiles of the five horns which underscores the relationship between flare angle and nominal

beamwidth. All results of this chapter, except measured and predicted system performance curves,

are scaled such that the lowest frequency of operation, flo, of all quad-ridge horns is identical and

relative bandwidths are used instead of absolute ones.

4.1 Pattern Measurement Setup

The radiation patterns of the quad-ridge horns were measured using a far-field pattern measurement

setup on the roof of the electrical engineering building at California Institute of Technology. Fig-

ure 4.3 displays a photo and the block diagram of the far-field range. Obstacles on the roof limit

the accuracy of the patterns to the -25 dB level; however, this is sufficient to determine the main

beam, the first side lobes and performance in a reflector system.

Both co- and cross-polarized radiation patterns are measured in three azimuthal planes, namely

φ = 0, 45, and 90 degrees, for θ = [-180, 180] degrees with one degree steps in the main beam.
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Figure 4.2: Profiles of the very high (black), high (red), medium (blue), low (cyan), and very low
(orange) gain quad-ridge designs. All profiles are scaled such that their lowest frequency of operation
flo is 1 GHz. Dimensions are in millimeters
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P/N: ZVA-183-S 
Amplifier 

AUT 

55’ + 16’  
RF Cable 

P/N: ZVA-183-S 
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Figure 4.3: (a) Photo and (b) block diagram of the pattern measurement setup on the roof of Moore
Laboratory at California Institute of Technology.
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The far-field range is designed to work between 1 and 18 GHz. It is limited at the low end by

very strong RFI as a result of which a high-pass filter with 1 GHz cutoff frequency is used for most

of the measurements presented here. Maximum frequency of the receiving antenna, a broadband

log-periodic dipole, is 18 GHz and determines the upper frequency of the pattern range.
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Figure 4.4: Three-dimensional CAD drawings of the very high gain quad-ridge horn. Feed diameter
is 230 cm (3.83λlo) and length is 400.5 cm (6.68λlo) with flo = 0.5 GHz

4.2 Very-High Gain QRFH

Of the quad-ridge horns presented herein, this QRFH has undergone the least amount of optimization

mainly because the interest in such high gain, wideband horns has been considerably less in the radio

astronomy community. However, as this design and the next show, the high-gain quad-ridge designs

achieve 7:1 bandwidths and perform as well as, if not better than, the lower gain designs.

4.2.1 Application

The intended application of the very high gain quad-ridge horn is as a low-frequency feed, primarily

for pulsar timing experiments, on the 70 meter DSS-14 antenna located at the Goldstone Deep Space

Communication Complex near Barstow, California. DSS-14 comprises of two mirrors in Cassegrain

configuration and the feed antennas are located at the vertex of the primary mirror. The full

subtended angle to the secondary reflector is 32 degrees (f/D = 1.78).

4.2.2 Simulations

The nominal 10 dB beamwidth of this feed is 30-32 degrees which yields somewhat high edge taper;

however, the horn size becomes prohibitively large for narrower beamwidths. The ridge and sidewall

tapers use the asymmetric sine-squared profile of Table 3.1. This is the largest quad-ridge horn

designed as part of this research with an aperture diameter of approximately 3.3λlo and length of

around 6.4λlo. The flare angle is 19 degrees.

The simulated reflection coefficients of both polarizations are plotted in Figure 4.5 along with
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Figure 4.5: Simulated scattering parameters of the very high gain QRFH
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Figure 4.6: Simulated (a) co-polarized, (b) cross-polarized (Ludwig 3rd definition) radiation patterns
of the very high gain QRFH in φ = 0◦, 45◦, 90◦ azimuthal planes over the frequency range f/flo =
[1, 7]
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isolation between the two polarizations. The match needs improvement; it is the worst among the

QRFH designs presented herein which is mainly due to insufficient optimization.

Figure 4.6 presents polar plots of the co- and cross-polarized radiation patterns (Ludwig’s 3rd

definition [33]) in the φ = 0◦ (E), 45◦ (D), 90◦ (H) planes. The three-dimensional, total far-field

patterns are displayed in Figure 4.7. The 10 dB beamwidths in the E- and D-planes are approxi-

mately 30 degrees, while the H-plane beamwidth varies between 40 and 20 degrees. There are no

visible sidelobes, backlobes are at least 30 dB down from boresight, and the beam is well-formed and

shows no splitting over 7:1 frequency range. The cross-polarization in the diagonal plane is better

than -10 dB over most of the band, and peaks to about -9 dB over very narrow frequency range.

Intensity plots (function of both phase and magnitude) of x-directed electric field, Ex, in the

horn as a function of frequency are presented in Figure 4.8. They reveal that the electric field is

more tightly coupled to the ridges all the way up to the aperture for lower frequencies. On the other

hand, this coupling becomes looser at higher frequencies. Qualitatively, this could be thought of as

radiation beginning further in the horn at higher frequencies. The fields seem to “break up” around

6-7 flo showing considerable intensity near the ridges, which may be because of reflections due to

unwanted mode coupling.

4.2.3 Aperture mode content

The mode coefficients at the aperture of the very high gain QRFH are calculated using the method

described in Appendix 3.5. The modes required to generate the desired radiation patterns are also

calculated using the same approach. Figure 4.9 presents these normalized mode coefficients where

only the first four modes needed for the desired radiation patterns are plotted.

These curves show that the simulated mode content at the aperture comes fairly close to the

desired mode distribution; however, better mode control is needed, especially for TM modes. Fur-

thermore, there is fine structure in the simulated coefficients in the middle as well as the upper end

of the frequency range. This is believed to be in part due to the limited optimization this design has

undergone. The field “break up” around 6–7 flo, mentioned in the previous subsection, seems to be

correlated strongly with decrease in TE11 and TM11 coefficients while TE12 and TE13 coefficients

become more prominent.

Another observation from these plots is the absence of even-order azimuthal modes, which is an

important result that suggests that ridges do not significantly alter the mode conversion expected

from a smooth-walled horn with the identical profile. In particular, it was shown in [54] that horn

diameter variations can only cause coupling between modes of same azimuthal order.
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Figure 4.7: Three dimensional radiation patterns of the very high gain QRFH.
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f = 1flo f = 1.5flo

f = 2flo f = 3flo

f = 4flo f = 5flo

f = 6flo f = 7flo

Figure 4.8: Intensity plots of Ex on the x = 0 plane in the very high gain quad-ridge horn which is
excited in the x-polarization.
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Figure 4.9: Normalized mode coefficients (a) required to achieve the desired radiation pattern, (b)
at the aperture of the very high gain QRFH calculated using the simulated patterns. While all the
modes present in the horn are not plotted, the modes plotted account for well more than 99% of the
total power.

Scaled (1.3/.5) 

Unscaled 

Figure 4.10: Predicted aperture efficiency of the DSS-14 70-meter antenna with the very high gain
QRFH as the feed antenna. The efficiency is calculated using physical optics and losses due to RMS
surface error, blockage, struts, etc., are ignored.
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4.2.4 Predicted system performance

This QRFH was initially designed to cover 0.5 to 3.5 GHz. The PO aperture efficiency of the DSS-

14 over this frequency range with the QRFH at the secondary focus appears in Figure 4.10 in blue

which is computed with simulated patterns. It is seen that the average efficiency is > 65% and

the efficiency stays above 55% throughout the band. Recently, there has also been interest at a

higher frequency version of this horn on the DSS-14, namely flo of 1.3 GHz. The predicted aperture

efficiency of this version is also plotted in the same figure and is slightly lower, but still maintains

an average of ∼65%. These results suggest that both horns attain 7:1 frequency bandwidth, at least

according to simulations.
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Figure 4.11: Three-dimensional CAD drawings of the high-gain quad-ridge horn. Feed diameter is
82 cm (1.9λlo) and length is 73.2 cm (1.7λlo) with flo = 0.7 GHz

4.3 High-Gain QRFH

4.3.1 Application

This QRFH was designed to be used as the low-frequency feed of the Goldstone Apple Valley Radio

Telescope (GAVRT) [5] for wide bandwidth pulsar timing experiments. The reflector antenna of this

telescope is the 34 meter DSS-28 located at the Goldstone Deep Space Communication Complex

near Barstow, California. DSS-28 was initially designed for high-power transmission employing two

mirrors in Cassegrain configuration and a beam-waveguide feed system [55]. The antenna was then

retrofitted with a tertiary paraboloid mirror at the vertex of the dish which enabled focusing of

the beam onto a feed mounted on the surface and near the vertex of the dish antenna. The full

subtended angle to the tertiary mirror is 81.2 degrees, but due to the unusual optics the telescope

aperture efficiency increases with increased edge taper at the tertiary reflector.

4.3.2 Simulations

The nominal 10 dB beamwidth of the quad-ridge horn is selected 65 degrees due to size restrictions

near the vertex of the reflector as narrower beamwidths necessitate longer horns with wider apertures

(see Figure 4.2). Both the ridge and sidewall tapers of the final design, shown in Figure 4.11, employ

the xp profile. The aperture diameter is 1.69λlo and the ridge profile length is 1.64λlo. The flare

angle is approximately 45 degrees.

Figure 4.12 presents the simulated S-parameters of this quad-ridge horn. The simulated reflection

coefficient is better than 10 dB across the 7:1 frequency band and better than 15 dB over much of

this range. Figure 4.13 displays two-dimensional cuts of the co- and cross-polarized (Ludwig’s 3rd
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Figure 4.12: Simulated scattering parameters of the high-gain QRFH
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Figure 4.13: Simulated (a) co-polarized, (b) cross-polarized (Ludwig 3rd definition) radiation pat-
terns of the high-gain QRFH in φ = 0◦, 45◦, 90◦ azimuthal planes over the frequency range
f/flo = [1, 7]
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Figure 4.14: Three-dimensional radiation patterns of the high-gain QRFH
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f = 1flo f = 1.5flo

f = 2flo f = 3flo

f = 4flo f = 5flo

f = 6flo f = 7flo

Figure 4.15: Intensity plots of Ex on the x = 0 plane in the high-gain quad-ridge horn which is
excited in the x-polarization
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Figure 4.16: Normalized mode coefficients (a) required to achieve the desired radiation pattern, (b)
at the aperture of the high-gain QRFH calculated using the simulated patterns. While all the modes
present in the horn are not plotted, the modes plotted account for well more than 99% of the total
power.

definition [33]) far-field patterns in φ = 0◦, 45◦, 90◦ planes and the three-dimensional, total radiation

patterns are provided in Figure 4.14. The 10 dB beamwidths in E- and D-planes—and the azimuthal

planes in between—are on average 65 degrees and the beamwidth stability is good. On the other

hand, the H-plane beamwidth decreases from 80 to 40 degrees with increasing frequency resulting

in a more elliptical beam at the upper end of the band. The cross-polarization in the D-plane peaks

to -9 dB over narrow frequency ranges, and is below -10 dB over much of the band.

The intensity plots of Ex shown in Figure 4.15 once again shows tighter coupling to the ridges

at the low end of the frequency band. There is discernible disruption of the fields at 7flo near the

middle of the horn that could be due to undesired mode coupling. This could also be correlated

with the decreasing return loss predicted by the simulations.
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cosq with q = 10

A different QRFH (low accuracy simulation)

High-gain QRFH PolY

High-gain QRFH PolX

Figure 4.17: Predicted aperture efficiency of GAVRT with the high-gain QRFH as the feed antenna.
The efficiency is calculated using physical optics and losses due to RMS surface error, blockage,
struts, etc., are ignored.

4.3.3 Aperture mode content

Figure 4.16(a) and (b) plot, respectively, the calculated aperture mode coefficients of the high-

gain QRFH and the mode coefficients required to achieve the desired radiation pattern, circularly

symmetric far-fields with 10 dB beamwidth of 65 degrees. This design performs better compared

to the very high gain QRFH with regards to achieving a mode distribution as close as possible to

the desired one, the TM coefficient amplitudes showing especially significant improvement. Once

again, the lack of even-order azimuthal modes is noted. Moreover, the mode coefficients exhibit

smoother variation with frequency. The dip in TE11 amplitude—and the increase in TE12 and

TE13 amplitudes—near 4flo corresponds to a similar drop in aperture efficiency presented in the

next subsection.

4.3.4 Predicted system performance

Aperture efficiency of the Goldstone Apple Valley Radio Telescope with the high-gain quad-ridge as

the feed antenna has been calculated from 0.7 to 5.2 GHz using physical optics. The calculations

use simulated patterns and neglect losses due to RMS surface errors, blockage, struts, etc.

Figure 4.17 presents the aperture efficiency of both polarizations in addition to the maximum

attainable aperture efficiency which is realized by cosq feed pattern with q = 10. Also plotted in the

same figure is aperture efficiency of the telescope with an earlier QRFH design that works at lower

frequencies than the high-gain horn presented herein. The modeled efficiency is between 60 to 70%
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from about 1.5 to 5 GHz on both polarizations. The efficiency roll-off at the low end of the band is

due to the tertiary mirror being too small in terms of wavelength and not due to the horn. While the

antenna noise temperature has not been calculated in this case, it is reasonable to expect very low

spillover pick-up due to two reasons: 1) the quad-ridge horn under-illuminates the tertiary for most

of the band; 2) spillover energy does not see the earth, but instead gets reflected from the primary

mirror and radiates into space. Therefore, for most elevation angles the antenna noise temperature

is expected to be less than 10 K.
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Figure 4.18: A photo and three-dimensional CAD drawing of the medium-gain quad-ridge horn.
Feed diameter is 18 cm (1.2λlo) and length is 16.4 cm (1.1λlo) with flo = 2 GHz.

4.4 Medium-Gain QRFH

4.4.1 Application

The shaped dual-reflector radio telescope, for which the medium-gain QRFH is designed, was built

with optics designed at the Jet Propulsion Laboratory [56] and mechanical design and construction

by Patriot/Cobham. The primary reflector has a diameter of 12 meters and the full subtended angle

to the secondary reflector is 100 degrees. It is located at the Goddard Geophysical and Astronomical

Observatory (GGAO), where it serves as a radio telescope for a geodetic VLBI application requiring

50% aperture efficiency and 50 Kelvin system noise temperature.

4.4.2 Stand-alone measurements

The quad-ridge horn is designed with nominal 10 dB beamwidth of 90 degrees and the target

frequency band is 6:1. Both the ridge and sidewall tapers use the exponential profile with an

aperture diameter of 1.18λlo and the horn length of 1.09λlo. The measured reflection coefficients and

isolation are plotted in Figure 4.19. The measured isolation is better than 30 dB up to 10flo, which

is higher than the simulated isolation (not plotted for clarity) of 40 dB up to 7.5flo. The return

loss is better than 10 dB up to almost 10flo for both ports and significantly better than 15 dB over
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Figure 4.19: Measured scattering parameters of the medium-gain QRFH
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Figure 4.20: Measured (a) co-polarized, (b) cross-polarized (Ludwig 3rd definition) radiation pat-
terns of the medium-gain QRFH in φ = 0◦, 45◦, 90◦ azimuthal planes over the frequency range
f/flo = [1, 6]
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Figure 4.21: Comparison of (a) measured and (b) simulated co-polarized radiation patterns of the
medium-gain QRFH in φ = 0◦, 45◦, 90◦ azimuthal planes over the frequency range f/flo = [1, 6].
The curves are at θ angles from 0 to 90 degrees in steps of 10 degrees and are normalized to θ = 0◦.

majority of the band.

The normalized radiation patterns of the QRFH are plotted in Figure 4.20 up to 6flo in the E-,

D- and H-planes and the simulated three-dimensional patterns are presented in Figure 4.22. Good

beamwidth stability is noted in both E- and D-planes. Like the other quad-ridge horns, H-plane

beamwidth shows more variability because of the different boundary condition on the magnetic fields

in the horn. The peak cross-polarization, similar to the horns described previously, is around -10

dB.

Figure 4.21 compares measured and simulated patterns in the three azimuthal planes which

demonstrates that the CST MWS does an excellent job estimating the far-zone radiation patterns

of the QRFH. Most of the fine features in the measurements are captured by the simulations. This

figure also indicates that high-frequency ripple in measured patterns is an artifact of the far-field

range and not due to the horn.

Simulated intensity plots of Ex in Figure 4.23 highlight the fact that both the aperture diameter

and the horn length are small in terms of wavelength at the low end of the band. Energy leaking in

the back direction around 2flo results in increased backlobes, approximately 18 dB below boresight

according to the simulations; however, this is not observed in the measured patterns which could

be due to the mounting plate used during tests. There is also some minor field disruption at 6flo,

which may be correlated with the beam widening observed in the three-dimensional patterns.
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Figure 4.22: Three-dimensional simulated far-field patterns of the medium-gain QRFH.
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f = 1flo f = 1.5flo

f = 2flo f = 3flo

f = 4flo f = 5flo

f = 6flo

Figure 4.23: Intensity plots of Ex on the x = 0 plane in the medium-gain quad-ridge horn which is
excited in the x-polarization.



61

1 2 3 4 5 6

0

10

20

30

40

50

60

70

80

90

100

Desired TE
mn

 Coefficients

f/f
lo

P
e

rc
e

n
t 

o
f 

T
o

ta
l 

P
o

w
e

r

 

 

 1, 1

 1, 2

 1, 3

 1, 4

 1, 5

 1, 6

 1, 7

1 2 3 4 5 6

0

10

20

30

40

50

60

70

80

90

100

Desired TM
mn

 Coefficients

f/f
lo

P
e

rc
e

n
t 

o
f 

T
o

ta
l 

P
o

w
e

r

 

 

 1, 1

 1, 2

 1, 3

 1, 4

 1, 5

 1, 6

 1, 7

(a)

1 2 3 4 5 6

0

10

20

30

40

50

60

70

80

90

100

f/f
lo

P
e

rc
e

n
t 

o
f 

T
o

ta
l 

P
o

w
e

r

 

 

TE
mn

 Coefficients

 1, 1

 1, 2

 1, 3

 1, 4

 1, 5

 1, 6

 1, 7

1 2 3 4 5 6

0

10

20

30

40

50

60

70

80

90

100

f/f
lo

P
e

rc
e

n
t 

o
f 

T
o

ta
l 

P
o

w
e

r

 

 

TM
mn

 Coefficients

 1, 1

 1, 2

 1, 3

 1, 4

 1, 5

 1, 6

 1, 7

(b)

Figure 4.24: Normalized mode coefficients (a) required to achieve the desired radiation pattern, (b)
at the aperture of the medium-gain QRFH calculated using the simulated patterns. The first 7 TE
and 7 TM modes are plotted, which carry the vast majority of the power in the aperture. The
simulated patterns are used, instead of measurements, because of higher azimuthal resolution.

4.4.3 Aperture mode content

Figure 4.24 presents the aperture mode analysis results in part (a) and the necessary mode amplitudes

in part (b). The achieved TE11 amplitude is considerably lower than the desired amplitude at the

low end of the band with the TE12 and TM11 modes mostly carrying the power difference. This

disparity is likely due in part to the aperture being too small in terms of wavelength at these

frequencies and the error due to assumptions in the mode calculation (see Appendix 3.5) could be

significant. Another interesting observation not seen on the previous two horn designs is that the

TE12 mode carries roughly the same fraction of the total power regardless of frequency. It is below

cutoff at the feed point of the horn all the way up to approximately 8 GHz which suggests that it is

generated by curvature of ridges and sidewall and is not excited significantly at the feed point.
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4.4.4 System measurements

The block diagram of the 2-14 GHz broadband receiver installed on the 12m telescope is shown

in Figure 4.25(b). The QRFH is followed by two broadband stripline couplers and two cryogenic

low-noise amplifiers (also developed at Caltech) which are all located inside the cryogenic dewar

(see right half of Figure 4.25(a)) and are cooled to 20 Kelvin physical temperature during telescope

operation. The couplers, despite being cooled, increase overall system noise temperature by a small

amount and are necessary to calibrate the system gain and phase.

The microwave outputs of the LNAs are then passed through two power dividers in order to

split the low-frequency and high-frequency bands due to strong S-band radio frequency interference

and thereby increase dynamic range beyond 4 GHz. The system results presented here are from the

high-frequency band which, as shown in the block diagram, employs 4 GHz high-pass filters. Due

to the total RF bandwidth available from the front-end, the sheer volume of back-end electronics

makes it prohibitive to collocate them with the RF front-end near the apex of the primary reflector.

Instead, a microwave-over-fiber link, which provides fairly uniform insertion loss up through 14 GHz,

is employed to bring the microwave signals down to the electronics room housing the down-converter

and subsequent digital electronics.

To assess the sensitivity of the GGAO 12m radio telescope, a broadband system equivalent flux

density, SEFD (f) , was measured. It is the source flux which will produce a receiver power output

equal to that produced by the system noise and is measured by moving the telescope on and off a

source of known flux as described as follows:

SEFD (f) =
Poff (f)

Pon (f)− Poff (f)

Ssrc (f)

∆ (f)
(4.1)

where f is frequency. In this technique, the telescope observes a radio source of known broadband

flux Ssrc (f) in units of Jansky and the on-source power spectrum, Pon (f) , is measured by the

broadband radio receiver. Then, the off-source power spectrum, Poff (f) , is measured with the

antenna pointed off source azimuthally (to maintain constant atmospheric noise) by 3 beamwidths

at the lowest observation frequency. The source size correction factor, ∆ (f) , compensates for the

fact that the antenna beam is not large enough to collect all the flux from the target radio source.

The SEFD estimates of the GGAO 12m telescope were obtained using Cassiopeia A (Cas A) as

the radio source calibrator. The frequency dependent source flux of Cas A is given by [57, 58]:

log10 [Ssrc (f)] = 5.745− 0.770 log10 f (4.2)

with frequency f in MHz. The source flux density also needs to be corrected for the secular decrease
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Figure 4.25: (a) 12 meter Patriot antenna at GGAO (left) and integration of the circular QRFH into
the dewar (calibration couplers not shown; right), (b) block diagram of the 12 meter radio telescope
front-end showing RF electronics for one linear polarization only.
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in flux density of Cas A whose percentage value per year is given by [58]

d (f) = 0.97− 0.3 log10 f − 3 (4.3)

with f in MHz again. The radio source structure of Cas A is modeled with a disk source distribution,

the form of the source size correction factor for such a model is given by [57, 59]:

∆ (f) =
x2

1− e−x2 with x =
√

4 ln 2× R

θHPBW
(4.4)

where R is the angular radius of the disk and is 2.15 arcminutes [57], and θHPBW is the half-power

beamwidth of the telescope.

An Agilent N9020A-526 signal analyzer was used as the broadband radio receiver for the sensi-

tivity evaluation. In these experiments, the signal analyzer was configured to collect power spectrum

measurements from 2-14 GHz with a 3 MHz resolution bandwidth. Power spectrum measurements

were collected with the telescope both on and off the radio source and stored on hard disk for sub-

sequent data processing. In order to reduce trace noise in the measurements and in turn enhance

the precision in the SEFD estimate, a sliding window filter of length of approximately 100 MHz was

applied to both on- and off-source data sets in post processing.

The broadband source equivalent flux density measurements with Cas A were conducted and

equations (4.1)-(4.4) were used to compute the SEFD to estimate the telescope sensitivity. Con-

verting the SEFD estimate to more familiar aperture efficiency requires knowledge of system noise

temperature Tsys and is accomplished via:

Aeff =
2kTsys

SEFD (f) · πr2
× 1026 (4.5)

where k is Boltzmann’s constant and r is radius of primary reflector. The system noise temperature

is defined as

Tsys ≡ TRx + Tsky + Tspillover︸ ︷︷ ︸
Tantenna

(4.6)

where the terms on the right-hand side are, in order from left to right, receiver, sky, and spillover

noise temperatures. The Tsys is calculated using the Y -factor method with hot/cold loads and is

given by

Tsys =
Thot − Y Tcold

Y − 1
. (4.7)

The hot load used for these tests is an ambient temperature RF absorber with measured physical

temperature Thot, of the order of 295 K, and the Y -factor is given by the ratio of receiver output

power with hot load to that with cold load, i.e., Phot/Pcold. The cold load measurements is performed
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Figure 4.26: The measured system noise temperature and aperture efficiency of the circular QRFH
installed on the GGAO 12 m telescope. The predicted aperture efficiency and antenna noise
temperature—both based upon QRFH far-field pattern integration—are also plotted. The sky noise
temperature is calculated per the method outlined in [60], and is 5.5K at 4 GHz and 6.5K at 10
GHz.

by pointing the telescope off the radio source instead of using an actual liquid nitrogen termination.

As such, Tcold = Tsys which gives

Tsys =
295− Tsky − Tspillover

Y − 1
(4.8)

Without the knowledge of Tsky and Tspillover, this equation cannot be solved to obtain Tsys. Con-

sequently, the sky and spillover noise temperatures are estimated by using predicted values from

physical optics calculations as explained below. The system noise temperature measurements are

carried out in the same configuration as SEFD observations, namely with feed, couplers and LNAs

in the dewar on the telescope followed by the fiber link and the associated back-end electronics.

Using (4.5), the measured broadband aperture efficiency of the GGAO 12m antenna with the

QRFH feed is plotted in Figure 4.26. Also plotted in the same figure are predicted aperture efficiency

and spillover and sky noise temperatures curves based upon the QRFH pattern measurements. A

custom physical optics program, which takes into account shaping of both reflectors, was used to

compute all three quantities with the spillover and sky noise temperatures computed at 48 degree

elevation angle. On the other hand, the Cas A SEFD measurements were performed at an elevation

angle of 60 degrees; however, because spillover and sky temperatures do not usually change rapidly

with elevation angle, the predicted spillover and sky temperatures at 48 degree elevation are used to

estimate the receiver noise contribution.
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The measured aperture efficiency is better than 60% up to 8 GHz and stays above 54% up to

12 GHz. Aperture efficiency averaged over the entire band is 60%. The dips in efficiency near 4,

6 and 9 GHz are not due to the horn, but rather are likely artifacts of interference. This is the

first demonstration of a quad-ridge horn achieving such good performance on a radio telescope. The

measured efficiency is in very good agreement with the efficiency calculated by physical optics using

the measured antenna patterns. The fairly small difference between the predictions from physical

optics and the measurements is most likely due to blockage by the subreflector and its struts.

The measured system noise temperature is better than 50 K from 5 to 10 GHz and is mostly

dominated by the receiver temperature. The Caltech LNAs achieve between 5-20 K noise in this

band where the noise degradation is due to protection diodes. There is an estimated 1 dB loss

preceding the LNA in addition to 3 K additional noise through the coupled arm of the directional

coupler due to finite directivity. Taking all of this into account, there remains about ≥ 10 K

discrepancy between estimated TRx and that suggested by measurements. At this point, the source

of this discrepancy is unclear, but is thought to be one or more of the following:

1. increased Tantenna due to scattering off of struts and other supporting structures of the reflector.

It is very unlikely the additional noise is due to feed loss because the theoretical loss of the

feed, mostly in the internal coaxial lines, is of the order of 0.1dB, and this would contribute

only 0.5K with the feed at 20K.

2. Cryogenic losses, especially preceding the LNAs, unaccounted for in the existing analysis.
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Figure 4.27: Photo and three-dimensional CAD drawing of the low-gain QRFH. Feed diameter is 20
cm (1.5λlo) and length is 13.4 cm (1.03λlo) with flo = 2.3 GHz.

4.5 Low-Gain QRFH

4.5.1 Application

This QRFH is intended for telescopes with f/D ≈ 0.4. The first of this design has been built

and tested and is in the process of being integrated into a VLBI2010 [2] front-end in Japan. Two

more identical horns are being built, one for MIT Haystack Observatory and the other for Shanghai

Astronomical Observatory.

The telescope in Japan, on which this QRFH will be installed, is a copy of the so-called Twin-

Telescope Wettzell, designed and fabricated in Germany [61]. It has a ring-focus secondary mirror

with a primary mirror diameter of 13.2 meters and an effective f/D of approximately 0.4.

4.5.2 Stand-alone measurements

The quad-ridge horn ridge taper uses the sinusoidal profile while the sidewall taper follows the xp

functional form. The nominal 10 dB beamwidth is 120 degrees and the desired bandwidth is 6:1.

The horn length is about 1λlo and the aperture diameter is 1.12λlo with a flare angle of 55 degrees.

The measured reflection coefficients of both polarizations are plotted in Figure 4.28 along with

the isolation. Except between 1.2 and 1.6flo, the return loss is 15 dB or better across most of the

band for both polarizations, and the isolation is better than 25 dB. The increase in return loss

between 1.2 and 1.6flo was predicted by simulations and was a conscious design choice.

Figure 4.29 presents the measured patterns in polar format for the E-, D-, and H-planes. The

three-dimensional patterns are plotted in Figure 4.30. One of the first observations is that the

beamwidth in D-plane is not as constant as the higher gain QRFHs presented herein and it is
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Figure 4.28: Measured scattering parameters of the low-gain QRFH
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Figure 4.29: Measured (a) co-polarized, (b) cross-polarized (Ludwig 3rd definition) radiation
patterns of the low-gain QRFH in φ = 0◦, 45◦, 90◦ azimuthal planes over the frequency range
f/flo = [1, 6]
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on average narrower than the beamwidth in the E-plane which is 120 degrees. Like the other

quad-ridge horns, the H-plane shows significantly more variation. The asymmetry in the radiation

patterns between θ around -90 degrees and 90 degrees is due to the pattern measurement setup.

The roof wall is at θ = 90 degrees causing this beam widening artifact in the measurements. The

cross-polarization level of this horn peaks to -5 dB over very narrow frequency range with a nominal

level of -8 to -9 dB which is higher than previous designs.

The intensity plots of Ex in Figure 4.31 show similar features as the other horns. Comparing

the intensity plots of the higher gain horns to those of the lower gain ones, one observes significant

difference between curvatures of the wave fronts in the two cases. The lower gain horns exhibit more

curvature and the fields are coupled fairly strongly to the ridges even near the aperture. These are

most easily noticed at mid to upper end of the frequency band. On the other hand, the higher gain

horns usually have more planar wave fronts and the fields are loosely coupled to the ridges near the

aperture.

4.5.3 Predicted system performance

Aperture efficiency of the 13.2 meter ring-focus telescope is computed using physical optics ignoring

losses due to blockage, struts, rms surface errors, etc. The simulated patterns are used in the

calculations, which is justified by the close agreement between modeling and measurements of this

horn. Antenna noise temperature is also computed, using the method described in [60, 62], for the

telescope pointing near zenith. Both efficiency and noise temperature are calculated from 2 to 15

GHz as the frequency band of interest in VLBI2010 applications is 2.3 to 14 GHz.

Figure 4.32 presents the computed aperture efficiency and the antenna noise temperature in parts

(a) and (b), respectively. Also plotted in this figure are the efficiency and antenna noise temperature

of the telescope with the medium-gain QRFH presented herein as the feed antenna. The efficiency

with the low-gain QRFH is better than 50% all the way up to 15 GHz and the average efficiency

in the frequency range of interest is > 55%. The antenna noise temperature is also very good, less

than 10 K from 2.5 to 15 GHz.
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Figure 4.30: Three-dimensional simulated far-field patterns of the low-gain QRFH
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f = 1flo f = 1.3flo

f = 2.2flo f = 3flo

f = 3.9flo f = 5.2flo

f = 6.1flo

Figure 4.31: Intensity plots of Ex on the x = 0 plane in the low-gain quad-ridge horn which is
excited in the x-polarization
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Low-gain QRFH (blue)

Medium-gain QRFH (red)

(a)

QRFH-60 Unscaled 

Low-gain QRFH (blue)

Medium-gain QRFH (red)

(b)

Figure 4.32: Predicted (a) aperture efficiency, (b) antenna noise temperature of the 13.2 meter ring-
focus telescope with the low-gain (blue) and medium-gain (red) QRFH as the feed antenna. The
efficiencies are calculated using physical optics and losses due to RMS surface error, blockage, struts,
etc., are ignored. Telescope is assumed to point near zenith for noise temperature calculations.
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Figure 4.33: Photo and three-dimensional CAD drawing of the very low gain quad-ridge horn. Feed
diameter is 14.3 cm (1.1λlo) and length is 11.9 cm (0.91λlo) with flo = 2.3 GHz.

4.6 Very-Low Gain QRFH

4.6.1 Application

The quad-ridge horn with the widest beamwidth is designed for the Westford Radio Telescope at MIT

Haystack Observatory. It is a dual reflector system in Cassegrain configuration with a symmetric

paraboloid primary mirror (diameter of 18.3 meters) and f/D = 0.3 [63]. The horn is currently

integrated into a VLBI2010 receiver at MIT Haystack Observatory.

4.6.2 Stand-alone measurements

The unique aspect of this horn is that it is square instead of circular, see Figure 4.33 for a photo.

Square horns are more favorable for low-frequency designs because they are only curved in one plane

and thus, could be made out of sheet metal much more easily than circular horns. However, their

disadvantage is the increased size at the aperture along the diagonal. The design uses exponential

sidewall taper and xp profile for the ridge taper. The nominal beamwidth is 140 degrees. The

aperture side length is 1.05λlo and the horn length is 0.87λlo. The flare angle is approximately 74

degrees. This is the smallest horn in terms of wavelength designed as part of this research.

The measured return loss of both polarizations and the simulated isolation (due to lack of mea-

surement) are provided in Figure 4.34. The match is poor below 2flo. This is similar to (and worse

than) the low-gain design of the previous section in that only the low-frequency input match dete-

riorates. The reason low-frequency match degrades with increasing beamwidth is the reduction in

aperture size and horn length. In other words, the horn is becoming too small in terms of wavelength

which implies reflections from the aperture which, in turn, degrade input match.
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Figure 4.34: Measured scattering parameters of the very low gain QRFH

The patterns of this horn are measured and are presented in polar format in Figure 4.35. How-

ever, the measurements were incorrectly performed with the two antennas in the near-fields of

each other. This invalidates the phase measurements, but its impact on magnitude measurements

is thought to be less pronounced. Further, high-frequency harmonics at the output of wideband

amplifiers in the pattern measurement setup due to very strong low-frequency RFI have plagued

these measurements. Nevertheless, the measurements are presented here along with the simulated

three-dimensional patterns in Figure 4.36.

Both the measured and the simulated far-fields underline the difficulty in designing such wide-

beamwidth quad-ridge horns. Beamwidth control becomes more difficult and unlike higher gain

designs, there is a serious trade-off between low-frequency input match and high-frequency radiation

pattern performance. This is in line with the discussion in Section 3.5 where it is stated that for a

given aperture size, wider beamwidths require many more modes. Generating and controlling these

become very challenging over such large bandwidths. The intensity plots of Ex also show that near

operating frequency of flo, the horn is too small and there is much energy “leaking” outside the

aperture towards the back and sides.

4.6.3 Predicted system performance

Just as is done for the other quad-ridge horns presented herein, aperture efficiency of the Westford

radio telescope when illuminated by the very low gain QRFH is calculated using physical optics

and losses due to blockage, struts, surface errors are neglected. Because the primary mirror is a

symmetric paraboloid, the physical optics calculations reduce to that of an 18.3 meter parabola with

the QRFH at prime focus.

Figure 4.38 presents the predicted efficiency using both the simulated and measured patterns.

The efficiency using measured patterns falls rapidly with frequency which is completely due to the
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Figure 4.35: Measured (a) co-polarized, (b) cross-polarized (Ludwig 3rd definition) radiation pat-
terns of the very low gain QRFH in φ = 0◦, 45◦, 90◦ azimuthal planes over the frequency range
f/flo = [1, 6]. Part (c) shows photo of the horn during pattern measurements where the two anten-
nas were incorrectly placed in each other’s near-field regions.
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Figure 4.36: Three-dimensional simulated far-field patterns of the very low gain QRFH
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f = 1flo f = 1.3flo

f = 2.2flo f = 3flo

f = 3.9flo f = 5.2flo

f = 6.1flo

Figure 4.37: Intensity plots of Ex on the x = 0 plane in the very low gain quad-ridge horn which is
excited in the x-polarization
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Sim. patterns

Meas. patterns w/ erroneous phase

Figure 4.38: Predicted aperture efficiency of an 18.3 meter prime-focus telescope with f/D =0.3 with
the very low gain QRFH as the feed antenna. The efficiencies using both simulated and measured
patterns are plotted where the latter is significantly lower due to phase error in measurements. The
efficiencies are calculated using physical optics and losses due to RMS surface error, blockage, struts,
etc., are ignored. Telescope is assumed to point near zenith for noise temperature calculations.

aforementioned error in pattern measurements resulting in erroneous phase data. This was verified

by computing the efficiency using the combination of measured far-field magnitude and simulated far-

field phase (not shown for clarity) which yielded results very similar to the efficiency using simulated

patterns only.

The predicted aperture efficiency is the lowest among all the quad-ridge horns presented, > 40

% over much of the frequency range of interest 2.3 to 14 GHz but falling as low as 35% above 13.5

GHz. A circular quad-ridge horn covering 0.6–2.5 GHz with approximately the same beamwidth as

this one was also designed at Caltech and built in Germany by the Max Planck Institute for Radio

Astronomy. It also achieves 40–45% aperture efficiency, according to simulations, at prime focus on

the Effelsberg telescope [64].
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4.7 Conclusions

Simulated and, where available, measured performance—both stand-alone and on-telescope—of five

QRFH designs with nominal 10 dB beamwidths from 30 to 140 degrees have been presented. These

results highlight the most appealing aspects of the horn:

1. Good beamwidth stability in E- and D- planes over 6:1 frequency range;

2. Ability to design the horn with nominal 10 dB beamwidths from 30 to 140 degrees;

3. Excellent single-ended match to 50 Ohm nominal impedance;

4. Ability to easily scale the horn for different frequency ranges;

while also bringing out some aspects that need further improvement (especially for large beamwidth

horns):

1. Poor beamwidth stability in H-plane

2. Maintaining good radiation pattern performance for designs with beamwidths > 110-120 de-

grees;

3. > -10 dB peak cross-polarization in the D-plane over narrow frequency ranges.

Improving these aspects of the horn necessitates a thorough understanding of mode coupling and

progression within the quad-ridge horn which is a topic of ongoing research. The aperture mode

coefficients of the three of the five horns were also presented.
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Part II

Compound-Semiconductor LNAs
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Chapter 5

Introduction to Two
State-of-the-Art HEMT Processes

The second part of the thesis focuses on room-temperature and cryogenic performance of discrete

high-electron mobility transistors (HEMTs) and microwave monolithic integrated circuit (MMIC)

LNAs achieving very low noise over decade bandwidths from two state-of-the-art HEMT processes:

35 nm InP pHEMT and 70 nm GaAs mHEMT, whose key features are presented in Table 5.1. The

first chapter of this part of the thesis introduces the key features of the processes. The second

chapter provides detailed DC, microwave, and noise characterization of discrete transistors. Finally,

the LNA designs are presented in the third chapter of this part.

As alluded to in the Introduction, indium phosphide (InP) pseudomorphic HEMT (pHEMT)

transistors have long been the semiconductor of choice for extremely low-noise amplifiers operating in

RF, microwave and millimeter-wave bands due their superior noise and gain performance up through

150 GHz [13, 14, 15, 16, 17, 18]. On the other hand, among all semiconductors InP experiences the

slowest development due to its niche market; thus, it also tends to be the most expensive.

Recent trends in radio astronomy are in the direction of increased number of elements, be it

dishes or focal plane elements, simultaneously covering decade bandwidths. Such systems necessitate

very large number of ultra-widebandwidth LNAs with low power consumption. Due to increasing

number of receiving elements, there is renewed emphasis on cost, yield and process stability. This

leads to reconsideration of GaAs which is commercially more attractive and thus, has enjoyed more

investment in process development in recent years [22, 23, 24].

5.1 70 nm GaAs mHEMT

OMMIC’s 70 nm GaAs mHEMT process, referred to as D007IH, employs InGaAs-InAlAs-InGaAs-

InAlAs epitaxy with 52%/70% indium content on a metamorphic buffer over GaAs semi-insulating

substrate as shown in Figure 5.1 [65]. The transistors are depletion mode and use double-mushroom
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NGC 100% pHEMT NGC 75% pHEMT OMMIC mHEMT

Lg [nm] 35 35 70

Channel InAs In0.75Ga0.25As In0.7Ga0.3As

Substrate InP InP GaAs

Substrate
50 50 100

Thickness [µm]

fT [GHz] > 500 > 500 300

fmax [GHz] > 500 > 500 350

max gm [mS/mm] 2300 ˜1700 2500

max IDS [mA/mm] 900 N/A 600

VBD [V] 2.5 (D-S) N/A 3 (G-D)

Table 5.1: Key features, provided by the foundries, of the NGC and OMMIC HEMT processes at
300K

gates. The key features of the process are summarized in Table 5.1.

Scalable small-signal model (SSM) of the transistor as a function of bias as well as microwave

models for all passive components of the process are provided by OMMIC. No temperature depen-

dence except for ohmic loss of passive components is available in the design kit. Due to the lack of

temperature dependence in the transistor model, the design of all OMMIC LNAs presented herein

was performed at 300 K.

In addition to the MMIC LNAs, calibration chips were also fabricated (see Figure 5.2 for a micro

photograph). The chip includes short-open-load-thru (SOLT) standards and four transistors of sizes

2f40, 2f80, 2f150, and 8f800 µm. The OMMIC LNA designs use the first three of the four sizes;

discrete 2f40 and 2f150 µm devices have been characterized extensively as explained in the next

chapter.

5.2 35 nm InP pHEMT

Northrop Grumman Corporation’s (NGC) 35 nm InP HEMT process is still under development and

has produced record-breaking results above 75 GHz [66, 17, 67, 20, 21, 68]. The active layer profile

is shown in Figure 5.3 [18]. A typical, experimental run in this process includes two wafers with

75% and 100% indium mole fractions in the active InGaAs layer. The key features of both 75% and

100% devices are listed in Table 5.1.

Small-signal model of a two-finger device with 30 µm total gate periphery (2f30 µm) at VDS =

1 V and IDS = 300 mA/mm was provided by NGC for the 100% devices. The only temperature

dependence included in the SSM is that of Tdrain of the Pospieszalski model [69] and thermal noise
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Undoped InAlAs buffer + metamorphic layer
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InAlAs barrier

2−dimensional
electron gas
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InGaAs n+InGaAs n+

Undoped InGaAs 

Unintentionally
doped InGaAs

Figure 5.1: Active layer profile of OMMIC’s 70 nm GaAs mHEMT

Figure 5.2: Micrograph of the OMMIC calibration chip
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InAlAs barrier

2−dimensional
electron gas

InGaAs n+InGaAs n+

Undoped InGaAs 

Undoped InAlAs + superlattice buffer

T gate

Figure 5.3: Active layer profile of NGC’s 35 nm InP pHEMT

Figure 5.4: Micrograph of the NGC calibration chip

of all resistors. A scalable SSM was then generated to use in the LNA designs presented herein.

Calibration chips were fabricated on the NGC process as well and in addition to the SOLT stan-

dards, the following size transistors were included: 2f200, 2f130, 2f120, 2f80, 2f50, 4f200, 4f120, 8f800

µm. At least two of each size has been wafer-probed at room temperature; detailed measurements

of discrete 2f50 and 2f200 µm devices are provided in the next chapter.
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Chapter 6

Discrete HEMT Characterization

Knowledge of eight numbers, four complex and four real, are required to determine the microwave

small-signal and noise performance of any two-port network at one frequency. The four complex

numbers specify the current-voltage behavior of the two-port while the four real numbers are needed

to completely characterize its noise performance. The determination of the former is predominantly

accomplished by measuring the scattering parameters with the aid of a vector network analyzer

(VNA). It is common to augment the scattering parameter measurements with DC measurements

of transistor’s I − V characteristics.

Cryogenic measurement of a two-port’s noise parameters, on the other hand, is much more

difficult [70, 19]. Even at room temperature, they are measured with a dedicated test setup through

lengthy tests. Therefore, the noise parameters are not explicitly measured in this work. Instead,

they are inferred by using an extracted small-signal model and one 50 Ω noise measurement [71].

This approach requires a pre-determined model for the device under test. In the case of microwave

transistors, Pospieszalski’s FET noise model has been used widely and is employed herein [69].

6.1 Measurement Setup for DC and S-Parameters

The discrete devices investigated in this research were characterized with DC and S-parameter

measurements in three stages:

1. On-chip measurements with wafer-probes at 300 K;

2. Measurements of the transistor in coaxial module at 300 K (see Figure 6.1);

3. Measurements of the transistor in coaxial module at 20 K.

While the first two data sets seem redundant, having them is very valuable in de-embedding the

package effects at room temperature as well as ensuring there is no performance change when the

calibration chips are diced to install the transistor in coax module. The DC measurements are
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Figure 6.1: Photo of a discrete transistor in the coaxial module with K-connectors

performed with maximum 20 and 50 mV step sizes in gate and drain biases, respectively. The

S-parameters are saved over a wide range of DC bias from 0.01 to 20 GHz.

Cryogenic measurements are performed with the transistor module installed in a cryostat with a

copper strap to the cold head and connected to the VNA via two flexible coax cables which are not

heat sunk to the cryostat cold head, as shown in top half of Figure 7.2(a) (in the red ellipse). The

lack of cold straps on the flexible cables increases the physical temperature of the coaxial module;

however, this increase is small and was observed to have no consequence on the measurements.

Cryogenic S-parameters are de-embedded to the input of the transistor by using measurements of a

short standard from the calibration chip in the same module as the transistor at 20 K.

6.2 DC Measurements

As mentioned earlier, transistors from the three processes (NGC 100%, NGC 75%, OMMIC) with

varying gate widths were characterized extensively; however, only results from the largest and small-

est devices are presented as they are sufficient to demonstrate the most important features. In the

following, the large device means 2f200 µm for NGC and 2f150 µm for OMMIC, while the small

device sizes are 2f50 µm for NGC and 2f40 µm for OMMIC.

Figure 6.2 plots drain current density as a function of drain and gate biases at room and cryogenic

temperatures for the small transistor while those of the large devices are provided in Figure 6.3.

Figures 6.4 and 6.5 present the extrinsic DC transconductance, namely

gm,DC =
dIDS
dVGS

(6.1)

of the small and large devices, respectively. The key observations from the room-temperature results
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are:

1. All devices show well-behaved and smooth response in terms of gm,DC and drain-source resis-

tance rds;

2. The peak gm,DC measured on the small transistors are 2.5, 1.8 and 1.6 S/mm for the 100%,

75%, and OMMIC devices, respectively, which are considerably different than those in Table

5.1;

3. The transconductance per unit width shows size dependence on the NGC 100% transistors.

For example, the 2f50 µm device achieves peak transconductance of 2.5 S/mm whereas the

2f200 µm transistor only attains ˜ 1.6 S/mm. Tests on multiple transistors of identical sizes

indicate that this is not due to device variability. The NGC 75% devices also exhibit some size

dependence, but the OMMIC transistors do not.

The measurements at 20 K reveal some interesting features, namely:

1. The NGC 100% devices exhibit kinks—sudden current increase with small increase in VDS—

yielding large changes in output conductance;

2. The DC transconductance of the same devices is greatly enhanced with VDS > 0.4 V and

IDS < 200 mA/mm;

3. The small OMMIC and NGC 75% transistors show very slight gm enhancements with VDS ≥
0.8 V and IDS around 200-300 mA/mm;

4. The smaller devices on all processes display these features more prominently;

5. The drain current of the 2f40 µm OMMIC transistor begins to level out under high drain

bias. A similar but more severe behavior was also observed on a different OMMIC 2f150 µm

device as well as a few 100% NGC transistors. The OMMIC transistor was tested with a

light-emitting diode which showed that the impact of light stimulation is quite small.

In total, eight NGC 100%, three NGC 75%, and four OMMIC transistors were DC characterized

cryogenically. All of the 100% devices showed similar kinks, with the ones presented herein being

among the less severe of all measured. All three 75% transistors performed at least as good as the

ones shown here. One of the OMMIC devices exhibited time-varying DC characteristics, another

small device showed kinks on par with the 2f200 µm 100% NGC device of this section, and the

remaining two performed well.

Another FET parameter of interest in applications requiring extremely low noise is gate leakage

current. It constitutes a shot noise source, therefore must be minimized [72]. It cannot be controlled

by the circuit designer, but rather is a process parameter that is fairly dependent on gate passivation.
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NGC 100% In E3 2f50um Id − Vds, 19−Mar−2012
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NGC 75% In H2 2f50um Id − Vds, 25−May−2012
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OMMIC SN3134−1 2f40um Id − Vds, 03−Dec−2012
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Figure 6.2: Measured IDS − VDS of NGC 100% 2f50 µm (top), NGC 75% 2f50 µm (middle), and
OMMIC 2f40 µm devices
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NGC 100% In E2 2f200um Id − Vds, 14−Dec−2012
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NGC 75% In H5 2f200um Id − Vds, 14−Nov−2012
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OMMIC SN3122−1 2f150um Id − Vds, 02−Dec−2012
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Figure 6.3: Measured IDS − VDS of NGC 100% 2f200 µm (top), NGC 75% 2f200 µm (middle), and
OMMIC 2f150 µm devices
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NGC 100% In E3 2f50um gm − Id, 19−Mar−2012
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NGC 75% In H2 2f50um gm − Id, 25−May−2012
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OMMIC SN3134−1 2f40um gm − Id, 03−Dec−2012
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Figure 6.4: Measured extrinsic DC transconductance of NGC 100% 2f50 µm (top), NGC 75% 2f50
µm (middle), and OMMIC 2f40 µm devices
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NGC 100% In E2 2f200um gm − Id, 14−Dec−2012
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NGC 75% In H5 2f200um gm − Id, 14−Nov−2012
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OMMIC SN3122−1 2f150um gm − Id, 02−Dec−2012
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Figure 6.5: Measured extrinsic DC transconductance of NGC 100% 2f200 µm (top), NGC 75% 2f200
µm (middle), and OMMIC 2f150 µm devices
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The gate leakage current of the transistors presented in this section have also been measured and

the results appear in Figures 6.6 and 6.7.

All devices show significant gate leakage at room temperature. The measured leakage of the

100% devices is fairly typical among the eight we have tested; however, the small NGC 75% and

OMMIC transistors shown here display above average gate leakage compared to others tested. This

is attributed to chip-to-chip variability, which was observed to be significant for gate leakage. In

all three processes, the large transistors are less leaky than small ones. As a reference, the increase

in 50 Ω noise temperature due to 1 µA of gate leakage is approximately 0.39 K at 20 K physical

temperature.

The gate leakage plots reveal another interesting feature: the bell-shaped response at high drain

bias. It is visible on all devices to different extents at 300 K. It, along with total gate leakage, is much

reduced cryogenically; however, it is still significant for the 100% transistor and is barely discernible

on the other two. The bias range where this occurs correlates strongly with the bias range where

the devices show gm,DC enhancement which suggests that these two symptoms are due to the same

phenomenon.

Both kinks in the IDS − VDS characteristics and bell-shaped gate leakage current have been

empirically observed on HEMTs for almost three decades. The former is sometimes attributed to the

so-called kink effect due to traps in the semiconductor [73, 74, 75], while the bell-shaped gate leakage

is commonly interpreted as a symptom of impact ionization. Impact ionization, sometimes known as

avalanche breakdown, occurs when energetic free electrons in the channel collide with semiconductor

atoms in the lattice thereby generating new electron-hole pairs. The newly generated electrons are

swept by the high electric field in the channel which causes increased IDS . The corresponding holes

are attracted by the relatively negative-biased gate-source region where some tunnel through the

gate Schottky barrier resulting in increased IGS . The remaining holes accumulate in the gate-source

and buffer regions attracting more electrons. This positive feedback system then continues to build

up. Impact ionization is exacerbated by the high indium content due to the lower energy barrier to

generate new electron-hole pairs; thus, is especially more prominent on the NGC 100% transistors.

There is, however, a third interpretation that says that both phenomena are due to impact

ionization [76, 77, 78, 79, 80, 81] which is the gist of the argument made herein. While the DC results

of this section alone are not sufficient to demonstrate this point fully, the microwave measurements of

the next section offer more clues to origins of these phenomena. In particular, Reuter and others [76,

77, 78] have shown that impact ionization also causes inductive drain impedance up to a few GHz in

short-channel MOSFET, HFET, and HEMT transistors at room temperature. Such inductive output

impedance is indeed observed on most of the transistors tested during this research as explained next.
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NGC 100% In E3 2f50um Ig − Vgs, 19−Mar−2012
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Figure 6.6: Measured IGS − VGS of NGC 100% 2f50 µm (top), NGC 75% 2f50 µm (middle), and
OMMIC 2f40 µm devices
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NGC 100% In E2 2f200um Ig − Vgs, 14−Dec−2012
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OMMIC SN3122−1 2f150um Ig − Vgs, 02−Dec−2012
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Figure 6.7: Measured IGS − VGS of NGC 100% 2f200 µm (top), NGC 75% 2f200 µm (middle), and
OMMIC 2f150 µm devices
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6.3 S-Parameter Measurements

In addition to DC tests, almost all of the transistors were also characterized cryogenically by measur-

ing their scattering parameters over wide range of DC bias. In this research, this extensive database

of S-parameters is used for two purposes: 1) to evaluate effects of impact ionization on microwave

performance; 2) to perform small-signal model extraction for use in transistor noise modeling as

detailed in the next section. The first half of this section discusses the former.

6.3.1 Inductive drain impedance

Figure 6.8 illustrates measured, de-embedded scattering parameters of the NGC 100% 2f50 and

2f200 µm transistors up to 10 GHz at 300 and 20 K. In particular, the plots include output reflection

coefficient and gain of each device under two different current bias with VDS = 0.8 V.

It is seen that both transistors do in fact exhibit inductive output impedance at either tempera-

ture. This inductive loop, as it is seen on the Smith chart, is smaller at 300 K under low current bias,

and expands considerably when the transistor is cooled or bias is increased. At 20 Kelvin physical

temperature and under high bias where impact ionization is more prominent, the loop expands to

the extent that negative output resistance is observed on the small transistor. Additionally, further

increasing drain bias current shrinks the inductive loop which is consistent with decrease in impact

ionization as gate bias is increased causing smaller gate-drain voltage drop.

All of the 100% NGC transistors measured cryogenically showed inductive output impedance in

addition to the I − V kinks and bell-shaped gate leakage. Moreover, the inductive loop expands

outside the Smith chart at cryogenic temperature over a range of bias settings on all size transistors

except the 2f200 µm presented in Figure 6.8(b). In comparison, the 75% NGC and the OMMIC tran-

sistors also displayed inductive output impedance; however, the loop was seen to span significantly

smaller frequency range and exhibited much less expansion under cooling.

6.3.2 Small-Signal model extraction

Calculation of element values in HEMT small-signal models has been investigated extensively in the

literature [82, 83, 84, 85, 86, 87]. The approach usually involves comparison of measurements to a

small-signal model based on device physics which can take on slightly different forms depending on

the application. The model used in this work appears in Figure 6.9 and is one of the most widely

used for HEMTs in microwave and millimeter-wave frequencies [69]. In Figure 6.9, the components

of the intrinsic FET are the bias-dependent small-signal parameters while the parasitic components

(with capital subscripts) are assumed constant versus bias.

Even with an extensive collection of measurements, the problem of finding the element values

usually entails solution of an overdetermined set of equations because of the large number of un-
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Figure 6.8: Measured, cryogenic S22 and S21 of the 2f50 and 2f200 µm NGC 100% transistors.
The measurements are de-embedded to the edge of the devices which are the same devices as those
presented in Section 6.2.
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Figure 6.9: The HEMT small-signal model used in this work
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knowns. Thus, the obtained values are not unique and some frequently turn out to be physically

impossible (e.g., negative or extremely large/small values). Moreover, the element calculation has

to be repeated for each bias point of interest. This is a formidable task and is not pursued in this

research. Instead, a hybrid approach is taken that can be summarized as:

1. Determine the parasitic element values from foundry specifications and cold-FET measure-

ments,

2. Estimate rds and gm from measured, de-embedded low-frequency S-parameters,

3. Tweak the foundry-specified capacitor and ri values to fit model to measurements at two or

three bias points, and

4. Assume a certain bias dependence for the capacitors and ri such that the values agree with

those obtained in step 3,

where the first two steps follow the “hot-FET/cold-FET” method outlined in [85]. While this ap-

proach may not be the most robust or accurate for calculating the element values, it should be

sufficiently accurate for the goals in this research: 1) evaluating microwave effects of impact ioniza-

tion; 2) low-frequency noise modeling.

6.3.2.1 Parasitic resistances

The first step in the SSM extraction is determination of parasitic element values. This is accom-

plished via wafer-probed DC and S-parameter measurements with the gate of the transistor forward

biased using a current source. The vector network analyzer is calibrated to the tip of the wafer-probes

using CS-5 calibration substrate1. Then, the VNA ports are extended to the edge of the transistor

using the short- and open-calibration standards included on the calibration chip from each process.

This step is critical as lack of or incorrect port extension would yield under- or over-estimation of

extrinsic elements in the FET small-signal model.

A small and a large device from each process were tested as the gate current was varied from 1

µA to 20 mA. The resulting gate voltages were recorded as well as the S-parameters for gate currents

above 1 mA. Using the simplified small-signal model of the HEMT under forward-bias [85], values

of the parasitic resistors and inductors can be obtained from the following equations:

Z11 = RG +RS +
Rch

3
+Rdy + jω (LG + LS)

Z12 = RS +
Rch

2
+ jωLS (6.2)

Z22 = RD +RS +Rch + jω (LD + LS)

1GGB Industries, Florida, USA



98

where Zij are the impedance parameters [88]; Rch is the channel resistance; Rdy is the dynamic

resistance of the gate diode. An implicit assumption in these equations is that the measurements

are performed at sufficiently low frequency such that the pad capacitance CP can be ignored. The

channel resistance is assumed to be zero which is reasonable for short gate-length devices such as

the ones investigated in this work. The dynamic resistance of the diode is given by

Rdy = n
kT

qIG
(6.3)

where n is the diode ideality factor; k is the Boltzmann’s constant; T is the ambient temperature; q

is the electronic charge and IG is the forward-bias gate current [85]. Rdy is either calculated using

this equation if the diode ideality factor is known, or not calculated at all, because extrapolating

<{Z11} versus 1/IG to 1/IG → 0 yields

lim
IG→∞

<{Z11} = RG +RS . (6.4)

Since RS is given by <{Z12} , RG and RD are easily determined.

The second way of estimating RG + RS is by using the DC current-voltage relationships. In

particular, total resistance obtained by using Ohm’s law is given as

VGS,i − VGS,i−1

IG,i − IG,i−1
= RG +RS +

nkT

q

2

(IG,i + IG,i−1)︸ ︷︷ ︸
Rdy

+Rcable (6.5)

where VGS,i and IG,i are the ith recorded gate voltage and current, respectively, and Rcable is the

total DC resistance in the test setup cables (easily measured by replacing device under test with a

short). This method requires knowledge of the diode ideality factor. For OMMIC devices, n = 1.67,

obtained from OMMIC’s large-signal model, is used. For the NGC devices, n = 1.5 is assumed.

RS is obtained from the cold-FET method. The results from both techniques appear in Table 6.1

normalized to total gate periphery Wtot, i.e.,

RG = RG0
Wtot

N2
f

RS = RS0
1

Wtot
(6.6)

RD = RD0
1

Wtot

It is seen that determination of RG0 using the small devices is problematic which is most likely

due to difficulty in obtaining a reliable gate finger resistance measurement on short finger widths. In

addition, normalization in (6.6) amplifies any errors in measurement. In general, the values obtained
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Method
OMMIC NGC 100% NGC 75%

2f40 2f150 2f50 2f200 2f50 2f200

RG0 [Ω-finger2

mm ]

Cold-FET 454 121 454 164 477 153

DC 112 96 262 146 205 148

Foundry 200/3 400/3 400/3

Final 80 140 140

RS0 [Ω-mm]

Cold-FET 0.23 0.19 0.25 0.21 0.19 0.17

Foundry 0.2 0.12 0.12

Final 0.2 0.19 0.19

RD0 [Ω-mm]

Cold-FET 0.26 0.3 0.21 0.42 0.24 0.36

Foundry 0.29 0.015 0.015

Final 0.29 0.3 0.3

Table 6.1: Values of extrinsic resistors for OMMIC and NGC devices

from these analyses are fairly close to foundry-specified values also listed in the same table and the

final values used in the rest of the thesis are chosen to be roughly the average of measurements

and foundry specifications (ignoring the outlier measurements from small devices). The parasitic

inductor values are obtained from the foundry small-signal models

LG0 [pH-finger/mm] =

338 OMMIC

233 NGC

LS0 [pH/finger] =

1.6 OMMIC

1 NGC

LD0 [pH-finger/mm] =

398 OMMIC

87 NGC

which are scaled as

LG = LG0
Wtot

Nf

LS = LS0Nf

LD = LD0
Wtot

Nf

assuming Nf ≥ 2. Because the extracted small-signal models are primarily used for low frequencies—

i.e., around 1 GHz—,these values are deemed to be sufficiently accurate.
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6.3.2.2 Simplified hot-FET method: rds and gm

Once device parasitics are known, microwave parameters of the intrinsic FET are easily obtained

by transforming the de-embedded S-parameters to Z-parameters, subtracting the signature of the

parasitics

Zint =

 Z11 −RS −RG − jω (LG + LS) Z12 −RS − jωLS
Z21 −RS − jωLS Z22 −RS −RD − jω (LD + LS)

 , (6.7)

and inverting Zint to obtain the Y -parameters as the π-topology of the small-signal model naturally

lends itself to admittance representation. Then, the drain-source resistance rds is given by

rds =
1

<{Y22}
(6.8)

and the intrinsic transconductance by

gm =

√
<{Y21}2 + (={Y21}+ ωCgd)

2
[
1 + (ωCgsri)

2
]

(6.9)

Explicit expressions for ri, Cgs, and Cgd can be obtained using the results in [85] to extract values

for gm; however, this is not pursued because extraction of ri, Cgs, and Cgd is tricky even with

closed-form equations. It tends to be sensitive to noise in measurements and can yield unrealistic

values.

Therefore, a different approach is followed here. Noting that the transistor is in source-degenerated

common-source configuration, the closed-form expression for the intrinsic RF transconductance is

found to be

gm (S21) =
−Av (Rload + rds +RS)

AvrdsRS −Rloadrds
with Av ≡

10S21/20

2
(6.10)

where Rload = 50 Ω and S21 is the measured, de-embedded gain (note that this is not the intrinsic

S21).

These steps are carried out in MATLAB using some specially written scripts as well as some

publicly available functions for matrix manipulations2. The cryogenic results are presented in Figure

6.10 overlaid with those obtained from DC measurements. The drain-source conductance gds = 1
rds

is plotted instead of rds as the former is more commonly used in device physics literature. It is

obtained using the simplified hot-FET method and the scattering parameters between 1 and 2.5

GHz. The plots reveal couple of important observations:

NGC 100%: There is significant difference between rds and gm obtained with the two methods.

This device, as shown above, exhibits the most severe signs of impact ionization among the

2http://www.mathworks.com/matlabcentral/fileexchange/6080-s-parameter-toolbox-+-z-y-h-g-abcd-t
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large transistors tested. While the RF gm is much smoother than gm,DC , it still shows large

fluctuations, especially at VDS = 0.6 V, and the transconductance at VDS = 0.8 V seems to

reach a plateau at very low current density. The difference in the drain-source conductance is

very large except at low drain bias. That the DC and RF gds are so different is expected when

traps are considered, which because of their time constant cannot respond to high-frequency

signals [81]. However, these curves also suggest that traps alone are not sufficient to explain

all features of the measurements.

NGC 75%: With the exception of gds at VDS = 0.4 V, the difference between the two data sets

is much smaller and gds show smoother response. The RF gm is slightly higher, but its shape

closely follows the DC curves except at VDS = 0.4 V and IDS > 200 mA/mm where it begins

to roll off.

OMMIC: First, it should be noted that the RF gds results are measured on the small OMMIC

device, because that is the only size cryogenically tested for S-parameters. Consequently, the

plotted DC gds curves are also from the same transistor. The jump in gds at 200 mA/mm

correlates with the gm,DC enhancement seen in Figure 6.4. Also, a slope change is observed

on the RF gds near the same bias. There is considerable difference between RF and DC gds;

however, shape of the curves at a given drain bias look fairly similar. The transconductance

curves of the large OMMIC transistor look very similar for both methods.

6.3.2.3 Remaining elements of the small-signal model: Capacitors and ri

In order to complete the small-signal model extraction, the values for the capacitors Cgs, Cgd, Cds

and the gate-source resistance ri need to be computed. As alluded to earlier, the OMMIC small-

signal model includes values for all of these components as a function of bias at 300 K. Therefore,

for the three capacitors in the OMMIC transistor model, the values are taken directly from the

foundry-specified SSM. As a check, these numbers have been verified with measurements at room

temperature at a couple of bias points.

On the other hand, the NGC SSM was only provided at VDS = 1 V and IDS = 300 mA/mm for

a 2f30 µm 100% device. Therefore, values for the three capacitors have been estimated by manually

fitting measured, de-embedded S-parameters to modeled results at a handful of bias points. The bias

dependence of capacitors is then assumed to be identical to that of OMMIC transistors. Because of

the observed size dependence of the device parameters even after normalizing to total gate periphery,

this process is carried out once for the 2f200 µm transistor and once for the 2f50 µm device.

This leaves ri as the only unknown to determine. It is sometimes called the gate-charging resistor

and is very difficult to measure accurately as it is a very small resistance in series with two resistors

of approximately comparable magnitude and a very large reactance. As such, it is usually either



103

assumed constant or obtained from model fitting to S-parameter data. The latter approach is not

straightforward because the values obtained for ri tend not to be unique and the process has to be

repeated for each bias point of interest. In order to alleviate these issues, the following approach is

taken to estimate ri at room temperature:

1. Obtain an estimate by comparing wafer-probed, de-embedded S-parameter measurements to

simulations at two or three bias points,

2. Restrict the range of values ri can take by using low-frequency 50 Ω input noise tempera-

ture T50, 1GHz measurements (see next section) using measured values of rds, gm , RG, RS and

assuming ri is an ohmic-type resistor at ambient temperature [69],

3. Further restrict possible values of ri by restricting the temperature of rds, Tdrain, to a reason-

able, expected range, e.g., 2000–3000 K at room temperature.

While this method does not necessarily guarantee uniqueness, the resulting values should be rea-

sonably accurate. The bias dependence of ri is then assumed to be similar to that provided in the

OMMIC small-signal model, i.e.,

ri (IDS) = α tanh

(
1

100
IDS

)
+ 0.1 (6.11)

where α is 0.1 for OMMIC and 0.05 for NGC and are picked by fitting predicted values to the

values obtained in step 1. Units of IDS and ri are mA/mm and Ω-mm, respectively. This assumed

functional form is quite similar to expected bias dependence of Cgs [65].

The temperature dependence of the small-signal model elements is another source of complication.

For rds and gm, the measured values are used. The capacitor values are assumed to decrease 10%

from 300 to 20 Kelvin, which is somewhat conservative as others have estimated 15-20% decrease

[89]. ri is assumed unchanged. The parasitic resistor values are halved cryogenically. The values

for all the small-signal model elements are provided in the next section as a function of bias and

temperature.

6.4 Tdrain Measurements

Another consequence of impact ionization has been reported to be significantly increased minimum

noise figure at low frequencies [76]. In order to characterize noise performance of the NGC and

OMMIC transistors and evaluate effects of impact ionization, 50 Ω input noise temperature T50, 1GHz

was measured at room and cryogenic temperatures from which Tdrain of the Pospieszalski model was

extracted for the large devices from all processes.
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Figure 6.11: Tdrain measurement setup block diagram.

6.4.1 Measurement setup

The single 50 Ω noise measurement required to model a two-port’s noise performance could be

performed cryogenically in a number of ways [90]; however, the most common approach is the cold

attenuator method because of its good accuracy and relative insensitivity to uncertainty in excess

noise ratio [90, 19]. This approach is used for the Tdrain measurements.

The block diagram of the test setup used in Tdrain measurements is displayed in Figure 6.11. The

cold 20 dB attenuator is followed by a custom-built resistive bias-tee (R =50 kΩ and C =22 pF) to

provide gate bias for the device under test. The bias-tee loss was measured cryogenically and taken

into account in the noise measurements. The drain bias is provided through a Mini-Circuits ZX85-

12G+ wideband bias-tee outside the dewar. The isolator following the bias-tee facilitates calculation

of the second-stage noise contribution as a function of transistor output reflection coefficient [91, 92].

Specifically, let T50 and s21 represent the measured 50 Ω noise temperature—corrected by the noise

figure analyzer (NFA)—and voltage gain of the transistor in linear units. Using the expression for

output resistance of the transistor in source-degenerated common-source configuration, i.e.,

rout = rds (1 + gmRS) +RS , (6.12)
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the drain reflection coefficient is obtained

Γout =
rout − 50

rout + 50
. (6.13)

The noise contribution of the back-end as a function of output reflection coefficient is found to be

Tbackend,corr =
(
Tbackend + 300 |Γout|2

) 1

1− |Γout|2
. (6.14)

where Tbackend is the noise temperature of the second stage with 50 Ω generator impedance and is

measured separately. Then, the 50Ω noise temperature measurement corrected for drain reflection

coefficient is

T50, 1GHz = T50 − 300
|Γout|2

|s21|2
. (6.15)

The second-stage amplifier (with respectably low input noise temperature) is included to increase

measurement SNR as the gain of a discrete device could be quite low depending on bias.

In the cold attenuator method, precise knowledge of the temperature of the cold attenuator’s

center conductor Tatten is necessary to achieve accurate results as any uncertainty in Tatten translates

directly into uncertainty in measured noise temperature. The attenuator’s physical temperature

is measured with a thermo-couple mounted above it. However, because the attenuator is heat

sunk from the outside, there is usually a temperature offset between the thermo-couple reading

and the temperature of the attenuator’s center conductor. This offset is determined through noise

measurements of a reference amplifier calibrated at a laboratory such as NIST.

Despite being heat sunk to the cold head, the bias-tee increases the thermal resistance at the

center conductor of the attenuator, thereby increasing the offset temperature by ˜1 Kelvin. As a

matter of fact, an earlier version of this test setup employed the Mini-Circuits ZX85-12G+ bias-tee

in the dewar as well. However, the thermal resistance of the bias-tee was so large that the attenuator

offset temperature increased by more than 10 K as measured using a reference amplifier. On the

other hand, the custom bias-tee has two disadvantages: 1) it has higher lowest frequency operation,

e.g., 500 MHz; 2) on devices with significant gate leakage, there is significant voltage drop across

the resistor in the bias-tee.

6.4.2 Theory

The T50 measurements are carried out at 1 GHz which is high enough to avoid 1/f noise corner

frequency and low enough that device capacitances can be treated as open. Figure 6.12 shows the

simplified, low-frequency HEMT small-signal model with the pertinent noise sources. The parasitic

gate and source access resistances RG and RS , respectively, contribute thermal noise at the physical

temperature Tphys. The noise contribution of drain access resistance RD is ignored as it is after
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i2d =
4kTdrain

rdsrds
Cgs vgs

+

−
gmvgs

RG

RS

ri
v2g = 4kTphysRG

v2s = 4kTphysRS

v2i = 4kTgateri

Figure 6.12: Simplified HEMT small-signal model used for Tdrain extraction.

the gain stage. The small-signal gate-source and drain-source resistances ri and rds, respectively,

are functions of transistor bias and are assigned noise temperatures Tgate and Tdrain to model the

HEMT noise [69]. As mentioned previously, in this work ri is considered as an ohmic-type resistance

generating thermal noise with Tgate = Tphys.

Defining the total gate-source resistance as

RGS ≡ RG + ri +RS . (6.16)

the total noise power produced at the input is easily calculated from the simplified SSM as

v2
in = 4kTphysRGS +

4kTdrain
rds

1

g2
m

(6.17)

Then, the input noise temperature of the transistor driven with a 50 Ω source is simply

T50 =
v2
in

4k · 50
(6.18)

Consequently, Tdrain is given by,

Tdrain =

(
T50 − Tphys

RGS
50

)
g2
mrds50 (6.19)

As both Tdrain and the small-signal model element values are known, the transistor performance

including gain and noise can now be modeled. Before proceeding with the latter, a quick overview of

fundamental two-port noise equations is provided. Noise temperature of a two-port at an arbitrary
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generator impedance Zgen = Rgen + jXgen can be written as [93]

Tn = Tmin +NT0
|Zgen − Zopt|2
RgenRopt

(6.20)

Here, Tmin is the minimum noise temperature; T0 = 290 K; Zopt = Ropt + jXopt is the generator

impedance that yields Tn = Tmin; and N is a parameter invariant under lossless transformations

and quantifies sensitivity of Tn with respect to generator impedance. The noise measure is given by

[69]

M =
Tn
T0

1

1− 1
Ga

, (6.21)

where Ga is the available gain of the two-port, from which the cascaded noise temperature TCAS at

an arbitrary generator impedance is easily obtained as [70]

TCAS = T0M =
Tn
T0

1

1− 1
Ga

(6.22)

which is close to Tn when the available gain of the stage is high.

Pospieszalski [69] derived closed-form expressions for all of these quantities for the intrinsic FET.

They are repeated here for the sake of completeness and also because they are modified to use total

gate resistance RGS instead of ri :

Tmin = 2
f

fT

√
gdsRGSTgateTdrain +

(
f

fT

)2

g2
dsR

2
GST

2
drain + 2

(
f

fT

)2

gdsRGSTdrain (6.23)

NT0 =
Tmin

2

(
1 +

RGS
Ropt

)−1

(6.24)

Ropt =

√(
fT
f

)2
RGS
gds

Tgate
Tdrain

+R2
GS , Xopt =

1

ωCgs
(6.25)

fT =
gm

2π (Cgs + Cgd)
(6.26)

where it is noted that the definition of fT in [69] neglects Cgd. Available gain with arbitrary generator

impedance is given as
1

Ga
=

1

Ga,max
+

gg
Rgen

|Zgen − Zopt,G|2 (6.27)

where Zopt,G is the generator impedance realizing maximum available gain Ga,max. The expressions
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for these are

Zopt,G = RGS + j
1

ωCgs
(6.28)

Ga,max =

(
fT
f

)2
1

4gdsRGS
(6.29)

gg =

(
f

fT

)2

gds. (6.30)

Finally, the generator impedance minimizing the noise measure is [69]

Zopt,M = RGS

√( Tgate
Tdrain

− 1

)2

+
R2
opt

R2
GS

− 1− Tgate
Tdrain

+ j
1

ωCgs
. (6.31)

These equations are now used along with T50, 1GHz measurements to model noise performance of the

large transistors from each process.

6.4.3 Results

Figure 6.13 presents the measured quantities gm, rds, and T50, 1GHz in addition to the derived Tdrain.

TCASmin and available gain at the generator impedance that yields TCASmin are plotted in Figure

6.14 at 6 and 100 GHz. Finally, calculated fT , fmax, and noise current i2d are provided in Figure

6.15.

The most important observation from these plots is the sizable increase in all noise temperatures

of all devices when VDS is increased from 0.6 to 0.8 V at both temperatures. This increase is

largest on the NGC 100% device which further suggests the occurrence of strong impact ionization.

Moreover, this noise increase is contrary to what manufacturers’ small-signal models predict. It is,

however, consistent with the LNA measurements of the next chapter. There is little performance

change between 0.4 and 0.6 V which suggests the devices are not very sensitive to drain bias. That

is, until the onset of impact ionization when noise degrades significantly.

It is also interesting to note that the NGC 75% devices perform as well as the 100% devices

noise-wise at W-band. Slightly lower available gain of these transistors, however, imply lower fT ’s

which would limit their use in THz applications. The OMMIC device exhibits the lowest Tdrain over

bias and temperature, and at 6 GHz exhibit performance on par with those of the NGC InP devices.

As expected, it also has the lowest fT /fmax values. Consequently, the OMMIC process seems to be

most applicable to radio astronomy applications up to about 50 GHz.

Figure 6.16 plots TCASmin and <{Zopt,M} versus frequency at VDS = 0.4, 0.6, 0.8 V for 4-finger

transistors from the three processes. Calculations are carried out on larger transistors at lower

frequencies in order to ensure <{Zopt,M} is relatively closer to 50 Ω. These curves reinforce the
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Figure 6.13: Measured gm, rds, T50,1GHz, and derived Tdrain of the NGC and OMMIC devices
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Figure 6.14: Minimum cascaded noise temperature and available gain at 6 and 100 GHz of the NGC
and OMMIC transistors
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Figure 6.15: Drain noise current (normalized to gate periphery), fT , and fmax of the NGC and
OMMIC transistors
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earlier observation regarding the suitability of the 100% NGC devices for THz applications. They

also show that the OMMIC transistor is within 1–2 Kelvin of the NGC 75% transistor up to 50 GHz

beyond which its noise begins to diverge slowly. VDS = 0.6 V appears to be the optimum drain bias

for f > 250 GHz.

The validity of TCASmin predictions at VDS = 0.8 V beyond 20 GHz is questionable. This is

because the noise measurements performed at 1 GHz are affected by impact ionization; however, S-

parameter measurements of previous section points to negligible effect on small-signal performance

at such high frequencies which is consistent with measurements of NGC 100% LNAs at W-band

[16, 94].

Tables 6.2-6.7 provide the small-signal parameters, measurements and the derived quantities at

the three drain bias voltages.

6.5 Conclusions

DC, microwave, and noise performance of GaAs mHEMT and InP pHEMT transistors were pre-

sented for both room and cryogenic temperatures. Measurements indicate occurrence of impact

ionization on all devices with the 100% In pHEMT devices exhibiting the most severe signs. The

transistors’ output characteristics exhibit kinks whose occurrence seems to be well correlated with

onset of impact ionization based not only on DC tests but also cryogenic S-parameter and noise

measurements. Further, the first reported measurements of Tdrain versus bias of HEMT transistors

at both temperatures were presented showing the 70 nm OMMIC GaAs process to be on par with

the 35 nm NGC InP process at frequencies below 50 GHz.

A method of Tdrain determination by 1 GHz discrete transistor measurements has been demon-

strated with reasonable but questionable results for prediction of minimum cascaded noise temper-

ature, TCASmin, at 6 GHz and 100 GHz. The main limitations of the method are:

1. The accuracy of Tdrain at 300K depends strongly on accurate values of the gate circuit resis-

tances because their thermal noise can dominate the T50, 1GHz measurement. This is much less

the case at cryogenic temperatures;

2. It is assumed that Tdrain (as well as all other SSM element values) are independent of fre-

quency. This assumption is especially questionable in the case of impact ionization. Future

measurements of Tdrain from 0.5 to 5 GHz would be interesting;

3. It should be recognized that the assignment of the drain noise to the effective temperature,

Tdrain, of rds is questionable. An assignment to a drain noise current generator, i2d, may provide

a better comparison with theory. rds is a function of dVDS
dIDS

while the drain noise is more likely

to be a function of IDS ;
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Table 6.2: Small-signal model parameters at VDS = 0.4 V

IDS ri rds gm Cgs [fF] Cgd [fF]

[mA/mm] [Ω] [Ω] [mS] 4f200 2f20 4f200 2f20

300 K

20

100% 0.3 142.2 86.2 55.5 7.4 51.2 4.3

75% 0.3 93.6 75.4 55.5 7.4 51.2 4.3

OMM 0.6 100 70.7 92.5 9.3 43.6 4.4

50

100% 0.37 64.5 178.9 65.2 8.7 50.1 4.2

75% 0.37 44.7 154.9 65.2 8.7 50.1 4.2

OMM 0.73 46.9 153.5 108.7 10.9 42.7 4.3

100

100% 0.44 35.8 283.4 73.1 9.8 48.6 4.1

75% 0.44 27.1 241 73.0 9.7 48.7 4.1

OMM 0.88 30 244.2 121.6 12.2 41.5 4.2

150

100% 0.48 24.4 345.1 78.3 10.4 47.9 4.0

75% 0.48 19.4 296.2 78.3 10.4 47.9 4.0

OMM 0.95 23.1 302 130.4 13.0 40.8 4.1

25 K

20

100% 0.3 104.3 131.4 50.0 6.7 46.1 3.8

75% 0.3 54.1 152.7 50.0 6.7 46.1 3.8

OMM 0.6 88.2 112.2 83.3 8.3 39.3 3.9

50

100% 0.37 59.2 225.7 58.7 7.8 45.1 3.8

75% 0.37 33.8 233.8 58.7 7.8 45.1 3.8

OMM 0.73 54.9 185.7 97.8 9.8 38.4 3.8

100

100% 0.44 39.4 323.5 65.7 8.8 43.8 3.7

75% 0.44 28.1 277.8 65.7 8.8 43.8 3.7

OMM 0.88 41.4 243.4 109.6 11.0 37.3 3.7

150

100% 0.48 30.6 381.4 70.4 9.4 43.1 3.6

75% 0.48 24.9 298.6 70.4 9.4 43.1 3.6

OMM 0.95 35.7 270.3 116.9 11.7 36.8 3.7
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Table 6.3: Small-signal model parameters at VDS = 0.6 V

IDS ri rds gm Cgs [fF] Cgd [fF]

[mA/mm] [Ω] [Ω] [mS] 4f200 2f20 4f200 2f20

300 K

20

100% 0.3 150.8 87.0 54.8 7.3 46.5 3.9

75% 0.3 106.7 73.9 54.8 7.3 46.5 3.9

OMM 0.6 131.1 68.4 91.4 9.1 39.6 4.0

50

100% 0.36 71.8 182.7 68.0 9.1 44.5 3.7

75% 0.37 51.1 153.3 68.6 9.1 44.4 3.7

OMM 0.73 64.4 144.5 114.3 11.4 37.9 3.8

100

100% 0.44 42.4 293.5 76.7 10.2 42.7 3.6

75% 0.44 32.5 243.1 76.7 10.2 42.7 3.6

OMM 0.88 41.9 233.4 127.8 12.8 36.4 3.6

150

100% 0.48 32.1 367.1 83.2 11.1 41.2 3.4

75% 0.48 25.8 304.6 83.2 11.1 41.2 3.4

OMM 0.95 32.9 299 138.7 13.9 35.1 3.5

25 K

20

100% 0.3 110.0 133.2 49.4 6.6 41.8 3.5

75% 0.3 58.7 149.9 49.4 6.6 41.8 3.5

OMM 0.6 126.0 104.2 82.3 8.2 35.6 3.6

50

100% 0.37 60.7 234.3 61.7 8.2 40.0 3.3

75% 0.36 36.8 230.3 61.4 8.2 40.0 3.3

OMM 0.73 67.9 181.1 102.1 10.2 34.1 3.4

100

100% 0.44 45.7 275.1 69.0 9.2 38.4 3.2

75% 0.44 30.8 278.1 69.0 9.2 38.4 3.2

OMM 0.88 50.6 243.8 115.1 11.5 32.7 3.3

150

100% 0.48 39.0 270.4 74.9 10.0 37.1 3.1

75% 0.48 27.6 305.6 74.9 10.0 37.1 3.1

OMM 0.95 44.5 276.0 124.9 12.5 31.6 3.2
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Table 6.4: Small-signal model parameters at VDS = 0.8 V

IDS ri rds gm Cgs [fF] Cgd [fF]

[mA/mm] [Ω] [Ω] [mS] 4f200 2f20 4f200 2f20

300 K

20

100% 0.3 158.6 84.3 56.2 7.5 43.5 3.6

75% 0.3 112.4 69.5 56.1 7.5 43.5 3.6

OMM 0.6 151.5 66.4 93.6 9.4 37.1 3.7

50

100% 0.36 71.4 173.4 69.5 9.3 41.0 3.4

75% 0.37 54.6 145.2 69.5 9.3 41.0 3.4

OMM 0.73 78.9 139 115.8 11.6 35.0 3.5

100

100% 0.44 40.1 280.3 79.9 10.6 38.4 3.2

75% 0.44 35.7 230.4 79.9 10.6 38.4 3.2

OMM 0.88 54.6 224.8 133.1 13.3 32.8 3.3

150

100% 0.48 30.3 351.4 87.0 11.6 36.3 3.0

75% 0.48 29.6 290.2 86.8 11.6 36.3 3.0

OMM 0.95 45.9 286.0 144.7 14.5 31.0 3.1

25 K

20

100% 0.3 107.2 134.6 50.2 6.7 39.2 3.3

75% 0.3 65.1 141.3 50.1 6.7 39.2 3.3

OMM 0.6 125.5 103.7 84.3 8.4 33.4 3.3

50

100% 0.36 62.0 235.9 62.5 8.3 36.9 3.1

75% 0.36 40.4 222.8 62.5 8.3 36.9 3.1

OMM 0.73 75.1 179.4 104.2 10.4 31.5 3.1

100

100% 0.44 48.5 258.9 71.9 9.6 34.6 2.9

75% 0.44 33.7 273.8 71.9 9.6 34.6 2.9

OMM 0.88 59.1 242.1 119.8 12.0 29.5 2.9

150

100% 0.48 42.2 259.9 78.2 10.4 32.7 2.7

75% 0.48 30.4 304.6 78.2 10.4 32.7 2.7

OMM 0.95 51.2 282.9 130.4 13.0 27.9 2.8
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4. Much attention must be paid to the accuracy of the 1 GHz noise measurements. Factors such

as calibration accuracy of the noise source, losses in DC bias tees, extrinsic vs intrinsic gm, and

correction for post-amplifier noise in the presence of a mismatched output of the test transistor

must be considered;

5. Gate leakage current, which constitutes a shot noise source, is neglected in this development.

While total gate leakage is easily obtained from I − V measurements, what is needed is the

individual components of gate leakage, i.e., IG = IGS + IGD from which the shot noise source

can be modeled using i2g = 2q (|IGS |+ |IGD|) . Inclusion of this noise source would lower

predicted Tdrain measurements presented herein.
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Chapter 7

Wideband, Cryogenic, Very-Low
Noise Amplifiers

This chapter discusses design and measurements of two wideband LNAs designed on both the NGC

and OMMIC processes. The first LNA is designed to cover 1–20 GHz with < 10 K noise temperature

and > 30 dB gain cryogenically, and the second design covers 8–50 GHz. These designs were

fabricated on both the 100% and 75% In NGC processes.

All of the MMIC LNAs employ common-source stages. Large devices with inductive source

degeneration are used in first stages of the amplifiers to improve match and bring real part of

optimum noise impedance, Ropt, close to 50 Ohm. Thus, the first stage tends to be the bandwidth-

limiting stage and in order to compensate, inductive peaking is used to enhance high-frequency gain.

Subsequent stages employ smaller transistors with shunt and/or series inductive peaking to achieve

flat gain over the bandwidth. Furthermore, two-finger devices were used on all stages of all designs

in order to avoid potential instability sometimes observed on devices with more fingers (assuming

same total gate periphery) [95].

Because the transistor characterization results of the previous chapter were not available during

design phase of the LNAs presented herein, they were designed using foundry small-signal models.

In the case of NGC, the SSM was provided at a single bias point as mentioned previously and

this model was used for LNA design. The OMMIC SSM is applicable at 300 K only, therefore the

OMMIC LNAs were designed for room temperature.

7.1 Measurement Setups

7.1.1 Wafer-probed S-Parameters at 300 K

At least half of the MMICs fabricated in each foundry were first tested at room temperature using

wafer-probes for S-parameters up to 50 GHz at a range of bias values. The bias values were selected to

be fairly conservative as the goal of the tests were to confirm functionality rather than performance.
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Figure 7.1: Photograph of the test setup for wafer-probed S-parameter measurements at 300 K. The
bias is provided using three Keithley KE2400 DC supplies, one of which is not shown in the photo.

The test station employs Picoprobe’s 67A-GSG-120 coplanar probes with 120 µm pitch. Cal-

ibration is performed using the GGB Industries’ CS-5 calibration substrates with the appropriate

calibration coefficients loaded onto the Agilent PNA. The calibration is checked periodically during

tests to ensure there is no drift. A photo of the test setup is presented in Figure 7.1.

7.1.2 Cryogenic noise

Block diagrams of the cold attenuator and hot/cold load test setups used in LNA noise measure-

ments are provided in Figure 7.2(a) and (b), respectively. The cold attenuator method is used for

measurements up to 18 GHz. The input and output stainless steel coaxial cables are heat sunk to the

77 K stage. The test setup is regularly calibrated against a reference amplifier and the uncertainty

in noise temperature measurements is ±1 Kelvin.

Despite its significantly higher measurement duration, the hot/cold load setup is preferred for

50 GHz LNA measurements, because poor input return loss of the LNAs coupled with low ENR

from the noise source above 30–35 GHz with the 10 dB cold attenuator produced unreliable results.

The output of the device under test (DUT) is down-converted with a variable local oscillator (LO),

which is provided by a 67 GHz Anritsu synthesizer and controlled by the noise figure analyzer

(NFA), producing a fixed IF frequency of 50 MHz. The test setup works up to 50 GHz; however,

uncertainty in measurements grows rapidly above 43 GHz due to gains of the post-amplifier and LO

driver amplifier rolling off. The uncertainty up to 40 GHz is estimated to be ±2 Kelvin.
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Figure 7.2: Block diagrams of the (a) cold attenuator, (b) hot/cold load test setups used for LNA
noise temperature measurements



124

614.4 fF

9000 fF

7800 fF

100 Ohm

1200 Ohm

23 Ohm

56 Ohm

470.4 fF

6000 fF

1.125e4 fF

40 Ohm

18 Ohm

150 Ohm

8640 fF

9375 fF

17.54 Ohm

28 Ohm

28 Ohm

9375 fF

20 Ohm

1260 Ohm

100 pH

NT=3 NT=2

G
D

S1S2

1

2

34

Nf=2
Wf=100

G
D

S1S2

1

2

34

Nf=2
Wf=65

G
D

S1S2

1

2

34

Nf=2
Wf=65

In

Vd

Vg23

Out

(a)

(b)

Figure 7.3: (a) Schematic, and (b) chip micrograph of the 1–20 GHz NGC LNA. In the schematic,
Nf is number of fingers and Wf is finger length in micrometers of the transistor

7.2 NGC 1–20 GHz LNA

The NGC 1–20 GHz LNA consists of three stages with the following device sizes from input to

output: 2f200, 2f130, and 2f130 µm. Figure 7.3 displays the schematic and chip micrograph of the

LNA.

The wafer-probed S-parameters of MMICs from both the 100% and 75% In wafers appear in

Figure 7.4. For the 100% In MMICs, two sets of curves with different bias conditions are presented.

In the first case (left half of Figure 7.4(a)), the 100% In MMICs are biased at VDS = 1.2 V, IDS = 20

mA with gate biases chosen such that all three stages of the MMIC have approximately 0.7 V drain-

source voltage drop on the transistor. This is also what was done for the 75% MMICs in part (b).

This corresponds to about 20 mA/mm current density in the first stage, which is very low for room-

temperature operation. In the right half of part (a), the MMICs are biased at higher drain voltage

and current which is closer to the bias of the original SSM.

A large gain slope is observed on LNAs from either process at low bias. The reason for this is
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Figure 7.4: Wafer-probed S-parameters of NGC 1–20 GHz LNAs from (a) 100% and (b) 75% In
wafers. In part (a), two sets of curves are shown with different bias conditions. The simulated
performance of the MMIC using NGC 100% In SSM is plotted using dashed lines biased at VDS = 1
V and IDS =300 mA/mm (i.e., ∼ 140 mA total MMIC drain current). Chips from the first and
second batches are from the same wafer and are identical.
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three fold:

1. The first stage has the biggest transistor and thus, has the highest gain at low frequencies

and when it is biased at such low current density, the low-frequency gain suffers due to the

fact that the gain of the stage is a function of the gate-to-drain capacitor Cgd in addition to

the transconductance. The reason the first-stage bias was so low is due to a design error in

selecting appropriate resistor values for the drain resistors of each stage. In particular, the

first stage has the highest resistor value on the drain. This error has somewhat smaller impact

in packaged LNA results, because the on-chip drain bias line was cut and two separate drain

voltages were provided to the chip;

2. Series inductive peaking used in between second and third stages to increase the gain bandwidth

to 20 GHz. This causes a bias-dependent gain peak at the upper end of the frequency band

and exacerbates the gain slope;

3. Difference in the foundry-specified SSM and the observed discrete device characteristics.

Another observation from these plots is the lower gain of the 75% In devices by about 5-8 dB when

biased similarly to the 100% MMICs. This is in agreement with the discrete device measurements of

the previous section where it was observed that the 75% In gm was roughly 20% lower. When biased

at higher drain voltage and current, the 100% MMICs display fairly good input and output match

despite the limitations in small-signal modeling. There is still a sizable gain slope and the “average”

gain is lower than that predicted by the SSM which also agrees with the difference in measured gm

and that predicted by the small-signal model.

A wafer-probed MMIC is then installed in a coaxial package as shown in Figure 7.5. The input

matching network has not been optimized and is a 70 Ω transmission line on a 15-mil-thick Duroid

6002 printed circuit board (PCB) followed by a section of 50 Ω microstrip on 15-mil-thick alumina

board. The first-stage gate bias is brought in via a 5 kΩ resistor. The off-chip bypassing is ac-

complished by three 47pF Skyworks single-layer capacitors next to the chip in addition to 0.01 µF

surface-mount capacitors on the DC board. The input AC coupling capacitor is a Skyworks 22pF

single-layer capacitor. The on-chip drain bias line on the MMIC is cut and two drain bias voltages

are provided. In particular, the first-stage drain bias is connected to the drain power supply directly

with some bypassing. The drain bias of the second and third stages, however, have a series 50 Ω

resistor (appears right above the three bypass capacitors next to the chip in Figure 7.5) in order

to reduce the intrinsic drain voltage on these transistors when the MMIC is biased to optimize

first-stage performance.

The measured and simulated scattering parameters and input noise temperature of the LNA

at 22 K physical temperature are provided in Figure 7.6 along with the measured noise and gain

of the 75% In MMIC in green. The simulations are performed by modifying gm and gds of the
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Figure 7.5: Photograph of the NGC 100% In 1–20 GHz LNA

NGC 100%−In 1−20 GHz LNA S−parameters and Noise @ 20K − 17 Feb 2012
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on NGC’s 100% In 35 nm process at 22 Kelvin physical temperature. The supply voltage is 1.2 V
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128

SSM per discrete HEMT measurements of the previous chapter at the measured bias for each stage.

The agreement between the modeled and measured S-parameters is quite good considering the

aforementioned limitations. The input return loss is poor below 7 GHz and is approximately 10 dB

or higher from 10 to 18 GHz. Comparison of Figures 7.4 and 7.6 reveals that the primary reason for

the poor input return loss is the matching network. It has not been optimized at all and was pieced

together using available parts in the laboratory. The output return loss is higher than 10 dB over

the entire frequency band.

The measured noise is ≤ 10 K from 2 to 17 GHz and compares well with the simulations which

also use the results of the Tdrain measurements from the previous chapter. It is seen that the

minimum noise temperature of the MMIC is notably higher than that of a single transistor. One of

the reasons for this is the inclusion of a shot noise source between gate and drain of the first-stage

device whose power spectral density is taken to be proportional to total gate current instead of sum

of absolute values of IGD and IGS because these were not measured. Due to the high Ropt, this noise

source degrades Tmin by approximately 1 Kelvin for 0.5 µA gate leakage on the 100% devices. The

increased Tmin may also be due to the fact that the MMIC was not measured at the optimum noise

bias; however, the effect of this is thought to be quite small given the fairly flat Tmin versus bias

performance demonstrated in Chapter 6. Furthermore, the Tmin value calculated in the previous

chapter is for a four-finger device versus the two-finger transistors on the MMIC. Nevertheless, the

measured noise approaches Tmin at the upper end of the band.

Four 100% and one 75% MMICs were tested cryogenically. All of the 100% LNAs suffered from

low-frequency oscillations and the results presented herein are from the only 100% LNA measure-

ment that yielded respectable noise over the desired frequency range without stability issues. The

oscillations, which were not observed on the 75% MMIC, mainly occurred below 1 GHz and exhib-

ited strong dependence on bias of the second and third stages. Many tests have been performed

to pinpoint the source of the instability such as measuring the same MMIC in different coaxial

packages, trying many different off-chip bypass arrangements including different capacitor values,

different resistor values in between capacitors to prevent resonance, etc. Moreover, it was noted

that the MMICs oscillated even with the first stage pinched off. All of these empirical observations

combined with the fact that 75% MMIC could not be made to oscillate suggest impact ionization,

especially the strong inductive behavior of the drain impedance, as the source of the instability. In

fact, understanding these results was one of the motivations for the discrete HEMT characterization

of the previous chapter.
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Figure 7.7: (a) Schematic, and (b) chip micrograph of the 1–20 GHz OMMIC LNA. In the schematic,
Nbd is number of fingers and Wu is finger length in micrometers of the transistor.

7.3 OMMIC 1–20 GHz LNA

This LNA was designed primarily for cryogenic use but the design utilizes the OMMIC design kit

SSM values intended for 300K. Fortunately, good results were obtained at both 300K and 20K

temperatures. The amplifier consists of three common-source stages with 2f150, 2f100 and 2f100 µm

transistors. The schematic and chip micrograph appear in Figure 7.7.

Figure 7.8 plots the wafer-probed S-parameter measurements of the first eight MMICs biased

identically which, due to small threshold voltage variations, yields slightly different drain currents. It

is seen that there is excellent uniformity in performance at 300 K. Furthermore, at this conservative

bias the chips have > 30 dB gain up to 25 GHz as opposed to the design target of 20 GHz. The

input impedance is poor but matchable to 50 Ω beyond 10 GHz. The output return loss is decent,

but worse than the simulated performance of > 10 dB.

One of the wafer-probed MMICs, serial number 2416, is installed in a coaxial package as shown
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Figure 7.8: Wafer-probed S-parameters of eight OMMIC 1–20 GHz LNAs. The MMICs are biased
at identical gate and drain voltages with IDS = 20− 25 mA.

in Figure 7.9. The input matching network has not been optimized and is a simple, 9.5 mm-long,

70 Ω transmission line on a 15-mil-thick Duroid 6002 PCB. It is made by stitching together parts of

existing PCBs in the lab. The first-stage gate bias is brought in via a 10 kΩ resistor. The off-chip

bypassing is accomplished by 68pF Skyworks single-layer capacitors next to the chip in addition to

0.01 µF surface-mount capacitors on the DC board. The input AC coupling capacitor is a Skyworks

22 pF single-layer capacitor. The measured best input noise temperature and the corresponding S-

parameters at room temperature are plotted in Figure 7.10 at the optimum noise bias along with the

simulated performance. The simulations are performed at the measurement bias using the discrete

device measurements presented previously. The agreement between the two data sets is excellent.

The measured gain is approximately 38 dB and the gain flatness is very good. The measured

input match is slightly worse than the simulations which is likely due to small parasitic effects in

the SMA connector, the input matching network and the single-layer AC coupling capacitor at the

MMIC input. The input return loss needs improvement across the entire frequency range. However,

it is worth pointing out that the input return loss of the MMIC alone is better than this performance,

and the degradation is mainly due to the input matching network which is not matching the input

but bringing the input impedance closer to Zopt of the MMIC. The output match is better than 10

dB from 1.5 to 16 GHz. The input noise temperature at 300 K is impressive, < 80 K (noise figure

< 1.06 dB) up to 16 GHz.

Similar to the NGC 1–20 GHz LNA, the simulated MMIC minimum noise temperature deviates

from that of the transistor. While the gate leakage of the OMMIC devices are much lower than

that of NGC 100% In devices, it still contributes non-negligible noise due to 300 Kelvin ambient
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Figure 7.9: Photograph of the OMMIC 1–20 GHz LNA

OMMIC MCP77 SN2416 in Chassis 540D Noise/S−Parameters @ 300K − 23 Apr 2012
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Figure 7.10: Comparison of simulated and measured performance of the 1–20 GHz LNA on OM-
MIC’s D007IH process at 300 Kelvin physical temperature. Agreement between the two data sets
is excellent with the exception of a constant gain offset versus frequency. The supply voltage is 2 V
with total drain current of 38 mA. Simulations include the input matching network.
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OMMIC 1−20 GHz LNA SN2416 in 540D Noise @ 21K − 24 Apr 2012
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Figure 7.11: Measured input noise temperature and gain of the OMMIC 1–20 GHz LNA at 21 Kelvin
physical temperature showing excellent performance over more than two decades of bandwidth (i.e.,
0.7 to 16 GHz). The supply voltage is 1 V with total drain current of 16 mA. Also plotted is the
performance of a typical and the best 1–12 GHz 130 nm InP LNAs both developed at Caltech.

temperature, e.g., from 5 to 13 K at 1 GHz and 23 to 26 K at 6 GHz due to 1.4 µA gate leakage

current. Another reason for the difference is loss preceding the transistor which is very small, but

contributes significant noise at 300 K. Another point the Tmin curve underlines is the sub-optimal

input matching network design at the upper end of the frequency band.

The cryogenic input noise temperature and gain of this LNA appear in Figure 7.11 along with

those of a typical and the best (reference) 1–12 GHz LNAs developed at Caltech. This LNA achieves

< 10 K noise from 0.7 to 16 GHz and 12 K at 18 GHz with measured noise on the order of 5 K

from 4 to 10 GHz. In comparison with the typical 130 nm, InP-based, 1–12 GHz LNA, the OMMIC

LNA provides much improved noise above 9 GHz. Overall, it works as well as the best InP-based

amplifier while its biggest disadvantage is the poor input match as shown in Figure 7.12, which is

addressed in the next design iteration (see Section 7.6).

LNAs consuming very low DC power are of interest to THz astronomy where they serve as IF

amplifiers following SIS or HEB mixers operating at or below 4 K ambient temperature. In such

an application, reducing power consumption decreases the total heat load on the cooler and enables

collocation of the LNA and the mixer. The OMMIC 1–20 GHz LNA exhibits < 10 K from 2 to 14

GHz at 3 mW DC power consumption, as shown in Fig. 7.13. While not shown here for brevity,



133

OMMIC 1−20 GHz LNA SN2416 in 540D S2P @ 21K − 23 Apr 2012
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Figure 7.12: Measured cryogenic scattering parameters of the 1–20 GHz OMMIC LNA. The bias
is slightly different than that of the noise measurements; however, the performance difference was
observed to be very small.

OMMIC 1−20 GHz LNA SN2416 in 540D Low Power Noise @ 20K − 24Apr12
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Figure 7.13: Measured cryogenic noise and gain of the 1–20 GHz OMMIC LNA under low-power
operation
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it achieves > 15 dB power gain and ∼ 20 K input noise temperature at 8 GHz with less than 1

mW power consumption from 0.25 V drain supply. As such, it is a very attractive candidate for IF

amplifiers in following superconducting mixers, especially if the LNA is collocated with the mixer

such that impact of poor input match is minimized.
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Figure 7.14: (a) Schematic, and (b) chip micrograph of the 8–50 GHz NGC LNA

7.4 NGC 8–50 GHz LNA

The 8–50 GHz LNA comprises three stages with 2f120, 2f50 and 2f80 µm transistors. Unlike the

lower frequency LNAs, the first-stage gate bias is on chip. A chip micrograph and the LNA schematic

are provided in Figure 7.14.

The wafer-probed, room-temperature scattering parameters appear in Figure 7.15 for two bias

conditions. Similar to the 1–20 GHz NGC LNAs, the MMICs exhibit more gain variability with

frequency in comparison with the simulations and significant gain slope under low bias which is

again due in part to error in drain resistor value. Unlike the low-frequency LNAs, however, the

input and output match of the MMICs operated near the NGC SSM bias are notably worse than

simulations. Results from 75% In MMICs are not included due to very limited testing performed on

those chips.

A V-band chassis was designed to test the 50 GHz MMICs in a coaxial package. It uses Anritsu

V-band glass beads and sliding contacts to make solid electrical connection with the 5-mil-thick,

50 Ω alumina boards at the input and the output. Similar to the other LNAs presented above, the

off-chip bypass capacitors are 47 pF Skyworks single-layer capacitors. While this MMIC also suffers

from the design error regarding the drain resistor values, the on-chip drain line is not cut and one

common drain voltage is used. It is reasonable to expect some improvement in the results presented
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Figure 7.15: Wafer-probed S-parameters of NGC 100% In 8–50 GHz LNAs with total drain current
of approximately (a) 10 mA at 1.2 V, and (b) 50 mA at 2.8 V. Chips from the first and second
batches are from the same wafer and are identical.

in this section if the drain lines were to be separated between first and subsequent stages.

The measured and simulated scattering parameters and input noise temperature are provided in

Figure 7.17, where the simulations incorporate the measured gm, gds, and Tdrain in the small-signal

model. The only caveat is that Tdrain values from measurements were reduced manually because

otherwise the simulated noise was considerably higher than measured noise throughout the band.

This manual adjustment is in line with the earlier observation that impact ionization increases Tdrain,

but this should mostly be at low frequencies, i.e., < 10 GHz and the noise performance at higher

frequencies should not be affected as severely. Nevertheless, the manually adjusted Tdrain values are

still obtained from measurements, but at a bias point prior to onset of impact ionization.

The agreement between predictions and measurements is mediocre for input and output return

loss. This is primarily due to inadequate modeling of the V-band glass-bead and sliding contact

attachment to the 50 Ω alumina traces. Nonetheless, the simulations are fairly close to the “mean”

level of measurements for most of the frequency band. The measured gain is, as expected, low and

exhibits considerable slope.

The simulated and measured noise performance are somewhat different, especially above 20 GHz

due in part to inadequate modeling of the MMIC packaging. In spite of that, the measured noise

temperature is still ≤ 20 K from 6 to 40 GHz at 30 mW power consumption and is reasonably close

to simulated minimum noise temperature Tmin above 20 GHz. Also plotted in the same figure is

the input noise temperature of another MMIC (green dashed) which exhibits better performance,

i.e., Tn ∼ Tmin throughout the upper half of the frequency range. This improvement is due to two

factors:
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Figure 7.16: Photograph of the NGC 100% In 8–50 GHz LNA

107A InP 8−50 GHz LNA S−parameters and Noise @ 20K − Feb − May 2012
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Figure 7.17: Comparison of simulated (red) and measured (black) performance of the 8–50 GHz
LNA on NGC’s 100% In 35 nm process at 22 Kelvin physical temperature. The supply voltage is
1.3 V with total drain current of 23.6 mA. Also plotted in green dashed is measured noise of another
8–50 GHz 100% In MMIC.
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1. Improvements to the test setup: A few months after the initial MMIC was tested, an atten-

uator was incorporated following the DUT outside the dewar and the post-amplifier bias was

adjusted. Prior to these changes, the second MMIC performed almost identical to the one

plotted in black;

2. Packaging: Some time after the tests, it was noticed that the V-band sliding contacts were not

epoxied as instructed by Anritsu;

The first MMIC could not be tested after these changes, because it was re-used elsewhere. However,

it is reasonable to conjecture that the test setup and the sliding contact attachment may have had

a signature on the results. The as-measured noise performance of this amplifier is somewhat higher

than the existing cryogenic LNAs, but may possibly be closer to the state of the art once more

careful and reliable tests are performed. In addition, this LNA spans much wider frequency range

than the currently available ones, most of which usually only cover a waveguide band, e.g., 26–40

GHz.
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Figure 7.18: (a) Schematic and (b) chip micrograph of the 8–50 GHz OMMIC LNA

7.5 OMMIC 8–50 GHz LNA

The final LNA presented is the 8–50 GHz OMMIC design, which, unlike the other designs, is a

four-stage amplifier. The first stage consists of a 2f100 µm device followed by three stages employing

2f40 µm transistors. The first-stage gate bias is once again on chip. The circuit schematic and a

chip micrograph appear in Figure 7.18.

The first nine MMICs were wafer-probed at 300 K and their S-parameters are displayed in

Figure 7.19 along with the expected performance per simulations. The most important observation

is the large gain slope. The gain peaks around 50 GHz and the peak location in frequency exhibits

strong bias dependence. The input and output return loss both approach 0 dB near the gain peak.

Moreover, both deviate considerably from simulations as the gain slope starts to dominate the

frequency response. This suggests that these are all due to the same phenomenon which is thought

to be due to feedback from the output of the fourth stage to that of the second stage. The only

way a similar effect could be reproduced in simulations was by tweaking the resonance frequency

of the bypass capacitors on the second-stage drain and the drain bias line such that their response

becomes inductive at lower frequency than the OMMIC SSM predicts.

The MMIC is installed in the same V-band package as the NGC 50 GHz LNA. The gate DC

bias lines have series resistors to prevent possible resonance with the surface-mount capacitors.
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Figure 7.19: Wafer-probed S-parameters of nine OMMIC 8–50 GHz LNAs biased with total drain
current of 32 mA at 1.6 V. Simulated performance is plotted using dashed curves.

Figure 7.20: Photograph of the OMMIC 8–50 GHz LNA
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OMMIC MCP77 8−50 GHz LNA S−parameters and Noise @ 300K − May−Aug 2012
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Figure 7.21: Comparison of simulated (red) and measured (black) performance of the OMMIC 8–50
GHz LNA at room temperature. The supply voltage is 1.85 V with total drain current of 35 mA.
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Figure 7.22: Measured input noise temperature (black solid) and gain (red dashed) of the OMMIC
8–50 GHz LNA at 21 Kelvin physical temperature. The supply voltage is 1 V with total drain
current of 11 mA. Cryogenic gain was not measured between 1 and 20 GHz.
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Also included is a series 10 Ω resistor on the drain bias line for the same purpose. The measured

performance at room temperature is compared to simulations in Figure 7.21. The agreement between

the data sets is quite reasonable, especially up to 30 GHz. The room-temperature noise performance

is poor compared to other published results [24]; however, this LNA covers a much wider frequency

range, nearly a decade bandwidth. The degradation in noise above 30 GHz is also thought to be

related to the feedback mechanism mentioned above.

Finally, Figure 7.22 presents cryogenic noise and gain of the LNA which was measured after the

50 GHz noise test set was upgraded (see Section 7.4). The noise is 5-10 K higher than the NGC 50

GHz LNA and the gain is somewhat lower. The latter is related to the DC bias which is quite low.

It was selected to minimize 40 GHz noise by measuring the noise temperature of the MMIC using

the hot/cold load method at a single frequency (the same approach was used for the NGC 50 GHz

LNA). Overall, the performance is respectable given the DC power consumption; however, it needs

improvement to be useful in radio astronomy.
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7.6 Revised Designs

As alluded to earlier, revised designs are submitted to both foundries. The revisions were primarily

made based on the discrete device characterization results of the prior chapter with the exception

of the Tdrain results which were not available at the time.

In particular, the revised NGC 1–20 GHz LNA was targeted for the 75% In wafer whereas the

revised 8–50 GHz LNA is intended for the 100% In wafer. Number of changes were kept to a

minimum to reduce uncertainty as much as possible with the primary improvements being:

1. the drain resistor design error was fixed on both LNAs which will enable operation in wider

range of DC bias;

2. all stages are designed to operate with low intrinsic drain-source voltage, e.g., ˜ 0.4–0.5 V;

3. > 30 dB gain with much less slope;

4. improved input and output return loss at the target DC bias point;

5. drain bias lines of the first and subsequent stages are separated on chip to reduce potential

feedback. The MMICs are still designed to operate off of a single drain supply; however, the

two on-chip drain lines are intended to be tied together after RF bypassing.

Only the OMMIC 1–20 GHz LNA is revised for the second iteration and it is split into two designs:

1) 1-18 GHz LNA; 2) 1–12 GHz LNA. For both, the primary goal was to improve input return

loss while maintaining, or if possible improving, all other performance metrics. The revisions, again

based on discrete transistor measurements, were a bit more “radical” on these designs and include:

1. all stages are designed to operate with low intrinsic drain-source voltage, e.g., ˜ 0.4–0.5 V;

2. transistors with four or more fingers are employed instead of two-finger devices only;

3. drain bias lines of the first and subsequent stages are separated like the new NGC MMICs;

4. better than 10 dB input return loss for f > 5 GHz and much better output return loss on both

designs;

5. 1–12 GHz LNA employs feedback for the first time in published HEMT LNA literature and

also employs large first- and second-stage devices. This increases power consumption but helps

reduce low-frequency noise in addition to bringing Ropt closer to 50 Ω.
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7.7 Cryogenic Performance of Coupling Capacitors

The 1–20 GHz LNAs presented herein do not have on-chip gate bias for the first stage. Conse-

quently, the packaged amplifiers employ off-chip, single-layer AC coupling capacitors which must

be resonance-free over the entire bandwidth of the MMICs and low loss to ensure impact on input

noise temperature and S-parameters of the LNA is minimal. In order to quantify the impact of cou-

pling capacitors on measured noise of amplifiers, cryogenic microwave performance of five capacitors,

four single-layer and one surface-mount, are evaluated. In particular, effective noise contribution of

each capacitor is calculated using cryogenic scattering parameter measurements. The five capacitors

tested to date are:

1. Dielectric Labs Milli-Cap 82 pF multi-layer, size 50 mil by 20 mil;

2. Presidio Components 4 pF, size 12 mil by 12 mil;

3. Presidio Components 10 pF, size 15 mil by 15 mil;

4. Skyworks 10 pF, 9 mil by 12 mil;

5. Skyworks 22 pF, 15 mil by 18 mil.

Each capacitor is mounted, in series configuration, in a V-band package (same as the one used for

50 GHz LNAs) with 50 Ω input and output alumina microstrip lines. The packaged capacitor is

characterized by measuring its S-parameters up to 50 GHz both at room and cryogenic temperatures.

The packaging effects on the measurements are mostly de-embedded via measurements of a thru

package. The cryogenic measurements were performed at 77 K by dipping the packaged capacitor

in liquid nitrogen (Figure 7.23). In the following, the capacitor performance is assumed unchanged

from 77 to 22 K.

Let the effective loss of the capacitor be defined as the reciprocal of its available gain with

Rgen = 50 Ω, i.e.,

Leff ≡
1− |s22|2

|s21|2
, (7.1)

then, input noise temperature of the capacitor followed by the MMIC LNA is given simply by the

Friis’ formula for noise [88]

Tn = Tcap + LeffTLNA (7.2)

where TLNA is the noise temperature of the LNA, and the noise temperature of the capacitor Tcap—a

lossy, passive two port—is obtained using Bosma’s theorem [96]

Tcap = Tphys
1− |s22|2 − |s21|2

|s21|2
= Tphys (Leff − 1) . (7.3)
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Figure 7.23: Measurement setup for cryogenic capacitor tests

Tphys is the physical temperature of the capacitor, namely 300 or 22 K. Then, the effective noise

contribution due to ohmic losses in the capacitor is defined as

∆T ≡ Tn − TLNA = (Tphys + TLNA) (Leff − 1) . (7.4)

Here, s21 represents the de-embedded transmission coefficient while no de-embedding is performed

on s22.

Figure 7.24 presents the calculated noise contribution of the five capacitors. For these plots, TLNA

is assumed to be 55 and 5 Kelvin at room and cryogenic temperatures, respectively. The effect of

the capacitor reactance is negligible above 1 GHz for values > 10 pF. The ripples in response around

12 and 18 GHz are remnants of package effects after de-embedding. From the noise contribution

perspective, the two Skyworks capacitors perform the best. However, their performance starts to

degrade above 12 GHz with the 10 pF capacitor exhibiting slightly wider bandwidth. Presidio 4 pF

capacitor achieves even wider bandwidth without any resonances; however, its noise contribution

is significantly higher thereby limiting its use for extremely low-noise applications. Dielectric Labs

82 pF Milli-Cap is an SMT single-layer capacitor with the data sheet indicating resonance-free and

low-loss operation up to 40 GHz. The measurements reveal significantly different performance;

however, it is possible that there are artifacts due to mounting of the SMT capacitor in the coaxial

package (e.g. capacitor is installed on 4-mil-wide microstrip trace) which could explain some of the

unexpected performance degradation.
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Figure 7.24: Effective noise contribution due to ohmic loss of five microwave capacitors at 300 and
22 K

7.8 Conclusions

In this chapter, the measurements of 1–20 and 8–50 GHz LNAs on Northrop Grumman Corporation’s

35 nm InP and OMMIC’s 70 nm GaAs processes have been discussed at length. The results have

been extensively compared to simulated performance using discrete HEMT results of the previous

chapter, and in general, the agreement was observed to be very good.

Of the LNAs presented, three stand out by improving the state of the art in noise and bandwidth

of cryogenic LNAs:

1. the OMMIC 1–20 GHz LNA achieved ≤ 10 K from 0.7 to 16 GHz and ∼ 5 K over half of that

band with approximately 15 mW DC power consumption. Furthermore, it performs very well

under ultra-low-power operation with ≤ 10 K noise temperature from 2 to 14 GHz at 3 mW;

2. the low-frequency InP LNA measured ≤ 10 K from 2 to 17 GHz, but exhibited large gain slope

due mostly to limited SSM availability and design error in drain resistor values;

3. the NGC 8–50 GHz LNA achieves < 20 K noise from 6 to 40 GHz which is only slightly higher

than state-of-the-art Ka-band amplifiers in the literature, but covers a much wider frequency

band.

All LNAs exhibit poor input return loss which is addressed in the next design iteration in addition

to correcting the large gain slopes observed on NGC LNAs.

The results of this chapter highlight the trade-off between low-frequency noise temperature and
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bandwidth of ultra-wideband LNAs. In particular, improving the former requires large first-stage

devices with Ropt values closer to 50 Ω in addition to significant inductive source degeneration.

However, both degrade high-frequency noise and gain of the LNAs. On the other hand, small

devices in the first stage not only move Ropt away from 50 Ω, but also makes the input impedance

of the LNA very difficult to match. This further complicates the LNA design as the amount of

matching one can do is very limited to begin with in ultra-wideband applications.
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Appendix A

Geometries of the Example
Quad-Ridged Horns
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Ridge Profile Horn Profile
x y x y

122.81 12.18 122.81 0

122.81 0 122.81 29.18

27.71 0 125.43 211.29

27.71 12.18 132.37 393.39

2.9 12.18 143.92 575.5

2.9 29.18 160.25 757.6

5.27 194.02 180.71 939.71

11.69 358.86 205.83 1121.81

22.14 523.69 235.04 1303.92

36.57 688.53 268.09 1486.02

55.56 853.36 305.37 1668.13

78.38 1018.2 346.01 1850.23

104.92 1183.04 390.13 2032.34

135.08 1347.87 437.48 2214.44

169.28 1512.71 487.5 2396.55

206.8 1677.55 540.37 2578.65

247.46 1842.38 595.42 2760.76

291.11 2007.22 652.41 2942.86

328.26 2139.09 711.17 3124.97

367.15 2270.96 771.16 3307.07

407.67 2402.83 832.18 3489.17

449.68 2534.69 893.83 3671.28

493.07 2666.56 951.33 3853.38

537.7 2798.43 967.97 3894.83

583.45 2930.3 990.97 3931.99

630.16 3062.17 1019.18 3963.01

677.72 3194.04 1051.17 3986.32

725.96 3325.91 1085.35 4000.76

774.76 3457.78 1120 4005.6

823.96 3589.65 1153.38 4000.61

873.41 3721.52

918.08 3853.38

951.33 3853.38

893.83 3671.28

832.18 3489.17

771.16 3307.07

711.17 3124.97

652.41 2942.86

595.42 2760.76

540.37 2578.65

487.5 2396.55

437.48 2214.44

390.13 2032.34

346.01 1850.23

305.37 1668.13

268.09 1486.02

235.04 1303.92

205.83 1121.81

180.71 939.71

160.25 757.6

143.92 575.5

132.37 393.39

125.43 211.29

122.81 29.18

122.81 12.18

Table A.1: x− y coordinates of the ridge and horn profiles of the very high gain QRFH for flo = 0.5
GHz. Dimensions are in millimeters.
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Ridge Profile Horn Profile
x y x y

77.22 7.71 77.22 0.00
77.22 0.00 77.22 18.41
16.79 0.00 77.65 65.63
16.79 7.71 79.52 112.85
2.71 7.71 83.32 160.07
2.71 18.41 89.39 207.28
2.94 42.02 98.02 254.50
3.73 65.63 109.44 301.72
5.16 89.24 123.86 348.93
7.25 112.85 141.48 396.15
10.05 136.46 162.48 443.37
13.58 160.07 187.00 490.59
17.85 183.67 215.22 537.80
22.88 207.28 247.27 585.02
28.69 230.89 283.29 632.24
35.30 254.50 323.40 679.45
42.71 278.11 345.03 703.06
50.94 301.72 355.00 712.71
60.00 325.33 365.70 720.75
69.90 348.93 376.59 726.78
80.64 372.54 387.12 730.50
92.24 396.15 396.77 731.71
104.71 419.76 405.05 730.37
118.04 443.37 411.55 726.53
132.26 466.98
147.37 490.59
163.36 514.19
180.26 537.80
198.07 561.41
216.79 585.02
236.43 608.63
256.99 632.24
278.49 655.85
300.92 679.45
324.28 703.06
336.14 703.06
345.03 703.06
323.40 679.45
283.29 632.24
247.27 585.02
215.22 537.80
187.00 490.59
162.48 443.37
141.48 396.15
123.86 348.93
109.44 301.72
98.02 254.50
89.39 207.28
83.32 160.07
79.52 112.85
77.65 65.63
77.22 18.41
77.22 7.71

Table A.2: x − y coordinates of the ridge and horn profiles of the high-gain QRFH for flo = 0.7
GHz. Dimensions are in millimeters.
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Ridge Profile Horn Profile
x y x y

28.05 7.04 28.05 0.00
28.05 0.00 28.05 11.50
11.37 0.00 28.61 21.97
11.37 7.04 29.32 32.44
0.65 7.04 30.21 42.91
0.65 11.50 31.32 53.38
1.06 16.74 32.73 63.85
1.51 21.97 34.50 74.32
2.02 27.21 36.72 84.79
2.59 32.44 39.52 95.26
3.22 37.68 43.04 105.73
3.93 42.91 47.46 116.20
4.72 48.15 53.03 126.67
5.61 53.38 60.02 137.14
6.59 58.62 68.82 147.60
7.70 63.85 79.89 158.07
8.94 69.09 86.45 163.31
10.32 74.32 88.10 164.34
11.86 79.55 89.94 164.99
13.59 84.79 91.88 165.21
15.51 90.02 93.81 164.99
17.67 95.26 95.65 164.35
20.08 100.49 97.30 163.31
22.77 105.73 98.68 161.93
25.78 110.96
29.14 116.20
32.90 121.43
37.10 126.67
41.80 131.90
47.05 137.14
52.92 142.37
59.47 147.60
66.80 152.84
74.99 158.07
84.15 163.31
86.45 163.31
79.89 158.07
68.82 147.60
60.02 137.14
53.03 126.67
47.46 116.20
43.04 105.73
39.52 95.26
36.72 84.79
34.50 74.32
32.73 63.85
31.32 53.38
30.21 42.91
29.32 32.44
28.61 21.97
28.05 11.50
28.05 7.04

Table A.3: x − y coordinates of the ridge and horn profiles of the medium-gain QRFH for flo = 2
GHz. Dimensions are in millimeters.
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Ridge Profile Horn Profile
x y x y

17.84 4.75 17.84 0.00
17.84 0.00 17.84 7.89
6.93 0.00 17.84 13.61
6.93 4.75 17.86 19.33
0.53 4.75 17.93 25.05
0.53 7.89 18.09 30.77
1.03 16.91 18.35 36.49
1.53 25.93 18.79 42.21
2.03 34.95 19.42 47.93
2.53 43.97 20.27 53.65
3.04 53.00 21.45 59.37
3.66 62.02 22.94 65.09
4.69 71.04 24.82 70.81
5.54 75.25 27.15 76.53
6.82 79.46 29.93 82.25
8.68 83.67 33.31 87.97
11.30 87.88 37.26 93.69
14.82 92.09 41.84 99.41
19.31 96.30 47.18 105.13
24.74 100.51 53.24 110.85
30.93 104.72 60.17 116.57
37.55 108.93 67.99 122.29
44.12 113.14 76.68 128.01
50.11 117.35 80.91 130.41
54.95 121.56 85.23 132.23
58.17 125.77 89.42 133.38
64.59 131.63 93.26 133.80
72.64 134.89 96.57 133.46
81.33 135.14 99.18 132.40
87.82 132.94 100.95 130.65
85.23 132.23
80.91 130.41
76.68 128.01
67.99 122.29
60.17 116.57
53.24 110.85
47.18 105.13
41.84 99.41
37.26 93.69
33.31 87.97
29.93 82.25
27.15 76.53
24.82 70.81
22.94 65.09
21.45 59.37
20.27 53.65
19.42 47.93
18.79 42.21
18.35 36.49
18.09 30.77
17.93 25.05
17.86 19.33
17.84 13.61
17.84 7.89
17.84 4.75

Table A.4: x− y coordinates of the ridge and horn profiles of the low-gain QRFH for flo = 2.3 GHz.
Dimensions are in millimeters.
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Ridge Profile Horn Profile
x y x y

16.67 4.86 16.67 0.00
16.67 0.00 16.67 7.61
6.51 0.00 16.69 14.86
6.51 4.86 16.73 22.11
0.58 4.86 16.78 29.35
0.58 7.61 16.88 36.60
0.74 11.11 17.04 43.85
0.90 14.61 17.30 51.09
1.06 18.11 17.74 58.34
1.22 21.61 18.46 65.59
1.38 25.11 19.65 72.83
1.54 28.60 21.62 80.08
1.70 32.10 24.88 87.33
1.86 35.60 30.27 94.57
2.02 39.10 39.19 101.82
2.18 42.60 53.97 109.06
2.34 46.10 64.66 112.69
2.50 49.59 67.15 113.36
2.66 53.09 69.63 113.69
2.83 56.59 71.96 113.66
3.00 60.09 74.03 113.27
3.20 63.59 75.73 112.54
3.42 67.09 76.99 111.51
3.69 70.58 77.73 110.23
4.06 74.08
4.57 77.58
5.33 81.08
6.48 84.58
8.23 88.07
10.89 91.57
14.94 95.07
21.00 98.57
30.01 102.07
43.21 105.57
47.92 106.43
45.65 105.44
34.17 98.19
27.23 90.95
23.04 83.70
20.51 76.46
18.98 69.21
18.05 61.96
17.49 54.72
17.15 47.47
16.95 40.22
16.83 32.98
16.75 25.73
16.71 18.48
16.68 11.24
16.67 4.86

Table A.5: x− y coordinates of the ridge and horn profiles of the very low gain QRFH for flo = 2.3
GHz. Dimensions are in millimeters.
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Appendix B

Sample MATLAB Codes for
QRFH Design

1 % prepCST.m

2 % Main interface to write QRFH geometry defined in MATLAB to CST

3 %

4 % The inputs are the geometric parameters listed in "Prmtrs" variable

5 % The program then generates the ridge & horn profiles using four

6 % custom functions: genProfile.m, genRidgeProfile.m, genHornProfile.m, and

7 % mergeProfiles_new.m

8 %

9 % If the user elects to upload geometry to CST by setting "writeCST" equal

10 % to one, the program writes the parameters to CST as well as to a text

11 % file.

12 %

13 % If the user elects to run the EM simulation by setting "doSave" equal

14 % to one, the program runs the simulation engine and once complete:

15 % 1) downloads the S−parameters and far−fields to MATLAB; 2) writes the

16 % results to disk using the functions: CST_saveFF.m and CST_saveSpar.m;

17 % 3) plots the results for user evaluation using the function plotCSTRun.m

18

19 clear

20

21 prj_path = 'D:\CST';

22 prj_fname = 'qrfh.cst';

23

24 % PARAMETER SETUP %

25 p_name = {

26 'rpInd' , 'hpInd' ,...

27 'rp_ai' , 'hp_ai' ,...

28 'rp_ao' , 'hp_ao' ,...

29 'rp_L' , 'hp_L' ,...



163

30 'rp_R' , 'hp_R' ,...

31 'rp_p' , 'hp_p' ,...

32 'rp_A' , 'hp_A' ,...

33 'rp_g' , 'hp_g' ,...

34 'alpha' , 'curv_rad' ,...

35 'fin_depth' , 'fin_thick' ,...

36 'fin_width' , 'gap_w' ,...

37 'leg_width' , 'fin_angle' ,...

38 'p1_h' , 'p2_h' ,...

39 'tip_w' , 'trans_L' ,...

40 'max_fin_t' , 'aper_ang' ,...

41 'aper_Rx' , 'aper_Rz' ,...

42 'donut_Ri' , 'donut_L' ,...

43 'donut_offset' , 'scaleFctr' };

44

45 halfAng = 50; % Half−subtended angle

46

47 Prmtrs = [

48 9 ; 9 ;...

49 NaN ; NaN ;...

50 83.5 ; 85.8 ;...

51 151.8 ; 151.8 ;...

52 21.255e−3 ; 21.898e−3 ;...

53 1 ; 1 ;...

54 1 ; 1 ;...

55 1 ; 1 ;...

56 45 ; −25 ;...

57 7.04 ; NaN ;...

58 10.72 ; 1.3 ;...

59 16.68 ; 0 ;...

60 0.914 ; 1 ;...

61 0.514 ; 4.466 ;...

62 3 ; 0 ;...

63 8.7 ; 8.7 ;...

64 0.7 ; 2 ;...

65 0 ; 1 ];

66

67 writeCST = 0;

68 doSave = 1;

69

70 %% PERFORM SCALING PER THE VALUE OF "scaleFctr"

71 Prmtrs(3) = 0;

72 Prmtrs(4) = Prmtrs(21) + Prmtrs(23);

73 Prmtrs(20) = Prmtrs(29);

74
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75 scaleFctr = Prmtrs(36);

76 Prmtrs([3:8, 18:23, 25:29, 31:32, 34:35]) = ...

77 Prmtrs([3:8, 18:23, 25:29, 31:32, 34:35]) / scaleFctr;

78 Prmtrs([9:10]) = Prmtrs([9:10]) * scaleFctr;

79

80 %% GENERATE PROFILES

81 ridgePrf = genProfile(Prmtrs(1), Prmtrs(3:2:15), 0);

82 ridgePrf = genRidgeProfile(ridgePrf, Prmtrs(28), Prmtrs(19), ...

83 Prmtrs(21), Prmtrs(23), Prmtrs(18));

84

85 hornPrf = genProfile(Prmtrs(2), Prmtrs(4:2:16), 0);

86 hornPrf = genHornProfile(hornPrf, Prmtrs(31), Prmtrs(32), ...

87 Prmtrs(28), Prmtrs(19), Prmtrs(4));

88

89 [prf, hornPrf] = mergeProfiles_new(ridgePrf, hornPrf);

90

91 if isempty(prf)

92 error('Horn and fin do not intersect!');

93 end

94

95 %% SOME MISC STUFF

96 p_name = [p_name, 'xmax', 'ymax', 'zmax'];

97 Prmtrs = [Prmtrs; ...

98 max(hornPrf(:,1)); max(hornPrf(:,1)); max(hornPrf(:,2))];

99 Prmtrs(Prmtrs == 0) = 1e−3;

100

101 %% ARE WE WRITING GEOM TO CST?

102 if writeCST

103

104 time = datestr(now,30); time(end−1:end) = [] %%% TIME STAMP

105 fid = fopen([prj_path '\' prj_fname(1:end−4), ...

106 '_Parameters_' time '.txt'],'wt');

107 prf_fname = [prj_path '\' prj_fname(1:end−4) '_' time];

108

109 cst = actxserver('CSTSTUDIO.application');

110 mws = invoke(cst, 'OpenFile',[prj_path '\' prj_fname]);

111 solver = invoke(mws,'Solver');

112

113 %%% WRITE GEOM PARAMETERS TO CST AND TXT FILE %%%

114 rx_lbl = strtrim( cellstr( [num2str([1:length(prf)]')] ) );

115 rx_lbl = cellfun(@(x) ['rx',x], rx_lbl, 'UniformOutput',false);

116 ry_lbl = strtrim( cellstr( [num2str([1:length(prf)]')] ) );

117 ry_lbl = cellfun(@(x) ['ry',x], ry_lbl, 'UniformOutput',false);

118

119 hx_lbl = strtrim( cellstr( [num2str([1:length(hornPrf)]')] ) );
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120 hx_lbl = cellfun(@(x) ['hx',x], hx_lbl, 'UniformOutput',false);

121 hy_lbl = strtrim( cellstr( [num2str([1:length(prf)]')] ) );

122 hy_lbl = cellfun(@(x) ['hy',x], hy_lbl, 'UniformOutput',false);

123

124 CST_writePar( mws, p_name, Prmtrs, fid);

125 CST_writePar( mws, rx_lbl, prf(:,1), fid);

126 CST_writePar( mws, ry_lbl, prf(:,2), fid);

127 CST_writePar( mws, hx_lbl, hornPrf(:,1), fid);

128 CST_writePar( mws, hy_lbl, hornPrf(:,2), fid);

129

130 invoke( mws, 'RebuildForParametricChange' );

131 fclose(fid);

132

133 invoke(solver, 'HardwareAcceleration','True');

134

135 %%% RUN SOLVER %%%

136 if doSave

137 solvOut = invoke(solver, 'Start');

138 fname_SPar = [prj_path '\' prj_fname(1:end−4) '_' time];

139 CST_saveFF(mws, [1 15], prj_path, prj_fname, time);

140 CST_saveSPar(mws, fname_SPar);

141

142 plotCSTRun(prj_path, prj_fname(1:end−4), time, halfAng);

143 invoke( mws, 'Save');

144 invoke( mws, 'Quit');

145 end

146 end



166

1 function prf = genProfile(prfInd, in)

2

3 if prfInd <1 || prfInd > 13

4 error('Profile index must be an integer between 1−12');

5 end

6

7 ai = in(1); % radius at bottom

8 ao = in(2); % radius at aperture

9 L = in(3); % taper length

10

11 R = in(4);

12

13 p = in(5); % power p

14 A = in(6); % A

15 g = in(7); % Gamma

16

17 len = 30;

18

19 z = linspace(0,L,len)';

20

21 % Linear

22 all(:,1) = ai + (ao − ai) * z/L;

23

24

25 % Sinusoid

26 all(:,2) = ai + (ao−ai)*( (1−A).*z/L + A.*sin(pi/2*z/L).^p );

27

28

29 % Tangential

30 all(:,3) = ai + (ao−ai)*( (1−A).*z/L + A.*tan(pi/4*z/L).^p );

31

32

33 % x^p

34 all(:,4) = ai + (ao−ai)*( (1−A).*z/L + A.*(z/L).^p );

35

36

37 % Exp

38 all(:,5) = ai*exp(log(ao/ai)*z/L);

39

40

41 %Hyperbolic

42 all(:,6) = sqrt(ai^2 + z.^2 * (ao^2 − ai^2)/L/L);

43

44
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45 % Polynomial

46 all(:,7) = ai*(1−A) + (ao−ai) * (1−A).*(z/L) + ...

47 A.*(ai + (p+1)*(ao−ai)*(1−p*z/(p+1)/L).*(z/L).^p);

48

49 % Asymmetric sine−squared

50 L1 = L/(1+g); L2 = g*L1;

51 ind = find(z<=L1); ind = ind(end);

52

53 all(:,8) = ai + 2*(ao−ai)/(1+g) *...

54 [sin(pi/4*z(1:ind)/L1).^2;...

55 g*sin(pi/4/L2 * (z(ind+1:end)+L2−L1)).^2 + (1−g)/2];

56

57

58 % original exponential

59 x2 = ao;

60 x1 = ai;

61 z1 = 0;

62 z2 = L;

63 c1 = (x2−x1) ./ ( exp(R.*z2) − exp(R.*z1) );

64 c2 = ( x1*exp(R.*z2) − x2*exp(R.*z1) ) ./ ...

65 ( exp(R.*z2) − exp(R.*z1) );

66

67 x = c1 .* exp(R.*z) + c2;

68 all(:,9) = x;

69

70

71 % original elliptical

72 a = max([ao,L]); % semi−major axis

73 b = min([ao,L]); % semi−minor axis

74 dp = 0;

75

76 if ao > L,

77 phi = 0;

78 theta = linspace(−pi, −3*pi/2, len)';

79 else

80 phi = pi/2;

81 theta = flipud(linspace(0+dp, pi/2, len)');

82 end

83

84 xe = ao + a * cos(theta) * cos(phi) − b * sin(theta) * sin(phi);

85 ze = a * cos(theta) * sin(phi) + b * sin(theta) * cos(phi);

86

87

88 % original exponential modified to include linear portion

89 x2 = ao;
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90 x1 = ai;

91 z1 = 0;

92 z2 = L;

93 c1 = (x2−x1) ./ ( exp(R.*z2) − exp(R.*z1) );

94 c2 = ( x1*exp(R.*z2) − x2*exp(R.*z1) ) ./ ...

95 ( exp(R.*z2) − exp(R.*z1) );

96

97 all(:,11) = ai*(1−A) + (ao−ai) * (1−A).*(z/L) + A.*(c1 .* exp(R.*z) + c2);

98

99 % super quadric

100 a = ao − ai;

101 b = L;

102

103 phi = linspace(−pi,−3*pi/2, len)';

104

105 xs = a * sign(cos(phi)) .* abs(cos(phi)).^(1/p);

106 zs = b * sign(sin(phi)) .* abs(sin(phi)).^(1/p);

107

108 xs = xs − xs(1) + ai;

109 zs = zs − zs(1);

110

111 xs = A .* xs + (1−A) .* ( ai + (ao−ai) * (zs/L) );

112

113

114 % output

115 if prfInd ~= 10 && prfInd ~= 12

116 prf = [all(:,prfInd), z];

117 elseif prfInd == 10

118 prf = [xe, ze];

119 elseif prfInd == 12

120 prf = [xs, zs];

121 end

1 function CST_writePar(mws, p_name, p_val, fid)

2

3 for ii = 1:length(p_val)

4 invoke( mws, 'StoreParameter', p_name{ii}, num2str( p_val(ii),'%10.6f' ) );

5 if ~isempty(fid)

6 fprintf(fid, '%s\n', [p_name{ii} ' ' num2str(p_val(ii),'%10.6f')]);

7 end

8 end


