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Abstract 

We have developed a technique for measuring the depth t ime history of rigid body 

penetration into brittle materials (hard rocks and concretes) under a deceleration of 

rv 105 g. The technique includes bar-coded projectile, sabot-projectile separation, 

detection and recording systems. Because the technique can give very dense data on 

penetration depth time history, penetration velocity can be deduced. Error analysis 

shows that the technique has a small intrinsic error of rv 3 - 4 % in time during 

penetration, and 0.3 to 0.7 mm in penetration depth. A series of 4140 steel projectile 

penetration into G-mixture mortar targets have been conducted using the Caltech 40 

mm gas/ powder gun in the velocity range of 100 to 500 mfs. 

We report, for the first time, the whole depth-time history of rigid body penetra­

tion into brittle materials (the G-mixture mortar) under 105 g deceleration. Based 

on the experimental results, including penetration depth time history, damage of 

recovered target and projectile materials and theoretical analysis, we find: 

1. Target materials are damaged via compacting in the region in front of a projec­

tile and via brittle radial and lateral crack propagation in the region surround­

ing the penetration path. The results suggest that expected cracks in front of 

penetrators may be stopped by a comminuted region that is induced by wave 

propagation. Aggregate erosion on the projectile lateral surface is < 20 % of the 

final penetration depth. This result suggests that the effect of lateral friction 

on the penetration process can be ignored. 

2. Final penetration depth, P m az , is linearly scaled with initial projectile energy 

per unit cross-sect ion area, e8 , when targets are intact after impact. Based 

on the experimental data on the mortar targets, the relation is Pmaz(mm) 

1.15e5 (J/ mm2
) + 16.39. 
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3. Estimation of the energy needed to create an unit penetration volume suggests 

that the average pressure acting on the target material during penetration is "" 

10 to 20 times higher than the unconfined strength of target materials under 

quasi-static loading, and 3 to 4 times higher than the possible highest pressure 

due to friction and material strength and its rate dependence. In addition, the 

experimental data show that the interaction between cracks and the target free 

surface significantly affects the penetration process. 

4. Based on the fact that the penetration duration, tmax , increases slowly with e8 

and does not depend on projectile radius approximately, the dependence of tmax 

on projectile length is suggested to be described by tmax (J.Ls) = 2.08e8 (J/ mm2 + 
349.0 x mj (1rR2 ) , in which m is the projectile mass in grams and R is the 

projectile radius in mm. The prediction from this relation is in reasonable 

agreement with the experimental data for different projectile lengths. 

5. Deduced penetration velocity time histories suggest that whole penetration his­

tory is divided into three stages: (1) An initial stage in which the projectile 

velocity change is small due to very small contact area between the projectile 

and target materials; (2) A steady penetration stage in which projectile velocity 

continues to decrease smoothly; (3) A penetration stop stage in which projectile 

deceleration jumps up when velocities are close to a critical value of "" 35 m/ s. 

6. Deduced averaged deceleration, a, in the steady penetration stage for projectiles 

with same dimensions is found to be a(g) = 192.4v + 1.89 x 104
, where v is initial 

projectile velocity in m f s. The average pressure acting on target materials 

during penetration is estimated to be very comparable to shock wave pressure. 

7. A similarity of penetration process is found to be described by a relation be­

tween normalized penetration depth, P / P max , and normalized penetration time, 

t f tmax 1 asP/ Pmax = f (t / tmax ), where f is a function of t f tmax· After f(t f tmax) 

is determined using experimental data for projectiles with 150 mm length, the 

penetration depth time history for projectiles with 100 mm length predicted by 
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this relation is in good agreement with experimental data. This similarity also 

predicts that average deceleration increases with decreasing projectile length, 

that is verified by the experimental data. 

8. Based on the penetration process analysis and the present data, a first princi­

ple model for rigid body penetration is suggested. The model incorporates the 

models for contact area between projectile and target materials, friction coef­

ficient, penetration stop criterion, and normal stress on the projectile surface. 

The most important assumptions used in the model are: (1) The penetration 

process can be treated as a series of impact events, therefore, pressure normal 

to projectile surface is estimated using the Hugoniot relation of target material; 

(2) The necessary condition for penetration is that the pressure acting on target 

materials is not lower than the Hugoniot elastic limit; (3) The friction force on 

projectile lateral surface can be ignored due to cavitation during penetration. 

All the parameters involved in the model are determined based on independent 

experimental data. The penetration depth time histories predicted from the 

model are in good agreement with the experimental data. 

9. Based on planar impact and previous quasi-static experimental data, the strain 

rate dependence of the mortar compressive strength is described by aJiaJ = 

exp(0.0905 (log(e~J )u4), in the strain rate range of 10- 7 js to 103 js (aJ and 

i are reference compressive strength and strain rate, respectively) . The non­

dispersive Hugoniot elastic wave in the G-mixture has an amplitude of rv 0.14 

GPa and a velocity of rv 4.3 km/ s. 
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Chapter 1 Introduction 

Penetration is defined as the entry of an object (projectile) into any region of a target 

(Backman and Goldsmith [1978]). Penetration is classified into different regimes based 

on the following parameters: target dimensions (semi-infinit e, thick and thin targets), 

initial impact velocity (hyper-, high- , ballistic- and low-velocity), and deformation of 

projectile materials (rigid and plastic) (Backman and Goldsmith [1978] and Zukas and 

Walters [1990]). For each regime, the diagnostic measurement method and theory 

are very different. Although research on penetration dynamics has taken place for 

more than a century, the penetration process is not understood well since it involves 

impact-induced shock propagation, crack initiation and propagation and large plastic 

deformation that are still the subject of much study. Therefore, experimental methods 

development , and analytic and numerical modeling of the penetration process are 

still very active topics of research. In this research, I am concerned with the simplest 

problem in penetration dynamics, i.e., a rigid body penetration into a semi-infinite 

brittle target. Here, the rigid body penetration is defined as the penetration process 

in which the penetrator material does not undergo plastic deformation. The semi­

infinite target is defined as the target whose dimensions are much larger than the 

penetration depth (Backman and Goldsmith [1978]) . 

Rigid body penetration has many applications. Besides power station safety and 

military applications (Backman and Goldsmith [1978], Corbett et al. [1996], and Gold­

smith [1999]) , the use of rigid penetrators in space exploration missions is likely to 

begin in the next several years (Ahrens [1995],Mizutani [1995] and Gavit and Powell 

[1996]) . Proposed applications of rigid penetrators in planetary exploration missions 

include 

1. To anchor a lander on a small planet on which gravitational force is not strong 

enough to hold a lander steadily. The Champollion mission, which will be 
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launched in the year 2003 (Ahrens [1995]), will deploy a 3-meter long harpoon 

explosively to anchor the lander to a comet surface so that other activities may 

proceed in this low gravitation environment. 

2. To deploy probes under planet surfaces. The Deep Space 2 mission, which is 

presently on the way to the Mars ( Gavit and Powell [1996]), will use two pen­

etrators to emplace thermal probes into the soil on Mars in order to determine 

the soil conductivity using the heat generated during penetration in the year 

2000. The Champollion mission (Ahrens [1995]) will emplace several thermal 

probes that are used to determine thermal conductivity and temperature varia­

tion with depth inside a comet. The Lunar-A mission, which is presently being 

rescheduled (Mizutani [1995]), will carry three surface penetrators to the Moon. 

The three penetrators will emplace seismometers and heat flow probes at 1-3 

meters depth below lunar surface at different locations in the near future . 

3. To determine structures and properties of rocks, soils, or low temperature ice 

on a planetary surface. For example, penetrator deceleration time history can 

be used to determine the structure, density and strength of rocks, soils, or 

low temperature ice along the penetration path. The Deep Space 2 mission 

( Gavit and Powell [1996]) uses several on-board accelerometers to measure the 

force history during penetration into soils. The Champollion mission (Ahrens 

[1995]) is also going to measure penetration depth-time history using the method 

developed in this work. The Lunar-A mission (Mizutani [1995]) will use the data 

collected during penetration to study the properties of the soils on the lunar 

surface. 

In space exploration mission applications, one special feature that is different 

from other applications is that knowledge of the properties of penetration target is 

very limited, and there is no chance to redo it. Therefore, knowledge of penetration 

dynamics into various target materials is very important for both mission success and 

data interpretation. In the past 50 years, understanding of rigid penetration into 

various soft materials (soils, clays, sands and soft rocks like tuff) has been improved 
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using on-board instrument measurements combined with numerical simulation (Young 

[1969), Backman and Goldsmith [1978), and Heuze [1990]) because of low resistance 

force and no crack generation during penetration. However, for high-strength brittle 

materials such as hard rocks and various concretes, a knowledge of rigid penetration 

dynamics is still deficient because of lack of proper methods to measure penetration 

depth and/ or velocity and/ or deceleration time history due to very high decelerations. 

Therefore, it is important and also has practical applications to develop measurement 

methods that can provide the time history of penetration into brittle materials and 

to understand the relations among material properties and the time histories. In the 

next two sections, I give a short review and make some general comments regarding 

previous work on rigid body penetration into brit tle materials. 

1.1 Experimental method 

The basic experimental problem for penetration dynamics is the measurement of 

the time histories of various variables, such as penetration depth, projectile velocity, 

projectile deceleration, as well as the stress field , in target materials during penetra­

tion. Previous penetration studies employed different combinations of projectile and 

target materials in different velocity ranges (Backman and Goldsmith [1978), Zukas 

[1990), Hohler and Stilp [1990), Zukas and Walters [1990), Recht [1990), and Stilp 

and Hohler [1990]). Most of these experiments that simply recovered targets were 

designed to investigate the relations between initial projectile velocity / energy and 

penetration depth/ crater volume. In order to study penetration dynamics, a number 

of researchers (Masket [1949), Persson [1976), Levy and Goldsmith [1984), Virostek et 

al. [1987), Forrestal and Luk [1992), and Zhu et al. [1992]) have attempted to mea­

sure penetration depth, velocity, and deceleration time history during penetration. 

The measurement methods employed include: (1) High-speed photography to mea­

sure penetration depth-time history (Masket [1949), Persson [1976) and Zhu et al. 

[1992]); (2) Laser Doppler anemometry to determine projectile velocity-time history 
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( Wu et al. [1994]) ; (3) On-board accelerometers to record deceleration time history 

(Levy and Goldsmith [1984], Virostek et al. [1987], and Forrestal and Luk [1992]); ( 4) 

Reversed experiments to measure strain, stress and particle velocity in projectile ma­

terials (Bless et al. [1978]). The typical advantages and draw backs of these methods 

are summarized as follows: 

1. High-speed photography: 

This obvious technique was first used to monitor projectile position during pen­

etration by Masket [1949). Most recently it was adopted by Zhu et al. [1992). 

Although it is simple to use, the draw backs of this method are: (1) Few data 

are obtained from each experiment; (2) Impact-induced fine ejecta and smoke 

from projectile launchers can interfere with illumination; (3) Spatial resolution 

is very low because of light scattering and very large ratio of object (projectile) 

to image (projectile projection on film). 

2. Laser Doppler anemometry: 

This method involves measurement of the frequency shift of laser light re­

flected by the lateral surface of the projectile. The frequency shift is related to 

the velocity of a projectile that is moving through a coherent light-interfered 

black/white stripe field (Durst et al. [1981), Birch and Jones [1990), and Wu 

et al. [1994]) . This method can measure the velocity-time history directly and 

continuously. The disadvantages are: (1) Data reduction can be difficult be­

cause of a very high inherent noise level that needs to be determined arbitrarily 

as a cut-off level for the velocity calculation; (2) The method is sensitive to 

dust motion and air flow changes in the path of the laser beam; (3) Because the 

measured projectile velocity is related to the width and sharpness of coherent 

light-interfered black/white stripes, the distance between the projectile surface 

and the laser probe must be very accurate. 

3. On-board instruments: 

In this method, accelerometers are installed inside a projectile body to record 
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projectile deceleration time history during penetration. The advantage of this 

method is that the resistance force acting on the projectile can be measured 

directly and continuously if certain requirements, such as a rigid connection 

between the accelerometers and the projectile body, and sufficient bandwidth 

of accelerometers, are satisfied. For soft target materials like foam and soils, 

deceleration on the order of 10- 103 g was already measured with commercial 

accelerometers when initial projectile velocity was around 200 m/s (Forrestal 

et al. [1990], and Heuze [1990]) although the recorded deceleration t ime history 

was very noisy due to shock loading and structure response. 

The major disadvantages of this method are: (1) Commercial accelerometers 

(Togami et al. [1996]) are not able to respond to very high accelerations properly 

( e.g., > 104 g, which can result from impacts onto hard brittle materials like 

concrete with velocity 200 m/s) ; (2) The screws that are used to mount the 

accelerometers to the projectile body yield upon high deceleration; (3) It is 

difficult to protect on-board circuitry and chips that are used to record data 

during penetration from disturbance and damage under high deceleration. 

4. Reversed experimental method: 

Reversed experiments mean that a projectile is fixed and a target medium is 

launched at the projectile. Particle velocity and/or strain is measured in the 

projectile material using strain gauges and/or a VISAR (Bless et al. [1978] and 

Forrestal [1984]). It is obvious that reversed experiments yield different results 

than forward penetration experiments. This occurs because, given the small 

size of the target, cracks (radial and lateral cracks) formed during penetration 

propagate to the target free surfaces at a velocity that is much higher than 

the rigid body penetration velocity, result in target splitting, and cause the 

penetration to be greater in reversed tests than in forward tests (limitations of 

launching the target at high speed prevent a large enough target from being 

used). Thus, the results from reversed experiments cannot be used to describe 

forward penetration. 
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1.2 Theoretical background 

1.2.1 Phenomenological/empirical method 

From two-end-point experimental data (initial impact velocity /energy and final pen­

etration depth/volume), many different relations between penetration depth/volume 

and impact velocity /energy have been proposed to describe rigid body penetration 

into soils, rocks and concretes (Backman and Goldsmith [1978], Forrestal [1986], 

Heuze [1990], Zukas [1990], Hohler and Stilp [1990], and Zukas and Walters [1990]). 

I summarize here a number of relations between final penetration depth, P Yn4z, and 

initial projectile velocity, v. In the following, m and A are projectile mass and cross­

sectional area, respectively. All parameters used in the following relations are in SI 

unit. Typical expressions are 

1. Backman and Goldsmith [1978] listed several previous relations as 

m a2 2) 
Pmaz = -ln(1 + - v , 

2a2 ao 
(1.1) 

(1.2) 

mk v2 

Pmaz =A log(1 + 
20000

), (1.3) 

Eqs. (1.1) , (1.2) and (1.3) were suggested by Poncelet [1830], Resal [1895] 

and Petry [1910], respectively. a0 , a1 , a2 and k are empirical constants that 

are determined from penetration experimental data. Table 2 in Backman and 

Goldsmith [1978] lists the values of the empirical constants for several soft soils. 

2. From the experimental data of rigid body penetration into soils, Young [1969] 

suggested 

v < 61 m/s, 
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4 m o.s 
9.4 x 10- S x N( A) (v- 30.5), v > 61 m/ s, 

(1.4) 

where v is in the range of 30 to 370 mjs. Sis defined as a soil constant that is 

determined using penetration data, and varies from 2.5 to 50 for different soils 

(see Table 3 in Young [1969]). N is defined as a projectile nose-performance 

coefficient that is determined using penetration data for different nose shapes, 

and varies from 1 for an ogive head to 0.56 for a flat head (see Table 2 in Young 

[1969]). 

3. Based on the experimental data of rigid body penetration into rock and concrete 

targets, Sandia National Laboratories (Heuze [1990]) suggested 

-6 m Pmax = 1.14 X 10 S X N A (v- 100) , (1.5) 

where S and N are defined as the target penetrability number (a measure of 

rock resistance) and the projectile nose performance coefficient. 

4. Forrestal [1986] suggested that the final penetration depth of a projectile with 

an ogi ve head (Figure 1.1) is 

m pv~z 
Pmax = -A ln(1 + -B ) + 4R, 

2 pz 
Pmax > 4R, (1.6) 

where R is projectile radius, and B is a empirical constant. v1 and z are defined 

as 

2 411" R3 B 
v - l 

m 
4R0 R- R 2 

z 
6Ro 
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where Ro is the ogive head radius (Figure 1.1). 

2R 

---~-_..- --

Figure 1.1: Sketch of a projectile with ogive head. 

5. Based on the experimental data of penetration into rock and concrete targets in 

the velocity range of 200 to 1000 m/s, Army's Waterways Experiment Station 

(Heuze [1990]) proposed 

where p is target material density, and 

0.863( 
4

(CRH)
2 

) 0·25 for an ogive head projectile , 
4CRH -1 ' 

0.805 sin-0
·
5 (0), 

cr (RQD)o.2 
f 100 ' 

for a cone head projectile, 

(1.7) 

where CJ f is the unconfined compressive strength of target materials and RQD 
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is defined as the quality designation of rock targets, and is determined using 

penetration experimental data. B is the half-angle of the projectile cone head. 

CRH is defined to be Ro/(2R) as shown in Figure 1.1 (Forrestal et al. [1992]) . 

The advantage of empirical relations is that they can be used to predict pene­

tration depth with high reliability under conditions similar to the experimental con­

ditions. The disadvantages are: (1) They give very limited information about the 

dynamics during penetration. For a single set of experimental data, many different 

formulae can be used to fit the set (Heuze [1990]). Therefore, it is difficult to deter­

mine which relation is more reasonable than the others. (2) How to scale empirical 

relations under experimental conditions to different conditions is still an unsolved 

problem because of the complexity of penetration processes. 

1.2.2 First principle method 

Because of their applicability to rigid body penetration dynamics, analytic and nu­

merical first principle models have received a great deal of attention during the past 

few decades (Hopkins [1960], Backman and Goldsmith [1978], Zukas [1990], Corbett et 

al. [1996], Forrestal and Tzou [1998], and Goldsmith [1999]) . The following is a very 

brief summary of previous work on analytic and numerical models for penetration. 

Analytical models 

For rigid body penetration processes, a simple analytical model would include: 

1. Penetration equation: 

Because projectiles are assumed to be rigid during penetration, the equation for 

projectile motion is the Newton's second law: 

m dv(t) = F(t) 
dt ) 

(1.8) 
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where t is time, v(t) is projectile velocity and F(t) is resistance force acting on 

the projectile during penetration. The core problem is to determine what is 

F(t) during penetration. 

2. Force models: 

Only two groups of analytical models have been used to estimate the resistance 

force during rigid body penetration: the cavity expansion model (Hill [1950] and 

Hopkins [1960]) and the modified Bernoulli equation (Anderson et al. [1996]) . 

(a) Cavity expansion model: 

The cavity expansion model includes spherical and cylindrical geometries. 

They were first used to describe indenter problems by Bishop et al. [1945] . 

Hill [1950] suggested that the pressure acting on the cavity surface during 

cavity expansion is the energy needed to create a unit volume cavity if 

friction can be neglected. Then, many solutions for dynamic sphere cav­

ity expansion were derived to describe resistance force during rigid body 

penetration into ductile and brittle materials (Hill [1950]; Hopkins [1960]; 

Hunter and Crozier [1968]; Hanagud and Ross [1971]; Forrestal and Long­

cope [1982], Forrestal [1984], Forrestal et al. [1990], Forrestal et al. [1992] , 

Forrestal and Luk [1992], Xu et al. [1997], and Forrestal and Tzou [1998]) . 

Due to the length and complexity of mathematical derivation of each solu­

tion, I just list several final solutions derived from spherical cavity expan­

sion models. 

i. Based on the assumptions that (1) all parameters (stress, particle ve­

locity, strain) along the radial direction are chosen to be continuous 

across the elastic-plastic boundary and (2) energy transferring velocity 

is infinite, Hill (Hunter and Crozier [1968]) gave the spherical cavity 

expansion pressure for an incompressible ideal plastic ductile material 

as 

(1.9) 
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where G and Y are material shear modulus and yield strength, re­

spectively. R c and Vc are cavity radius and cavity expansion velocity, 

respectively. This solution is only applicable when cavity expansion 

velocity is much smaller than finite plastic deformation wave velocity 

(Hunter and Crozier [1968]). The important conclusion from this so­

lution is that the expansion pressure of a spherical cavity depends on 

initial cavity radius, cavity expansion velocity and the acceleration of 

cavity expansion. 

n. Assuming that (1) target material response to impact is locked-elastic­

locked-plastic with linear compressible strain-hardening (locked-elastic 

and locked-plastic means that material density in elastic and plastic 

regions is constant) , (2) the penetration depth is much larger than 

the projectile diameter, (3) the resistance pressure acting on projec­

tiles is equal to cavity expansion pressure, ( 4) the particle velocity in 

the elastic deformation region is zero and (5) the symmetric spatial 

variation of dynamic pressure around the frontal surface of a spherical 

projectile follows a cosine variation, Hanagud and Ross [1971) derived 

a solution as 

(1.10) 

3 m B 2R 2 B 2 
Pmax = 2R +-A+ 13Piln(·s + 3 2PIV ), 

4 B 2P1 as 
(1.11) 

where 

4 2 2 2 4 
a8 = gE(1- exp(-3,8))- 3Yln(8) + 

27
1r Et- gEtTJ, (1.12) 

1- 81/3 
' 

~ - (1 + 8)81/3 + ~84/3 
2 2 ' 
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where p1 is the density in locked-plastic deformation region, Et is the 

tangent modulus for linear strain-hardening, and 2R is the projectile 

diameter. Once again, this solution shows that spherical cavity ex­

pansion pressure depends on cavity radius, cavity expansion velocity 

and cavity expansion acceleration. However, the interesting thing is 

that although the solution is true only for deep penetration defined 

as Pmax/2R > 4 in Hanagud and Ross [1971], they compared it with 

the experimental data in the range of 1 < Pmaz/(2R) < 3, and the 

prediction from the model is in good agreement with the experimen­

tal data. In addition, although they claimed that the solution is for 

elastic-plast ic materials, it is really just for plastic materials because 

the particle velocity after passage of the elastic wave is assumed to be 

zero. 

m. Based on the assumptions that (1) the cavity expansion velocity is 

constant, and (2) cavity expansion is self similar, Hunter and Crozier 

(1968] derived a solution for elastic-plastic compressible materials un­

der very low cavity expansion velocity as 

where v is the Poisson's ratio of the target material, Cp is the velocity 

of a small amplitude plastic deformation wave and Z is a very com­

plicated function . The most important conclusion from the solution is 
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that the cavity expansion pressure depends only on the cavity expan­

sion velocity. For higher expansion velocity (say v rv Cp ), Hunter and 

Crozier [1968] predicted that the plastic-elastic boundary propagates 

as a shock wave. 

1v. Under the assumptions that are (1) cavity expansion velocity is con­

stant, (2) all boundaries (plastic-cracked, cracked-elastic) propagate 

at constant velocity, (3) particle velocity, stress and displacement are 

continuous across the boundaries, ( 4) the relation between cavity ex­

pansion pressure and non-constant cavity expansion velocity can be 

obtained using superposition of solutions under different constant cav­

ity expansion velocity, Forrestal and Tzou [1998] gave several solutions 

for brittle materials with different models. For brittle materials with 

an elastic-cracked-plastic response, the solution is 

3 + 2>. -aA r 6pv2 + 2pv2(ro(a>.- 4) - w 4(a>.- 1))w-aA a - r w - -+__:__ __ _;____:_...,....:. __ .,....;... __ ....:...._ __ :..:..._ __ 
- >.(3- >.) >. (a>.- 1)(a>. - 4) ' 

(1.15) 

where 
1 (./}_)2 .r: - s3 

3 /31 T 

w = 2(32 ./}_(1 - ./}_) , 
/31 /31 

(1.16) 

2T(~ + 3(3;) 
S 3 = 2E _ 6(32 ' 

3r 1 

(1.17) 

(3 = (33 ~[2TY(E + 9r{3;) [ 9Tr ]2]t _ 9(3{r
2
T 

1 Y f3tr(E- 9r{3f) + 2(E- 9r(3f) 2Y(E- 9r{3f)' 
(1.18) 

where w = vIc in which c is the velocity of propagation of the 

cracked-plastic boundary, (3 = cley, {31 = cdey in which c1 is the 

velocity of propagation of the elastic-cracked boundary, c; = rIp, 
T = folr in which / 0 is the tensile strength of the target material 

and r = (3 - >.)YI3 in which >. is a material constant. Forrestal and 

Tzou [1998] claimed that all the parameters are determined through 
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an inverse procedure. The inverse procedure is (1) first to give an arbi­

trary value to /31 , (2) to calculate {3 using Eq. (1.18), (3) to determine 

w using Eqs. (1.16) and (1.17), and (4) finally to calculate a under 

constant expansion velocity v using Eq. (1.15) . Basically, what they 

claimed is that the four parameters (a , {3, /31 and w) can be determined 

uniquely using three equations (Eqs. (1.15), (1.16) and (1.18)). And 

the predictions from the solution are in very good agreement with the 

experimental data. Here, one undetermined thing is what constrains 

the value of /31 . /31 determines the velocity of the boundary between 

the elastic region and the cracked region. This velocity should be con­

trolled by crack propagation and is not an arbitrary number. Eqs. 

(1.15), (1.16) and (1.18) mean that a is a function of v, c1 and c. If v 

is given, the relation is a(c1 , c) = 0, which says that for a constant a, 

c = c( ci) . Therefore, the reverse procedure only picks up one of the 

infinite solutions determined through c = c(c1 ). 

In order to see how good cavity model predictions are, Figure 1.2 

(Heuze [1990]) demonstrates the comparison among experimental data 

and predictions from empirical relations and cavity expansion models 

for a rigid body penetration into soft soils. The comparison clearly 

shows that the predictions from both spherical and cylindrical cavity 

models do not agree well with from the experimental data even for 

a very soft target. Based on the above discussion and comparison, 

several issues related to cavity expansion models need to be clarified 

in future. They are: 

A. Superposition principle: 

In the models suggested by Forrestal and Tzou [1998], the superpo­

sition principle is used, i.e., the solution for a penetration process 

in which the penetration velocity varies from initial velocity to 

zero is the superposition of the solutions from a series of constant 

cavity expansion velocity. However, Hanagud and Ross [1971] and 
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Figure 1.2: Comparison between experimental data and model predictions on pen­
etration into soil after Heuze [1990]. Test data was for a 180 kg, 16.2 em diameter 
projectile to penetrate into soil (glacial lacustrine deposit composed of alternating thin 
layers of sands, silts and clays) at the Watching Hill Blast Range, Ralston, Canada at 
velocity 150 mfs. DAFL is code prediction based on a empirical relation (details on 
it are not published) (AVCO Corporation) . Details on Sandia empirical formula are 
not available. WES is U.S. Army Waterways Experiments Station, Vicksburg, MS. 
SLA is Sandia National Laboratories, Albuquerque, NM. 
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Hunter and Crozier [1968] clearly showed that the superposition 

principle is not applicable in cavity expansion models if the cavity 

velocity is not assumed to be constant. Therefore, future work is 

needed to validate the applicability of the superposition principle 

for non-constant velocity of cavity expansion. 

B. Plastic deformation propagation velocity: 

In all cavity models, different assumptions were used to avoid deal­

ing with elastic-plastic boundary propagation because the bound­

ary can propagate at any velocity in the velocity range of zero 

to plastic wave velocity, as discussed in detail by Hopkins [1960]. 

However, the boundary velocity is the most important parameter 

in cavity expansion models because it controls the whole stress 

field inside the target material. In order to really solve the cav­

ity expansion problem under the assumptions related to material 

properties, the boundary propagation velocity needs to be con­

strained. 

C. Friction contributions: 

The use of the cavity expansion model for penetration problem 

is based on the assumption that frictional effects can be ignored 

during penetration (Hill [1950]). Experimental data do show that 

friction plays an important role in rigid body penetration (Heuze 

[1990]). If the friction effect cannot be ignored during penetration, 

future research is needed to validate the application of the cavity 

expansion model to penetration. 

(b) Modified Bernoulli equation 

The modified Bernoulli equation was first proposed by Tate [1967] for 

moderate impact velocity (1 - 3 km/s). A term is added to the original 

Bernoulli equation in order to account for the effect of material strength 
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on penetration. The modified Bernoulli equation is 

(1.19) 

where Pp is projectile material density, L is projectile length, and ad is an 

empirical parameter that reflects the effect of target material strength on 

penetration resistance. Recently, Walker and Anderson [1995] combined 

Tate's model with the cavity expansion model, and gave an expression for 

rigid body penetration into elastic-plastic materials 

(1.20) 

(1.21) 

where a is the ratio of the plastic deformation region radius to the cavity 

radius. K is the bulk moduli of the target material. Assumptions used to 

derive the two expressions above include (1) the radial particle velocity in 

the target material follows v((aRc/r )2 -1)/(2a2 -1), which means that the 

radial velocity of particles in the target material is negative in the elastic 

deformation region (r > Ra), and (2) da/dt = 0 (Eq. (1.21) is derived 

under the assumption of da/dt = 0, but it is used in Eq. (1.20) in which 

dafdt =I 0). 

Anderson et al. [1996] suggested a force model for porous rocks assuming 

that failed target materials behave like fluid and there is no wave generation 

from penetration after impact. The force acting on a projectile is 

F = j (ap + ad)(cosO + J-LtSinO)ds, 
ca 

(1.22) 

where ap and ad are the resistance pressure due to projectile motion in 
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fluid-like target materials and due to the strength of the target material, 

respectively. 

(1.23) 

where Vm and n are material constants that are determined using penetra­

tion data. H is Heaviside function , () is the angle between the normal to 

projectile surface and the direction of projectile motion, ca is the contact 

area between the projectile and the target materials, and J-Lt is frictional 

coefficient. After Vm and n were determined using penetration data, the 

model predictions are in reasonable agreement with experimental data for 

several soft rocks with different porosity. 

As summarized above, all the solutions derived under different assumptions were 

claimed to be in good agreement with experimental data on final penetration depth. I 

believe that in order to validate force models, one must compare the model prediction 

on penetration time history with experimental data. This has only been done by 

one author so far , Forrestal [1986], who compared the measured deceleration time 

history on soft rocks (tuff) with the prediction from cavity expansion models. The 

prediction was claimed to be in reasonably good agreement with the experimental 

data. But, Figure 1.2 shows that the penetration depth-time history predicted from 

both spherical and cylindrical cavity expansion models do not agree well with the 

experimental data. Because the predictions shown in Figure 1.2 were done before the 

penetration test, Figure 1.2 may demonstrate the real situation on cavity expansion 

model. In addition, all these comparisons and time-history measurements are only for 

soft target materials (deceleration <4000 g). No experimental data and comparisons 

have been published for hard targets (deceleration > 104 g). Therefore, the time­

history of penetration into hard targets is very important and necessary for developing 
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analytic models. 

Numerical simulations 

During the last 40 years, many numerical codes have been developed to simulate 

penetration into various materials (Zukas [1990] and Corbett et al. [1996]). When 

penetration velocity is higher than the maximum crack propagation velocity in brit­

tle materials, numerical code predictions are generally in a reasonable agreement 

with experimental data (Zukas [1990] and Corbett et al. [1996]). However, when 

penetration velocity is below the maximum crack propagation velocity, predictions 

from numerical codes do not agree with experimental data if experimental data are 

not used to adjust numerical simulations. The first reason for this disagreement is 

that crack propagation plays a very important role in low velocity penetration into 

brittle materials but numerical methods still lack the sophisticated constitutive re­

lations needed to properly characterize material behaviors with crack initiation and 

propagation. The second reason is that the friction coefficient on the contact area 

between projectile and target materials is very poorly constraint from experimental 

data because of the lack of a proper method to measure it. However, if a penetration 

time history is available, numerical method can be used to construct effective models 

that reflect the effects of friction coefficient and crack initiation and propagation on 

penetration at least. 

1.3 Mot ivation 

Based on the above brief review, it is obvious that the difficulty to develop or verify a 

first principle model results from a lack of experimental data on the time history of the 

variables involved in rigid body penetration into brittle materials. Experimental data 

on penetration time history are necessary to aid understanding penetration process 

and validate first principle methods. Although much more work needs to be done to 

fully include crack initiation and propagation during penetration into brittle materials 
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in numerical codes, it is possible at present that a phenomenological model that 

includes the effect from cracking can be developed using the combination of numerical 

simulation with time-history experimental data on rigid body penetration into brittle 

materials. In order to obtain time-history data on rigid body penetration into brittle 

materials, the measurement method must have the following characteristics: (1) high 

resolution of both time and parameter value, (2) tolerance of a dusty environment and 

some of the uncertainty of projectile trajectory, (3) ability to work properly under 105 

g accelerations, and also ( 4) potential application in space missions. The first, third 

and fourth requirements rule out the high-speed photography method and the on­

board instrument methods. The Doppler anemometry cannot satisfy the second and 

third requirements. Therefore, it is worth developing an experimental method that 

can be used to measure the depth time history of penetration into brittle materials. 

The motivations for this research are: (1) to develop a method that can be used 

to measure penetration depth-time history, for potential application in space explo­

ration missions, (2) to obtain an empirical model for time-dependent variables based 

on time-dependent data under different conditions, (3) to develop an analytic first­

principle model that can approximately describe major penetration parameters, such 

as penetration duration, penetration depth-time history, and velocity/ acceleration 

time-histories. 

In the next three chapters, I describe the details of the experimental method, 

experimental results and a first principle penetration model. 
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Chapter 2 Penetration depth t ime 

history measurement method 

The requirements for a measurement method that has the ability to measure the 

depth time history of projectile penetration into hard brittle materials under velocity 

102 m/s are (1) to work properly under very high deceleration ( up to 105 g), (2) 

to have enough spatial and time resolution to ensure that the experimental data is 

meaningful for shallow penetration depths (several centimeters), (3) to tolerate dust 

in the environment, projectile misalignment and changes in the projectile surface 

conditions, and ( 4) to have potential applications in space missions. As discussed in 

Chapter 1, the existing methods do not satisfy the requirements because of various 

reasons. In this work, a method is developed to measure the depth time history 

of rigid body penetration into brittle materials. The basic principle of the present 

method is that if the projectile body is assumed to be rigid during penetration, the 

time history of the projectile position relative to any point that is stationary relative 

to the target is identical to the projectile penetration depth-time history into the 

target. If the penetration depth-time history is measured with very dense points, 

the projectile penetration velocity can be deduced by differentiating the time history. 

The present method includes three crucial elements: (1) Projectile and sabot; (2) 

Sabot-projectile separator; (3) Detection and recording system. Figure 2.1 gives the 

experimental arrangement inside the 40 mm gun tank at Caltech. Figure 2.2 shows 

the optical system. The following is the detailed discussion of the three elements. 
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Figure 2.1: Experiment set-up. Stripper and bar-reader are aligned with the axis of 40 
mm gun barrel using a laser beam that is along the gun barrel axis. Stripper stopper 
#1 is used to protect the barrel from the impact of stripper that bounces back after it 
strikes stripper stopper #2. Stripper stopper #2 is designed to prevent the stripper 
and sabots from following the projectile and also gun dust from interfering with the 
bar-reader during measurement. Recording system is triggered by a pin attached to 
impact surface. The trigger pin consists of two copper foils (0.1 mm thickness) that 
are insulated using a layer of mylar film (0.1 mm). Target (0.5 m diameter and 0.4 
- 0.6 m long) sits on a roller and is fixed to tank body after it is aligned with the 
gun. Typical distance between the bar-code reader and target surface is rv 2 em. The 
distance between the bar-reader and the stripper is longer than projectile length. 
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Figure 2.2: Schematic of optical and recording system. Ar-ion laser is Model 95 (Lexel 
Laser, Inc.) with maximum output 3 W. Laser power used in present experiments is 
about 0.7 W. Laser energy is coupled into a 50 p,m core diameter optical fiber using 
a microlens(F915T, Newport). Fiber from bar-code reader to photodiodes is plastic 
fiber with a core diameter of 2 mm (DuPont). A one-to-two fiber beam splitter 
is used to distribute laser energy to two photodiodes. Photodiode-I with 20 mm2 

sensitive area is C30833(RCA). The bandwidth of Photodiode-I and amplifier is from 
0.004 to 5 MHz. Because it has a very large sensitive area, an optical lens is used to 
enlarge the diameter of the laser beam from the fiber to fill the entire sensitive area. 
Photodiode-II with 0.8 mm2 sensitive area is C5331-ll(Hamamatsu). The bandwidth 
of Photodiode-II and its amplifier(APD module, Hamamatsu) is from 0.01 to 80 MHz. 
Laser energy from the fiber is directly coupled into Photodiode-II. 
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2.1 Projectile and sabot design 

2.1.1 Rigid body assumption 

The rigid body assumption is crucial for the validity of the technique to measure 

penetration depth time history. Therefore, it is necessary to explore the velocity 

range which supports the assumption. As an example, the projectile material is 

chosen to be 4140 steel and the target material is G-mixture mortar (the material 

properties are discussed in detail in Chapter 3). Based on the Hugoniot relations 

of the two materials (Read and Maiden [1971] and Marsh [1980]), peak shock wave 

pressure in the projectile and target materials is below 1.3 GPa when initial impact 

velocity is below 400 m f s. Because the Hugoniot elastic limit of 4140 steel is about 

1.5 GPa, projectile body is subject to only elastic deformation for penetrations with 

initial impact velocity below 400 m/ s. 

2.1.2 Projectile and sabot design 

In this method, a projectile body is basically used as a ruler to measure penetration 

depth. Black and white stripes are put on the projectile surface as labels. In order 

for the label method to work accurately, two issues are critical: the stripe width and 

integrity during launch. 

Optimal stripe width 

Stripe widths are very important because they affect both temporal and spatial mea­

surement accuracy. However, there are some limitations imposed by the machining 

and by the detection system. In order to determine the optimal stripe width un­

der various limitations, we first discuss the relationship between stripe width and 

reflected laser energy. Total laser energy reflected from projectile surface depends on 

the reflectivity of the projectile surface, the ratio of stripe width to laser beam width 

and also the intensity profile of incident laser beam energy. When a projectile with 
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Figure 2.3: Convolution between laser energy and reflection function. 

black and white stripe surface moves across a laser beam, laser energy reflected from 

the surface is a convolution integral between incident laser beam intensity profile and 

projectile surface reflectivity function as illustrated in Figure 2.3. We approximate 

the incident laser beam's intensity profile, E(x ), using a parabolic function as 

E(x) = E0 x(Lt- x), (2.1) 

E(x) = 0, (2 .2) 

where x is defined in Figure 2.3, L1 is the diameter of the incident laser beam and E0 

is a constant. The surface reflectivity function , B(x ), is 

for black stripes, (2.3) 

B(x) = Rw, for white stripes, (2.4) 
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where Rb and Rw are two constants. Therefore, the total reflected laser energy, Er , 

at a given time is 

Er = B (x) * E(x) , (2.5) 

where * specifies the convolution of two functions. This will vary with time due to 

the velocity of the projectile surface containing the stripes. 

Figure 2.4 shows three possible scenarios with three different stripe width con­

figurations. From Figure 2.4 it is seen that time-resolution is the highest when 

L, = Lw =Lb. However due to deviation in assumed projectile distance from the laser 

beam focal surface and difficulties in consistently machining accurate stripe width, it 

is more practical to choose Lw < L1 < Lb. Under this condition, all peaks in reflected 

laser energy time series correspond to the moments at which the center of the incident 

laser beam hits the center of a white stripe. Therefore, stripe width is basically de­

termined based on incident laser beam diameter. Since the VISAR probe (FOP-1000, 

Valyn International) that is used to focus the incident laser beam on the projectile 

surface has a focus diameter of< 0.6 mm, the actual widths used in experiments are 

0.3 ± 0.05 mm for white stripes and 0.7 ± 0.05 mm for black stripes. 

Sabot design 

Previous methods used to launch projectiles with a large length-to-diameter ratio were 

either to encapsulate a projectile inside plastic sabots (Hohler and Stilp [1990]) or to 

attach two separated sabots to a projectile by engaging screw threads that cut into 

the front-most and rear-most portion of the projectile (Anderson et al. [1996]). These 

methods damage stripes during launch and sabot-projectile separations. In order to 

launch projectiles without any damage to the stripes, the projectiles are designed to 

be held by a combination sabot that consists of aluminum and plastic sabots as shown 

in Figure 2.5. The aluminum sabot is used to prevent the projectile from penetrating 

into the plastic sabot during launch. It also prevents the plastic sabot following 

the projectile during and after sabot-projectile separation. Most importantly upon 

machining the projectile-sabot assembly, it is crucial to ensure that the projectile 
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Figure 2.4: Three possible reflected energy variation with time. For Case a, L1 = 

Lw = Lb; For Case b, L1 < Lw,Ll < Lb and L1 < (Lw + Lb); For Case c, Lw < L1 < Lb 
and L1 < (Lw + Lb)· ti and ti+l indicate the time at which the centers of jth white 
stripe and (j + l )th black stripe pass the center of incident laser beam, respectively. 
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Figure 2.5: Sabot-projectile assembly. All dimensions are in mm. Aluminum sabot 
is threaded into plastic sabot. The alignment of the aluminum sabot to the plastic 
sabot is obtained using surface A as a reference surface. Gap between aluminum 
and plastic sabot is used to minimize direct shock to projectile from waves in plastic 
sabot. Holes in aluminum sabot are designed to let air escape during assembling and 
under vacuum. 

axis aligns with the sabot axis. A misalignment will result in experiment failure. In 

order to retain the alignment, an 8 mm long hollow cylinder is used to assure that the 

projectile axis is aligned with the sabot axis, and a plastic screw is used to tighten 

them together. 

Procedure to machine stripes 

Figure 2.6 gives the dimensions of the bar-coded projectile used in the present exper­

iments. A hollow projectile is used to simulate most of practical applications of rigid 

body penetration. The hole depth, Lh, limited by machining ability is ,....., 76 mm for 

projectiles with length Lp of 100 mm and ,....., 118 mm for projectiles with 150 mm 

length, respectively. The diameter of the hole is 6 mm for 10 mm diameter projectiles, 

and 10 mm for 15 mm diameter projectiles, respectively. Projectile head length, H , 



-0 

33 

Projectile 

: -+- - _ ____ ________ L_!7_l7_6_o!J~~)_ ________ • H(S or 7.5) 
0 - -

;::5HUUOUUOWUUUUUUUUUUIUUOUUUDUmUDU•'M'~: __ ; ~~ 
' ' ,... a..: • -- --.. .... .. , -

~ Lp (1 00 or 150) 3 3 : 
~ --J _______________ ___ ____________________________ _ _________ _____ -------- ~· 

I . 
1 0.7 
I 

----L ~~~~--

I : 

• . ~----:-- 0.3 

' ' --------------

Figure 2.6: Black/white stripe pattern affixed to projectiles in present study. All di­
mensions are in mm. The stripes near the projectile head are wider to save machining 
time because this part only provides initial projectile velocity. 

is half the projectile diameter. The procedure to machine black and white stripes 

is (1) To machine the oversized projectile to final dimensions after it is assembled 

with sabots together in order to align it with the sabots; (2) To polish the projectile 

surface with #100 sandpaper to increase the diffusivity of the projectile surface; (3) 

To paint the projectile surface using dark ink; ( 4) To cut off the paint to form white 

stripes using a cutting tool with a pre-designed width and sharp edge after the ink 

dries throughly; (5) To use an optical micrometer to measure stripe width. 

2.2 Sabot-projectile separation system 

In order to conduct penetration measurements free of interference from sabot impact 

effects, it is necessary to separate the sabots from the projectile immediately after they 

exit the gun barrel. The key issue in the design of the sabot-projectile separation sys­

tem is to ensure that the separation process does not disturb the projectile trajectory 

and has a minimal effect on projectile velocity. This appears to be more important for 
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Figure 2.7: Sabot-projectile separation system. All dimensions are in mm. Stripper 
is designed only to separate sabots from projectile but not to stop sabots. Stopper 
#2 is used to stop sabots and stripper . Since stripper and sabots have already been 
separated from projectile when they impact on stopper #2, its dimensions are not 
crucial. Stopper # 1 is used to protect gun barrel from impact by sabots bouncing 
back from the stripper. 

low velocities (102 m/s) . The sabot-projectile separation system used in this work is 

shown in Figure 2.7. Figure 2.8 schematically shows the separation process. Because 

projectile velocity is relative low, separation takes a relatively long time, which means 

that asymmetries in the stripper assembly must be properly considered. Otherwise 

reflected waves from the stripper edges may influence the projectile trajectory. 

2.2.1 Stripper design criteria 

After stripper material is chosen to be 1020 steel, the stripper plate dimensions (plate 

thickness and diameter) are determined based on proper consideration of the impact 
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Figure 2.8: Schematic of sabot-projectile separation process. A: Sabots just impact 
stripper. B: Sabots are slowed down due to stripper resistance. Velocity difference 
between projectile and sabots is sufficient to break plastic screw that is used to hold 
projectile and sabots together. C: Sabots are separated from projectile. 
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process. 

The criterion used to determine minimum plate thickness is that sabots should 

not plug the stripper plate after the sabots impact the stripper. The energy, W , 

needed for a fiat-end projectile to plug a plate is estimated using ( Woodward, [1990]) 

(2.6) 

where h and d are stripper plate thickness and sabot diameter, respectively, and a0 

is stripper plate yield stress. Assuming that all of the initial kinetic energy of sabots 

is used to plug the stripper plate, we have 

(2.7) 

where m 8 and v0 are sabot weight and initial velocity. The maximum stripper plate 

thickness that can be plugged by the sabots is therefore 

(2.8) 

For 1020 mild steel, a0 is about 0.5 GPa (Theodore and Rajendran [1990]) . Then, 

h is estimated to be "' 0.02 m when v0 = 400 m/s, m 5 = 0.1 kg and d = 0.04 m. In 

reality, only part of the initial kinetic energy of sabots is available for plugging the 

stripper plate, therefore, it is safe to choose the stripper plate thickness to be 0.02 m 

when the sabot velocity is below 400 mjs. 

The criterion used to estimate stripper plate diameter is that the diameter must 

be large enough so that waves reflected back from the plate edge do not interfere with 

separation process, i.e. , that asymmetry on the plate edge will not affect projectile 

trajectory. Shock waves generated by the impact propagate into both sabot and 

stripper materials. The shock waves in the stripper plate are converted to compressive, 

shear and surface waves upon interaction with the stripper plate free-surfaces. The 
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total distance that body waves in the stripper plate propagate depends on both the 

plate radius and the wave incident angles at the free surfaces. For simplicity, assuming 

that all incident angles are 45°, the total distance is V'i¢/ 2, where ¢ is the stripper 

plate diameter. Although the shock waves from the initial impact decelerate the 

center part of sabots, the main deceleration of the sabots comes from the velocity 

difference between the stripper-sabot interface and the sabot interior just behind the 

projectile. This velocity difference continues to generate shear and surface waves 

which decelerate the central part until the difference vanishes. 

Assuming that sabot materials stay together with stripper plate after impact and 

conservation of energy is applicable, the final velocity of the sabot and stripper plate, 
0 . 

VI, lS 

(2.9) 

where ms and msp are sabot and stripper plate mass, respectively. 

Because the sabot material has lower strength than the stripper plate material, the 

sabot will penetrate into the hole on the stripper plate after impact. This penetration 

increases effective separation length that includes the initial contact length between 

the projectile and the sabot and also the length that is due to the penetration. Because 

only the energy carried by the part of the sabot inside the hole diameter is available 

for the penetration, penetration depth, Hp, can be estimated (Woodward, [1990]) as 

1 

( v'3 ( 2 ( o)2))
2 

Hp = - d- mc v0 - v1 , 
7r sa s 

(2.10) 

where me is the mass of the sabot, and d8 and as are hole diameter and yield strength 

of the sabot material, respectively. 

Therefore, the total separation length is H0 + Hp where H0 is the initial contact 

length between the aluminum sabot and the projectile. Then, the separation duration, 

t8 is estimated using 
rt· 

Ho + Hp = lo (v0 - v1(t))dt, (2.11) 
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where VJ(t) is the velocity of the central part of the sabot at timet after impact. 

In order to solve Eq.(2.11) for t& , we assume that the stripper velocity increases 

from zero to v~ exponentially as 

(2 .12) 

where k is a time constant that reflects how fast the stripper accelerates. k is assumed 

to be the time needed for shear waves generated from the impact to be reflected from 

the plate edge and propagate back to the impact site, i.e. , k = VZ</>/C8 , where Cs is 

shear wave velocity in the stripper plate material. 

Substituting Eqs.(2.9), (2.10) and (2.12) into Eq.(2.11), the relation between the 

separation time and initial velocity is found to be 

1 

vf3 ( 2) 2) 
2 

) VZ<f>qvo ( ( tsCs )) Ho + (-d-mc 1 - q v0 = (1 - q Vots + C 1 - exp - In , 
7r f7s 8 v2¢ 

(2.13) 

1 

where q = ( m, )2. m,+m1 p 

When t 8 is equal to VZ¢>/C8 , Eq.(2.13) gives the relation between impact velocity 

and the smallest diameter of stripper plate. The relation between ¢ and v0 is given 

in Figure 2.9 in which the curve is calculated under m 8 = 0.1 kg, me = 0.015 kg, Cs 

= 3.2 km/s for mild steel, CJ& = 0.4 GPa for 2024 Al (Marsh [1980]), H0 = 0.008 m, 

and msp = 123 ¢2 kg for mild steel (steel density is 7850 kgjm3 and stripper plate 

thickness is 0.02 m). If stripper plate diameter is below the curve, waves reflected 

from the stripper plate edge will interfere with the projectile separation. If stripper 

plate diameter is above the curve, the waves do not interfere with the separation. 

From Figure 2.9, the stripper plate diameter is chosen to be 0.14 m when initial 

velocity is higher than 200 m/s and 0.2 m for initial velocities below 200 m/s. 
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Figure 2.9: Stripper plate versus impact velocity. 

2.3 Detection and recording system 

The last issue related to the measurement method is how to detect the projectile 

position during the penetration processes. A stationary laser beam is used to detect 

the position of a projectile with black and white stripes during penetration into 

target materials. The system used by Anderson et al. [1996) to measure free fall 

projectile velocity in the range of 0-20 m/s is not applicable for penetration depth time 

history measurement because the system has a spatial uncertainty of 5 mm and time 

resolution of 0-10 kHz. In order to detect all stripes passing over a laser beam with 

high enough time and spatial resolution, the detection system must collect reflected 

laser energy very efficiently. Three major factors that affect laser energy collection 

are (1) since the bar-coded projectile surface is finished by taking a final light cut 

on the paint, laser energy reflected from the surface is not spatially uniform, (2) 

because of possible misalignment of projectile trajectory from assumed position, the 

direction of maximum reflected laser energy may vary with time during penetration, 

(3) dust particles from impact and burned propellant products may obscure both 
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the incident and reflected laser beams if they enter the bar-reader. Based on the 

above conditions, a VISAR probe (FOP-1000, Valyn International) was chosen to 

focus the incident laser beam on the projectile surface and also collect reflected laser 

energy (Figure 2.10). The VISAR probe has a small focus diameter ( < 0.6 mm) 

and long field depth ("' 12 mm), and collects reflected energy from diffusive surfaces 

efficiently when the probe is well aligned with the target surface. However, in the 

present experiments, the projectile surface is not a good diffusive surface, and possible 

misalignment exists. In order to overcome this problem, the designed system includes 

(1) a well protected and enclosed optical path (Figures 2.2 and 2.10), with the only 

open optical path ("' 5 mm) between the projectile surface and the surface of a hollow 

cylinder that the projectiles pass through, (2) laser trap #1 is used to reflect part of 

the laser energy from misaligned and/or non-diffusive surfaces back to the probe, (3) 

laser trap #2 is designed to reflect part of the laser energy focused outside laser-out 

plastic fiber back to the fiber, ( 4) original 1 mm diameter plastic fiber is replaced 

with 2 mm diameter plastic fiber (DuPont) to increase laser collection efficiency (in 

principle, one can replace it with even larger diameter plastic fibers. However, the 

low flexibility of plastic fibers with diameter larger than 2 mm results in installation 

difficulties) , and (5) a rubber screen at the end of the hollow cylinder near the impact 

site is used to block dust particles from entering the hollow cylinder (Figure 2.1). 

During penetration, projectile velocity varies from the initial impact velocity (102 

m/s) to very low velocity (10 m/s) . This large velocity change requires the recording 

system to have a very wide bandwidth. Assuming that initial projectile velocity 

ranges from 100 to 400 m/s, the time duration between two adjacent reflected laser 

energy peaks will vary from 2.5 to 10 J.LS during initial penetration. When penetration 

approaches final depth, projectile velocity is "' 30 mjs, and then the time duration 

is "' 35 J.LS. In general, at least 12 sample points per cycle are needed to record 

the laser energy profile accurately with a digital oscilloscope or a transient recorder. 

This means that the sampling rate must be at least 20 MHz. At the same time, the 

penetration process lasts about 102 J.LS. Therefore, the detection system must at least 

have a bandwidth of 10 kHz to 20 MHz. Based on the above estimation, two different 
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Figure 2.10: Schematic of bar-reader. (a) is side-section view and (b) is end-section 
view. All dimensions are in mm. 

kinds of photodiodes with built-in amplifiers are chosen. One has the bandwidth from 

10 kHz to 80 MHz and the other from 4 kHz to 5 MHz. The detail information on 

the two photodiodes are given in the caption of Figure 2.2. 

2.4 Error analysis 

The intrinsic error of the present method comes from (1) stripe width uncertainty, (2) 

the rigid body assumption, and (3) the uncertainty of the penetration start and stop 

positions. The intrinsic errors are further divided into time and spatial error. The 

intrinsic time error is time uncertainty between the recorded adjacent laser energy 

peaks during penetration. The spatial error is the uncertainty of penetration depth 
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determined from the present method. 

2.4.1 Intrinsic time error during penetration 

The intrinsic time error comes from stripe width uncertainty and the rigid body 

assumption. Their contributions are estimated as follows. 

1. Error from stripe width uncertainty 

The boundary between black and white stripes does not necessarily have a sharp 

and straight edge due to the machining method adopted, but instead it could 

be diffuse and wavy. This results in timing error of 

(2.14) 

where Lwb is average boundary width and v is projectile velocity. 

2. Error from the rigid body assumption 

Elastic waves generated from the initial impact reverberate in the projectile 

body. This wave reverberation changes the effective stripe width due to strain 

associated with elastic waves. Assuming that the average stress amplitude of 

finite elastic wave is O":, the particle velocity, u~ , related to the elastic wave is 

a 0": 
ue = ppCe, (2.15) 

where Pp and Ce are projectile material density and longitudinal elastic wave 

velocity. The maximum width change of one pair of black and white stripes 

induced by the elastic wave is therefore 

(2.16) 
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The time error, M2 , related to the width change is 

ot
2 

= oL = (Lw + Lb) u~. 
V V Ce 

(2.17) 

Therefore, the possible maximum time error during the penetration process is 

given by a summation of Eqs. (2.14) and (2.17) as 

(2.18) 

Then, the relative intrinsic time error, Error, is 

Error= lOOM = 100(± u~ ± Lwb ). 
(Lb + Lw)/v Ce Lw + Lb 

(2.19) 

Using Eq. (2.19), the time error just after impact can be estimated. For the 

experiments conducted, the typical values of Lw + Lb, Lwb and v are 1 mm, 0.01 

mm and 200 m/ s, respectively. Ce is 5.3 km/s for 4140 steel(Marsh [1980]) . Elastic 

wave amplitude is taken to be approximately 50% of the peak pressure just after 

impact, a~ = 0.4 GPa since the measurement point is far away from the impact site 

(rv20 mm). From Eq. (2.19), the maximum relative error is estimated to be rv 3 %. 

Because the effect of elastic waves can be ignored long after impact, t he maximum 

relative error long after impact is calculated to be also rv 3%. 

2.4.2 Penetration depth uncertainty 

Although a trigger pin is used to give the exact time at which a projectile starts to 

penetrate into a target, the projectile position is not determined precisely because of 

the finite stripe width (the same thing is true for penetration stop point). Therefore, 

the maximum uncertainty of the position at which a projectile starts to penetrate and 
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stops penetrating is half of the stripe width. The width is either black or white stripe 

width depending on where the laser beam hits at that particular moment. Therefore, 

the maximum uncertainty of the penetration start and stop point ranges from 0.15 

to 0.35 mm. 

2.5 Experimental validation of present method 

Using t he designed systems and 40 mm gas/ powder gun at Caltech, a series of exper­

iments were conducted on G-mixture mortar targets. Typical reflected laser energy 

variation recorded is shown in Figure 2.11 (experimental data on penetration depth 

time history are shown in Figure 3.22). Experimental results demonstrate that the 

systems operated successfully. 

T he validity of the experimental results is demonstrated by the following facts: 

1. Final penetration depth 

Table 2.1 compares the final penetration depth determined by the penetra­

t ion depth-time measurement with that measured from the recovered targets. 

The two depths are in good agreement, clearly demonstrating that the present 

method gives the whole penetration depth time history. 

2. Initial projectile velocity 

The initial projectile velocity was also determined using laser obstruction and X­

ray-method (Ahrens et al. [1971]). Because projectiles passed through the bar­

reader before they started to penetrate into targets, the initial impact velocity 

after projectile-sabot separation was also measured by the present method. The 

good agreement among the three measured velocities (Table 2.2) shows that the 

separation system does not affect projectile velocity. 
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Figure 2.11: Typical experimental record ofreflected laser energy for Shot 1033. Time 
reference point 0 is from trigger pin attached to impact surface and represents the 
start point of penetration. Figure (a) is photodiode output before projectile impacted 
target . The several wide fringes in Figure (a) are results of detecting the wider stripes 
near projectile tip. Figure (b) gives the record in the first 200 JlS after the impact. 
Figures (c) and (d) show records from 200 to 400, 400 to 600 JlS, respectively after 
the impact. Starting at t = 350J.Ls, it appears that the projectile did not move at all. 
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Table 2.1 : Comparison between the final depths from the method and recovered 
targets. 

Shot# P38 1017 1033 1034 
Depth<1> (mm) 30.2±0.5 41.4 ±1.0 40.5 ± 0.6 65.7 ± 1.0 
Depthl2> (mm) 30.4±0.3 42.2 ± 0.3 40.3 ± 0.7 65.2 ± 0.7 

Depth(l) was measured in recovered targets. Error of Depth(l) was determined from 
smoothness of target surface. Depth(2

) was determined from present method. 

Table 2.2: Comparison among the three velocities measured. 
Shot# P38 1017 1033 1034 1035 1036 

y ( l ) 178.0 ±0.1 272.5 ± 0.3 213.3 ± 0.5 321.4 ± 3.0 313.1±1.9 272.6 ±1.9 
y (2) 172.2±1.0 265.7± 2.3 215.4 ± 0.7 320.5 ± 2.1 309 271 
y (J) 176.3 269.4 

y(I) (m/s) is projectile velocity obtained from present method. V (2) (m/s) is projectile 
velocity given by laser obstruction method. Error is determined from the difference 
between the two velocities that were given by three laser beams used. Only one 
velocity was obtained for Shots 1035 and 1036. y (J) (m/s) is projectile velocity given 
by X-ray method that only provided the velocity for Shots P38 and 1017. 

2.6 Conclusions 

A new method has been developed to measure the penetration depth time history 

of projectiles into brittle materials under the rigid body assumption. This method 

includes projectile design, sabot-projectile separation, and detection and recording 

systems. Error analysis shows that this method has relat ively low intrinsic error. 

The maximum intrinsic time error is 'V 3%. The penetration depth error varies from 

0.3 to 0.7 mm. 

This method has been used to measure penetration depth time history of 10 or 15 

mm diameter, 100 or 150 mm long 4140 steel projectiles penetrating 20 to 70 mm into 

mortar targets. The comparisons of the experimental data from this method with the 

data from other methods validate this method. This method has been adopted by the 

Champollion Mission to measure the penetration depth time history of the anchor. 
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Chapter 3 Experimental results and 

empirical scaling relations 

Using the measurement method described in Chapter 2 and the Caltech 40 mm 

gas/ powder gun, a series of penetration experiments have been conducted. The depth­

time histories of rigid body penetration into G-mixture mortar in the velocity range 

of 150 to 350 mfs were obtained using projectiles with a diameter of 10 or 15 mm and 

a length of 100 or 150 mm. Damage inside the recovered targets and on the recovered 

projectile surface was characterized. In the first section of this chapter, the target 

material response under uniaxial strain impact loading and the compressive strength 

of the target material are discussed based on present results and previous data (Read 

and Maiden [1971], Grady [1995], Hall et al. [1997], Kipp et al. [1997], Wahlstrom 

[1998], and Li and Huang [1998]). In the second section, target and projectile damage 

observed on recovered targets and projectiles is described and discussed. In the 

last section, several penetration scaling relations are deduced based on the present 

penetration data. 

3.1 Characterization of projectile and target rna-

terials 

3.1.1 Projectile m aterial 

The projectile material is heat-treated 4140 steel with Rc = 45 (Rockwell C). Physical 

properties and composition of 4140 steel are listed in Tables 3.1 and 3.2 (Boyer and 

Gall [1985]) , respectively. 



49 

Table 3.1: AISI 4140 steel physical properties. 

Density (g/ cm3
) Tensile Strength (GPa) Compressive Strength (GPa) 

7.85 0.92 1.50 
E (GPa) K (GPa) G (GPa) 

205 140 80 

Table 3.2: AISI 4140 steel composition. 
Component Wt.% Component Wt.% 
c 0.38-0.43 Cr 0.95 
Mn 0.93 Mo 0.2 
p <0.035 s <0.04 
Si 0.23 Fe 97 

3.1.2 Target material 

The target material is G-mixture mortar provided by the U.S. Air Force at Tyndall 

(AFB) , Florida under the direction of Dr. David Jerome ( Wahlstrom [1998]). The 

mortar targets were 500 mm in diameter and 400/ 600 mm in length. All the targets 

were poured on the 21st and 29th of May, 1997. The present experiments were 

started on the target seven months later. In order to determine initial properties of 

the mortar, several cylinders with 150 mm diameter and 300 mm length were also 

made at the same time. The aggregate size distribution of the mortar was provided 

by the U.S. Air Force (Wahlstrom [1998]) (Table 3.3). 

Ambient condition properties 

The elastic moduli of the mortar were determined by measuring ultrasonic wave veloc­

ities using 1 MHz P- and S-wave transducers (Model V153 for S-wave and Model V103 

for P-wave, Panametrics, Inc.). The sample preparation procedures are described in 

detail by Rubin and Ahrens [1991). The wave velocities measured are listed in Table 



50 

Table 3.3: Aggregate size distribution in G-mixture mortar ( Wahlstrom [1998]). 

Sieve Maximum Diameter Weight Percentage 
(mm) (%) 

#8 2.4 0.0 
#16 1.19 10.1 
#30 0.59 30.4 
#50 0.30 36.1 

#100 0.15 21.7 

Weight percentage is defined as the ratio of aggregate weight left over on sieve to 
total aggregate weight. #8 sieve was used first , and then #16 was used for aggregate 
through #8 sieve, and so on. 

3.4. The elastic properties of the mortar are calculated from 

and 

K = 2G1 + v 
3 1- v ' 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

where Cp, C8 and Cb are P- , S- and bulk wave velocities, respectively ( Timoshenko 

and Goodier [1970]) , p0 is initial density, G, E , K and v are shear, Young's and bulk 

moduli and the Poisson's ratio, respectively. 

Mortar response to impact loading 

The behaviors of concrete and mortar (Read and Maiden [1971], Grady [1995], Hall 

et al. [1997], and Kipp et al. [1997]) are very complicated because of multi-phase 
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Table 3.4: Ultrasonic velocity and elastic moduli of the mortar. 

Po (g/cm3
) Cp(km/ s) C8 ( km/s) cb (km/s) l/ 

1.95±0.02 3.89±0.05 2.22±0.04 2.96±0.03 0.258±0.004 
E (GPa) G (GPa) K (GPa) a1 ( GPa) 
24.4±1.1 9.7±0.4 16.8±0.5 0.044 

a 1 is unconfined compressive strength at a strain rate of 2.2 x 10- 6 s- 1 (Wahlstrom 
[1998]) . All samples used for compressive strength and velocity measurements were 
poured together. 

Table 3.5: Summary of shock compression data on concrete and mortar. 

Material Density Ce 17hel Go c1 c2 Note 
(gfcm3) (km/s) (GPa) (km/s) (s/km) 

Concrete(l) 2.19 4.2 0.05 2.25 -3.33 0.0 v < 0.15 km/s 
0.9 5.17 -2.22 0.15 < v < 1.3 km/s 

Concrete(2) 2.26 5.0-61.8 v v<0.12 km/s 
0.551 4.52 0.0 0.12 < v < 0.64 km/s 
2.235 1.745 0.0 v > 0.64 km/s 

MJ-2 grout(3J 1.97 2.4 1.6 0.0 0.5 < v < 2 km/ s 
2.4 1.36 0.0 2 < v < 4 km/s 

G-mixture 1.96 4.26 0.14 
mortar<4> 

Ce: Hugoniot elastic wave velocity. ahet: Hugoniot elastic limit. Co, C1 and C2 are 
constants in the relation between shock wave velocity, D, and particle wave velocity, 
v, e.g., D = C0+C1v+ C2v2. (1) Read and Maiden [1971]. (2) Grady [1995]. (3) Grady 
[1998] and ( 4) this work. 
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composition and porosity in these materials. The response of concrete and mortar to 

uniaxial strain shock loading (Read and Maiden [1971] and Grady [1995]) is charac­

tized by three stages: 

1. Elastic stage: Non-dispersive elastic waves arrive first with amplitudes as low as 

50 MPa (Read and Maiden [1971]). Such elastic waves do not collapse cavities 

in concrete and mortar. These are followed by dispersive elastic waves which 

collapse cavities, and as a result, wave velocities decrease rapidly with particle 

velocity(Read and Maiden [1971) and Grady [1995]). 

2. Shock compacting stage: The slope, C1 , in the D-v relation (D and v are shock 

wave and particle velocities, respectively) is large (e.g., 5.17 and 4.52 in Table 

3.5) , which suggests that large deformation takes place (Hall et al. [1997]) . 

The value of C1 > 2 indicates an anomalously large value of (dK/ dP)s which is 

applicable to materials that undergo a phase change or irrversible compaction. 

3. Normal shock stage: The slope of the D- v relation is in the range of 1 to 2. 

The shock loading data for several concretes and mortars listed in Table 3.5 show 

that there is no substantial difference in low pressure range (shock wave peak pressure 

< 3 GPa)( Grady [1995]). In order to find out which concrete's or mortar's Hugoniot 

relation can be used to describe approximately the G-mixture mortar, two uniaxial 

strain shock loading experiments were conducted using embedded manganin gauges 

to measure shock wave profiles at different locations from impact surface in the stress 

range of interest. The 40 mm gas/ powder gun at Caltech was employed to conduct 

the present tests (details of the measurement method are described in Part II). The 

experimental set-up is given in Figure 3.1. Figure 3.2 shows stress profiles from the 

two experiments. The experimental parameters and results are listed in Table 3.6. 

Based on the recorded stress wave profiles in the mortar, the response of the mortar 

under uniaxial strain impact loading is divided into two stages: 

1. Elastic deformation statge: The elastic wave has an amplitude of 0.137 ± 0.004 

(GPa) and a wave velocity of 4.26 ± 0.06 kmj s. Up to peak shock stress of "' 
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Figure 3.1: Configuration for stress wave profile experiments. Manganin gauge used is 
Mn4-50-EK (Dynasen, Inc.) , power supply for manganin gauges is CK2 from Dynasen, 
Inc. 

1 GPa, a ramp-wave forms with an amplitude of 0.1 ± 0.01 GPa. 

2. Plastic deformation stage: Under the experimental conditions, the shock wave 

propagates at a velocity (rvl.8 km/s) that is below initial bulk wave velocity 

( rv2.96 km/ s) and also with a rise time of 1.2 to 1.6 J-LS upon propagation through 

a rv5 to 10 mm thick sample (all these results reflect large compression in the 

mortar, i.e., densification). These characteristics were observed in previous 

work on concrete and mortar (Read and Maiden [1971] and Grady [1995]). The 

relation of Read and Maiden [1971] is found to yield shock wave velocity that is 

in good agreement with the present measurements (Table 3.5). Therefore, we 

assumed that the Hugoniot relation of Read and Maiden [1971] approximately 

describes the shock wave eqaution of state of the G-mixture mortar. 
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Figure 3.2: Stress wave profiles in G-mixture mortar. Point A to Point B: elastic 
wave. Point B to Point C: dispersive elastic wave (ramp wave). Beyond Point C: 
shock wave. From wave profiles, we also see the decay of elastic, ramp and shock 
wave with propagation distance. 

Table 3.6: Uniaxial strain impact data of G-mixture mortar. 

Shot Num. Vp Gauge hg Ce Uhel Ur Up D 
(m/s) Num. (mm) (km/s) (GPa) (GPa) (GPa) (km/s) 

P40 211 1 5.2 4.32 0.141 0.244 1.14 1.8 
2 10.54 4.32 0.134 0.222 0.94 1.8 

P41 227 2 6.67 4.2 0.136 0.245 1.26 1.75 

Vp is flyer velocity. Flyer material is tungsten with initial density 19.19 gfcm3 . The 
flyer dimensions are 32 mm diameter and 4 mm thickness. h9 is distance of gauge 
from impact surface. Ur is ramp wave peak amplitude and up is shock wave peak 
pressure. 
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Compressive strength 

Material compressive strength is one of the important parameters for penetration. 

Material strength (compressive and tensile) depends on strain rate. Li and Huang 

[1998] found that mortar compressive strength increases dramatically with strain rate. 

Their experimental data taken with a testing machine (one-dimensional stress) show 

that the ratio of mortar compressive strength at a strain rate of 10-2/s, to init ial 

strength at a strain rate of 10-7 /s, is approximately 1.9 (Figure 3.3) . Based on 

previous work on concrete and mortar(Ross et al. [1989] ), a best fit to the low­

strain-rate data of Li and Huang [1998] yields 

(3.6) 

where a~ is compressive strength at strain rate €0 = 2.8 x 10-7 js. 

From the uniaxial strain shock loading experiments, yield stress is also deduced 

using (Ahrens [1993]) 

(3.7) 

Strain rate, i, at the Hugoniot elastic limit (HEL) is estimated using 

(3.8) 

where Ve is particle velocity at the HEL and 8t is elastic wave rise time. Based on the 

wave profiles shown in Figure 3.2 and elastic moduli given in Table 3.4, ay is calculated 

to be 0.09 GPa at i rv 4 x 103 js. In order to approximately estimate compressive 

strength under shock loading, the ratio of compressive strength to yield stress under 

uniaxial stress, rv 1.5 (Li and Huang [1998]), is used to deduce compressive strength 

that is 0.13 GPa. This is about 3 times the compressive strength at the quasi-static 

strain rate of 2.2 x 10- 6 /s measured by Wahlstrom [1998]. The two experimental 

data on the G-mixture mortar are also plotted in Figure 3.3. Figure 3.3 demonstrates 
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Figure 3.3: Unconfined compressive strength versus strain rate. The solid line is 
from Eq. (3.6). In order to compare strength at referenced strain rate of 3x lo-7 /s 
(static), the unconfined compressive strength of G-mixture mortar at 2.8 x 10-7 

s-1 is estimated as CT~ = 0.042 (GPa) using Eq. (3.6). This value of CT~ is used as 
normalization factor for G-mixture mortar. 

that the results from the uniaxial strain shock and quasi-static loading experiments 

are in good correlation with the low strain rate data from Li and Huang (1998]. 

Therefore, the G-mixture compressive strength during penetration can be estimated 

using Eq.(3.6) because the strain rate during penetration is around the strain rate at 

the HEL. 

3.2 Penetration damage characterization 

Using the method described in Chapter 2, we conducted a series of projectile pene­

tration tests into the mortar targets using the 40 mm powder gun at Caltech. The 
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Table 3.7: Penetration experimental parameters. 

Shot# Projectile Projectile Projectile Projectile 
length (mm) diameter ( mm) mass (gram) velocity (m/s) 

P38 150.0 9.96 67.5 178.0 
1017 101.0 9.76 44.5 272.5 
1018 150.0 10.01 64.2 505 
1033 151.0 10.02 66.3 213.3 
1034 151.0 9.99 66.3 321.1 
1035 149.8 15.03 158.6 313.1 
1036 150.0 15.03 157.6 272.6 

Measurement error is± 0.1 mm for projectile length and ±0.01 for projectile diameter, 
±0.1 grams for mass. Velocity error is given in Table 2.2. 

shape and dimensions of projectiles used in the experiments are shown in Figure 2.6. 

Table 3. 7 lists the experimental parameters. In this section, the features of pene­

tration damage of targets and projectiles are described based on the observations 

of recovered targets and projectiles. For convenience later in the discussion, crater 

depth is defined as the depth generated from spallation process near impact surface, 

and penetration depth is defined as the distance from the impact surface to the final 

position of the projectile tip (Figure 3.4). 

3.2.1 Characterist ics of recovered targets 

For Shots 1017, 1033 and 1034, projectiles were embedded inside recovered targets. 

For Shots P38, 1018, 1035 and 1036, projectiles bounced off recovered targets because 

final penetration depth was small for Shots P38 and 1036, and the targets were broken 

for Shots 1018 and 1035. Figure 3.4 is a general schematic view of a post-shot target 

with embedded projectile. From the post-shot targets, we observed that penetration 

damage to target materials away from the penetration path is via two types of cracks, 

i.e. , radial and lateral cracks. 
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Figure 3.4: Schematic view of postshot targets. A is side-view and B is top-view. 

Radial cracks: 

The typical appearance of radial cracks on the impact surface is shown in Figures 3.5 

and 3.6. Usually between 4 and 8 radial cracks appeared on the impact surface. These 

radial cracks with different lengths seem to have propagated along radii from the 

impact site. Figure 3.7 shows the radial crack length measured on the impact surface 

as a function of initial projectile energy. Because all crack lengths were measured one 

or two days after the experiments were conducted, it is possible that the crack length 

increased after the impact as a result of residual stresses. 

Figure 3.7 demonstrates a correlation between radial crack length and initial pro­

jectile energy (or penetration depth) for the experiments in which the targets were 

cratered but intact after impact. For Shots 1018 and 1035, radial cracks propagated 

both to the lateral target surface and down inside the t arget. The radial crack length 

down inside target is much longer than the penetration depth. The recovered target 

of Shot 1035 is sketched in Figure 3.8. The final penetration depth of Shot 1035 is 

78 mm but the height of the radial cracks is rv 200 mm. The whole target of Shot 

1018 was shattered by radial and lat eral cracks but the final penetration depth was 
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Figure 3.5: Damage pattern of Shot 1017 target. Black lines are trace of radial 
cracks. White lines are traces of lateral cracks. Spall fragments from the target were 
reconstructed after the experiment. 

only 179 mm. These experimental results indicate that radial cracks propagated at 

a velocity that is much faster than the penetration velocity during penetration and 

damaged a much larger region of the target materials than the penetration process 

itself did. Therefore, it is very important to consider the radial crack damage region 

in applications of penetrators to space missions. 

Lateral cracks and crater profiles 

Figures 3.5 and 3.6 demonstrate that the trace of lateral cracks on the impact surface 

is close to circular and the spacing of lateral cracks increases away from the impact 

site. Figure 3.9 shows final crater profiles measured on the recovered targets. The 

final crater profiles are believed to be formed by the last lateral crack that propagated 

to impact the free surface during penetration. Crater profiles have several similar 



60 

Figure 3.6: Damage pattern of the target for Shot 1018. Black lines are trace of radial 
cracks. White lines are traces of lateral cracks. Pieces spalled from the target were 
reconstructed. 
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Figure 3.7: Radial crack length versus impact energy. Cracks of Shot 1036 reached the 
target edge along radial direction on the impact surface, and therefore was probably 
stopped prematurely. 

features: 

1. A small plateau appears at the bottom of penetration (Part I in Figure 3.9). The 

plateau width increases with final penetration depth. This zone may represent 

mortar comminuted during penetration. 

2. The crater wall is falling steep in a region between "' 60° and "" 20° from the 

impact surface (Part II in Figure 3.9). The slope of the crater wall in this region 

increases with final penetration depth. 

3. Another plateau or region of low slope on the crater wall is between "" 20° and 

"" 16° from the impact surface (Part III in Figure 3.9). 

4. The crater wall gets steeper again in a region between "" 16° and "" 0° from the 

impact surface (Part IV in Figure 3.9) . 

5. Figure 3.10 shows the relation between the ratio of crater radius to projectile 
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-55 mm 

Target 

Figure 3.8: Schematic of cross-section of the recovered target for Shot 1035. Features 
of recovered target are: (1) Unbroken target has a scaled volcano-mountain-like shape, 
i.e. , the center just beneath the penetration is much higher than the surrounding 
region (the difference between center and edge is"' 135 mm); (2) There is a relatively 
smooth and flat annulus region ( "' 35 mm) next to the lateral surface; (3) The slop 
near the center is much greater than that near the lateral surface; ( 4) Radial cracks 
did not extend into unfractured target. 
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radius and initial projectile velocity. It seems that the ratio is correlated with 

impact velocity. Due to the limited data with large error, a linear fit yields 

~ = (0.129 ± 0.03)v- (17.2 ± 7.8), (3.9) 

where r e is crater radius and v is initial projectile velocity in mfs. 

6. Figure 3.11 shows that the crater depth, de , is linearly proportional to the initial 

projectile energy, Ei, as 

de= (2.4 ± 0.6) + (7.27 ± 0.19)Ei, (3.10) 

where de is in mm and Ei = mv2 / 2 is in kJ. 

Because crater profiles reflect lateral crack propagation during penetration, study 

of these features would help to understand the formation and propagation of lateral 

cracks during penetration. 

Damage inside target materials 

Post-shot damage conditions induced by projectile penetration provide information 

on how the target materials respond to penetration. Therefore, it is very useful 

information towards understanding the penetration process. 

In order to investigate post-shot target material damage around the penetrated 

regime inside recovered targets, the targets for Shots 1017 and P38 were sectioned 

along the impact axis. Crater and damage patterns from these cross-sections are 

shown in Figures 3.12 and 3.13. Figure 3.14 schematically shows the damage pattern 

and some of the tensile (spall) fractures inside the target of Shot 1017. The cross­

sections clearly show that there are no visible cracks just in front of the penetrator. 

Figure 3.15 gives the micro-structure of mortar near and far away from the bottom 

of the penetration for Shot P38. It does not show any visible cracks. Figure 3.16 
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Figure 3.12: Cross-section of the recovered target for Shot 1017. Water was used to 
increase the contrast between the damaged and undamaged regions. 

(a), (b) and (c) show mortar density, and P- and S-wave velocity versus distance 

from the bottom of the penetration measured on Shot 1017 target, respectively. The 

density data show that the mortar in front of the penetration was compacted during 

penetration, and the change in P- and S-wave velocities demonstrates that damage 

due to compaction occurs in the region. In addition, Figure 3.12 demonstrates that 

lateral cracks originated only from the region around penetration path, not from the 

region just in front of the penetration. These results seem to support that damage 

in front of a penetrator in mortar is via compaction. If compaction was caused by a 

process with a propagation velocity that is much slower than the crack propagation 

velocity (0.4 ,....., 0.7x Rayleigh wave velocity), radial and lateral cracks still should 

be found in front of the penetration. Therefore, the compaction must result from a 

process that has a velocity faster than the crack propagation velocity. 

3.2.2 Projectile damage pattern 

The damage to the lateral surface of the projectile reflects the degree of contact 

between projectile and target materials during penetration. Figure 3.17 shows two 

recovered projectiles. Two parameters related to projectile surface conditions are 
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P38 

Figure 3.13: Cross-section of recovered target for Shot P38. 
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Figure 3.15: Microscopic images (reflected light) of mortar samples from Shot P38. 
White region is aggregate and dark region is cement. 



70 

1 .05 

P 
P P P p 1 .0 

D ensity (a) 

(ij 
E 0.95 ·= C1) 
..c 1.1 -0 --0 p p ..c (!) f U) 1.0 

I 

f -U) 
0 
c. 

(b) 

C1) 0 .9 ..c - P-wave velocity -0 
0 

:0::::: 
ca a: 

1 .1 
(c) 

1 .0 

f ~ 
~ 

f 
(!) 

0.9 S-wave velocity 

0 50 100 150 

Distance from the penetration bottom (mm) 

Figure 3.16: Relative variation of density, P­
mortar target of Shot P38. 

(a), (b) and (c) are relative ratio of the den­
sity, P- and S-wave velocities in samples from 
recovered target to initial density, P- and S­
wave velocities in Table 3.4 versus distance 
from penetration bottom, respectively. The 
sample position is sketched in (d). The sam­
ples are rv 1 X 1 X 1cm. The procedure to pre­
pare the samples is given in details in Rubin 
and Ahrens [1991]. 

and S- wave velocities m damaged 

. . . . . . . 

. (d) 
:::::::::1:": .. :-l: :::::: 
:::::::::1:: :::1::::: : : 
: : :: : : :: :r.-:;..; '"i: : : : : : : 
:::::::::r:: :::l::::::: 
: : : : : : : : :1~ :7:-1: : : : : : : 
: : :: : ::::1::::: 1::::::: 
::::::: : :r.;_; ;_;_ :_J::::::: 

jjHHHJJJHHT 



71 

investigated on the recovered projectiles. They are defined as 

1. Ink damage length Li: This is measured from the projectile bourrelet (defined 

in Figure 3.4) to the point at which ink was cleaned but no visible erosion 

occurred on the projectile surface during penetration. This length only reflects 

that very light contact between projectile and target materials occurred in this 

area during penetration. 

2. Projectile lateral surface damage length Ld: This is measured from the projectile 

bourrelet to the point at which the projectile surface was eroded by aggregates 

in the mortar during penetration. This length provides the area in which the 

projectile surface was in contact with target material under a certain normal 

pressure during penetration. 

For Shot P38, the ink on the projectile lateral surface was nearly untouched by the 

target materials during penetration. For all the other experiments, various values of 

Li and Ld are observed on recovered projectile surfaces. Figure 3.18 shows the two 

lengths as a function of final penetration depth. Figure 3.19 shows the same damage 

lengths (normalized by final penetration depth) versus final penetration depth. These 

results demonstrate that (1) Ld is very short, < 20% of final penetration depth of the 

experiments with an intact target after impact. Therefore, frictional effects on the 

projectile lateral surface can be approximately ignored for an approximate analytic 

model to describe rigid body penetration into brittle materials under the conditions 

similar to the present experiments, and (2) for this projectile shape, it is very difficult 

to deploy an anchor into brittle materials because penetrators only have contact with 

less than 20 % of the final penetration depth. 

The damage to the projectile head surface records the friction or temperature 

history effect on the surface during penetration. From the recovered projectiles, 

roughness of the projectile head surface increases with initial impact velocity. Due 

to the difficulty of measuring roughness on a non-planar surface, I do not show any 

direct data on the roughness here. However, the variation of projectile diameter at 

the bourrelet gives a certain degree of representation of the roughness on projec-
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Figure 3.17: Photo of recovered projectiles. Pmaz is final penetration depth. L i is ink 
damage length. Ld is projectile lateral surface damage length. 

tile head surface. Comparison of the projectile diameter measured before and after 

impact (Table 3.8) shows that the ratio of projectile diameter after impact to the 

diameter before impact decreases with impact velocity. Therefore, the roughness of 

the projectile head surface increases with impact velocity. 

3.3 Penetration time history data and scaling 

In this section, we discuss the experimental data on final penetration depth, energy 

per penetration unit volume, target dimension effects, penetration duration, penetra­

tion depth-time history, and we deduce the penetration velocity- and deceleration­

time history. These parameters provide information on different aspects of the pene­

tration process. 
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Table 3.8: Projectile diameter change. 

Shot Num. P38 1017 1034 1018 1035 
2R (mm) 9.96 9.76 9.99 10.01 15.03 
cf>a (mm) 9.95 9.69 9.86 9.65 14.98 
cf>a/(2R) 1.00 0.993 0.997 0.964 0.997 

cf>a is projectile diameter after impact. 
cf>a was measured at the location as 
shown in sketch. 

Table 3.9: Penetration duration and depth. 

Penetration Penetration Penetration 
duration (J-Ls) depth(l) (mm) depth(2) (mm) 

327.1±3 30.2±0.5 30.4±0.4 
240± 6 41.4±1 42.2±0.3 

179.5±10 
350.1±3 40.5±1. 40.3±0.6 
385.8±3 66.7±1. 65.2±0.6 
403±49 78±5 
371±49 55.2±1 

1036 
15.03 
15.00 
0.998 

Crater 
depth (mm) 

10.5 ±2. 
13.6±2. 

13.5±2. 
26.4±4. 

45.2±2 

Penetration depth(l) is measured in recovered targets. Error of depth(I) comes from 
smoothness of target surface. Penetration depth(2) is given by the penetration depth­
time history measurement. Error of depth(2) is determined by the width of the stripe 
that the laser beam was focused on when penetration stopped. 
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3.3.1 Final penetration depth 

The relation between final penetration depth and initial projectile parameters is very 

important for all applications. For the present experiments, the parameters that 

were varied are projectile velocity, projectile dimensions (diameter and length) and 

projectile mass. The experimental data of Table 3.9 yield a good linear relation 

between final penetration depth, Pmaz, and impact energy per unit cross-section area, 

e5 = mv2 /(27r R2
), for the experiments with intact targets after impact (Figure 3.20). 

A best fit to the experimental data yields 

Pmaz = (1.15 ± 0.08)es + (16.39 ± 2.17), (3.11) 

where Pmaz is in mm and e8 is in Jjmm2 • Because the two coefficients in Eq. (3.11) 

depend on target material properties, friction coefficient, projectile head shape etc., 

this scaling relation is only true for the same target material under the same projectile 

shape and rigid body assumption. 

3.3.2 Energy per unit penetration volume 

The impact energy required to open unit penetration volume reflects the resistance 

of the target material to penetration. It relates to target material strength and its 

rate dependence, friction coefficient, wave generation and crack propagation during 

penetration. In order to estimate this parameter, total penetration volume, Vol, is 

defined as 
2 ) 7r 3 2 2 Vol= 1rR (Pmaz - R + 3R = 1rR (Pmaz - 3R), (3.12) 

where the term 1r R2 /3 is the volume of the conical head of the projectile. Then, 

energy per unit penetration volume, ev, is 

lmv2 e 2 s ev =--= 2 . 
Vol Pmaz- 3R 

(3.13) 
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Based on the experimental data, ev is given in Figure 3.21. It shows that ev in­

creases from 0.5 Jj mm3 at es = rv 15 J j mm2 to rv 0.7 Jj mm3 at es = rv 45 J j mm2 . 

Substituting Eq. (3.11) into Eq. (3.13), ev is a function of e6 as 

ev = 2 ' (1.15 ± 0.08)e6 + (16.39 ± 2.17)- 3R 
(3.14) 

where ev is in J /mm3 , e6 is in J / mm2 and R is in mm. The calculated results for 

10 and 15 mm diameter projectiles are also given in Figure 3.21. From Figure 3.21, 

8ev/8e6 decreases with increasing e6 • 

ev also represents average pressure acting on the target material in the spot be­

neath the penetrator during penetration. This pressure includes all contributions 

from wave generation, material strength and its strain rate dependence and also fric­

tion. Figure 3.21 demonstrates that averaged pressure acting on the projectile is 0.5 

GPa at e8 = rv 15 J/mm2 and 0.7 GPa at e8 = rv 45 J j mm2 (J/mm3 
rv GPa). These 

values are rv 10 to 20 times higher than the resistance pressure expected based on 

unconfined strength tests of the G-mixture mortar (0.04 GPa under quasi-static load­

ing (Wahlstrom [1998])) and rv 6 to 8 times higher than the resistance pressure due 

to the mortar unconfined strength expected from the Hugoniot elastic limit (Figure 

3.3). If it is assumed that friction coefficient is 1, the measured averaged pressure 

is still rv 3 to 4 times higher than the possible highest averaged pressure just due 

to mortar strength and its rate dependence. Therefore, the dependence of material 

strength on strain rate and the friction effect alone can account for less half of the 

estimated energy consumed during penetration. This result demonstrates that wave 

generation may be the dominant process during rigid body penetration into brittle 

materials. 

3.3.3 Effects of t arget dimension on penetration 

Scaling relations based on experimental data are always used to predict penetration 

parameters in various applications in which target dimensions are much larger than 
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Figure 3.21: Energy per unit penetration volume versus impact energy per unit cross­
section area. Dashed and solid lines are calculated from Eq. (3.14) for projectiles 
with 15 and 10 mm diameter, respectively. 

targets used in laboratory experiments. Therefore, the effect of target dimension 

on penetration parameters should be considered properly in order to give reasonable 

predictions. 

For brittle target materials, finite dimensions affect penetration processes via two 

ways: interactions between the wave generated from penetration and the free surface, 

and also cracks generated during penetration which may reach the free surface. Figure 

3.21 demonstrates that interaction between cracks and the free surface has significant 

effects on penetration under the present experimental conditions because ev for the 

experiments in which targets were intact after impact (Shots P38, 1017, 1033, 1034 

and 1036) is much higher than ev for the experiments in which targets were broken 

into pieces (Shots 1018 and 1035) during penetration. Therefore, in order to avoid 

data contamination from crack propagation in brittle materials, an upper limit to the 

initial projectile velocity must be determined based on target dimensions. Because 

target dimension effects on penetration come from crack propagation through the 



-E 
E -J: .. 
Q. 
Q) 
'0 
c 
0 

:;:::; 
Ia ... .. 
Q) 
c 
Q) 
c. 

80 

40 

0 Free flying 
period 

0 
0 • 

0 • 
0 • 

0 • 

• 

79 

Penetration period 1034 
64666 6 .... 

Shot1017 
1033 

Projectiles impacted on targets 

~~----------~----------~--------~ 
-200 0 200 400 

Time (!ls) 

Figure 3.22: Penetration depth versus time. 

target, the method used to encapsulate brittle target materials with a cylindrical 

steel shell (e.g., Forrestal et al. [1992]) to eliminate finite dimension effects appears 

to be difficult to rationalize. 

For a mortar t arget with a diameter of 500 mm, the finite dimensions will signifi­

cantly affect the penetration when the velocity of 10 (15) mm diameter and 150 mm 

length projectiles is above 350 (280) m/ s, based on the present experiments. 

3.3.4 Penetration time history 

As discussed in Chapter 1, the penetration time history is important for both appli­

cations (on-board instrument safety) and understanding of t he penetration process 

itself because it provides detailed information on the interaction between the projec­

tile and target materials during penetration. In the following, experimental data on 

penetration depth-time histories is presented first, and then the deduced parameters 
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are discussed in detail. Penetration depth-time histories obtained from the experi­

ments are given in Figure 3.22. Penetration durations, tmax ' are listed in Table 3.9. 

Penetration duration 

Penetration duration is one of important parameters in penetration dynamics because 

it provides the time constraints on theoretical models and practical applications. Due 

to the difficulty in measuring it, no empirical scaling relation has been published and 

only a few very scattered data are available for very large dimension experiments on 

soil targets(Heuze [1990]) . In general, the duration of penetration depends on initial 

velocity, target materials, and projectile dimensions. Based on the present results, 

we only discuss the effects of initial velocity and projectile dimension on penetration 

duration. 

Figure 3.23 gives the experimental data on penetration duration versus e8 • The 

experimental results demonstrate: 

1. Penetration duration increases very slowly with the e8 for projectiles with same 

length. 

2. The large difference between penetration durations for Shot 1017 and 1033 

shows that penetration duration is very sensitive to projectile length. 

3. Projectile diameter does not play an important role in changing penetration 

duration if mass per unit cross-section area is approximately constant (0.86 

gj mm2 for 10 mm diameter projectiles and 0.89 gj mm2 for 15 mm diameter 

projectiles). 

Based on the experimental data, the penetration duration tmax for the experiments 

with the same projectile length is linearly proportional to e8 (Figure 3.23). A best fit 

to the data yields 

tma:z: = (2.08 ± 0.25)e8 + (303.64 ± 8.04), (3.15) 
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where tmax is in J.LS and e8 is in J /mm2• As mentioned above, penetration duration is 

not sensitive to e8 , e.g., tmax only changes"' 25% while e8 increases by 4 times (tmax= 

324.4 and 407 J.LS at e8 = 10 and 50 J/mm2
, respectively). 

Based on Eq. (3.15) and the fact that penetration duration is approximately 

independent of projectile diameter, penetration duration is believed to be mainly 

controlled by projectile mass per unit cross-section area, mm = m/ ( 1r R2). In addi­

tion, the penetration duration of Shot 1017 is much shorter than that of Shot 1033 

although e8 is approximately the same ( e8 is 22 and 19 J /mm2 for Shot 1017 and 1033, 

respectively). Therefore it is believed that the dependence of tmax on mm should be 

reflected by the second term in Eq. (3.15). As an estimation, the second term is 

assumed to be linearly proportional to mm and Eq. (3.15) is rewritten as 

tmax = (2.08 ± 0.25)e., + (349.0 X mm ± 8.04), (3.16) 

where mm is in g/mm2
. tmax is calculated to be 253.4 J.LS using Eq. (3.16) for the 

conditions of Shot 1017 (e8 =22 J /mm2 and mm = 0.595 g/mm2
). The predicted 

penetration duration is in good agreement with the measured penetration duration 

(240 J.LS) . Therefore, Eq. (3.16) approximately gives the scaling rule of penetration 

duration under the present experimental conditions. 

Penetration velocity-time history 

The penetration velocity time-history is deduced by differentiating a tenth-degree 

polynomial that fits measured penetration depth-time history data for each experi­

ment. The deduced velocity-time histories (Figure 3.24) are divided into three stages 

as: 

1. Initial penetration stage: In this stage, the projectile velocity did not change 

significantly during a short period ("' 20 J.LS) just after the projectile impacted 

the target. This is due to both the rigid body assumption (velocity change on 

impact surface needs some time ("' 10 J.LS) to affect the velocity at measurement 
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locat ion) and the very small contact area between the projectile head and the 

target material during the initial penetration. 

2. Steady penetration stage: In this stage, the projectile was under a relatively 

long and steady deceleration period. The duration of this period is rv 276, 170, 

325 and 318 J.LS for Shots P38, 1017, 1033 and 1034, respectively. 

3. Penetration stop stage: When projectile velocity decreased to a critical value, 

projectile deceleration increased and penetration stopped suddenly. The crit­

ical velocity is rv 37, 37, 18 and 49 m/ s for Shots P38, 1017, 1033 and 1034, 

respectively. The average critical velocity for projectiles with 150 mm length 

and 10 mm diameter is (35±15) m/ s. 
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Penetration deceleration-time history 

In order to deduce the deceleration from the measured penetration depth-time his­

tory, the tenth-order polynomial was differentiated twice. But the result was very 

noisy generally because the second differentiation magnifies the minor misfit of the 

polynomial to the data and measurement errors. The best deceleration time-history 

deduced is for Shot 1033 as shown in Figure 3.25. The features of deduced decelera­

tion time history are (1) deceleration increases rapidly from 0 to about 7 x 104 g in the 

first rv 40 J-lS , (2) deceleration slowly decreases from 7x 104 g to rv 5.5 X104 gin about 

270 J-lS and (3) deceleration jumps up again when penetration is close to stopping. 

In order to estimate average deceleration amplitude during penetration, penetra­

tion velocity in the steady penetration stage is assumed to decrease linearly with t ime 

(Figure 3.24). Then, the average deceleration obtained is shown in Figure 3.26. The 

results demonstrate that the average deceleration, a, in the steady penetration stage 

for projectiles with same length is linearly proportional to initial impact velocity. A 

best fit to the data for projectiles with same length yields: 

a = 192.4v + 1.89 x 104
, (3.17) 

where a is in g, and v is in mjs. 

Eq. (3.17) can be used to estimate averaged pressure acting target materials 

during steady penetration. Assuming that friction force on projectile lateral surface 

is ignored as discussed in previous section, for a conical projectile, pressure normal 

to the projectile cone surface, a, is (detail discussion is given in Chapter 4) 

ma 
a=~~---------------.../27r R2 ( T/ cos( 0) +sin( 0))' 

(3.18) 

where T/ is the friction coefficient and 0 is the half-cone angle. The possible value 

ofT/ ranges from 0 to 1 (Kishida and Uesugi [1987]). Therefore, upper and lower 

limit of a is estimated when T/ = 0 and 1, respectively as shown in Figure 3.27. This 
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estimated results once again show that resistance pressure acting on projectile surface 

is about 2 to 4 times higher than the possible highest pressure induced only by friction 

and material strength and its strain rate effect. In order to estimate average shock 

wave pressure generated by the penetration in target materials, particle velocity is 

assumed to be half of initial impact velocity. Then average shock wave pressure is 

calculated using the Hugoniot relation of Read and Maiden [1971]listed in Table 3.5. 

The average shock wave pressure (Figure 3.27) is very comparable with the average 

pressure acting on projectile surface. Therefore, this result strongly supports that 

shock wave generation is the dominant process during rigid body penetration into 

brittle materials under present experimental conditions. 
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3.3.5 Penetration process similarity 

The purpose to investigate the similarity among penetration time histories under dif­

ferent initial conditions is to see if any scaling relation for penetration time histories 

exists. Figure 3.28 shows all the experimental data of penetration depth time his­

tory normalized by final penetration depth versus penetration time normalized by 

penetration duration. It demonstrates a very strong penetration process similarity 

among the experimental data of Shots P38, 1033 and 1034. These experiments have 

same projectile length and diameter. The relation between the normalized penetra­

tion depth versus the normalized penetration time is fully similar with each other in 

whole penetration process. This result suggests that a scaling relation for penetration 

process with same projectile dimensions exists as 

P(t , v) = !(- t-) , 
Pmax tmax 

(3.19) 
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where f is a function of tftma:r:· f can be determined by polynomial fit to the data 

of the three experiments (Shots P38, 1033 and 1034). Then, the scaling relation of 

penetration depth time history is 

t 
P (t, v) = Pma:r:f(-). 

tma:r: 
(3.20) 

Substituting Pma:r: and tma:r: with Eq. (3.11) and (3.16) , respectively, the scaling 

relation is 

t 
P (t,v) = ((1.15±0.08)e.,+(16.39±2.17))/(( ) ( )). 

2.08 ± 0.25 e., + 349.0 X mm ± 8.04 
(3.21) 

If the projectile dimension effect has been included in e8 and mm, Eq. (3.21) can 

be used to predict penetration depth-time history under different initial conditions. 

Using Eq. (3.21) , the predicted penetration depth time history of Shot 1017 is in a 

very good agreement with the experimental data as shown Figure (3.28). Based on 

this figure, projectile dimension effect on penetration process seems to be included 

in e., and mm. Therefore, Eq. (3.21) can be used to scale penetration depth-time 

history under different initial conditions for rigid body penetration into G-mortar 

target. Also, Eq. (3.21) predicts that average deceleration of projectiles increases with 

projectile length, this is confirmed by the experimental results shown in Figure 3.26. 

However, I must mention that the above conclusion is only based on the experimental 

data under two projectile lengths, and more experiments are needed to verify it. 

3.4 Comparisons among empirical relations 

In order to compare the predictions of previous empirical relations, the empirical 

parameters in Eqs. (1.5) , (1.6) , and (1.7) are determined based the present data 

because these expressions were suggested for penetration into rocks or concretes. 

Only the data of the experiments in which the targets were still intact after impact 
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are used to determine the parameters. 

1. Eq. (1.5) suggested by Sandia National Laboratories is given again as 

-6 m 
Pmax = 1.14 X 10 S X N A (vo- 100), (3.22) 

where S and N are defined as target penetrability number (a measure of rock 

resistance) and projectile nose performance coefficient. Although Eq. (3.22) 

includes two dimensionless empirical parameters, they are equivalent to one 

parameter. The averaged value of S x N determined from the present data is 

s X N = 0.353 ± 0.035. (3.23) 

Substituting this value into Eq. (3.22), the predicted final penetration depth 

using Eq. (3.22) is shown in Figure 3.29. 

2. Eq. (1.7) (Army's Waterways Experiment Station (Heuze [1990])) is 

(3.24) 

where p is target material density, and 

0 863( 
4

(CRH)2 )0·25 for a ogive head projectile , 
. 4CRH -1 ' 

0.805 sin-0
·
5 (0), for a cone head projectile, 

a (RQD )o.2. 
I 100 

Because the projectiles used in the present experiments had conical head with 

half-angle 45°, Nrc = 0.957. Only one parameter, arc• needs to be determined 
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empirically. Based on the present experimental data, the average value of CJrc is 

Clrc = 81.5 ± 9, MPa. (3.25) 

Substituting the determined values into Eq. (3.24), the predicted final pen­

etration depth is shown in Figure 3.29. From the definition of RQD (Heuze 

[1990]), the value of RQD must be < 100 for any materials with pre-existed 

micro-cracks, cavities etc. because RQD = 100 is for perfect target materials. 

However, RQD is deduced to be 2060 when a1= 44.5 MPa for the G-mixture 

mortar. 

3. Forrestal [1986] suggested that the final penetration depth of a projectile with 

a ogive nose (Eq. (1.6)) is 

m pv~z 
Pmax =-A ln(1 + -B ) + 4R, Pmax > 4R, 

2 pz 

where v1 and z are defined as 

where Ro is ogive head radius (Figure 1.1). 

(3.26) 

(3.27) 

(3.28) 

For a conical projectile, z = 0 because Ro is infinite. Therefore, Eq. (3 .26) can 

not be used for a conical projectile directly. However the right-hand-side of Eq. 

(3.26) is 0/ 0 type when z --+ 0, the limit of the right-hand-side is 

2 

l . n mvl R 
lm.rmax =-A + 4 · 

z-tO 2 B 
(3.29) 
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Using the definition of v1 (Eq. (3.27)), the above equation is 

m v2 2 
Pmaz = 2A~ + R (4- ;J (3.30) 

The averaged value of B is determined to be 

B = (9.3 ± 1.1) X 108
, (3.31) 

Substituting the B value into Eq. (3.30), the predicted final penetration depth 

is given in Figure 3.30. 

Figures 3.29 and 3.30 demonstrate that all the three expressions discussed above 

give reasonable prediction of final penetration depth under the present experimental 

conditions. Eq. (3.22) predicts that final penetration depth is linearly proportional to 

impact momentum per unit cross-section area, and Eq. (3.24) also predicts the same 

relation when initial impact velocity is not very high (say, v0 < 4(acr/ p)0·5 / 3, that 

is rv 280 m/ s under the present experimental conditions). Eq. (3.30) predicts that 

final penetration depth is linearly proportional to impact energy per unit cross-section 

area. However, the present experimental data show that the final penetration depth is 

linearly proportional to the impact energy per unit cross-section area. Therefore, the 

present experimental data support the linear relationship between final penetration 

depth and impact energy per unit area. 

3.5 Conclusions 

From the experimental data and the simple consideration of impact physics, the 

conclusions are: 

1. The compressive strength strain rate dependence of the G-mixture mortar is 
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described by 

(3.32) 

for a strain rate in the range of 10-7 js to 103 js. 

2. The non-dispersive Hugoniot elastic wave in the G-mixture has an amplitude 

of rv 0.14 GPa and a velocity of"' 4.3 km/s. The amplitude of the dispersive 

elastic wave is about 0.1 GPa under the peak shock wave pressure of rv 1 GPa. 

The present experimental data show that the Hugoniot relation of Read and 

Maiden [1971] can be used to approximately describe the G-mixture mortar 

response to shock loading. 

3. The target materials are damaged via compacting in the region in front of 

penetrators and via brittle radial and lateral cracks propagations in the region 

surrounding penetration path. Macro-cracks just in front of penetrators as sug­

gested by Forrestal and Tzou [1998] and Bless et al. [1978] were not produced 

in the material studied here. The density measurement verifies that target ma­

terial in front of penetrators was compacted. The results suggest that expected 

cracks in front of penetrators may be stopped by the comminuted region. 

4. Radial crack traces on impact surface are very straight along radial from impact 

site. The number of radial cracks appearing on impact surface is between 4 

and 8. Since radial cracks have longer length than lateral cracks, the radial 

cracks must propagate either faster or be generated earlier than the lateral 

cracks. Radial crack length appearing on impact surface is correlated with 

initial projectile energy. 

5. Lateral cracks have circular trace on impact surface. The distance between two 

adjacent lateral cracks increases with the distance from impact site. Lateral 

cracks follow a very complex propagation path given by crater profiles. Crack 

surface morphology looks similar to that of the radial cracks and seems to be 

tensile cracks. Crater radius induced by lateral cracks is scaled with initial 
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impact velocity and projectile radius. The crater depth is linearly scaled with 

initial impact energy. 

6. Energy needed to create unit penetration volume is found to be increase with 

impact velocity or penetration depth for the experiments in which targets were 

still intact after impact. Based on average value of energy per unit penetra­

tion volume, average pressure acting on target material during penetration is 

found to be 10 to 20 times higher than that due to strength of target materials 

under quasi-static loading and 3 to 4 times higher than the possible highest 

pressure due to friction , material strength and its rate dependence. This re­

sult also suggests that shock wave generation may be dominant process during 

penetration. 

7. The interaction between cracks and target free surface significantly affects rigid 

body penetration into brittle materials based on present data. The experimental 

results show that the upper velocity limit for the mortar target with 500 mm 

diameter and 400/600 mm length is about 350 m/s when projectiles have a 10 

mm diameter and an 150 mm length, 280 m/s when projectiles have a 15 mm 

diameter and an 150 mm length if effect induced by interaction between cracks 

and lateral free surface is avoided. 

8. Aggregate erosion on projectile lateral surface is < 20 % of final penetration 

depth. This result suggests that lateral friction effect on penetration process 

can be approximately ignored, and shows the difficulty to employ penetrators 

into brittle materials as anchors. The roughness of projectile head surfaces 

increases with penetration velocity. This reflects friction (temperature) effects 

on projectile head surface. 

9. Final penetration depth, Pmax , is linearly scaled with initial projectile energy 

per unit cross-section area, e6 , for projectiles with same projectile head shape, 

different length and diameter when targets are intact after impact. Based on 
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the experimental data on the G-mixture mortar targets, the scaling relation is 

Pmaz = (1.15 ± 0.08)e8 + (16.39 ± 2.17) , (3 .33) 

where Pmaz is in mm and e8 is in J / mm2
. 

10. For the first time, whole penetration depth-time history was recorded with 

very dense datum point under 105 g deceleration. The results provide dynamic 

constrains to theoretic models, specially numerical simulations. 

11. Penetration duration, tmaz , is found to scale linearly with e8 for projectiles with 

same length and different diameters. Based on experimental data, the relation 

for 150 mm long projectiles with a 10 or 15 mm diameter is 

tmaz = (2.08 ± 0.25)e8 + (303.64 ± 8.04) , (3.34) 

where tmaz is in J..LS and e8 is in J / mm2
. 

Based on the facts that tmaz is not very sensitive to e8 and seems not to depend 

on projectile radius approximately, and the large difference between the pene­

tration durations of Shots 1017 and 1033, penetration duration dependence on 

projectile length is believed to be reflected by the large value of the second term 

in Eq. (3.34) . Therefore, penetration duration dependence on projectile length 

is suggested to be described by 

tmaz = (2.08 ± 0.25)e8 + (349.0 X ffim ± 8.04), (3.35) 

where mm = m/(rrR2
) . The prediction from this relation is in good agreement 

with the experimental data under different projectile length. 

12. Deduced penetration velocity time histories suggest that whole penetration his­

tory is divided into three stages: (1) initial stage in which projectile velocity 
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change is small due to very small contact between projectile and target ma­

terials, (2) steady penetration stage in which projectile velocity continues to 

decrease smoothly, (3) penetration stop stage in which projectile deceleration 

jump up when velocities is close to a critical value that is rv 35 m/ s from the 

experiments. Generally, the first and last stages are much shorter than the 

second. 

13. Deduced average deceleration, a, in the steady penetration stage is found to be 

linearly proportional to initial impact velocity when projectiles have the same 

dimensions. Based on the experimental data, a is 

a= 192.4v + 1.89 x 104
, (3 .36) 

where a is in g and v is in m fs. Average pressure acting on target materials 

during penetration is estimated to be very comparable with shock wave pressure. 

This result suggests once again that shock wave generation is the dominant 

process for energy exchanging between projectile and target materials during 

penetration. 

14. The experimental data of penetration depth-time histories suggest that a pene­

tration process similarity between normalized penetration depth, P / P max, and 

normalized penetration time, t f tmax , exists. This similarity is obtained to be 

_!___ = f(-t-), 
Pmax tmax 

(3.37) 

where f is a function of t / tmax. After f is determined using the penetration 

depth-time history of the experiments with 150 mm length and 10 mm diameter 

projectiles, the predicted penetration depth-time history is in good agreement 

with the experimental data for projectile with 100 mm length and 10 mm di­

ameter in whole penetration process. This similarity also predicts that average 

deceleration in the steady penetration stage increases with decreasing of pro-
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jectile length. This is verified by the experimental data. 
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Chapter 4 An analytical model for rigid 

body penetration 

The scaling/ empirical relations discussed in Chapter 3 do not give the physics in­

volved in dynamic penetration processes. In order to understand penetration process, 

first principle models (analytic and numerical) are needed. In this part, we suggest 

a simple analytic model for rigid body penetration based on the experimental data 

described in Chapter 3. 

4.1 Rigid projectile motion equation 

Projectile kinetic energy change rate during penetration is divided into two categories: 

1. Energy, E8 , is transferred to target through projectile-target contact area, such 

as wave energy, elastic and plastic deformation energy. 

2. Energy, E1, is transferred to heat through friction on the contact area between 

projectile and target . 

Projectile energy budget during penetration is written as 

dEP _ (dEt dEs) - --+-dt - dt dt , ( 4.1) 

where Ep is projectile energy at time t. It is given by 

(4.2) 
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where m is projectile mass and v(t) is projectile velocity at time t. Therefore, the 

projectile energy change rate is 

dEP _ ( ) dv(t) 
dt - mv t dt · (4.3) 

The energy transferring rate into target is estimated using 

ddEs = f an(t)vn(t)ds, 
t 1 S(t) 

(4.4) 

where S(t) is the contact area between projectile and target, an(t) is normal pressure 

acting on projectile surface and vn(t) is particle velocity normal to projectile surface. 

The rate of energy transferred into heat due to friction is 

dE1 1 -d = Vt(t)an(t)'ryds, 
t S(t) 

(4.5) 

where "l is friction coefficient and Vt is the velocity tangent to projectile surface at 

timet. 

Using Eqs.(4.3), (4.4) and (4.5), Eq.(4.1) is rewritten as 

mv(t) dvd(t) =- { <1n(t)(vn(t) + Vt(t)ry)ds. 
t 1 S(t) 

(4.6) 

For rigid body penetration, the relative velocity between projectile and target ma­

terials is assumed to be only from projectile motion (we do not consider shear flow 

in target materials due to plastic deformation). When a conical projectile penetrates 

into target materials, the relative velocities on the conical area between projectile and 

target materials are 

Vn ( t) = v ( t) sin 8, (4.7) 

Vt = v(t) cos 8, (4.8) 



101 

where e is cone half angle. Relative velocities on projectile shank surface are 

Vn(t) = 0, (4.9) 

Vt = v(t). ( 4.10) 

Then, Eq.(4.6) is simplified to 

m dv(t) = -( f an(t)ryds + ( an(t)(rycose + sinO)ds), 
dt ls, (t) lsh (t) 

(4.11) 

where Sh(t) is the contact area between projectile head and target, and S1(t) is the 

contact area between projectile shank and target. Approximately, we assume that 

an(t) and ry are constant on Sh(t), then, 

m dvd(t) = -( { an(t)ryds + Sh(t)an(t)(rycose +sinO)). 
t ls, (t) 

(4.12) 

In order to solve Eq. (4.12) for penetration parameters, the models for S1(t), Sh(t), 

ry and an(t) are needed first. 

4.2 Parameter models 

4.2.1 Contact area 

Based on the deduced velocity-time history (Figure 3.24), the penetration time history 

is divided into three stages: the initial penetration stage, the steady penetration 

stage and the penetration stop stage. The contact area between projectile and target 

materials in each stage is discussed in the following. 

1. Initial penetration stage: 

This stage starts from impact and ends when projectile conical head has pen-
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etrated into target. Because the contact area between projectile and target 

materials increases with penetration depth, total resistance force (deceleration) 

increases with the depth. For conical projectiles, the contact area, Sh(t), be­

tween projectile and target materials is 

2 sin( B) 
Sh(t) = nP (t) cos2 (B), (4.13) 

where P(t) is penetration depth at timet and 8 is cone half-angle. 

2. Steady penetration stage: 

After the projectile head is fully embedded into the target material , it is possible 

that target materials start to contact the projectile lateral surface. Therefore, 

the total contact area, S(t), is 

S(t) = Sh + S,(t), ( 4.14) 

where Sh is the whole area of projectile cone head and S1(t) is the contact area 

on projectile lateral surface at time t. If there is no inertial effects in target 

materials, S1(t) is 
R 

S1(t) = 2n R(P(t) - tan( B)), (4.15) 

where R/ tan( B) is projectile cone height. However, as we observed from the 

recovered projectiles (Figure 3.17) , the eroded area on projectile lateral surface 

is much small than the area given by Eq. (4.15) because eroded length on 

projectile lateral surface is < 20 % of final penetration depth (Figure 3.19). 

This experimental result means that contact area must be significantly reduced 

by some dynamic processes. Cavitation process (Hill [1980]) is suggested to be 

the major process that reduces the contact area between projectile and target 

materials during rigid body penetration. It is defined as that a separation 

between projectile and target material occurs. Cavitation process is basically 
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Projectile 
Cavity ---.v 

Figure 4.1: Schematics of cavitation process during penet ration (after Hill [1980]). 

due to inertial, plastic deformation and fracture effects (especially fracture that 

decreases or even diminishes the recovery ability of target material). It depends 

on impact velocity and projectile head shape. For rigid project iles with conical 

head, cavitation only happens at projectile bourrelet. Therefore, we suggest 

that S1 = 0 during steady penetration stage based on present experimental data. 

Then, the contact area between projectile and target materials is constant as 

( 4.16) 

3. Penetration stop stage: 

In this stage, cavitation may be very weak because the penetration velocity 

is relatively low. Target materials may start to contact projectile on lateral 
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surface. Most of the contact observed on the recovered projectiles may occur in 

this stage. For the present model, this contact is not considered for simplicity. 

Therefore, the contact area between projectile and target materials is still given 

by Eq. ( 4.16). 

4.2.2 Friction coefficient 

Friction coefficient may be the most difficult parameter to determine because it not 

only depends on all the parameters involved, e.g., surface time history, slip veloc­

ity, normal pressure, surface condition, temperature etc. (Dieterich [1967], Linker 

and Dieterich [1992), Kilgore et al. [1992), Chester [1994], Scott et al. [1994), Tejch­

man and Wei [1995], and Marone [1998]), but also very limited experimental data 

are available for the velocity and normal pressure range we are interested in (Mont­

gomery [1976], Forrestal [1986], and Forrestal et al. [1988]). The experimental data 

under different conditions (slip velocity from "'J-Lm/s to 102 m/ s, normal pressure 

< 100 MPa) (Dieterich [1967], Montgomery [1976], Kishida and Uesugi [1987], and 

Tejchman and Wei [1995]) show that the friction coefficient decreases with slip ve­

locity, increases with contact time, and generally decreases with increasing contact 

surface smoothness. 

Basic constitutive relation of friction coefficient (Linker and Dieterich [1992]) is 

( 4.17) 

where O"n, Vt and T are normal pressure, slip velocity and temperature, respectively, 

T}o is static friction coefficient, T}1 is a function of the variables and <p (called sur­

face state parameter(Linker and Dieterich [1992])) that basically reflects the history­

dependence of friction coefficient. 

Montgomery [1976] found that friction coefficient between metallic materials drops 

to 0.02 from 0.8 when the product of normal pressure and slip velocity reaches rv 110 

GPa m/ s as shown in Figure 4.2 because melting occurs on the interface. Based on 
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limited data, Forrestal [1986] suggested that the frict ion coefficient between steel and 

porous rocks during penetration is 

ry = { 

ryd , for 

(4.18) 

where ry8 = 0.5, ryd = 0.08 and vd = 30 mjs. Later, Forrestal and Luk [1992] chose the 

friction coefficient between steel and aluminum to be from 0.0 to 0.06 during pene­

tration. However, this model does not reflect the effect of surface history on friction 

coefficient (or surface state parameter, cp) because friction coefficient depends on not 

only current slip velocity, but also slip velocity time history (surface condition change, 

e.g., surface roughness). Experimental data (Table 3.8) show that the roughness on 

projectile head surface increased with initial penetration velocity. Surface roughness­

dependence of friction coefficient has been verified by experimental data ( Tejchman 

and Wei [1995] and Kishida and Uesugi [1987]) for a system such as steel versus sand. 

Tejchman and Wei [1995] found that friction coefficient between steel and sand in­

creases from "' 0.26 to 1.1 when the normalized roughness changes from smooth to 

very rough (normalized roughness is defined as the ratio of steel plate surface rough­

ness to mean sand grain size. Surface is smooth, rough, and very rough when the 

normalized roughness is < 0.1, between 0.1 and 0.5, and > 1.0, respectively). The 

reason for discussing the relation between friction coefficient and surface roughness is 

that projectile head surface roughness changes with initial penetration velocity and 

penetration depth because of friction heating. 
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sliding velocity for gilding metal rotating bands. 

Figure 4.2: Friction coefficient as a function of the product of normal pressure and 
slip velocity given by Montgomery [1976]. Horizontal axis unit is Psi fps. 
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Based on the discussion above, a model for friction coefficient during rigid body 

penetration into mortar targets is suggested to be 

7Jm, 

7J = { 
TJmVs- TJsVm + 7Js- 7Jm Vt(t), 

V8 - Vm V8 - Vm 

TJs(v) , 

( 4.19) 

where Vm is a critical velocity over which melting occurs on the contact surface melts, 

V8 is a critical velocity below which no melting occurs on the surface, 7Jm is friction 

coefficient on melted surface, and 7Js is friction coefficient on non-melted surface. 7]8 

depends on surface history that is affected by initial impact velocity, v. When Vt(t) is 

between the two critical velocities, the projectile surface presumably melts partially. 

Based on the experimental data given by Montgomery [1976) and Tejchman and Wei 

[1995), 7Jm and 7]8 are chosen to be 

7Jm 0.02, for Vt(t) > Vm, 

0.2, for v cos( B) < V8 , 

7Js ={ 0.4, for V8 < v cos( B) < Vm, 

0.9 for v cos( B) > Vm· 

(4.20) 

In order to determine Vm and V8 , the experimental data on metal-metal interface 

(Figure ( 4.2) are assumed to be applicable for for metal-mortar interface. Based on 

Figure 4.2, full melting occurs when the product of normal pressure and slip velocity 

is equal to 110 GPa m/s (5x106 psi fps), and no melting occurs when the product 

is 8.8 GPa m/s (4x105 psi fps) . Then, melting velocity, vm, and no-melting velocity, 
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V 8 , are determined to be rv 180m/sand rv 80 m fs using 

110, 

8.8, 

GPa m js, 

GPa m/s, 

(4.21) 

where an is estimated using the Hugoniot relation of G-mixture mortar listed in Table 

3.5. 

4.2.3 Stress normal to projectile surface 

If we just look at the contact area between projectile and target materials, target 

material is pushed along the direction normal to projectile surface without considering 

friction. From impact dynamic point view, penetration history is equivalent to a series 

of impact events with different velocity. It means that stress normal to projectile 

surface can be directly and easily estimated using the Hugoniot relation of target 

material as 

( 4.22) 

where D and Ve are shock wave velocity and particle velocity at the Hugoniot elastic 

limit of target material, respectively, vn(t) is particle velocity normal to projectile sur­

face. The relation between penetration velocity, v(t), and vn(t) is vn(t) = v(t) sin( B) 

on the surface of projectile conical head. This assumption is supported by the facts 

that (1) average pressure acting on projectile during penetration is about 2-4 times 

higher than the possible highest pressure just due to surface friction and material 

strength based on the experimental data on both average deceleration and energy 

needed to create unit penetration volume, and (2) estimated shock wave pressure is 

very comparable with the average pressure from the experimental data (Figure 3.27). 
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4.2.4 Penetration stop velocity 

Because penetration into target materials basically requires a projectile to plastically 

deform and/ or fracture target materials, the pressure acting on target material must 

not be lower than yield strength of target material. Therefore, resistance pressure 

acting on a projectile by target material must be larger than the target material yield 

strength. Thus, the necessary condition for penetration is 

(4.23) 

where a~ is material yield stress. Based on the model for normal stress given by Eq. 

( 4.22), a~ is the Hugoniot elastic limit of the target material. Therefore, the necessary 

condition for penetration is 

l
dvl Sh(rycos(O) + sin(O)) 
-d > (Jhel· 

t m 
(4.24) 
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4.3 Formulation 

Based on parameter models given in the previous section, the penetration equation 

is formulated as 

dv(t) 
m-­

dt 
an(t) 

TJ = { 

Vt(t) 

-Shan(t)(TJCOs8 +sinO), 

poDv(t) sin( B) , 

TJm, 

TJmVs- TJsVm + TJs- TJmVt(t), c ( ) 
10r V8 < Vt t < Vm, 

V8 - Vm V8 - Vm 
TJs(v), for Vt(t) < V8 , 

v(t) cos( B) , 

7r sin( B) P2 when P < R/ tan( B), 
cos2 (B) ' 

when P > R/ tan( B) , 

(4.25) 

where Dis given in Table 3.5, 17m and TJs are given in Eq. ( 4.20). 8, R, m and Sh are 

projectile parameters. Therefore, Eq. ( 4.25) is used to numerically calculate deceler­

ation time history of rigid body penetration into target materials. If the deceleration 

is known, penetration velocity- and depth-time history can be easily obtained using 

rt dv 
v(t) v0 + lo dt dt , 

P(t) fat v(t)dt. 

(4.26) 
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4.4 Comparison with experimental data 

4.4.1 Comparison with present experimental data 

Using Eq. (4.25) and the experimental parameters listed in Table 3.7, calculated 

penetration depth, velocity and deceleration time histories are shown in Figures 4.3 

-4.6 in which the experimental data are also given. Based on these figures , we have 

1. Penetration depth-time history 

Penetration depth-time histories predicted from the model are in good agree­

ment with the experimental data of Shots P38, 1033, 1034 and in reasonable 

agreement with the data of Shot 1017. For Shot P38, 1033 and 1034, the 

predicted penetration depths are larger than the experimental data when the 

penetration velocity is below ,....., 75 mfs. The difference may be caused by the 

assumption of cavitation when penetration process is close to stop. For Shot 

1017, the difference between the predicted and experimental data is relatively 

larger when the penetration velocity is below 180 m f s. 

2. Final penetration depth 

Final penetration depths predicted from the model and measured from the 

experiments are compared in Figure 4.7. The prediction is in good agreement 

with the data of t he experiments in which targets were intact after impact. The 

prediction for Shot 1018 is far below the experimental result. 

3. Penetration duration 

Predicted penetration duration is shown in Figure 4.8. The predicted penetra­

tion duration is in good agreement with the experimental data for Shots P38, 

1033, 1034. The predicted time is longer than the experimental data for Shot 

1017. 

4. Penetration velocity 
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From Figures 4.3 - 4.6, the predicted velocity time history are in good agree­

ment with the experimental data when velocity is high than 100 m/ s for Shots 

P38, 1033 and 1034, and are generally higher than the that deduced from the 

experimental data when velocity is below 100 m/ s. For Shot 1017, velocity from 

the experiment is higher than the predicted from rv 80 to 200 J.LS. 

5. Penetration acceleration 

The comparison between predicted deceleration time history and the average 

deceleration in the steady penetration stage shows that they are comparable. 

From the agreements between the predicted and the experimental data of pene­

tration depth- , velocity-time history and penetration duration, it is believed that the 

model suggested here reflects major ongoing physical processes in penetration such 

as normal stress, cavitation in the beginning of penetration, and stop criterion. The 

major point we try to make through this simple model is that shock wave generation 

and cavitation are two major processes that control the energy exchange between 

projectile and target materials during penetration based on the experimental data. 

This point is validated by the agreement between the predicted and experimental 

data in early penetration stage because we have the confidence to say that cavitation 

occurs in this stage based on present penetration experimental data. 
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4.5 Conclusions 

Based on the discussion and the first principle model suggested, the main conclusions 

are 

1. A simple analytic model is suggested with the following aspects: 

(a) Friction coefficient during penetration is described by: 

1J = { 

where, 

1Jm, for Vt(t) > Vm, 

1JmVs - 1JsVm + 1Js - 1Jm V(t), 
V8 - Vm V8 - Vm 

for V8 < Vt(t) < Vm, 

for Vt(t) < Vs, 1Js(v), 

1Jm 0.02, for Vt(t) > Vm 

0.2, for v cos( B) < V8 

1Js ={ 0.4, for V8 < v cos( B) < Vm 

0.9, for v cos( B) > Vm , 

(4.27) 

(4.28) 

where Vm = 180 m/s and V8 = 80 m/s for rigid body penetration into 

G-mixture mortar target. 

(b) The minimum penetration velocity is determined by: 

I 
dv I sh ( 1J cos( B) +sin( B)) 
-d > Clhel · 

t m 
(4.29) 
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(c) The stress normal to projectile surface is given by: 

an(t) = poDv(t) sin( B), v(t) sin( B) > Ve· ( 4.30) 

(d) Penetration equation is: 

m d:~t) = -Shan(t)(TJ cos 8 +sin 8), (4.31) 

7r sin( B) P 2 when P < R/ tan( B), 
cos2 (8) ' 

when P > R/ tan( B). 

(4.32) 

2. Good agreements between the model prediction and present data support the 

assumptions made in the model. Therefore, it is believed that the model sug­

gested reflects some of major physical processes occurring in penetration, i.e., 

normal stress, cavitation in earlier penetration process and penetration stop 

criterion. Specially, shock wave generation and cavitation seem to be two ma­

jor processes that control the energy exchange between projectile and target 

materials in early stage of penetration. 
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Chapter 5 Summary 

In this work, the major progress we made toward the understanding of the physics 

involved in rigid body penetration into brittle target materials includes: 

1. The compressive strength strain rate dependence of the G-mixture mortar is 

described by 
af £ 
0 = exp(0.095(log(-:-))1.14

), 
a1 co 

(5.1) 

for the strain rates in range of 10-7 / s to 103 j s. 

2. The non-dispersive Hugoniot elastic wave in the G-mixture has an amplitude 

of"' 0.14 GPa and a velocity of"' 4.3 km/ s. The amplitude of the dispersive 

elastic wave is about 0.1 GPa under peak shock wave pressure of ""' 1 GPa. 

Experimental data show that the Hugoniot relat ion of Read and Maiden [1971] 

can be used to approximately describe the G-mixture mortar response to shock 

loading. 

3. Target materials are damaged via compacting in the region in front of pen­

etrators and via brittle radial and lateral cracks propagations in the region 

surrounding penetration path. Macro-cracks just in front of penetrators as sug­

gested by Forrestal and Tzou [1998] and Bless et al. [1978] are not produced in 

the material studied here. Density measurement verifies that target material in 

front of penetrators was compacted. The results suggest that expected cracks 

in front of penetrators may be stopped by comminuted region. 

4. Radial crack traces on impact surface are very straight along radial from impact 

site. The number of radial cracks appearing on impact surface is between 4 

and 8. Since radial cracks have longer length than lateral cracks, the radial 

cracks must propagate either faster or be generated earlier than the lateral 
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cracks. Radial crack length appearing on impact surface is correlated with 

initial projectile energy. 

5. Lateral cracks have circular trace on impact surface. The distance between two 

adjacent lateral cracks increases with the distance from impact site. Lateral 

cracks follow a very complex propagation path given by crater profiles. Crack 

surface morphology looks similar to that of the radial cracks and seems to be 

tensile cracks. Crater radius induced by lateral cracks is scaled with initial 

impact velocity and projectile radius. The crater depth is linearly scaled with 

initial impact energy. 

6. Energy needed to create unit penet ration volume is found to be increase with 

impact velocity or penetration depth for the experiments in which targets were 

still intact after impact. Based on average value of energy per unit penetra­

tion volume, average pressure acting on target material during penetration is 

found to be 10 to 20 times higher than that due to strength of target materials 

under quasi-static loading and 3 to 4 times higher than the possible highest 

pressure due to friction , material strength and its rate dependence. This re­

sult also suggests that shock wave generation may be dominant process during 

penetration. 

7. The interaction between cracks and target free surface significantly affects rigid 

body penetration into brittle materials based on present data. The experimental 

results show that the upper velocity limit for the mortar target with 500 mm 

diameter and 400/600 mm length is about 350 m/s when projectiles have a 10 

mm diameter and an 150 mm length, 280 m/s when projectiles have a 15 mm 

diameter and an 150 mm length if effect induced by interaction between cracks 

and lateral free surface is avoided. 

8. Aggregate erosion on projectile lateral surface is < 20 % of final penetration 

depth. This result suggests that lateral friction effect on penetration process 

can be approximately ignored, and shows the difficulty to employ penetrators 
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into brittle materials as anchors. The roughness of projectile head surfaces 

increases with penetration velocity. This reflects friction (temperature) effects 

on projectile head surface. 

9. Final penetration depth, Pmaz' is linearly scaled with initial projectile energy 

per unit cross-section area, e8 , for projectiles with same projectile head shape, 

different length and diameter when targets are intact after impact. Based on 

the experimental data on the G-mixture mortar targets, the scaling relation is 

Pmaz = (1.15 ± 0.08)es + (16.39 ± 2.17) , (5.2) 

where Pmaz is in mm and e8 is in J/mm2
• 

10. For the first time, whole penetration depth-time history was recorded with very 

dense datum point under 105 g deceleration. The results provided dynamic 

constrains to theoretic models, specially numerical simulations. 

11. Penetration duration, tmaz , is found to scale linearly with e8 for projectiles with 

same length and different diameters. Based on experimental data, the relation 

for 150 mm long projectiles with a 10 or 15 mm diameter is 

tma:r: = (2.08 ± 0.25)es + (303.64 ± 8.04) , (5.3) 

where t= is in J.LS and e8 is in J / mm2
• 

Based on the facts that tmaz is not very sensitive to e8 and seems not to depend 

on projectile radius approximately, and the large difference between the pene­

tration durations of Shots 1017 and 1033, penetration duration dependence on 

projectile length is believed to be reflected by the large value of the second term 

in Eq. (5.3). Therefore, penetration duration dependence on projectile length 
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is suggested to be described by 

tmaz = (2.08 ± 0.25)e8 + (349.0 X mm ± 8.04), (5.4) 

where mm = mj(1rR2
). The prediction from this relation is in good agreement 

with the experimental data under different projectile length. 

12. Deduced penetration velocity time histories suggest that whole penetration his­

tory is divided into three stages: (1) initial stage in which projectile velocity 

change is small due to very small contact between projectile and target ma­

terials, (2) steady penetration stage in which projectile velocity continues to 

decrease smoothly, (3) penetration stop stage in which projectile deceleration 

jump up when velocities is close to a critical value that is rv 35 m/ s from the 

experiments. Generally, the first and last stages are much shorter than the 

second. 

13. Deduced average deceleration, a, in the steady penetration stage is found to be 

linearly proportional to initial impact velocity when projectiles have the same 

dimensions. Based on the experimental data, a is 

a = 192.4v + 1.89 x 104
, (5.5) 

where a is in g and v is in mjs. Average pressure acting on target materials 

during penetration is estimated to be very comparable with shock wave pressure. 

This result suggests once again that shock wave generation is the dominant 

process for energy exchanging between projectile and target materials during 

penetration. 

14. The experimental data of penetration depth-time histories suggest that a pene­

tration process similarity between normalized penetration depth, P / P maz , and 
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normalized penetration time, t f tmax , exists. This similarity is obtained to be 

~=f(-t-), 
Pmax tmax 

(5.6) 

where f is a function of tftmax· After f is determined using the penetration 

depth-time history of the experiments with 150 mm length and 10 mm diameter 

projectiles, the predicted penetration depth-time history is in good agreement 

with the experimental data for projectile with 100 mm length and 10 mm di­

ameter in whole penetration process. This similarity also predicts that average 

deceleration in the steady penetration stage increases with decreasing of pro­

jectile length. This is verified by the experimental data. 

15. Based on present experimental data and analysis of penetration process, a sim­

ple analytic model is suggested for rigid body penetration into brittle materials. 

The model consists of the models of contact area between projectile and target 

material, friction coefficient on the contact area, pressure normal to projectile 

surface, and penetration stop criterion. The penetration-depth time histories 

predicted from the model are in good agreement with present experimental data. 

These agreements support that shock wave generation and cavitation are two 

major processes involved in rigid body penetration. 

Important unsolved problems related with rigid body penetrations are 

1. Friction coefficient under high normal pressure ("' kbar) and high slip velocity 

("' 102 m/ s) is still poorly understood and constrained. 

2. Related to friction effect during penetration, detail of cavitation process is not 

known. This process is very important for space missions in which penetrators 

are used as anchors. 

3. Lateral and radial crack formation and propagation are not touched here be­

cause they are not only very complex, also we do not have any measuremental 
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on it. However, they are important for both applications and numerical simula­

tions. Specially for space missions in which penetrators are used as anchors or 

deploying probes, the maximum depth of lateral cracks and the largest radius 

of radial cracks induced by penetration are very important because they are 

related to both data interpretation and safety of landers. 

These problems should be investigated in much detail through the combination of 

experimental measurement, and numerical and analytic simulation. 
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Phase Change Effect on Shock 

Wave Propagation in Vitreous 
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Abstract 

Stress wave profiles in vitreous Ge02 were measured using piezoresistance gauges in 

the pressure range of 5 to 18 GPa under planar plate and spherical projectile impact. 

Experimental data show that the response of vitreous Ge02 to planar shock loading 

can be divided into three stages: (1) A ramp elastic precursor has peak amplitude 

of 4 GPa and peak particle velocity of 333 m/ s. Wave velocity decreases from initial 

longitudinal elastic wave velocity of 3.5 km/ s to 2.9 km/ s at 4 GPa; (2) A ramp wave 

with amplitude of 2.11 GPa follows the precursor when peak loading pressure is 8.4 

GPa. Wave velocity drops to the value below bulk wave velocity in this stage; (3) A 

shock wave achieving final shock state forms when peak pressure is > 6 G Pa. The 

Hugoniot relation is D = 0.917 + 1.711u (km/ s) using present data and the data of 

Jackson and Ahrens [1979] when shock wave pressure is between 6 and 40 GPa for 

p0 = 3.655 gj cm3 . Based on the present data, the phase change from 4-fold to 6-fold 

coordination of Ge+4 with o-2 in vitreous Ge02 occurs in the pressure range of 4 to 

15 ± 1 GPa under planar shock loading. Comparison of the shock loading data for 

fused Si02 to that on vitreous Ge02 demonstrates that transformation to the rutile 

structure in both media are similar. The Hugoniots of vitreous Ge02 and fused Si02 

are found to coincide approximately if pressure in fused Si02 is scaled by the ratio 

of fused Si02 to vitreous Ge02 density. This result, as well as the same structure, 

provides the basis for considering vitreous Ge02 as an analogous material to fused 

Si02 under shock loading. Experimental results from the spherical projectile impact 

demonstrate: (1) The supported elastic shock in fused Si02 decays less rapidly than 

a linear elastic wave when elastic wave stress amplitude is higher than 4 GPa. The 

supported elastic shock in vitreous Ge02 decays faster than a linear elastic wave; (2) 

In vitreous Ge02 , unsupported shock waves decays with peak pressure in the phase 

transition range (4 -15 GPa) with propagation distance, x, as <X 1/x- 3·35 , close to 
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the prediction of Chen et al. [1998]. Based on a simple analysis on spherical wave 

propagation, we find that the different decay rates of a spherical elastic wave in fused 

Si02 and vitreous Ge02 is predictable on the base of the compressibility variation 

with stress under one-dimensional strain condition in the two materials. 
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Chapter 6 Introduction 

Research on Ge02 response under shock loading has several applications. The first is 

that the Ge+4 ion transforms from 4 to 6 fold coordination occurring in Ge02 under 

relatively low pressure may be used to understand phase transitions in silicate min­

erals and glasses under very high pressure. The second is that the phase transitions 

effect on shock wave propagation can be used to constrain the initial conditions of 

giant impact events on the Earth. 

The phase transition in Si02 is important for Earth science as it demonstrates that 

the Si+4 ion transformation from 4 to 6 fold coordination with o-2 ion yields a 30 % 

increase in density. Although the shock-induced transformations were first discussed 

in the form of the quartz to stishovite transition, the change in coordination of Si+4 

occurs in all other silicate minerals and glasses as well, hence, shock wave loading 

is used to deduce the equation of the state of materials deep inside the Earth. The 

equation of the state of Si02 has been deduced from numerous studies starting with 

crystal (quartz) and glass phase (Wackerle [1962], Barker and Hollenbach [1970], 

Marsh [1980], Sugiura et al. [1980], Grady [1995], and Chen et al. [1998]). However, 

the dynamic phase transformation pressure range of Si02 is still not well defined 

(Grady (1998]) because it is difficult to monitor stress wave profiles under the shock 

wave pressure (up to 40 GPa) in which phase transition is expected to occur in Si02 . 

In order to investigate phase transition mechanisms in Si02 , it is useful to study the 

phase transition in Ge02 because it has been recognized that Ge02 displays similar 

phase change at pressures that are a factor of 2 to 10 lower than the similar transition 

in silicates (!tie et al. [1989], !tie et al. [1990]1, Durben and Wolf [1991], and Wolf 

et al. [1992]). Previous studies under quasi-static loading show that the coordination 

of Ge changes from fourfold to sixfold in the pressure range of 5 and 13 GPa from 

various experimental methods (in situ x-ray-absorption spectra(Itie et al. (1989]) and 
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Raman spectra (!tie et al. [1990])) . These results verify that the structure change 

in Ge02 and Si02 is similar under quasi-static loading. Although many previous 

works on Ge02 under quasi-static loading and Si02 under shock loading have been 

published, only two papers (Jackson and Ahrens [1979] and Chen et al. [1998]) are 

related with Ge02 response under shock loading. Jackson and Ahrens [1979] gave the 

Hugoniot data for the high-pressure range up to 160 GPa and suggested that both 

vitreous and rutile phases transform to a common phase under high pressure, which is 

about 5 percent denser than the rutile-type structure. Chen et al. [1998] speculated 

that vitreous Ge02 undergoes an irreversible phase change when shock wave pressure 

is higher than 8 GPa based on the comparison between the experimental interface 

velocity profiles and numerical simulations. However, it is still unclear what actually 

is the pressure range for the phase change to occur under shock loading and if the 

response of Ge02 to shock loading is similar to that of Si02 • 

Besides military application, shock wave decay rate is an important parameter to 

understand giant impact effect on materials on the Earth. Research on Ge02 phase 

transition effect on shock wave decay helps to understand silicate phase transition 

effect on shock wave decay rate that has not been fully studied (Ahrens and O'Keefe 

[1977] and Robertson and Grieve [1977]). Based on the irreversible phase transition 

model in vitreous Ge02 and a large hysteresis in loading-unloading loop, Chen et 

al. [1998] predicted that shock wave with pressure over 8 GPa decays much faster 

than shock waves with pressure below 8 GPa. It is important to investigate phase 

transition effect on shock wave decay rate experimentally. 

In order to investigate Ge02 phase transition pressure range, the effect of phase 

transition on shock wave decay and the similarity between Ge02 and Si02 responses to 

shock loading, we conducted a series of planar plate and spherical projectile impact 

experiments on vitreous Ge02 using Caltech 40 mm powder gun. Piezoresistance 

stress gauges for planar plate impact experiments and piezoresistance stress-strain 

gauges for spherical projectile impact experiments were employed to monitor stress­

wave profiles in the pressure range of upto 18 GPa. 
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Chapter 7 Experimental method 

Because stress wave profiles provide dynamical informations on deformation process 

occurring in materials, such as elastic-plastic deformation, phase change and shock 

decay, embedded piezoresistance stress gauge method (Rosenberg et al. [1980]) was 

employed to monitor stress wave profiles under two different impact conditions (planar 

and spherical projectile impact) using Caltech 40 mm powder gun. 

7.1 Sample preparation 

A cylindrical disc (100 mm in diameter and 150 mm height) of bubble-free vitreous 

Ge02 (Corning, Inc.) was cut into 40x40 mm cubic samples with the thickness ranging 

from 1.7 to 10 mm. The density is measured to be 3.655 g/cm3
. The samples used in 

the experiments were first polished to within 0.005 mm of uniform thickness. Then, 

stress gauges mounted on mylar film (0.013 mm thickness) were sandwiched between 

two samples. Epoxy was used to force air out of the contact surfaces between the 

gauges or samples and mylar film. After the epoxy cured (typically 24 hours), the 

whole sample assembly was encapsulated into epoxy as shown in Figure 7.1. 

7.2 Planar impact 

In order to generate uniaxial strain shock wave in Ge02 samples, planar impactor as 

shown in Figure 7.2 was launched to impact on Ge02 samples. Manganin stress gauges 

were used to monitor stress wave profiles in Ge02 . Manganin stress gauge operates on 

the principle that manganin resistance is nearly linearly dependent on volume strain. 

Therefore, stress wave profiles in samples can be measured if the relation between 
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Figure 7.3: Constant voltage method. R1 is used to adjust gain and R2 is used to 
adjust the bridge balance before measurement. 

normal stress and gauge resistance change is known. The way to record stress gauge 

resistance change is either to use constant current or to use constant voltage circuit 

method. In this work, we used the constant voltage circuit method as shown in Figure 

7.3. A pulse power supply is used to provide a constant voltage to a resistance bridge 

that consists of a stress gauge and several other resistors. Stress gauge resistance 

change during shock loading can be deduced from voltage imbalance of the bridge. 

Therefore, in order to deduce stress wave profile from voltage change of the bridge, we 

need to know two relations t hat are (1) the relation between gauge resistance change 

and voltage output from the bridge and (2) the relation between gauge resistance 

change and stress change. The relations were obtained experimentally. 

Under the assumption that the relation between stress change and gauge resistance 

change does not depend on sample material, the relation between normal stress, a(t), 

and manganin stress gauge resistance change, dR(t) , was obtained experimentally 
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Figure 7.4: Voltage output versus resistance change. V0 is voltage on the bridge. 
Both 50 and 100 V were used in the experiments. 

using impact loading as (Rosenberg et al. [1980]) 

where dR(t) = (R(t) - Ro)/ Ro (R(t) is gauge resistance at time t and Ro is initial 

gauge resistance). The Ai are assumed to be constant. When a :::; 1.5 GPa, A1 = 50 

(GPa) and all the others are zero. When a 2: 1.5 GPa, A0=0.572 GPa, A1 =29.59 

GPa, A2 = 95.20 GPa, A3 = -312.74 GPa and A4=331.77 GPa. 

Piezoresistance manganin stress gauge (Mn4-50-EK, Dynasen, Inc.) used in the 

experiments has initial resistance 50 n. Two two-channel power supplies used in the 

experiments (CK-2, Dynasen, Inc.) with built-in preamplifers can provide a 30 -

300 voltage pulse with a duration of 5 to 1500 /.LS. The fastest response time of the 

system including built-in preamplifer and stress gauge is less than 20 ns. The relation 

between gauge resistance change and voltage output for the two power supplies used 

in the experiments was calibrated for each channel as given in Figure 7.4. 
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Figure 7.5: Spherical projectile for Shot 1030 and 1031. All dimensions are in mm. 

50.8 

Lexan sabot AI. plate OFHC 

Figure 7.6: Spherical projectile for Shot 1023. All dimensions are in mm. 

In each experiment, four stress gauges were used at two interfaces among three 

Ge02 samples (two gauges at each interface in case one fails during experiments). 

Digital oscilloscopes (HP54502, HP) were used to record the voltage output from the 

power supplies. 

The procedure to deduce stress wave profiles from recorded voltage profiles is 

1. Resistance change percentage of each stress gauge, dR(t), is calculated using 

the calibrated curve for the channel to power the gauge (Figure 7.4). 

2. Stress wave profile is calculated by substituting dR(t ) into Eq. (7.1) . 
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7 .2.1 Spherical projectile impact 

In order to investigate phase transition effect on spherical wave propagation, three 

spherical projectile impact experiments were conducted on vitreous Ge02 (two shots) 

and fused Si02 . Figure 7.5 shows the drawing of projectiles used for the experiments 

on vitreous Ge02 and Figure 7.6 is the drawing for the experiment on fused Si02 . 

Due to non-planar geometry of shock waves generated by spherical projectile im­

pact, stress gauge resistance change will also include effects from gauge geometry 

change in addition to resistance change induced by stress normal to gauge as shown 

in Figure 7.7. In order to deduce stress profile under spherical projectile impact, 

piezoresistance stress-strain gauges were used to determine stress along impact axis 

approximately. Stress-strain gauge is the combination of manganin stress and con­

stantan strain gauges that have approximately same geometry. Under non-planar 

shock wave loading, manganin stress gauge resistance change, dRMn , has two com­

ponents: one is the resistance change due to stress, dRMn- strem and the second is 

the resistance change due to strain along gauge direction, dRMn- strain · However, con­

stantan strain gauge resistance change, dRcn , results only from st rain along gauge 

direction because constantan gauge resistance does not depend on stress approxi­

mately. Therefore, strain, E, along gauge direction is measured by strain gauges as 

dRcn 
£- ----

- GcnRcno' 
(7.2) 

where Gcn is strain factor of constantan strain gauge and Reno is initial strain gauge 

resistance. If it is assumed that stress gauge resistance change is the linear combina­

tion of stress and strain induced resistance changes, 

dRMn = dRMn- streu + dRMn- strain · (7.3) 



146 

Then, stress gauge resistance change related to stress is 

dRMn- atress = dRMn- dRMn-strain· (7.4) 

Because dRMn-strain = GMncRo, Eq. (7.4) becomes 

(7.5) 

where G Mn is strain factor of manganin stress gauge. G Mn and Gcn are calibrated 

experimentally to be (Dynasen, Inc.) 

G Mn 2.08 - l.08e-0.6c , 

Gcn 2.08. 

In each experiment, two piezoresistance stress-strain gauges (Mn/ Cn-4-50-ER, 

Dynasen Inc.) were used to monitor stress wave profiles at two interfaces among 

three samples under spherical projectile impact. The initial stress and strain gauge 

resistance is 50 and 47 n, respectively. Each stress-strain gauge was powered by one 

two-channel power supply (CK-2, Dynasen Inc.) . 

The procedure to deduce stress wave profiles from recorded voltage output (e.g., 

Figure 7.8) is: 

1. dRMn and dRcn are calculated using recorded voltage during shock loading and 

the relation between gauge resistance change and voltage output (Figure 7.4). 

2. c is calculated using Eq. (7.2) and dRcn· 

3. dRMn-stress is calculated using Eq. (7.5) . 

4. Stress profile is deduced using Eq. (7.1). 
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Spherical projectile at t = t1 

Figure 7.7: Schematic of spherical wave measurement. 
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Figure 7.8: Typical recorded stress-strain gauge resistance change profiles. 
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Chapter 8 Experimental results 

Four planar and three spherical experiments were conducted using the 40 mm powder 

gun at Caltech. Table 8.1 lists the experimental parameters of the impactor and 

samples. The experimental results under planar and spherical impact are discussed 

separately in the following. 

8.1 Planar impact result s 

Figure 8.1 shows the stress wave profiles of all the four experiments, where the stress 

wave profiles deduced are plotted as a function of time. From the stress wave profiles, 

it is seen that the two stress gauges at same interface gave nearly identical stress 

wave fronts except Gauges 1 and 2 in Shot 1027, and had a small difference in the 

peak stress behind the wave front . The difference is believed to be normal for the 

stress gauge method (Rosenberg et al. [1980]) . In Shot 1026, the release wave from 

the impactor back surface also was recoded in all three gauges. 

The general features of stress wave profiles in vitreous Ge02 (Figure 8.1) are three 

wave structures: an elastic precursor with relative long rise time, a ramp wave and 

then a normal shock wave when the peak stress is > 6 GPa. Because each wave is 

related to a different dynamic process, the parameters of each wave are determined 

under different approximations as discussed in the following. 

1. Elastic precursor parameters 

From the recorded wave profiles, the precursor rise time is very long, approxi­

mately 100 and 150 ns at 1.84 and 4.2 mm from impact surface (Figure 8.2) , 

respectively. In order to verify that the long rise time is not the response of the 
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Figure 8.1: Stress wave profiles in vitreous Ge02 under planar impact. 
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Table 8.1: Experimental parameters. 

Planar experiments 
Shot# Impactor Impactor Impactor H1 H2 H3 

material thickness (mm) velocity (km/s) (mm) (mm) (mm) 
1024 OFHC 5.997±0.001 1.547±0.006 1.857±0.0041 1.745±0.0034 10.378 
1026 2024 Al. 4.02±0.001 2.062±0.013 2.454±0.0021 2.238±0.0019 5.883 
1027 2024 Al. 6.015±0.005 2.310±0.001 2.202±0.0038 2.588±0.0021 6.192 
1028 2024 Al. 6.021±0.0043 1.304±0.001 1.836±0.004 2.360±0.005 5.298 

Spherical experiments 
Shot# Impactor Impactor Impactor H1 H2 H3 

material diameter ( mm) velocity (km/s) (mm) {mm) (mm) 
1023 OFHC 16 1.302±0.01 6.294±0.009 6.462±0.003 4.86 
1030 Brass 12. 722±0.0018 1. 709±0.006 5.408±0.003 5.377±0.006 5.873 
1031 Brass 12. 715±0.001 1.695±0.011 3.312±0.004 4.877±0.003 5.832 

H1 , H2 and H3 are the thicknesses of three samples in each experiment. Shot 1023 
target material is fused Si02 with initial density 2.203 gjcm3

. A 2024 aluminum plate 
was in front of the target materials of Shot 1023. A 9 mm hemispherical cavity with 
a depth of 2.5 mm was on the impact surface of the plate. 

measurement system including the power supply and the stress gauge, Figure 

8.2 provides a comparison among the wave profiles that are aligned with respect 

to each arrival time. If the long rise time was from the measurement system, it 

will not depend on the wave propagation distance. However, Figure 8.2 clearly 

demonstrates that the precursor rise time increases with propagation distance. 

As a result, we infer that the longitudinal modulus of vitreous Ge02 decreases 

with increasing stress during precursor wave loading and the precursor in vit­

reous Ge02 is an elastic ramp wave. Therefore, the whole elastic precursor can 

not be treated as a single wave with a constant wave velocity. 

Because the deformation rate associated with ramp wave loading is lower than 

that during shock wave loading, ramp wave loading can be approximated as an 

isentropic process. In addition, since Figure 8.2 demonstrates that the precursor 

stress does not decay with propagation distance, the phase velocity at constant 

particle velocity and stress is the same (Fowles and Williams [1970]). Therefore, 

the method of Fowles and Williams [1970] is used to determine the precursor 

parameters. The method basically divides a ramp wave into a series of small 
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stress increments, 8a, and treats each stress increment as a wave with stress 

jump 8a, particle velocity change 8u, and specific volume change 8V. These 

parameters for each increment are determined by 

8a 
8u=-c, 

Po u 
(8.1) 

(8.2) 

where Po is initial density, and Cu is wave velocity at stress a. Cu is given by 

(BH/Bt)u ~ H2/(t2-ti) in which H2 is the initial thickness of the sample between 

the two stress gauges, and t 2 and t1 are wave arrival times at the two gauges, 

respectively. Then the Eulerian wave velocity , Ce, is 

(8.3) 

where V is specific volume at stress a. 

Using Eqs. (8.1), (8.2) and (8.3), particle velocity, specific volume and wave 

velocity along the precursor loading path are determined based on the receded 

stress wave profiles from Shots 1024 and 1028 (Gauges 1 and 2 in Shot 1027 

and Gauge 1 in Shot 1026 did not response properly during precursor load­

ing). The calculated results are shown in Figures 8.3 and 8.4. The peak stress, 

wave leading edge velocity and maximum particle velocity of the precursor are 

summarized in Table 8.2. 

2. Ramp plastic wave parameters 

From the recorded wave profiles of Shot 1028, uniaxial strain compressibility 

in the stress range of 4 to 6 GPa increases significantly, and this results in 

a very dispersive wave. Assuming that the compression in this stress range 

is isentropic, Eqs. (8.1), (8.2) and (8.3) are used to calculate the parameters 

related to the ramp wave using the stress wave profiles of Shot 1028. The stress 



152 

Table 8.2: Experimental data of elastic precursor in Ge02 . 

Shot# ae Gel Ue Pe 
(GPa) (km/s) (km/s) gfc m3 

1024 3.82±0.17 3.50±0.09 0.315±0.015 4.04±0.024 
1026 3.95±0.05 3.51±0.02 
1028 4.09±0.11 3.51±0.01 0.333±0.009 4.05±0.01 

ae is precursor peak stress. Ge1 is precursor leading edge velocity. Ue is precursor 
peak particle velocity. Pe is the density at ae. 
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Figure 8.2: Elastic wave front rise time versus propagation distance. The number in 
brackets is the distance (mm) between gauge and impact surface. 
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increase cross the ramp wave is 2.1 GPa from the stress profiles. The calculated 

specific volume decreases from 0.247 to 0.228 cm3 /g (Figure 8.4), and the wave 

velocity drops to 2.3 from 2.9 km/s and the particle velocity increases from 0.33 

to 0.57 km/s (Figure (8.3)). 

3. Shock wave parameters 

The parameters related to the shock wave that follows the ramp wave are de­

duced using(Ahrens [1992]) 

D-ub 
Hb 
!lt' 

(71 - O"b 
U1- Ub 

Pb(D- ub) ' 

P1 D-Ub 

D-u1 ' Pb 
(8.4) 

where D and u are wave and particle velocity, respectively. p is density and a 

is stress. H is the distance between two gauges. !lt is the time between two 

arrivals of the shock wave front at two gauges. Subscript b and 1 refer to the 

state before and behind shock wave front, respectively. ( a 1 - a b) is the stress 

jump cross the shock wave front. 

Because release waves from impactor back surface had not taken over shock 

waves for all the experiments, peak stress in each experiment is assumed to be 

constant at two stress gauge locations. Therefore, peak stress in each experiment 

is determined by averaging the peak stress given from all the gauges. The 

calculated results from the experimental data are listed in Table 8.3 and shown 

in Figures 8.3 and 8.4. A least square fit was obtained based on present data 

and the data of Jackson and Ahrens [1979]. This fit leads to the Hugoniot 

relation of vitreous Ge02 in the pressure range of 6 to 40 GPa as 

D = 0.974 + 1.711u, for u > 0.6 km/s, (8.5) 
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Table 8.3: Experimental data of shock wave parameters in Ge02 glass. 

Shot # 0"1 0"1 - O"b D ul P 1 

(GPa) (GPa) (km/ s) (km/ s) (gram/ cm3) 

1024 13.35±0.28 9.24±0.28 2.928±0.008 1.18±0.029 6.089±0.05 
1026 13.65±0.39 9.24±0.39 2.777±0.029 1.164±0.048 6.386±0.097 
1027 17.11±0.76 14.49±0.76 3.286±0.02 1.438±0.072 6.401±0.099 
1028 8.42±0.25 2.27±0.25 2.625±0.02 0.821±0.027 5.088±0.076 

The errors of a 1 , a 1 - ab and D are from the experiments. The errors of u1 and p1 

are calculated using a formula derived by differentiating Eq. (8.4). 

where D and u are both in km/ s. 

8.2 Spherical impact results 

Three spherical impact experiments were conducted using 40 mm powder gun at 

Caltech. Stress wave profiles in fused Si02 (Shot 1023) and vitreous Ge02 (Shot 1030 

and 1031) are shown in Figures 8.5 and 8.6, respectively. Experimental parameters 

are listed in Table 8.1. The decays of precursor and shock wave amplitude wit h 

propagation distance are discussed separately in the following. 

1. Precursor decay 

Based on the Hugoniot relations of fused Si02 and OFHC (Marsh [1980]), peak 

stress at impact surface is calculated to be 11.4 GPa for t he experiment on 

fused Si02 (Shot 1023). However, the Hugoniot elastic limit (HEL) of fused 

Si02 is 9.83 ± 0.24 GPa ( Wackerle [1962]) . Therefore, t he wave measured in 

Shot 1023 is an elastic wave. The elastic wave also is support ed because a stress 

plat eau behind wave front appears at both locat ions (Figure 8.5) . Figure 8.7 

gives the elastic wave peak stress at each location from the experiment (elastic 

shock wave peak stress at the impact surface is assumed to be at the HEL). A 
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best fit to the data of Si02 yields 

S X -0.54 
u'Z! = 9.95(x) , (8.6) 

where u~ in GPa is elastic wave peak stress at distance x in mm from the 

center of spherical projectile, and X is spherical projectile radius. Eq. (8.6) 

means that supported elastic wave in fused Si02 decays much less rapidly than 

(x/ X)-1 which is assumed for a linear spherical elastic wave. 

In the case of vitreous Ge02 , peak pressure at impact surface is calculated to 

be 14.6 and 14.4 GPa for Shots 1030 and 1031, respectively, based on Eq. (8.5) 

and the Hugoniot relation of brass (Marsh [1980]) . The stress wave profiles 

in vitreous Ge02 also show a kink at just below precursor limit (indicated by 

the arrows with the number from 1 to 4 in Figure 8.6). This kink is believed 

to be remnant of the precursor formed at impact surface. This feature forms 

only when wave velocity decreases with increasing stress. From present data 

on vitreous Ge02 under planar impact, wave velocity indeed decreases with 

increasing stress when peak stress is below 6 GPa. Therefore, stress amplitude 

at the kinks gives presumably the decay of a supported precursor in vitreous 

Ge02 (Figure 8. 7) . A best fit to the data yields 

(8.7) 

where u<j in GPa is stress at the kinks. Eq. (8.7) suggests that a supported elas­

tic precursor in vitreous Ge02 decays somewhat faster than (x/ x)-1 expected 

for a linear elastic wave. 

From the experimental data above, supported elastic precursor in fused Si02 

decays much slower than that in vitreous Ge02 . A possible explanation for this 

result will be discussed later. 

2. Shock wave decay 
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Peak stress at each gauge location is indicated by horizontal dash line in Figure 

8.6. The peak stress at the first gauge of Shot 1031 can be easily determined 

because the gauge recorded the stress clearly. The peak stress for the first gauge 

in Shot 1030 is less certain because it seems that the gauge was broken just when 

the stress reached its maximum. In order to see if the second gauge in both 

shots recorded the maximum stress, we estimate the time, tn , after which no 

shock wave will arrive at the second gauge. If the possible slowest shock wave 

velocity, D8 , is known, tn is estimated to be Hs/ Ds in which H8 is propagation 

distance of the shock wave. Ds is estimated using Eq. (8.5) when u = 0.6 km/s. 

H 8 is approximated to be (H1 +H2+uetr/2) in which tr is shown in Figure 8.6, 

and Ue is the maximum particle velocity of the precursor (uetr/2 is due to gauge 

motion before shock wave arrives at gauge location). The estimated tn is labeled 

in Figure 8.6. The above estimation shows that the second gauges recorded the 

maximum stress. 

When peak shock stress is much higher than elastic wave amplitude, peak shock 

stress decay is described USing the form of (xj xy~ in which X is the distance 

from spherical projectile center and X is spherical projectile radius (Ahrens and 

O'Keefe [1977]). However, when peak shock stress is comparable with elastic 

wave amplitude, we believe that the form of A+ B(x/ X) 0 is more reasonable 

because peak precursor stress does not change with propagation distance (shock 

wave energy is continuously transfered into precursor wave) and only shock wave 

amplitude decreases with propagation distance. Therefore, the constant A is 

precursor amplitude and the second term describes the decay of shock wave 

with propagation distance. 

For the present experiment, the form of A+ B (x/ X) 0 is used because the peak 

stress in the two experiments (Figure 8.8) is very comparable with precursor 

amplitude. In addition, since the peak shock stress is in the pressure range 

of phase transition, shock wave decay is more complicated than that arising 

from geometrical spreading and over taking release wave. Also, a may be a 
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function of propagation distance because the percentage of high density phase 

after shock wave front depends on peak stress and determines maximum release 

wave velocity. In order to have an estimate of shock wave decay in the phase 

transition stress range, a is assumed to be a constant based on the limited 

experimental data. Then, a best fit to the data of shock wave stress (the 

difference between the peak stress and the stress just behind the ramp wave) is 

p = 6.1 + 8.34( !_ )-3·35 ' 
X 

(8.8) 

where P in GPa is peak shock stress that is the sum of the precursor, ramp­

wave and shock wave amplitudes. The second term in the above expression 

describes shock wave decay in vitreous Ge02 . We should mention here that 

more experiments are needed to determine a more accurately because Eq. (8.8) 

is just based on two experimental data points and one calculated point. 
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Chapter 9 Experimental result analysis 

9.1 Vitreous Ge02 response to planar impact 

Based on the present data as shown in Figure 8.4 in which hydrostatic data (Smith et 

al. [1995]) are also given, the response of vitreous Ge02 under planar shock loading 

is divided into three stress ranges: 0-4 GPa, 4-6 GPa, and 6 GPa and higher. 

When the peak stress is below 4 GPa, the present data show that the wave is 

a ramp elastic wave because wave velocity decreases with increasing stress. There­

fore, the compressibility of vitreous Ge02 increases in this stress range. This is 

also observed under hydrostatic loading (Figure 9.2) (Smith et al. [1995]). The bulk 

and longitudinal wave velocities of vitreous Ge02 under hydrostatic loading increase 

slowly with pressure when pressure is below 4 GPa (Figure 9.1). However, the wave 

velocity under shock loading has a significant drop in this period. When the shock 

stress is close to 4 GPa, the precursor wave velocity approaches the bulk wave ve­

locity under hydrostatic loading. In general, a ramp wave results from densification 

processes like cavity collapse, large shear deformation etc. Due to the properties of 

glass structure (Scholze [1991]), it is possible that a large shear stress under shock 

loading may help glass densification (Sundaram [1998]). Therefore, velocity decrease 

of Ge02 under impact loading may be caused by a densification process induced by 

shear stress. 

When the peak stress is between 4 and 6 GPa, the compressibility increases dra­

matically under both planar impact and hydrostatic loading as shown in Figure 8.4. 

Smith et al. [1995] found that the deformation is not reversible when pressure is higher 

than 4 GPa under hydrostatic loading. Wolf et al. [1992] noted that heterogeneities 

with dimensions < 0.5 J.Lm appear in vitreous Ge02 when hydrostatic pressure is > 4 
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GPa. He suggested that a new phase (six-fold) starts to nucleate at 4 GPa. Anan'in 

et al. (1974] found that recovered shock fused quartz forms blocks separated by lay­

ers of melted quartz when shock pressure is higher than the HEL of quartz. Grady 

[1998] proposed a model to explain the compressibility change in brittle materials 

when shock stress in brittle materials is higher than the HEL under planar impact 

loading. The model suggests that the large change of compressibility in brittle mate­

rials results from fracture incubation and nucleation, and melting along microfaults 

under shock loading because of large shear stress. Because phase transition, melting 

and fracture processes result in compressibility increasing (wave velocity decreasing), 

it is possible that all the processes may occur in this pressure range. 

When peak impact stress is > 6 GPa, a normal shock wave forms. Shock wave 

formation reveals that the compressibility of vitreous Ge02 starts to decrease with 

stress increasing from 6 GPa. When shock stress is higher than rv 15 GPa, the 

fact that vitreous Ge02 compression data closely match that of rutile phase Ge02 

(Jackson and Ahrens [1979]) (Figure 8.4) suggests that the phase transition from 4 

fold Ge02 to six fold Ge02 is completed. Therefore, we conclude that the phase 

transition to rutile phase in vitreous Ge02 starts at about 4 GPa and is completed in 

the pressure range of 14 to 16 GPa. Smith et al. (1995] and Durben and Wolf (1991] 

also inferred that the four-fold to six-fold Ge02 t ransition occurring between 5.6 and 

13 GPa under static loading. Therefore, the data for the phase transition under shock 

loading is comparable with quasi-static data. 

9.2 Similarities between Ge02 and Si02 response 

under shock loading 

Because features in stress wave profiles reveal changes of deformation process during 

shock loading, it is possible that similarities in wave profile structure and pressure­

volume relation appear when several materials have a similar structure. Vitreous 
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Ge02 has a similar structure to fused Si02 , and approximately also soda-lime glasses 

(Scholze [1991]). Therefore, it is interesting to investigate the shock wave profile and 

pressure-volume relation similarities among these glasses. 

9.2.1 Features of stress wave profiles 

Bourne and Rosenberg [1997) divided soda-lime glass response under planar impact 

into three stress stages: 0-4 GPa, 4-6 GPa and 6 GPa up based on their experimental 

data. In addition, their results show that a ramp precursor appears with a maximum 

stress of 4 GPa and peak particle velocity of 320 m/s in soda-lime glass. Wackerle 

[1962) and Barker and Hollenbach [1970) found that shock wave profile in fused Si02 

under shock loading is composed of leading precursor, elastic wave and then shock 

wave. Sugiura et al. [1980) found that stress wave profile in fused Si02 under shock 

loading is composed of four waves, i.e., leading precursor, elastic wave, ramp wave 

and then shock wave. The leading precursor in fused Si02 is a ramp wave with a 

amplitude of 4 GPa (Wackerle [1962) and Barker and Hollenbach [1970]) and peak 

particle velocity of 340 m/s (Wackerle [1962]) and 300 m f s (Barker and Hollenbach 

[1970]) . Present results show that the leading ramp precursor in vitreous Ge02 has a 

amplitude of 4 GPa and particle velocity of 333 mfs. The above experimental data 

of fused Si02 , vitreous Ge02 and soda-lime glass show that a similarity appears on 

both stress wave profiles (ramp precursor, ramp wave and shock wave) and on the 

amplitude and particle velocity of leading precursor ( rv 4 GPa and rv 320 m/s in 

all three glasses) . These similarities probably result from very similar deformation 

process in the materials. The experimental data indicate that the only difference on 

stress wave profiles is that an elastic wave follows the leading precursor in Si02 but 

not in Ge02 . This may reflect the effects of the stronger bond in Si02 (!tie et al. 

[1989]). 
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9.2.2 Similarities of P-V relations 

The above wave profile similarity should result in the same features on the relation 

between pressure and volume. The pressure-volume relation of vitreous Ge02 may 

be scaled to the relation of fused Si02 due to the similar structure. 

Deformation or phase transition processes in materials are generally finished in 

shock wave front under planar shock loading because the energy needed for the phase 

transition or deformation process is only available from the stress gradient or particle 

velocity gradient in the shock wave front (all particles behind the shock wave front 

are assumed to propagate at the same velocity along same direction) . The energy 

from the gradients depends on shock wave amplitude, shock wave front width and 

atomic weight (material density). Here, we simply use the density ratio to scale the 

pressures in Ge02 and Si02 as 

Pa = PsPs' 
PG 

(9.1) 

where p0 and Ps are vitreous Ge02 and fused Si02 density, respectively. Figure 9.3 

shows the comparison between Si02 and Ge02 pressure-volume relations (P-V) under 

uniaxial strain impact loading. Both of the P-V plots are aligned at the densities of 

rutile and vitreous phase horizontally. The pressure axis for Si02 is scaled down 

using Eq. (9.1) . Figure 9.3 demonstrates a reasonable similarity of P-V relation of 

fused Si02 and vitreous Ge02 • This similarity means that the response of vitreous 

Ge02 under relative low shock pressure can be used to analyze the response of fused 

Si02 under higher pressure. If the compression similarities of similar structure is a 

general phenomenon, the present result has useful applications in shock wave studies. 

It may be that studying of melting and vaporization of a relatively volatile substance 

could be studied at low pressure and thus could provide a useful analog to a more 

refractory substance that occupies the same structure at higher shock pressure and 

temperature. 
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9.3 Shock wave attenuation 

9.3.1 Elastic wave decay 

Two different elastic waves, linear and nonlinear, are defined generally as 

ac =O 
aa , 

ac ...t.o 
8a T ' 

linear elastic wave, 

nonlinear elastic wave, 

where C is the longitudinal elastic wave velocity and a is stress. 

(9.2) 

(9 .3) 

The elastic wave decay rate depends on both ac I a a and initial conditions (sup­

ported and non-supported). In order to discuss this in detail, we first derive an 

approximate expression for spherical elastic wave propagation. Assuming that the 

center of a thin layer spherical wave is at x with stress a, the leading and tailing 

edges of the layer are at x + 6.xf2 and x - 1:1x j2 with stress a+ 6.a /2 and a -1:1a /2 

in which 6.a = a(x + 1:1xj2) - a(x - 6.x/2), respectively. When the layer center 

moves to x + dx, the locations of the leading and tailing edges of the layer are at x1 

and Xt, respectively. Here 

ac 1:1a dx 
x, =X+ 1:1x/2 + (C(a) + ( aa )u2 )c, 

ac 1:1a dx 
Xt =X- 1:1x j2 + (C(a) - ( Ba )u2 )0 . 

When the wave is centered at x + dx , the thickness of the layer is 

ac dx 
1:1x(x + dx) = x,- Xt = 1:1x(x) + ( aa )u1:1CJC. 

Then, 
dl:1x ~ 1:1x(x + dx)- 6.x(x) = (ac )u 1:1a. 
dx dx aa c 

(9.4) 

(9.5) 

(9.6) 

(9.7) 
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For a spherical shock wave, energy conservation requires 

x 2 !:1xu2 = constant, (9.8) 

where u is particle velocity at the center of the layer. After differentiating Eq. (9.8) 

with respect to x , we have 

du u 
1 

x d!:1x 
dx = -~( + 2!:1x dx ). (9.9) 

Substituting Eq. (9.7) into Eq. (9.9) yields particle velocity decay rate as: 

du u 
- = --(1 + Kdx) , 
dx x 

(9.10) 

where 

(9.11) 

In general, Kd is a function of C, x and u. Therefore, particle velocity decay rate 

depends on wave propagation history. 

For a very short propagation distance from x to X1, Kd can be approximated to 

be a constant. Then, integration of Eq. (9.10) gives 

(9 .12) 

where 

(9.13) 

For a supported nonlinear elastic wave, !:1a < 0. When 8C / 8a > 0 



When oC I oa < 0, 

d~x 

dx 

172 

< 0. 

Kd > 0, 
d~x 

> 0. 
dx 

(9.14) 

(9.15) 

Eqs. (9.14) and (9.15) indicate that (1) for a material with 8Ci oa > 0, a nonlinear 

elastic wave decays less rapidly than that of a linear elastic wave by a ratio of dr 

(Eq. (9.13)) and the wave width decreases with propagation distance, and (2) for 

a material with 8C I oa < 0, elastic wave decays more rapidly than that of a linear 

elastic wave by a ratio of dr and the width increases with propagation distance. 

For a non-supported nonlinear elastic wave, ~a > 0 when oC I oa > 0, and ~a < 0 

when 8Ci oa < 0. When 8Ci oa > 0, 

dx 
> 0. 

(9.16) 

When oC I oa < 0, 

dx 
> 0. 

(9.17) 

Eqs. (9.16) and (9.17) show that for a material with 8Ci oa > 0 or 8Ci oa < 0 , 
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elastic wave decay is more rapid than that of a linear elastic wave by a ratio of dr and 

the wave width increases with propagation distance. Figure 9.4 schematics relative 

decay rate of elastic wave stress amplitude under three different conditions. 

When peak stress is below elastic limit, the relation between stress and specific 

volume under impact and hydrostatic loading conditions is shown in Figure 9.2 for 

vitreous Ge02 (this work and Smith et al. [1995]) and Figure 9.5 for fused Si02 

(Wackerle [1962]). Figure 9.5 indicates that the compressibility of fused Si02 in the 

elastic deformation regime decreases with increasing stress under both uniaxial strain 

shock loading and hydrostatic loading, i.e., oCjoCJ > 0 when stress is higher than 4 

GPa. Therefore, on the basis of Eq. (9.12) , the decay of a supported elastic wave 

is expected to occur less rapidly than that of a linear elastic wave. The present 

experimental data (Eq. (8.6)) support this conclusion. For vitreous Ge02 , Figure 9.2 

indicates that the compressibility increases in elastic regime under both shock and 
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hydrostatic loading, i.e., 8C/8a < 0. Therefore, the supported elastic wave must 

decay faster than a linear elastic wave based on Eq. (9.12). The present data (Eq. 

(8.7)) agree with this prediction. 

9.3.2 Sp herical shock wave decay 

For a spherical shock wave, the same derivation in the above section can be followed. 

The particle velocity of a spherical shock wave decays according to 

u(x1 ) x 
--=- exp( -K (x1 - x)), 
u(x) x1 P 

(9.18) 

where 

(9.19) 

where !:l.p is the pressure difference at the leading and tailing edges of a shock wave 

layer. Because 8D /8p > 0 is the necessary condition for forming shock waves, Kd < 0 
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for supported shock waves (.6.p < 0) and Kd > 0 for non-supported shock waves 

(.6.p > 0). Therefore, a supported shock wave decays less rapidly than a linear 

elastic wave, and a non-supported shock wave decays more rapidly than a linear 

elastic wave. The slow decay rate of the supported shock wave results from the 

energy transfer between the tailing and leading edges. From both experimental and 

numerical calculations, it is found that the spherical shock wave decays very slowly 

near the impact site (Ahrens and O'Keefe [1977]). The slow decay is expected to 

be largely the result of the slow geometric spreading (Ahrens and O 'Keefe [1977]. 

However, the above discussion suggests that a contribution to the slow decay results 

from energy exchange between the wave front and wave tail. 

The above discussion only considers the decay due to geometry and supported 

conditions. In general, shock wave decay is controlled by several processes, such as, 

geometric effect , release wave, phase transformation, plastic deformation and interac­

tion between shock and elastic waves (Ahrens and O'Keefe [1977]) . In vitreous Ge02 , 

Chen et al. [1998] found that spherical wave decay follows P"' xa where a is -1.15 

when pressure is below 8 GPa and -2.72 when pressure is higher than 8 GPa using nu­

merical simulation. The larger a is believed to be due to irreversible phase transitions 

in Ge02 when pressure is over 8 GPa. The shock wave decay shown in Figure 8.8 

results from four major processes that are (1) geometrical spreading, (2) release wave 

taking-over, (3) phase transition and (4) the transformation of shock wave energy 

to precursor energy. Therefore, the decay rate of a spherical shock wave in vitreous 

Ge02 under present experimental conditions should change dramatically with peak 

pressure or propagation distance as labeled by Stages A, B, C, and D in Figure 8.6. 

During Stage A, because the shock wave is supported, the shock wave decays slowly. 

During Stage B, the release wave starts to take over shock wave. Because of the 

phase transition, the release wave velocity depends on both the percentage of the 

high density phase and the reversibility of the phase transition under release (Chen 

et al. [1998]), shock wave decay rate changes dramatically in the pressure range of 

6 to 14 GPa. During Stage C, the shock wave decay rate changes again due to the 

ramp-wave structure in this pressure range of 4 to 6 GPa. During StageD, the shock 
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wave disappears. 

Based on the discussion above, the shock wave decay rate cannot be explained 

simply using P ""' x-a when a material is under a phase transition and the shock 

wave pressure is in the range of the phase transition. The details of shock wave decay 

should be based on phase transition dynamics under loading and releasing. Whenever 

how a changes, the experimental data show that phase transition has a significant 

effect on spherical shock wave decay in vitreous Ge02 based on the limit data as given 

in Eq. (8.8). 
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Chapter 10 Conclusions 

Based on the stress wave profile measurement in vitreous Ge02 , we conclude 

1. An elastic precursor has an amplitude of 4 GPa and a particle velocity of 333 

m/s. The wave velocity decreases from the initial longitudinal velocity of 3.5 

km/s at atmospheric pressure to the bulk wave velocity of '"" 2.9 km at '"" 4 

GPa. 

2. A ramp wave follows the elastic precursor with an amplitude'"" 2 GPa. Within 

this pressure interval, compressibility increases significantly. The wave velocity 

drops to '"" 2.3 km/s at '"" 6 GPa. It is possible that partial melting and/ or 

fracture and/ or new phase formation may be occurring in this period. 

3. A normal shock wave forms when the peak shock stress is higher than 6 GPa. 

Based on present data and the data of Jackson and Ahrens [1979], the Hugoniot 

relation of vitreous Ge02 is 

D = 0.917 + 1.711u, for u > 0.6 km/s, (10.1) 

where D and u are in km/s. 

4. When shock stress is higher than '"" 15 GPa, vitreous Ge02 compression data 

closely match that of rutile Ge02 (Jackson and Ahrens [1979]). Therefore, the 

phase change from 4-fold to 6-fold Ge02 starts at about '"" 4 GPa and completes 

at ,....., 15 GPa. 

5. A similarity between the pressure-volume relations for fused Si02 and Ge02 

appears when the ratio of Si02 to Ge02 density is used to scale down shock 

stress in Si02. 
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6. Comparison of wave profiles of fused Si02 , vitreous Ge02 and soda-lime glass 

shows that ramp precursor in the three materials has approximately same am­

plitude (rv 4 GPa) and particle velocity ("' 330 m/s). The only difference in the 

response to shock loading between fused Si02 and Ge02 is that a well-defined 

elastic wave exists in Si02 but not in vitreous Ge02 . 

7. Spherical impact results show that a supported spherical elastic wave in fused 

Si02 decays less rapidly than that of a linear elastic wave when the elastic 

wave amplitude is higher than 4 GPa, and a supported spherical elastic wave 

in vitreous Ge02 decays more rapidly than that of a linear elastic wave. 

8. Based on a simple analysis of elastic wave propagation, it is found that the 

different decay rate of a spherical elastic wave in fused Si02 and vitreous Ge02 

results from the compressibility variation with stress in these materials. 

9. The energy exchange among supported shock waves may contribute to the very 

slow decay near the impact site as observed and calculated (Ahrens and O'Keefe 

(1977]). The experimental data indicate that the phase transition in Ge02 has a 

major effect on spherical shock wave decays as predicted by Chen et al. [1998]. 
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