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Macaque Area LIP Neurons in a Memory Saccade Task 

John Stylianos Pezaris 
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on November 1, 1999, in partial fulfillment of the requirements for 

the degree of Doctor of Philosophy in Computation and Neural Systems 

Cells in the lateral intraparietal cortex (LIP ) of rhesus macaques respond vigorously and in 
spatially-tuned fashion to briefly memorized visual stimuli. Resp onses to stimulus presentat ion, 
memory maintenance, and task completion are seen, in varying combination from neuron to neuron. 
To help elucidate this functional segmentation a new system for simultaneous recording from mul­
t iple neighboring neurons was developed. The two parts of t his dissertat ion discuss the technical 
achievements and scientific discoveries, respectively. 

Technology. Simultanous recordings from multiple neighboring neurons were made with four­
wire bundle electrodes , or tetrodes, which were adapted to the awake behaving primate preparation. 
Signals from these electrodes were partitionable into a background process with a 1/ f-like spectrum 
and foreground spiking activity spanning 300- 6000 Hz. Continuous voltage recordings were sorted 
into spike trains using a state-of-the-art clustering algorithm, producing a mean of 3 cells per site. 
The algorithm classified 96% of spikes correctly when t etrode recordings were confirmed with simul­
taneous intracellular signals. Recording locations were verified with a new technique that creates 
electrolytic lesions visible in magnetic resonance imaging, eliminating the need for histological pro­
cessing. In anticipation of future multi-tetrode work, the chronic chamber microdrive, a device for 
long-term tetrode delivery, was developed. 

Science. Simultaneously recorded neighboring LIP neurons were found to have similar pre­
ferred targets in the memory saccade paradigm, but dissimilar p eristimulus t ime histograms, PSTH). 

A majority of neighboring cell pairs had a difference in preferred directions of under 45° while the 
trial time of maximal response showed a broader distribution, suggesting homogeneity of tuning with 
het erogeneity of function. A continuum of response characteristics was present, rather than a set of 
specific response types; however , a m apping experiment suggests t his may be because a given cell's 
PSTH changes shape as well as amplitude through the response field. Spike train autocovariance was 
tuned over target and changed through tria l epoch, suggesting different mechanisms during mem­
ory versus background periods. Mean frequency-domain spike-to-spike coherence was concentrated 
below 50 Hz with a significant maximum of 0.08; mean t ime-domain coherence h ad a narrow peak 
in the range ±10 ms with a significant maximum of 0.03. Time-domain coherence was found to be 
untuned for short lags (10 ms) , but significantly tuned at larger lags (50 ms). 

Thesis Advisor: Richard A. Andersen 
Title: James G. Boswell Professor of Neuroscience 
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Chapter One: Introduction 

1 Introduction 

Exploitation of locality is a guiding principle of design, from temporal or spatia l locality in com­

puter memory systems, to multi-processor communications, to built architecture, urban design , and 

biological systems. In particular, what has come to be known in Electrical Engineering as the wiring 

constr-aint, is found in areas as disparate as roadway design, space module engineering, and the 

analysis of neural systems. While it is this last area that forms the basis for this dissertation, the 

wiring constraint is perhaps best expressed as the observation that in modern integrated circuits, 

less than one-tenth of the chip area is devoted to active silicon, the remainder being required for 

wires to transfer signals from one transistor to another; because of t his overwhelming dominance 

of wiring needs , designers take great care to place related components in close proximity. Placing 

components adjacent to related elements optimizes many things, including total system resources, 

speed, efficiency of power distribution and waste heat extraction . This is true at a ll levels of system 

design, from transistor, to subcircuit, module, chip and board. 

Given this driving force observed in man-made systems, one is led to ask whether complex 

biological systems follow the same principle. The answer is yes, again, at many levels; for example, 

it guides the formation of tissue with like specificity into organs, and parts of these organs according 

to subfunction. In the mammalian brain, we find a segmentation of tissue comprised of neurons 

and the axonal processes communicating between them into grey matter around the periphery and 

white matter in the center, respectively. We find gray matter organized into distinct layers, each with 

particular functions, such as input , output, or local connectivity. On top of this laminar structure, 

we find neurons with certain functions to be grouped together into areas, and areas arranged in a 

hierarchical fashion, such as shown in van Essen's diagram of the primate visual system [18] . The 

visual field is optically mapped on to the retina, where each light-sensitive rod and cone cell responds 

to light in one small pixel-like part of the visual space. This partitioning is carried through to the 

higher cortical areas where we continue to find spatial locality. For the areas thus-far explored, 

cells sensitive to one part of space at one processing stage project directly to cells at the next level 

sensitive to the same part of space, as shown for example by Reid and Alonso for thalamic to cortical 

visual projections [61] . 

'Ve thus are led to the central question behind this dissertation: do neurons which are phys­

ically adjacent communicate? Are they part of a subcircuit, such as a column or microcolumn, 
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interacting mostly with neighbors, or do they only communicate with distant cells? ' Vithin the 

guise of artificial neural networks , this is akin to asking if networks a re purely feedforward or con­

t a in recurrent links. While our vast experience as an industry in designing electronics circuitry 

would suggest the latter will cer tainly be discovered to be true, it remains an open question as to 

the full character and extent of local versus non-local connectivity in brain circuitry. 

To understand a circuit, we need to monitor all components within the circuit . G iven t he 

necessarily limited ability to make such measurements, it is useful to monitor components in local 

groups, rather than in disparate areas (although that is useful as well , but for other purposes). To 

t his end we investigated t he adaptation of a relatively new method for simultaneously recording 

from multiple neighboring neurons, the bundled microwire electrode. This proved successful, and 

we were able to routinely record from 3-5 physically adj acent cells with four-wire electrodes called 

tetrodes. 

2 Location: LIP 

We chose to make these recordings in the dorsal visual stream. While it might have been advisable 

to approach a more fully understood area such as primary visual cortex when adapting tetrodes to 

awake behaving primate use and in the exploration of interactions between neighboring neurons, 

the research interests of our labor atory tend to higher order areas of visual processing, and in 

particular the parietal cortex. Given the varying efficacies of t raining and recording data from areas 

subsuming different sensory and behavioral modalities, selecting a part of the visual pathway as a 

sphere for study, and therefore using a visual task to drive the experiments, is unassailable. Visual 

tasks are easy to train and produce vigorous responses from the visua l cortices. Recording from t he 

parietal cortex allows us to investigate interesting behaviors that contain a cognit ive element, and 

thus require alert animals. In particular, much work has b een done in our laboratory studying the 

lateral bank of the int raparietal sulcus, or area LI P, and while the area's physical location within the 

brain makes delivery of electrodes and some interpretation of the results more difficult, the ability 

to explore a relatively newly identified pa rt of cortex is exciting. 

Lesions of the posterior p arietal cor tex in humans and monkeys impair spatial perception, 

and deleteriously affect saccade generation [6, 26, 36, 38]. The area is bilaterally located a little 

posterior to the st ereotaxic zero plane which passes through the ear canals, approximately halfway 

up the skull from the ears to the top of t he head. This location, between visual and motor areas, 

is reflected in t he projections to and from the area, placing it at the cusp of visual sensory-motor 

integration. 

From studies by Mountcastle [43] and Andersen [4], we know that posterior parietal neuronal 

activity includes visual and saccade-related components , that is , when a target is visually presented 

to a subject , neurons respond both to the target presentation as well as during the subsequent gaze 
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shift when the subject visually acquires the target. These first studies in parietal cortex, part of 

Ungerleider and Desimone's wher·e pathway [5] subserving spatial perception, struck controversy as 

saccade-related activity was, in two camps, alternately ascribed to the motor command of saccade 

generation [43], or a purely sensory response to t he visual stimulus [65]. Later work [4] teased apart 

the visual and motor components by using an experimental paradigm which temporally dissociated 

t he stimulus presentation and saccade execut ion. In this memory saccade task, originally introduced 

by Hikosaka and Wurtz [27], the animal is required to temporarily memorize the location of a flashed 

target, postponing a saccade to t he target for approximately one second 's delay until the fixation 

light is extinguished. Using this task it was discovered [21] tha t in addition to sensory a nd motor 

responses, now separated in t ime, some neurons also responded during the delay between target 

flash and saccade execution , despite the absence of a visual target . These neurons, it was argued , 

displayed the trace of a working or short-term spatia l memory system. 

Anatomical evidence was then used to identify a subregion of the parietal cortex on the lateral 

bank of the sulcus called the lateral intraparietal a rea, or LIP [37, 2, 9]. Responses in this area to 

the memory saccade have been mapped using t he memory saccade in various guises, including single 

and double saccades [3, 40, 7, 8], and have been shown to be spatially tuned. A given cell will 

have a response profile that varies as a stimulus is placed in different parts of visual field, wit h a 

concentrated area of activity in a well-defined part of visua l space called the r·eceptive fi eld. The 

same cell will possibly also have a motor· field that describes the responses associated with gaze shifts 

to varying points in the space. These two fields generally share a common maximum point and have 

similar shapes, all relative to the fixation point, although , to complicate matters, the magnitude of 

the response is often scaled by a factor which depends upon the current gaze posit ion in a planar 

way from one extreme of the visual field to another [3] . Additional work [7] mapped out t he memory 

field, or t he response versus target position during the memory period, and found tha t at least in 

coarse form, the memory fields of active neurons had strong similarity to the visual and motor fields. 

Thus LIP neurons were found to have three phases of response to t he memory saccade task, visual, 

memory, and saccadic, which, when present, would have overlapping t uning; but not a ll cells were 

found to have all phases. 

3 Evidence for Homogeneity and Heterogeneity 

Implications from previous results suggest that nearby neurons do communicate strongly with each 

other. From work such as by Georgopoulos in motor cortex [33], Donoghue in premotor cortex [25], 

Vaadia in auditory cortex [1], Gerstein in inferotempral cortex [22] , and many others, we know that 

communication between adjacent or nearby cells can be found ubiquitously in the brain, and that 

the interactions vary with stimulus condition. 

Do these neurons then sha re similar characteristics, or are they different? Previous results 
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point in both directions. Starting with Hubel and Wiesel's original work [29], there was evidence for 

a smooth transitioning of characteristics from cell to cell , suggesting that neighboring neurons have 

similar responses. Later , work with optical imaging in primary visual cortex [10] suggested that 

neurons with similar characteristics tend to cluster, and even that like cells project to like [61]. In 

parietal cortex , where we have been working , receptive fields across the area were initially found to 

have smooth transitions bounded by abrupt fragmentary borders [9], in line with the other evidence 

suggesting a homogeneity of responses at the local scale. 

On the other hand, there is evidence such as from hippocampus where neighboring neurons 

have little overlap in characteristics with their neighbors [73] , or from primary visual cortex where 

receptive fields have higher scatter from cell to cell than previously thought [39], or somatosensory 

cortex with similar findings (66] . All these are suggestive of a heterogeneity of responses at the local 

scale. 

In turn , we sought to examine this question in parietal cortex at the local level, between 

physically adjacent neurons, determining whether such cells were similar or dissimilar in response 

characteristics . Other reports on LIP show that distinct phases of activity through a memory saccade 

task exist, not all of which are present in every cell, suggestive of a heterogeneity [9, 7, 8]. For 

example, while Mazzoni's primary find ing [40] is that in LIP most neurons encode the next intended 

saccade, even if there is more than one planned, there is a small, but significant, minority that 

respond to a given saccade plan no matter if there are others planned or not. T hese two populations 

might be expected to co-mingle to generate a heterogeneity of function. Our findings , presented in 

this thesis, are that neighboring cells have receptive fields from very similar parts of space, but have 

distinct responsibilities for those receptive fields, and that when neighboring cells do communicate, 

it is typically concentrat ed in delays of less than ±10 ms. 

4 Technological Strategy 

To have a hope of understanding local circuitry, we need to record simultaneously from multiple 

cells. Since we want to look at the local scale wiring constraint, we need to insure that our data 

originates from cells that are physically proximate. Multiple traditional extracellular electrodes, 

or even microwire electrodes, can be placed no closer than a few hundreds of microns apart with 

standard methods. Although portions of the typical cortical cell , such as the dendritic arborization, 

can extend up to the millimeter scale, the signal source is at the soma; in the macaque , cortical 

cells are packed at a distance of tens of microns apart, requiring an approach which uses electrodes 

spaced at approximately the same distance. Traditional single electrodes are sometimes capable of 

recording from more than one unit simultaneously which led, in part, to t he development of multi wire 

bundle electrodes which use extremely fine microwires in close-packed configurations [41 , 60]. These 

techniques a llow simultaneous recording from multiple neighboring cells even in the densely packed 
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hippocampus. We sought to adapt this technique to the awake behaving primate preparation, and 

a la rge portion of the dissertation will be devoted to this t echnology. 

5 The Thesis 

The primary thrust of this dissertation is to advance the understanding of neural circuitry. A 

secondary thrust is to reduce the invasiveness of the experimental techniques in common use, which 

benefits both experimenter a nd subject. We worked very hard to improve the way we collect data 

to allow this. 

Using t he knowledge acquired from a visit to McNaughton's laboratory at the University 

of Arizona, we set out to use the same recording technology to simultaneously observe mult iple 

neighboring neurons in parietal cortex. The task chosen was the memory saccade, wherein an 

animal is instructed to delay a glance to a target until well after the target is no longer visible. 

As mentioned above, this task, in various forms and with great success, has been used to tease out 

different aspects of responses to visual targets in the parietal cortex. We developed a delivery method 

for the electrodes, we built equipment , verified operation in one monkey, tested our algorithms in 

locusts , and then and made a la rge number of recordings from two additional monkeys. 

The presentation will follow the two themes of technological development and scientific ex­

ploration, presented sequentially in parts. The two parts, representing the two halves of the CNS 

program at Caltech, Engineering and Biology, are intended to stand on their own, but form a 

richer whole. To paraphrase Richard Andersen's advice on how to write this introduction, we have 

developed new t echniques to address new questions, and we will tell you about both. 

5.1 Part One, Technical Development 

The first part consists of five chapters, all to address the central technological thesis that we can , 

indeed, record simultaneously from multiple cells in awake behaving monkeys with tetrocles. Chap­

ter 2 (the first technology chapter) is an introduction to neuroelectrophysiology, concentrating on the 

main recording technique used in this thesis, the tetrode. Chapter 3 details the tetrode development 

clone for this dissertation that is specific to the primary preparation used, including the mechanics 

of inserting tetrodes. Chapter 4 describes a. new device for chronic positioning of multiple tetrodes. 

Chapter 5 documents some of the instrumentation built to acquire our data. Finally, Chapter 6 

shows some of the workings of our spike sorting algorithm. 

5.2 Part Two, Scientific Results 

The second part consists of five chapters, which all address the central scientific thesis that neigh­

boring cells in LIP have similar receptive fields but dissimilar response types. The first of these, 

Chapter 7, presents work done in collaboration with Michael Wehr to verify our recording technique 
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by simultaneously recording from neurons extracellularly with tetrodes and intracellularly with sharp 

glass electrodes. Chapter 9 then reviews the experimental paradigms used to collect awake behaving 

monkey data from two animals. Chapter 10 discusses our results based on coarse time-scale analyses 

of neural responses to the task, and includes observations on similarities for response characteristics 

of neighboring neurons. Chapter 11 extends these results by examining fine time scale interactions 

between cells. Finally, Chapter 12 gives very preliminary results on multiple-tetrode recordings and 

looks to the future. 

Everything is science fiction 

- The Cars (I'm in Touch with Your World, The Cars, 1978) 

Back off man. I 'm a scientist. 

- Dr. Peter Venkman (Ghostbusters, 1984) 
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Chapter Two: The Tetrode Technique 

1 Introduction 

For decades, the primary tool of the neurophysiologist has been the recording electrode, a device 

which t ransduces the electrical devia tions of neuronal membrane voltage, a llowing the experimenter 

to monitor a small handful of cells. Historically, this technique has been implemented primarily with 

a needle-like metal electrode, insulated along the shank up to the fine exposed t ip; such electrodes are 

carefully brought in proximity to a neuron , generally any neuron within a few millimeter-diameter 

targeted volume, so that the signals from that neuron are large in comparison to signals from others 

and the background noise. 

More recently, and originally to assist in isolating signals from neurons in the hippocampus, 

a brain area with high cell packing density, a technique using multiple electrodes in close-packed 

configuration either in pairs [41] or groups of four [60] was developed. These electrodes, under the 

names of ster-eotrodes and tetrodes respectively1 allowed the simultaneous monitoring of multiple 

cells, a boon to the electrophysiologist. It is this technique, the use of electrodes in bundle form , 

that is the technological basis of t his t hesis, a.s will be described in detail below. 

This chapter will introduce the technique and provide charact eristics which should be applica­

ble to many preparations, although some will be particular to the preparations used in the remainder 

of the document. The central five sections of this chapter will review, in turn , the idea of spheres 

of sensitivity, the impedances of tetrodes and t raditional electrodes , the noise levels of t etrodes, the 

signal levels, and finally, the efficacy of tetrodes by way of the number of distinguisha ble cells per 

recording. 

2 Spheres of Sensitivity 

\ iVhen an electrode is placed into active neural tissue, it is most sensitive to neurons direct ly against 

the tip , and progressively less sensitive to neurons further away. The sensitivity-versus-distance 

profile is often conceptually approximated as a thresholding function , and while there is substantial 

evidence that this is not true, we will not b e examining the exact profile shape in the present paper. If 

the threshold approximation is taken in three dimensions, the resulting spheroid then circumscribes 

1 Terms s uch as diode, tr·iode, tetrode, pentode and the like had been long-established wit hin e lectrical engineering 
to describe vacuum tube devices with vary ing number of e lectrod es. T he neuroscience community has adop ted the 
ill-chosen terms stereotrode and te/.rode to d escribe mult i-wire bundle electrod es, mistakenly selecting the vernacula r 
- /.rode as a su ffix, rat he r than t he preferable -ode (from t he Greek, meaning way or path). For purely historical 
reasons, we will continue to use the established neuroscience terms for these electrodes . 
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the extent of detectable neuronal positions: neurons within the solid are electrically isoJa ta bJe, those 

outside are not. For a more substantive examination of these issues, including asymmetries due to 

electrode configuration, see work by Kewley [31, 28]. Neurons closer to the center of the sensitivity 

sphere will have larger signatures than those farther away, and by simple counting arguments, we can 

deduce th a t there will be some characteristic distance, depending upon detection and identification 

algorithms, corresponding to the edge of the spheroid and beyond which individual neural signals 

become indistinguishable and are better modeled as noise. These two somewhat arbitrary regimes , 

signal and noise, underly the large body of electrophysiology, and form the basis for more advanced 

spike sorting algorithms, including the one developed as part of this project [67]. 

When multiple electrodes are positioned in neural tissue, we can separa te the space of possible 

placement configurations into t wo classes: those where the sensitivity spheres of each electrode do 

not overlap, and those where they do. When the inter-electrode distance is sufficiently large such 

that the sensitivity spheres are non-overlapping, t he difference between one electrode and many is 

insubstantial in terms of the informa tion that can be extracted at each electrode. While there is a 

significant increase in total informa tion obtainable by combining sorted spike trains with increasing 

numbers of such electrodes, additional electrodes cannot guide the extraction of additional spike 

t rains unless our assumption of sensitivity spheres is invalid. Alternately put , the methods used 

t o sort spike trains for a single electrode a re equally applicable t o multiple electrodes with non­

overlapping sensit ivity spheres, as they can b e t reated independently. 

When the sensitivity spheres overlap , each electrode records slight ly different versions of the 

overlapped electrical landscape, and the multiple views can be used to extract more informa tion 

a bout the local activity than would be otherwise available. While single-electrode techniques can 

s till be used with overlapped spheres, there is much more information to be gained by taking the 

signals in combina tion. An informal analogy can be drawn between these two cases, non-overlapping 

and overlapping spheres, and monophonic and stereo- or quadraphonic audio recordings: while a 

monophonic recording provides capable representation, the addition of spatia l information available 

in multiphonic recordings provides substantially increased detail. Given our research goal of un­

derstanding local circuitry, it seems a pparent that multiple electrodes with overlapping sensitivity 

spheres is the technique of choice, and we might therefore as k, how ma ny electrodes should we be 

using? 

In the simplified approxima tion of a noiseless point electrode listening to point sources in 

a homogeneous, isotropic, linear , passive, noiseless three-dimensional medium, is it necessary and 

sufficient to have four electrodes in non-planar configuration to uniquely identify the position of any 

arbitrary configuration of sources;2 however , most of these assumptions are invalid for electrodes in 

2 A condensed version of the argument runs as fo llows. Firs t , assume all neurons generate identical s ignals, all e lectrode 
ti ps a re poin t t ra nsd ucers with ident ical cha racte ristics, and s ign a ls d ecrease in a predictable way wit h inc reasing 
distance be tween source and transducer independent of directio n. For a s ingle elec t rode, a ll neurons posit ioned a long 
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neural tissue. Real electrodes are noisy and have substantial extent; neurons are not point sources; 

and while there is some evidence that the medium is linear (see Wehr , Sahani, and Pezaris [72] , 

and Chapter 7), the medium is inhomogeneous, non-isotropic, active , and noisy. V.' hile t hese non­

idealities mean that using four electrodes per se is not as theoretically justified as we might like, 

for historical and practical reasons this electrode configuration formed the basis for our work. The 

preparation's inherent noise, combined electrode and neural, provides the background against which 

neurons cannot b e distinguished once beyond some distance from the electrode, justifying the con­

ceptual approximation of the sensitivity profile as a thresholding function. \:Vithin t he sphere of 

detect ability, we can expect some falloff of signal with distance, and therefore can use the charac­

teristic amplit ude and spike shape across the mult iple channels to help identify signals origina ting 

from each neuron. 

To accura tely answer the question of numbers of electrodes, which we will not address in a 

satisfactory and thorough manner , we would need to consider not only the characteristics of t he 

electrodes in a silent medium, specifically, the sensitivity falloff versus radial dist ance, but a lso the 

characteristics of the signal sources within t he medium. If we assume that most signals are somatic 

(an approxima tion for vertebrate neurons), then t he soma diameter and packing density become 

important. If the signals are not somatic, t hen we have a similar concern (density of sources) that 

is less easily measured. Additionally, we need to consider not only the inter-electrode distance, but 

the effective d iameter at the electrode tip. 

2.1 Beyond Four Elect rodes 

While tradit ionally the number of wires used in bundle electrodes is two or four, there is no inherent 

reason other numbers of electrodes should not prove useful. The limitation is dependent upon 

the wire diameter , the physical tissue damage caused by the bundle diameter, an d the electrode 

packing density relative to the neuron packing density, as just mentioned. There has been work 

in both vertebrate and inver tebrate preparations with differing numbers of wires in bundle form, 

and the p erformance varies substantially with the preparation. For example, Faller and Luttges [16] 

report over 20 isola table cells per stereotrode in the dragonfly mesothoracic ganglia; :tvlcNaughton, 

O 'Keefe and Barnes, in t he first stereotrode publication [41] report up to 5 cells per st ereotrode in 

the rat h ippocampus; Reece and O 'Keefe, in the first tetrode publication [60] report up to 10 cells 

a sphe re of radius r centered at the e lectrode tip will b e indisting u is hable, fo r any positi ve r. Add ing a second 
e lectrode tip reduces t he surfaces of confusion to c ircles center ed on t he line between t he electrode tips, laying in the 
p la ne perpendicular to and b isecting that line. Adding a third electrode, the surfaces of con fusion reduce to pairs of 
points (x,y,z) a nd t heir re flect ion thro ugh t h e plane d efined by t he e lectrode t ips for a ny (x,y,z) not on that plane. 
Adding a fourth non-coplanar electrode establishes cons tra ints that uniq ue ly s pec ify a neuron 's posit io n given t he 
re lative intensities amongst the four tips. 

This argument for four e lectrodes relies on s u bstantial and restrict ive assumptions. Relaxing only two, namely, 
t he assumpt ions of ident ical s ignals and identical t ransducers, complicates the argument immeasurably as neuron i at 
distance r; may now appear the sam e as neuron j at distance 1"j w here r ; =f. 1"j. Prankly, it 's a wonder these things 
work at a ll. 
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Figure 1: Simple Test Jig Schematic 

per tetrode also in the rat hippocampus, and further report instances of improved tetrode versus 

stereotrode separability; Gray and colleagues [23] report 5 cells per tetrode in the cat prepara tion. 

There are researchers who are planning larger mult ielectrode bundles, with as many as 10 or 

20 wires in t he primate prepa ration , and there are systems which may be purchased which include 

heptodes (seven electrodes, e.g. , Thomas Recording) . At some point, care must be taken because 

the aggregate diameter of large numbers of fine wires will cause unacceptable damage to the t issue. 

3 Impedance 

When exploring the characteristics of a novel recording technology, the first question that should 

be asked is how well it tra.nsduces signals. In our case, the easiest way t o do this is to measure 

the impedance of the electrodes over frequency to insure that transduction through tip capacitance 

dominates signal acquisit ion as expected. While we could also measure changes in the impedance for 

varying signal strengths, a second impor tant issue, addressing that question was beyond t he scope 

of our efforts; we limited our measurements to sign al strengths that were approximately equivalent 

to in situ. values. 

We computed the impedance of electrodes by measuring the drawn current for a known 

applied voltage. This was done using a simple mechanism which applies a wideband noise source V11 

to a voltage divider where one of the divider legs is a precision resistor R ref of known value, and the 

other is the electrode under test (EUT , in deference to electrical engineering terminology of device 

under test, or ouT), as shown in Figure 1. The voltage across each leg of the divider is measured: the 

voltage Vr across the reference resistor gives the current through the test jig, which can be combined 

with the voltage Fe across the EUT to determine the unknown impedance z •. 3 These calculations 

are performed in the frequency domain, and used to generate a log-log plot of electrode impedance 

3 Voltage divided by current versus frequency y ields impedance, or in this case, Ze(s) = Vc(s)/(v~(s)/Rrcrl , where sis 
complex frequency. In comput ing this we assume linearity and time-in variance to take advantage of the superposition 
pri nciple and apply s ignal at all frequencies simultaneously. 'While it would be more accurate to measure t he impedance 
at only one frequency at a t ime, allowing measurements of no n-linear e ffects, with the equipment at hand, it was easier 
t o use a b roadband source a nd the technique described in the main text. 
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Figure 2: More Complete Test Jig Schematic 

versus frequency. As long as the noise source bandwidth covers the frequency range of interest, the 

exact shape of its spectrum will factor out of the calculations. Similarly any non-zero finite source 

impedance may be safely ignored as long as it does not serve to suppress the effective applied signal 

below measurement thresholds. 

However, finite input impedances of the recording apparatus cannot be ignored, as they will 

interact with t he circuitry and serve to bias our measurements. Therefore, to accurately interpret 

the measured voltages, the test jig schematic must be augmented to include the input networks of 

the measuring amplifiers. This addition is shown in Figure 2 where we assume the input impedances 

of the operational amplifiers are sufficiently large as to represent an insignificant load, and therefore 

our recordings of v;. and Ve will accurately reflect the values at these nodes. The manufacturer's 

specification on the LMC6082AIM, the amplifier in question, is 10 Tf1 for input resistance, and while 

not specified, typical input capacitances are in the range of a few picofarads, supporting the validity 

of this last assumption. 

In full detail, our recording methods included a jig to hold the electrodes, a noise source, 

and a recording apparatus. The electrodes were placed, in turn, in the jig which held them a fixed 

distance above the bottom of a beaker. The jig held connectors, a 100 ld1 reference resistor Rref 

(actual value 99.98 kf1), and a bare platinum wire which ran into the bottom of the beaker and 

served as the ground node. A standard noise source (WGl, Tucker-Davis Technologies, Gainesville, 

Florida) was set to produce 1.0 V p-p of uniform noise, which was feel to a precision attenuator 

(TDT's PA4) and brought down by a factor of 60 dB. This was delivered to the jig and applied as 

V,
1 

shown in Figure 2. A multi-channel amplifier with input networks matching the figure buffered 

and amplified the signals 11r(t) and 1/e (t) which were then fed to an apparatus to digitally capture 

them; this apparatus is detailed in subsequent chapters of this dissertation. The jig was placed in 

a Faraday cage connected to signal ground, and mechanically isolated from the room by a stack of 

foam and packing bubbles which rested on a heavy pedestal. To make a measurement , the beaker 
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was slowly filled with saline while Fe was monitored, until a change was detected in signa l level 

indicating the tip was just submersed. Recordings were made for 1000 s, digitized at 50 kHz with a 

10 kHz anti-a lias cutoff. 

Additionally, to insure any asymmetries between the two recording channels did not adversely 

affect the measurements, a two-position switch was included in the jig to allow reliable and repeatable 

swapping of channels between the two nodes 1~. and Fe. While some differences were found when 

intercha nging channels , they were insubstantial compared to the electrode impedance, and restricted 

to the highest frequencies. It should be understood, however, that differences between the two 

recording channels, specifically in actual gains , frequency responses, and noise floors, set a baseline 

for the largest measurable impedance. For example, it was these effects that determined the measured 

gain for an open EUT (that is , no contact between electrode and saline bath). 

Once the two voltages were measured , Ze(s) , the impedance of the EUT versus frequency was 

computed as 

Z e(s) = 1 ~ (s) x Rl , 
V,.(s)- Fe(s) X (1- R, C

1
s ) 

R 2C1s + 1 

(1) 

where R1 = Rrcr, R2 = 10 MO, C 1 = 0.15 p,F , and s, normally complex frequency, was restricted 

to the imaginary axis, s = jw. Were the input networks of t he measuring amplifiers not taken 

into consideration, Formula 1 would reduce to Z e =Fe x R I/(V,.- Fe)· The digit ized streams were 

windowed in overlapping sections with a Hamming taper, Fourier transformed, and sections averaged 

to produce Fr ( s) and Fe ( s) above, from which Z e ( s) was computed. The frequencies w = 21r f for 

f E [10°, 101
] Hz were examined , for which the magnitude of t he impedance was calculated. 

The results for typical electrodes of varying composition are shown in Figure 3. Each elec­

trode recording included a reference control recording of an open EUT to determine the maximum 

measura ble impedance, made before the saline level was brought up to the electrode tip . The re­

sults were typically 10 MO or greater and reasonably independent of frequency. One of the control 

recordings is plotted in the figure, and can be seen to match the upper limit of resolvable impedance 

on all other traces. 

Bearing in mind this upper limit , we see that all electrodes have a portion of their impedance 

spectrum which decreases, in most cases linearly on the log-log plot, with increasing frequency, 

indicative of an impedance dominated by a capacitive term. Nichrome tetrodes have the highest 

impedance, followed by stainless steel electrodes, then tungsten electrodes, and finally tungsten 

tetrodes. The static impedances measured at 1 kHz, respectively, 2 M, 1.5 M, 1.2 M, and 0.6 MO, 

directly correla t e with the positions of the curves on the graph. 

It should be noted that the impedance t ester used to measure these 1 kHz values (IMP-1, 

Bak Electronics, Rockville, MD) has a De -coupled zero-offset output stage which imposes a parasitic 



13 

(?J~~df~~~~ · ·· · ·~~\\J\peo 
""', . NiCr tetr 

10
2 

Frequency (Hz) 

Figure 3: Electrode Impedances Over Frequency 
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The impedance characteristics of four electrode types (tungsten tetrode, tung­
sten electrode, stainless steel electrode, and nichrome tetrode) and an open 
circuit are seen versus measuring frequency. The open circuit trace sets the 
measurement limits, and the ripples at higher frequencies are due to differ­
ences between the two amplification channels used to capture the data (see 
main text). All four electrodes show a section of linear negative slope, indicative 
of a capacitance-dominated impedance. 
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current across the quiescent wet-cell voltage formed by the electrode tip, saline, and reference elec­

trode, whereas the jig used here is AC coupled to avoid this problem . The result of t he unintended 

oc current will be to electrochemically a lter the tip and change the impedance over t ime; this is 

readily observed when using the IMP-1 as the displayed value changes over tens of seconds, decaying 

to lower values, often asymptoting to half the initial value. Although not presented , it was verified 

that the spectral values shown here d id not chan ge through the span of each recording, and across 

recordings for repeat ed measurements. 

Interestingly, despite the common lore that higher impedance electrodes are better than lower 

impedance ones, we informally find that for tetrodes, the opposite is true: a lower impedance tetrode 

will produce better signal and bett er signal-to-noise ra tios; however , our isolation methodology 

is substantia lly different from that used for a traditional electrode, as our placement is made to 

specifically avoid the dominance of one neuron 's signals over those from others. 

3.1 Tungsten Tetrode 

For tungsten tetrodes, the primary electrode type used in this disser tation, we made a ser ies of 

measurements to compare impedance due to t ip capacitance against impedance due to capacitance 
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through the insulation along the electrode wire. This was done by making impedance measurements 

for incrementa l levels of saline immersion in the same recording jig (the beaker was calibrated for 

height to volume, and measurements made at 3 mm increments from 0 to 12 mm). Although 

there were differences measured from depth to depth , they were not significant. The most direct 

interpretation is that tip capacitance dominates over shank capacitance in determining the electrode 

impedance, rather fortuitous for neuroelectric use, as it means signals from cells at the tip will be 

transduced and those along the insulated wire will be rejected. 

3.2 Gold-Plated Nichrome 

The nichrome impedance spectrum above showed an electrode of quest ionable utili ty which is cor­

roborated by our experience: It is difficult at best to make recordings wit h plain nichrome t etrodes . 

To our knowledge, every researcher who uses nichrome tetrodes plates the t ips with either gold or 

pla tinum. To verify that this serves to lower the impedance, we performed an experiment compar­

ing the two. The impedance spectra a re in Figure 4, where it can be seen that the impedance at 

1 kHz has been lowered by two orders of magnitude from slightly over 1 MO down to 30 kO. While 

we did successfully make recordings with gold-plated nichrome tetrodes, the plating process proved 

difficult and unreliable; once we experimented with t ungsten tetrodes, we did not again record with 

nichrome. This lowering of impedance qualitatively agrees with work done by Millar a nd Williams 

with plating carbon fiber microelectrodes with silver [42). 

There are researchers (e. _g., [4 7]) who platinize tungsten tetrodes before use. This m ay have 

benefits for the chronic preparat ion in stemming imunoscavanging of t he wire, but we find that 

tungsten tetrode signals are quite good without plating. 

4 Noise 

To properly distinguish neural signal from background noise, we must first fully characterize the 

noise. To this end, we made a series of recordings, in saline and in vivo neural tissue. Saline is 

often the medium of choice when ma king noise measurements. Our experiments suggest this is 

adequate to characterize the electrode for frequencies typically of interest to the electrophysiologist, 

but produces signal levels much lower t han seen in living neural tissue. 

Recordings were made from six tungsten tetrodes in saline using the same jig as used to 

measure impedances above, although the reference circuitry was not used, and no external voltages 

were applied. As before, recordings were digitized to 16 bits at 24 or 50 kHz with 10 kHz anti-alias 

filtering, and analyzed using in-house Matlab code to generate power spectra. Power spectra were 

computed using t he same windowed methods as used for computing electrode impedance above. 

The six power spectra appear in Figure 5, where it can b e seen that above approximately 

20 Hz , they are very similar , and exhibit the straight 1/ f fa lloff one would expect from a capacitive 
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Figure 4: Effects of Gold Plating Nichrome Tetrodes 
The upper trace is the impedance spectrum for a freshly cut nichrome tip 
in saline. The lower trace is for the same tip after plating in gold chloride 
(AuC/4) a t 2 ~-tA for 4 seconds. The horizontal section o f the upper trace is 
due to the limitations of our recording apparatus, as is the flattening in the 
lower trace at higher frequencies . Non-smooth features in the upper trace are 
due to power-line related interference (the largest dip is at 120 Hz) . 

load. Below 20 Hz, there is a high-energy process present in some recordings but not others . T he 

multiple low-frequency peaks in this band suggest building vibra tion or simila r mechanically-tuned 

effects. For the recordings without t his low-frequency process, the 1/ f falloff continues for nearly 

another decade downwards, below which the filtering effects of the recording apparatus st art t o come 

into play. 

Two of these recordings were made directly following in vivo use of two t etrodes, a llowing 

a comparison between neural and saline spectra on t he same electrode. Figure 6 shows t he traces, 

in mean form across t he four tips, for the two cases. T he conditions between the saline and neural 

recordings were matched as closely as possible; the animal was following the same behavioral task, 

t he saline beaker was mechanically affixed to the primate chair, exposing it to similar, if not exactly 

ident ical, mechanical perturbation , and t he same recording equipment was used with t he same 

settings. The primary difference is t ha t the saline recording has an order of magnitude less power 

t han t he neu ral recording . Both saline and neural recording spectra fa ll off linearly (in log-log space) 

above 10 Hz; however , where the saline recordings a re quite straight , the neural recordings exhibit 

some deviations from stra ight-line descent , especia lly in t he band 300-4000 Hz. We will examine 

these devia tions in the next section. 

T he low-frequency energy in the saline recording in Figure 6A is similar t he low-frequency 
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Figure 5: Tetrode Saline Noise 
Spectra of six tetrode recordings made in saline. The four tetrode signals in a 
given recording were averaged together to generate each of the six traces here. 
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Figure 6: Tetrode Saline Noise and Neural Signa l 
Power spectra for neural recordings (solid lines; cmap4403, cmap4505) and 
directly subsequent saline recordings {dashed lines; saline05, saline06). 
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energy m the matching in vivo recording, but this is not true for the pair in 7B. We know by 

observation that the animal's movements during recordings (such as changes in posture, or sucking 
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on the reward tube) are mechanically coupled to in vivo signa ls, thus we might speculate that 

the difference between the two pairs is one of quality of mechanical coupling to the animal chair 

during the saline recording. Specifically, the saline bath for the in vitm recording in Figure 7 A was 

well-coupled, while the bath for 7B was not. 

We conclude from these measurements that making saline recordings is useful for testing an 

experimental recording apparatus; however, as the power levels are approximately a factor of 10 

lower, the voltage levels in saline will be a factor of three below neurogenic ones. This observation 

also suggests that neuroelectrical activity, as opposed to thermoelectric noise, should dominate neural 

recordings. This is a ll encouraging. 

5 Signal 

We will now address the hypothesis, established earlier in this chapter, that spiking energy can be 

detected above a relatively constant, or at least readily discernible, noise floor. In support of this 

hypothesis are analyses such as presented by Sahani, Pezaris , and Andersen (68] which examined the 

non-spiking activity in these recordings and found it to be Gaussian. We will extend this work by 

providing evidence that the excess high-frequency bump seen on the spectra presented thus far can 

be attributed to detectable spiking activity, first anecdotally through two examples, and then more 

formally by correlating a spiking index to spectral energy at 1 kHz against the number of detected 

spikes. 

5.1 Example Recordings 

\Ve first examine two spectra, one from a recording without detectable spikes, and a second with 

many spikes, as seen in Figure 7. The spectra are nearly identical with the exception of an excess 

of energy in one in the range of 300- 6000 Hz. Although these two recordings were made many days 

apart , the experimental conditions were similar (they were made from the same animal , in the same 

brain area, under the same task, and are of comparable length) , suggesting that the difference seen 

in the spectra is related to the presence of spikes. 

\Vhile suggestive, this example has many uncontrolled variables as the two recordings were 

made at different times. A more convincing argument would be made from recordings which show 

differences in spike amplitudes across the four channels, without differences in background activity. 

Two such recordings is shown in figures 8 and 9 , where the background activity can be seen to be 

nearly identical across the four channels for the snippet of recording shown, while the amplitude 

of the spikes varies greatly. The spectra, on the right ha nd parts of the figures, show that at low 

frequencies, t he four channels a re nearly identical, while at higher frequencies (200- 3000 Hz) , the 

differences correlate strongly with t he differences in spike amplitude. Every recording with spike 

amplitude differences shows similar differences in the size of this spectral bump, and no recording 
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Figure 7: Example Tetrode Spectra With and Without Spikes 
The two spectra in this diagram are from two monkey recordings {lmem2810, 
lmem5202} in the same animal, separated by many days. The first (solid line) 
has many well-isolated spikes, the second (dashed line) does not. Aside from an 
approximate factor of 2 difference in power, likely due to differences in electrode 
impedance, 0.6 and 1.3 MQ at 1 kHz respectively, the largest difference is seen 
in the 300-5000 Hz band where the recording with spikes has substantially 
more power than the spikeless recording. 
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without differences in spike height shows localized amplitude differentiation in the spectrum. The 

presence of this effect in both vertebrate and invertebrate preparations suggests that deviations from 

straight line 1 j f spectra are indeed neurogenic. 

The locust example proves more compelling than the monkey example, as can be seen when 

directly comparing two other example spectra as in Figure 10. These spectra a re means across the 

four channels for each preparation. The locust spectrum is much closer to a. stra ight line with a 

smooth deviation 100- 3000 Hz, while the monkey spectrum is less convincing, primarily because of 

low frequency deviations 4-30 Hz. While beyond the scope of this dissertation, we might speculate 

that this lower band is due to the local field signal , an d the higher frequency deviations 300- 3000 Hz 

are due to spiking activity. The examples in figures 8 and 9, where channels were plotted individually, 

support this, as we see the low frequency components a re identical across the four channels, and 

the high frequency components vary according to the size of t he spikes in the recording. But this 

remains anecdotal; we will examine the issue more rigorously in the next section. 

5.2 Number of Spikes Influencing Spectral Shape 

If we hypothesize that the total signal from a tetrode is a. mixture of a background noise process and 
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Figure 8: Example Monkey Tetrode Recording with Spectrum 
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The left panel shows a segment from an example tetrode recording (fmem4710} from one animal while 
the right panel shows the power spectrum for the recording. The spectral humps from 200 Hz to 4000 Hz 
show channel-to-channel differentiation which matches changes in spike size in the recordings on the left, 
suggesting a causal relation. 

Ch1 

Ch2 

Ch3 l j r-... ~~·,~---. 
Ch4 100 

200~ 

(uV)-10~ ~~-~-~~~~-
0.100 10° 10

2 

Time (s) Frequency (Hz) 

Figure 9: Example Locust Tetrode Recording with Spectrum 
The same analysis as in the figure above was applied to signals from a locust recording. The left panel 
shows a segment from an example tetrode recording {pist02aA) from one preparation while the right 
panel shows the power spectrum for the recording. 



20 

' 
10-11L_ __ ~~~~~~----~~~~~~--~~~~~~U---~--~~~~L---~~~~~uU 

10- 1 
10

1 
10

2 

Frequency (Hz) 

Figure 10: Monkey and Locust Spectral Signals 
These two example spectra are for a recording in monkey neocortex (solid; 
lmem2810) , and locust lobula (dashed; pist03aB), taken as the means across 
all four channels. They qualitatively show the same effect of a baseline linearly 
decreasing noise on top of which rides neural signal. The falloff in the monkey 
spectrum below 1 Hz is due in part to the low-frequency characteristics of the 
equipment used for that recording which differed from the equipment used for 
the locust recording. 

a set of foreground spikes, that the spectrum of t he background is close to stra ight line 1/ f , and the 

spectrum of spiking activity is concentrated in a band approximately 300-6000 Hz, then we would 

expect the fraction of a recording taken up by spikes should directly correlate with the deviation 

from 1/ f spectra as the two sources mix. To properly model this, we would necessarily take account 

of the amplitude of each spike as well as the total number of spikes; however , for the present analysis , 

we will only examine the number of spikes normalized by recording length, assuming that each spike 

lasts a fixed amount of time, and that a ll spikes above a fixed threshold are the same size . By 

ignoring spike amplitudes, we should expect the observed correlation to be less than it would be 

otherwise, in particula r, for evenly distributed data, we would expect to see a correlation coefficient 

of about 0.5, as the number of spikes and their amplitude should contribute equally. 

To perform this analysis, we will take the suite of neural recordings which were collected for 

this dissertation, a portion of which is used later for spike train analysis, form their spectra, and 

correlate the mean firing rate (total number of spikes normalized by recording length) against t he 

excess spectral power at 1000 Hz tha t lies above parabolas fitted to each spectrum. We use this 

power index instead of the unnormalized power to factor out differen ces in electrode impedance and 

other effects that will move the spectrum up and down without changing its shape; we fit with a 
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Figure 11: Power versus Firing Rate 
Scattergrams o f power at 1 kHz versus firing rate for collect ions o f recordings in 
three monkeys and the group of locusts. Each distribution shows a significant 
correlation coe fficient o f about 0.4 (see main text). 

parabola to extract only the size of t he spectral bump. Vve use the firing rate as a proxy for the 

fract ion of t he recording which is spiking, as it is difficu lt to accurately measure the duration of each 

spike. Asymptotically, the firing ra te should differ from the fraction of the recording only by the 

constant fact or of the mean spike duration. The choice of 1000 Hz to examine t he power is arbitrary, 

but based on the spectra seen thus far. If the mixing hypot hesis is correct , we expect there to be 

a strong posit ive correlation between the firing rate and t he power index. A scattergram of the 

results is shown in Figure 11. Recording methods a re detailed in later chapters of this dissert ation 

but broadly match the brief descriptions above. Spikes were detected by threshold excursion above 

4 times the RM S value of the first 1 second of a recording for at least 2 consecutive sam ples on data 

digitally high-pass filtered at 300 Hz. For this analysis , data were filtered only for event detection, 

and left as-recorded for the spectral computations. Parabolas were fitted to each spectrum using 

the band from 0.1 Hz to 6400 Hz (the highest frequency common to all recordings), except for the 

locust data. where instead of fitting a cu rve, nor malization was done by subtracting the power in the 

band 1- 100 Hz from each spect rum. 

The results of this analysis show significant posit ive correlations for a ll three monkeys (B : 
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Figure 12: Correlation versus Spectral Frequency 
Spearman rank coefficient (rs , a non-parametric correlation coefficient) be­
tween firing rate and excess power ranging over different frequencies in the 
spectra for each preparation. The scattergrams in Figure 11 represent the data 
used to generate the points at 1 kHz on this figure. Dots represent significance 
values, small for p < 0.05, medium for p < 0.01, and large for p < 0.005. 

r _. = 0.40, n = 39, p < 0.05; C: r_. = 0.44, n = 43, p < 0.005; L: r 8 = 0.41 , n = 40, p < 0.01) and the 

group of locusts (T 8 = 0.50, n = 30, p < 0.01) as computed with t he Spearman rank coefficient and 

shown in Figure 11. That is, nearly half of the variance in excess power is explained by variance in 

firing rate, as we would expect from the mixing hypothesis. 

To verify the robustness of this finding , we performed t he same computation at different 

frequencies. The coefficients plotted against frequency are shown in Figure 12, where all three mon­

key preparations show significant correlation in the band 500- 1100 Hz, and the locust prepara tion 

shows significance from 40 Hz to the maximum recorded. The correlation for Monkey B a lso shows 

a significant negative effect at higher frequencies, above 3000 Hz, and spurious significances below 

100 Hz, suggesting that the method chosen to normalize the spectra was not as appropriate for 



23 

that preparation as for the other two monkeys. The recordings in Monkey B differ from those in 

Monkeys C and Lin electrode material used (nichrome versus tungsten) and the level of effort made 

to isolate cells . This biases the Monkey B recordings towards lower firing rate sites with higher pro­

portions of noise than recordings from the other two monkeys. Further, the recordings in Monkey 

B are substantia lly shorter than the others (ca. 100 s versus ca. 600 s) producing noisier spectral 

estimates. However, the three curves are qualitatively similar, showing lit tle or errat ic correlation 

below 300 Hz, a broad significant peak between 300 and 2000 Hz, and a dip above 3000 Hz. 

A different normalization was used for the locust data because it was found that when fitting a 

line or parabola, the spectral bump deleteriously affected the approximation, reducing the observed 

effect . As the locust spectra are much simpler than the monkey spectra, and closer to a 1/ f 

distribution, using a smaller portion of the spectra for a simpler fitting seems reasonable, and 

certainly the results are quite strong. 

The breadth of the significance peaks and similarity across preparations suggests that we 

have indeed measured a robust phenomenon. If this is the case, then our mixing hypothesis would 

predict variations in spike-related power to be half from variations in firing rate, and half from 

spike amplitude. The measured shortfall from the theoretical r- 8 = 0.5 in monkeys could be due 

to two effects , firstly an inaccuracy in measuring excess energy, that is, an inaccuracy in modeling 

the background process when extracting the spike-related power , and secondly, experiment al error 

in measuring the spectra. As the measured value for locusts nearly exactly matches the theoretical 

value, it is perhaps more likely that our background fitting could be improved for the monkey data. 

It would be perhaps ill-advised to conclude from these significance plots that the frequen cies 

of interest for spike sorting stop at 2000 Hz where the correlat ions on the monkey plots go to zero , 

for the exact shape of the curve is determined by the accuracy and appropriateness of the quadratic 

approximation to the spectra. The conclusion which should be drawn is limited to the significance of 

firing ra te: for the monkey recordings presented, and the normalization methods chosen, firing rate 

has little predictive power over spectral shape above 2000 Hz . To fully understand the issues, we 

would have to a lso examine spike amplitude in these analyses. We would a lso be advised to examine 

the spectra of well-isolated spikes once extracted from the background noise. This will be seen in a 

later chapter. 

5.3 Mean Spectra 

To augment the findings thus far, we can also examine the mean spectra from the various animals 

used for the dissertation. All recordings which showed reasonable utility were gathered and the 

means taken for each monkey, and the group of locusts. Recordings wit h clear problems, such as 

clipping, no spiking signal, or those made differentially rather t han single-ended as some of the 

earliest recordings, were not included. The spectrum of each recording was taken , and the means 

formed in logarithmic space. The results are shown in Figure 13, where all four traces can be seen to 
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have an overall 1/ f-like structure. The mean locust spectrum has an increase in power at very low 

frequencies which can be attributed to recording artifacts due to respiration and changes in p erfusion 

bath levels . Above 1 Hz, t he mean locust spectrum shows a very nice straight line dropoff with an 

excess energy bump 50- 3000 Hz, and all three monkey spectra can be approximated as straight lines 

descending downwards with two excursions, one in the range 10- 50Hz , and the second in the range 

300- 6000 Hz, a lthough the evidence for such an excursion for Monkey B is weak at best . 

The peak of the spike-rela ted excursion, measured as the maximum deviation from an imag­

ined 1/ f baseline, occurs at a lower frequency for locusts, about 500 Hz, than for monkeys, about 

1500 Hz. The upper limit on the spectra are all affected by limitations in our recording apparatus, 

and since the upper limits of the spiking features come very close to the edge of the spectra, we 

should remain cautious about determining an absolute u pper end of t he useful spectrum. The excur­

sion extents, however, closely match the bandpass filter parameters traditionally used in single-unit 

isolation. 

The recordings used for this figure from Monkey B were made with gold-plated nichrome 

t etrodes as part of our first experiments, while those from Monkeys Land C were made with tungsten 

tetrodes. This may, in addit ion to other technological advances made between preparations, explain 

the power differences between the mean spectra. 

The low-frequency features in the tens of Her tz seen in the monkey spectra are, as previously 

mentioned, suspected to be from local field efl'ects. Their absence from the locust may be due to 

the architecture of the a rea used for the recording, the optic lobula as detailed in a later chapt er, 

having little synaptic structure. The rise in very low frequency energy in the locust spectrum may 

be due to respiration and other perfusion bath level effects. Although not shown here, it is a lso seen 

in simultaneously taken intracellular recordings (see Chapter 7). 

6 Cell Count 

Given analysis such as presented by Robinson [64) of cortical cell densities and electrode character­

istics, and reasonable values for hearing radii, we expect to see approximately 8 cells per recording. 

Further, images such as F igure 14, and previous reports of tetrode efficacy [23), tend to support our 

expectation of a reasonably large number of cells p er recording. 

To verify this, we examined the set of monkey recordings used later in t his dissertation for 

analysis relevant to a behavioral task, for t he number of isolatable cells seen per recording site. These 

4 7 recordings were sorted into spike trains using a statistical spike sorting a lgorithm [67] that will be 

described later, and the number of distinct cells, as identified by distinct cluster means, gathered. 

A range of 2 to 6 cells were found per recording, with a mode of 3 cells, and a mean of 3.0±0.9 cells. 

Part of the original selection criteria for inclusion in the main study, including determining whether 

or not to take a recording at a given location, was to require a minimum of 2 cells per site, which 
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Figure 13: Mean Spectra 
The mean spectra for recordings from three monkeys (8, n = 39; C, n = 43; L, 
n = 40} and a group of locusts {7 animals, n = 30 recordings). The progression 
of increased spectral power in the monkey recordings mirrors our increasing 
experience with the preparation and improvements in recording technique. 

upwardly biases these figures; conversely, only cells which were cleanly isola t ed , as evidenced by a 

clear refractory period, a re included in t he counts, applying a downward bias. A histogram of the 

percent of sites with a given cell count is shown in Figure 15 where t he results from rvionkeys C and 

L have been pooled.~ While there is not a significant difference between the distributions from the 

two animals (2-tailed t-test; individual distributions not shown) , we do subjectively find that the 

number of cells per recording site has slowly increased over time, as we gain additional experience 

with the technique. 

The average of 3- 4 cells per site is substantia lly smaller than our prediction above based on 

Robinson 's work. These observations, coupled with results from Tank and Kleinfeld [70] showing 

an in vitm hearing distance of 5 p,m, and Buzsaki and K andel [12] showing dendritic spike propa­

gations detectable up to 400 p,m from the soma, suggest t hat the oft-mentioned sensitivity radius 

of 65- 100 p,m is highly overstated. That larger value is anecdotally based on advancing electrodes 

through tissue and determining the positional extent t hrough which individual cells are identifiable. 

We propose an alternate hypothesis to reconcile the apparently contradictory figures, namely, that 

electrodes h ave very small radii of sensitivity, explaining the apparently small number of observed 

cells per recording, and it is the somatic, dendritic, and axonal extent of each cell , that is, the 

'1 Monkey B and locust results have not been included in t he figure because they have not been computed. vVe would 
exp ect t he m to be shifted somewhat lower due to re lat ive inexperience with the then-novel preparations . 
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Figure 14: Tetrode Against Brain Slice 
This is a dual-exposure image of a tetrode against a histologically-stained slice 
of tissue from the first tetrode recordings in monkey brain. The pair were first 
transilluminated to expose for the slide, and then epi-illuminated to expose for 
the tetrode. Nissl staining makes the neuronal cell bodies appear in this 50 J-tm 
thick slice as darker spots. The scale bar is 100 ~-tm long. 

non-point morphology of the sources, coupled with tissue pulling a long wit h the electrode during 

advancement, more colloquia lly known as brain drag, which creates the substantially larger apparent 

hearing radius. Indeed, when passing through other parts of the brain, such as white matter, we reg­

ularly observe spikes, attributed to projection fibers, which appear and disappear in distances much 

smaller than t he equivalent in gray matter. The morphological differences between projection fibers 

and soma, when met with a tetrode, we a rgue, provides an explanation for the apparent difference 

in hearing radius in this anecdotal example. 

7 Summary 

This chapter introduced the technique of recording with tetrodes, the basis of which is overlapped 

spheres of sensitivity. To understand spheres of sensitivity, the notion of separable foreground and 

background processes, in t he guise of a threshold-like sensitivity-versus-dist ance profile for elec­

trode tips in brain, was introduced, and evidence provided in support. The reasons for overlapping 

rather than distinct hearing spheres were discussed , and an analogy drawn to multichannel (i.e., 

quadraphonic) audio recordings. 

T he impedance characteristics of tetrodes were presented, in comparison to other electrode 

types and our material of choice, tungsten, was justified due to its superiority over unplated nichrome. 

The tip impedance was shown to b e primarily capacitive in origin in the frequencies of interest, and 
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Figure 15: Cells per Site 
Tetrode recordings in posterior parietal cortex currently yield an average of three 
cells per t ip location in our lab, when selected for task response, multiplicity 
of cells, and ease of signal separation. 

dominant over the shank capacitance. For the remainder of this document, tetrodes will be assumed 

to b e made from tungsten wire, except where indicated otherwise. The noise from recording with 

tetrodes in saline was seen to be characteristic of a 1/ f process, and substant ially lower t han the 

noise floor seen in live brain tissue. 

The signal in brain tissue was shown to be concentrated in two bands, 10- 50 Hz, and 200-

5000 Hz, riding along a 1/ f- like background. The lower band was postulated to be from local field 

activity possibly contaminated with mechanically coupled a r t ifact , while the higher band was shown 

to be linked to spiking activity both informally by amplitude and formally through firing rate. The 

spiking activ ity was seen to span a higher range of frequencies in monkeys than in locus ts. 

Finally, a profile of cell count per recording was presented for experiments done in two mon­

keys, a long with arguments a bout the nature of and reported figures for the tetrode hearing radius. 

We postula ted that the hearing radius, which with the morphology of the t issue determines the 

sphere of sensit ivity, is actually quite small . 

You 'If never see eye to eye with the likes of us, 
'cause we're too darn technical. 

- T HE HERBALI ZER (Who's The Realest? , Very Mercenary, 1999) 
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Chapter Three: Tetrodes for Monkeys 

1 Introduction 

This chapter is based in large part on a technical report written in collab oration wit h Maneesh 

Sahani and Richard Andersen [56], and while some additiona l materia l has been added, specifically 

more detail on the in situ performan ce of tetrodes, the bulk of t he material has b een previously 

available. 

In the preceding chapter , the method of recording wit h tetrodes was int roduced and some 

of the basic electrode and signal characteristics presented. This chapter will discuss in detail the 

technology developed for delivering tetrodes into t he awake behaving primate preparation, and the 

performance of the tetrode technique in our hands. 

We have adapted the Reece-O 'Keefe tet rode [60] for use in monkey cortex. Our design has 

been in use a t this writing for five years in our laboratory, proving capable and robust . Details 

on construction of tetrodes, carrier t ubes, and jigs a re given in this chapter , including sources for 

materia ls. Example recordings show excellent isolation and histologically verified t racks are straight 

at up to 12 mm of tetrode extension, the ma."Ximum tested. 

2 Background 

Previously, tetrodes had been used in the mouse, ra t , and ca t preparations [60, 23] . On J anuary 

12, 1995, Maneesh Sahani and I made, to our knowledge, the first t etrode recordings in an awake 

primate preparation (technically, the recording only included 3 traces as the signal from the four th 

channel was dead ; the first true four-ch annel tetro de recording happened J anuary 20, 1995, and is 

shown in Figure 16). This first animal was used for mechanica l and electrical development and we 

recorded only spontaneous activity, as no behavior al cont rols were imposed. Despite this limitation, 

we were able to determine that we could, wit h certainty a nd reliability, detect mult iple individual 

cells using t his technique. The very first observation made during the first recording, after the 

euphoria of discovery and achievement dissipated slightly, was that spikes seemed to be riding along 

an underlying lower-frequency signal and correlated with it; the recording in F igure 16 shows hints 

of t he effect. This observation was later confirmed by more formal examination of t he coherence 

between spike t rains and local field [48] in the suite of recordings that were made for part of this 

project . 

An imp ortant realization regarding spike sorting was made during these early days: we started 

making differentia l recordings taken between tips, as opposed to single-ended between t ips and 
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Figure 16: First Full Tetrode Recording 
Made January 20, 1995, this segment is from the start of recording 11 for that 
day. While this was not the first tetrode recording made in our lab, the first 
attempt, a few days earlier, had only three channels operational out of the 
four. Spikes appear in both positive and negative directions as the recording 
was made differentially between adjacent electrode tips (eg, Ch1 shows the 
voltage between tip 1 and tip 2, Ch2 between tip 2 and tip 3, and so forth) . 

ground, to minimize interference from external sources, including mechanical a rt ifacts . Regrettably, 

recording signals in this way induces an a mbiguity as to neural spike polarity; whereas with single­

ended recordings, each spike is observed as a posit ive deflection~ with differential recordings, some 

remain posit ive while others become negative. While we made attempts toward a general-purpose 

spike recognizer that would work for both positive and negative spikes, it proved difficult and the 

results were unrelia ble, thus the decision was made to compromise the advantages of differential 

recording for those of single-ended. Accordingly, t he bulk of our recordings are made in single-ended 

fashion, and our spike sorting algorithms assume positive-going spikes. 

Then , on April 22, 1996, we made the first tetrode recordings in an awake, behaving primate. 

A la rge number of recordings followed t his, in a total of three animals, one for technical development 

(B), and two for scient ific data collection (C and L). And, on May 21, 1999, we made the first dual­

hemisphere, dual tetrode recordings in an awake, behaving primate, in a fourth animal (Y). This 

milestone was later revisited with other members of our labora tory almost one year later as dual-area 

tetrode recordings became routine. 

5 For conceptual ease, our record ing apparatus inc lud es an overall inversion so that vol tages which a re negat ive at t he 
electrod e t ip appear as posit ive in our recordings . T hus normal ext racellular actio n potent ials correspond to upward 
going s p ikes in o ur graphs . 
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Adapting the tetrode technique to the awake behaving primate, and specifically for recording 

from the often difficult to find area LIP, meant creating a mechanism to reliably deliver the delicate 

tetrode bundle to a relatively deep structure. Additionally, as we elected to create a mechanism to 

make daily insertions, rather than maintain a chronically implanted electrode, we needed a way to 

protect the tetrode from handling damage while not in use. 

Our eventual solution became known as the tetrode car-rier· tube, and is not unlike the tra­

ditional guide tube in that it is a sharpened stainless steel cannula which punctures the dura and 

other structures overlying the brain, and guides the tetrode's advance. However, the t etrode carrier 

is more complex than a traditional guide tube. A photograph is show·n in Figure 17. 

The carrier conceptually begins like a traditional guide tube, except that the electrode it 

carries is an order of magnitude smaller in diameter, being some 30 J.liTl across, as opposed to 

250 11m at the shank for traditional electrodes, thus, the walls of the upper end of the tetrode carrier 

tube (towards the right in Figure 17) are thicker than a normal guide tube. However , we sought 

to minimize tissue damage, so the carrier tapers down from a standard thickness (21 ga) where it 

mounts in the microdrive, to a fine diameter (32 ga) where it is inserted in the animal (towards the 

left in Figure 17). Additionally, the tetrode needs to be protected as it exits t he guide tube at the 

upper end, and must be held in place against the hydraulic slave cylinder in the microdrive so that it 

can be actuated for penetration and withdrawal. Thus, a fine sliding cannula telescopes upwards out 

of the lower part of the carrier and is attached to a plate which is fixed to the slave cylinder during 

use. An internal stop within the lower part of the carrier tube prevents the telescoping portion from 

sliding out too far and separating from the lower part. 

Using a carrier tube like this achieves the goals of full mechanical support for the tetrode 

bundle, protection from kinking and other damage during normal handing and preparation, the 

capability of targeting reasonably deep structures, and minimizing tissue damage during insertion. 

This final feature should not be overlooked, as, when properly sharpened, there is none of the 

traditional pop as when a guide tube penetrates the dura, and we often see no reaction from the 

animal subjects as the carriers are inserted. 

3 Constraints Imposed by Animal Preparation 

Previous reports describing tetrodes have b een concentrated on rat [73] or cat (23] preparations. 

Both of these preparations featured chronic implantation of semi-moveable tetrodes using what is 

called a hyperdrive, and in both, while the electrodes are implanted chronically, the lifetime of the 

preparation is relatively limited. Two features of our awake monkey preparation which were in direct 

contrast to this previous work constrained our design. First, while a recording chamber is chronically 

implanted, the intracranial surface is exposed and electrodes are inserted and removed during each 

recording session. Thus, the dura mater must remain intact and is subject to toughening, in part as 
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Figure 17: Tetrode Mk II Rev F, Photograph 
An assembled and loaded tetrode carrier at approximately life-size. The tetrode 
bundle can be seen exiting the finest cannula on the left. The bundle runs 
through the nested tubes and exits at the other end of the carrier, behind the 
clamping plate. As the bundle exists, the wires are no longer twisted and fused 
as a bundle, and separate out to the four pins of the connector. The ends 
of each wire are attached both mechanically and electrically to the connector 
with conductive paint, after being chemically stripped of insulation. The nested 
cannulae on the left form the body of the carrier and are fixed by being glued to 
each other with epoxy. The telescoping cannula on the right is similarly fixed 
to the clamping plate, as is the four-pin connector, allowing the right-hand 
assembly to freely slide in and out of the body. Internal to the body, there are 
additional structures which prevent the telescoping section from completely 
coming out, or traveling in too far. 

a result of the repeated penetrations. Second, the brain of the macaque is la rger than those of either 

the rat or the cat and profoundly gyra ted in comparison. Thus cortical areas can lie centimeters 

away from the exposed surface. A mechanism is therefore required to penetrate the dura and deliver 

the delicate tetrode wires to relatively deep neural structures, while minimizing tissue insult. 

Our laboratory currently uses commercially available traditional electrodes and hydraulic 

microdrives (FHC, Brunswick, Maine) , and we have designed our tetrodes to use the same equipment 

wherever possible. Specifically, our design will mount directly into an F HC microdrive , and is 

manipulated much like a traditional electrode would be. I t could also be adapted to the Narishige 

or simila r microdrive with little additional effort, with similar ease of handling. 

Reiterating our goals in this chapter , before departing upon what will be an extensive de-
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scription of our methodology, we seek to show that we can reliably deliver the fine tetrode bundle 

to structures below the cortical surface and make neural recordings with good signal and low noise. 

'Ve will describe in detail the construction of tetrodes and carrier tubes, and then discuss the results 

of histological track verification, and typical signal to noise values for our recordings in monkey 

extrastriate visual cortex. 

4 Methods 

4.1 Introduction 

Tetrodes consist of two parts, the bundle of four wires, often referred to as t he tetrode itself, and a 

telescoping guide tube through which the t etrode bundle is advanced. Construction of the two will 

be described in the following sections, including details for the jigs used in assembly. We will first 

present construction of the special tetrode guide tubes, followed by construction of the machine to 

wind wire into tetrodes, and finally give instructions on winding and preparation of a t etrode. 

4.2 Construction of Tetrode Carrier, Mk II Rev F 

To protect the tetrode when not in use, to penetrate the dura, and to prevent buckling as the bundle 

is advanced, a stainless-steel assembly called a car-r-ier t'ube is used. This uber-guidetube, seen in 

figures 17 and 18, is constructed from readily available parts. 

Carrier tubes are difficult to build as the parts are small and lengths and positions must be 

kept accurate to ±0.2 mm. A parts list is found in Table 1. The following detailed instructions 

assume that parts cut and machined to specification have been made or acquired. Exterior surfaces 

of lengths which will be glued (see Figure 18) should be roughed with 400 grit sandpaper. All lengths 

should be thoroughly cleaned (preferably ultrasonically) and dried. 

Take a 10 mm length of 22.5° beveled 32 gauge cannula (C5) and slip the chamfered end 

into a 34 mm length of 26 gauge cannula (C4) to a depth of about 1 mm. Place a small amount 

of freshly mixed epoxy at the junction and slide into place unt il 5 mm of the finer cannula remains 

visible. Additional epoxy may be required as the two are put together; however , be sure to remove 

any excess. Call this assembly AI. Leave to dry. 

Take a 5 mm length of 26 gauge cannula (C3) and similarly glue into place 18 mm from the 

blunt end of the 54 mm length of 32 gauge cannula (C6). Bring the smaller length almost into place 

before applying the epoxy to minimize any excess which must be removed. Call this assembly A2. 

Leave to dry. 

Once A1 is dry, take a 49 mm length of 21 gauge cannula (C2) and glue into place 15 mm 

from the sharp end of Al. Call this new assembly AI'. Leave to dry. 
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Figure 18: Tetrode Carrier Mk II Rev F, Section 
The carrier tube punctures the dura directly, but is not advanced into the 
brain. The inner assembly is advanced into the carrier, forcing the tetrode 
bundle, which has been clamped to it when mounted in a microdrive, into the 
brain. All dimensions in millimeters. Hatching is glue. Heavy lines running 
through the center and curving out the right hand side are the tetrode bundle. 
The carrier is shown 1 mm from the closed position. Drawing not to scale 
(vertical dimensions exaggerated in portions). In this drawing, the tetrode has 
been rotated 180 degrees along its longitudinal axis relative to the photograph 
in Figure 17. 

item quantity descr·iption source par·t number· 
C1 1 clamping plate handmade 
C2 1 21 ga, 50 mm longa Small Parts 0-HTX-21-12" 
C3 2 26 ga , 5 mm long Small Parts O-HTX-26-12e 
C4 1 26 ga , 34 mm longa Small Parts O-HTX-25-12e 
C5 1 32 ga , 20 mm longb Small Parts O-HTX-32-12e 
C6 1 32 ga , 55 mm Ionge Small Parts O-HTX-32-12e 
C7 1 connectord DigiKey S2231-36 
C8 mise quick-setting epoxy! Devcon S-208 
C9 mise soft wax 

ClO mise cellophane cooking wrap 

Table 1: Tetrode Carrier Parts List 
a OD chamfer one end. bID chamfer one end, 22.:7' bevel cut other end. c 4:7' 
bevel cut one end. d Cut 4 pins (2x 2) out of overall length. e Cannulae part 
numbers are for uncut 12-inch lengths; Small Parts will provide lengths cut and 
machined to specification at additional cost. f Trade name 5- Minute Epoxy. 

Once AI' is dry, insert A2 into A1', beveled end outwards. T hen , take a 5 mm lengt h of 

26 gauge cannula (C3) and slide over the free end of A2 and glue to t he outer· cannula of A1' (t he 

length of 21 gauge) so that the ends a re flush . Leave to dry. 

Once the epoxy has set , the carrier t ube sh ould telescope smoothly approximately 15 mm 
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from stop to stop. The two parts should also rotate freely against each other. The remaining step 

is to g lue the free end of A2 to t he clamping plate. To prevent glue creeping into the hole during 

this process, seal it with a bit of soft wax. To align t he carrier t ube to the clamping plate, t his last 

step is best done using a microdrive as a jig. Insert the carrier into t he guide tube hole and fix in 

place by lightly tightening the microdrive set screw. Slide A2 until it extends 5 mm over the edge 

of the microdrive clamping block, rotating it so that the bevel is towards the block. Slide a bit of 

cellophane under the end of A2. Apply a small amount of glue to the 32 gauge cannula and screw 

the clamping plate down. Glue the 4-pin connector to the facing side of the clamping plate in a 

transverse orienta tion (it may be necessary to put a very small section of circuit board undernea t h 

the connector as a spacer) using quick-setting epoxy. Leave to dry. 

At removal, carefully peel off the plas tic sheet , insert a reaming wire from the penetrating 

end and work out the wax sealing the opposite end. Thoroughly clean and lubricate before use (see 

b elow). 

Note that because the glue used in construction is non-conductive, the outermost section 

of the carrier (the 21 gauge cannula of A1) may not be in electrical contact with the innermost 

(the 32 gauge cannula of Al) , and therefore may not be in contact with tissue when in use. It is 

advantageous to ground this cannula from a shielding standpoint , but it should not be used as a 

source of ground unless additional steps are taken , such as using a conductive epoxy for assembly or 

filling the recording chamber with saline during use. Our initial experience wit h conductive epoxies 

has been disappointing, and given their excessive cost , it seems prudent to use non-conductive glue 

and assume the lengths of cannulae are a ll isola ted. 

4.3 Carrier Tube Cleaning and Lubrication 

Carrier tubes are cleaned in four steps by repeated reaming with music wire first wetted with acetone, 

then dry, then wetted with isporopyl, and again dry (this is a ll done with the same length of wire) . 

They are then lubricated by reaming with wire wetted with silicone o il. This litany should be done 

before t he first u se, and every time the tetrode bundle is replaced. Oil-filling the carrier tube is 

important to increase construction y ield , reduce the chances of electrode kinking during use, and 

prevent wicking of physiological fluid up the carrier. 

4.4 Tetrode Twister 

Tetrodes arc built by winding fine wire on a motorized jig called a tetrode twister. Our twister was 

constructed out of readily-available inexpensive parts and provides sufficient flexibility for nearly any 

taste. The twister (see Figure 19) has two glass hooks , one suspended some 15 em above the other , 

arranged 011 a chemistry stand. The upper hook is clamped to the stand, and therefore adjustable 

in height but normally remains fixed ; the lower hook is attached to the output shaft of an electrical 

motor, and can be rotated about the ver t ical axis in either direction. P arts required for construction 
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item quantity descr·iption sour·ce part number-
T1 1 chemistry stand 
T2 2 clamp (one machined) 
T3 1 132 RPM reversible AC motor C&H Sales ACGM9750 
T4 1 DPDT center off 10 A switch C&H Sales SW9603 
T5 1 three-pronged power cord C&H Sales PFC8300 
T6 1 shaft couplinga C&H Sales 
T7 1 5 em x 5 em blank PC board 
T8 2 glass hooksb 
T9 2 plastic tubingc 

TlO mise wire, solder, electrical tape 

Table 2: Tetrode Twister Parts List 
a To fit output shaft of motor. b Bend from glass rod using a Bunsen burner. 
c Sized to fit glass rod; 5-l 0 em long. 

are listed in Table 2. Some machining of the lower clamp is required , and t he switch must be glued 

to the motor along with a guard. 

4.5 Twisting a Tetrode 

Twisting a tetrode is a stra ightforward but delicate operation. It must be done with clean hands . 

First, place a 5 em strip of adhesive tape on the motor from the rear, leaving the ends free. Draw a 

60 em length of tungsten wire and cut with fine surgical scissors (use an inverted glass funnel as a 

low-friction bearing for the spool of wire). Place one end of the wire against the adhesive of one end 

of the tape and press the tape against the motor shaft. Carefully wrap the wire from the lower hook 

to the upper hook, making two loops. Bring the wire just barely t aught, and wind 4 or 5 times just 

above the lower hook before fixing it to the shaft with the other end of the tape. Engage the motor 

in the forward direction for approximately 65 turns. After winding, evenly pass a heat gun (FIT 

GUN 3, Alpha Wire; set to high) over the wire at a distance of 5-10 em taking 5 seconds for each 

of two passes. Carefully cut the t etrode free from the bottom (it may help to hold the bundle just 

above the cut point with a pair of plastic-coated forceps , releasing the t ension slowly after the cut) . 

The tetrode will now appear as a single bundle of wire with a loop at one end; a properly twisted 

tetrode is dead straight. Once wound, take care not to bend or kink t he tet rode bundle; a number 

10 envelope makes a nice storage container. 

4.6 Stripping 

Electrical connections are made to the looped end of the bundle (as it comes from the twister ). 

W'ith a pair of very sharp scissors, cut the loops and trim the wires even. Place the tetrode on a 

pad of paper, and cover the final 3- 5 mm of wire at the (now cut) loop ends with chemical strip 

(Strip-X, GC Electronics) for 20-30 minutes. Gently pull the wire out of the chemical strip, discard 

the upper sheet of paper and lay the tetrode bundle back on the pad. Take one cotton swab and 
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Figure 19: Tetrode Twister 
This jig is used to twist tungsten wire into tetrodes. Wire is looped between 
the two glass hooks, held in place with adhesive tape, and then twisted when 
the motor is engaged. Forward and reverse directions are by convention only. 

use it to hold the bundle against the pad (press the cotton bud quite hard against the wire abou t 

1 em below the stripped area) ; take another cotton swab , dip it in isopropyl a lcohol a nd wipe any 

remaining chemical strip off the wire. Finally, check t he bundle under a low-power microscope to 

insure the insulation has been properly removed. 

4.7 Loading 

Loading a tetrode bundle into the carrier should b e done under low-power magnification ( 4 x to 8 x ) 

by someone with steady hands. Caffeine use is discouraged. Grasp the recording end of the bundle 

with a pa ir of plastic-coated forceps and approach the clamping plate end of the carrier. Carefully, 
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Figure 20: Tetrode Tools 
The set of hand tools used to create tetrode bundles and carriers. From the 
left, a pair of labelled sharp surgical scissors to cut tetrode wire, a pair of 
strong forceps for manipulating reaming wire and the like, a pair of blunted 
fine forceps for manipulating stripped tetrode wire, and a pair of fine forceps 
with Tygon tubing forced over the tips for manipulating insulated tetrode wire. 

and repeatedly, a ttempt insertion until t he wire has been threaded. If the wire gets kinked , trim 

t he damaged par t off before continuing further attempts. Once the bundle has been threaded , use 

the forceps to slide it into the carrier , a few millimeters at a t ime. Be careful not to bend or kink 

t he wire during t his process. Eventually, t he bundle will encounter the lower end of the innermost 

cannula, and it may prove difficult to thread. P atience! Having m-chamfered the innermost cannula 

(beveled t he inner edge) will help. Try extending the carrier to different lengths, holding the bundle 

against the clamping plate with the forceps, and using a combined sliding and rotating motion on 

the lower part of the carrier to thread the wire, watching for b ends where it exits the carrier at 

the top. It may become necessary to remove the bundle and t rim the end if it proves impossible to 

thread t hrough the last section. Once the recording t ip appears at the sharp end of t he carrier , pull 

the bundle through unt il 2- 3 em remain at the other end and proceed to the next step. Be careful 

not to bend or kink the wire. 

4 .8 Making Electrical Connection 

The stripped wire is physically and electrically a ttached to the connector with conductive paint. The 

connector should first be cleaned by d ipping the head of the carrier in isopropyl a lcohol, and then 

dried. Once dry, each wire (previously stripped) is attached to the connector by placing a drop of 

conductive paint on a connector pin, and, again under magnification, one of the four wires brought 

into the paint and held in place until the paint dries. Clean uncoated blunted for ceps should be 
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quantity description source part number· 
1 Dumont Pattern 1"' BRI 10-1400 
1 Dumont Pattern 5 BRI 10-1425 
1 Dumont Pattern 5b BRI 10-1425 
1 micro dissecting scissorsc BRI 11-2030 
1 lamp with magnifier glassd Luxo 17253BK 
1 sharp wire cuttersd Xcelite MS54 
1 heat gun Newark Elect ron ics 93Fl914 

mise conductive painte GC Electronics 22-201 
mise chemical strip/ GC Electronics 10-2602 
mise tungsten wire California Fine Wire CFW211-0005- HML 
mise acetone 
mise isopropyl a lcohol 
mise reaming wire9 

Table 3: Tetrode Tools and Supplies 
List of tools and supplies used to twist bundles, construct carriers, and to 
load bundles into carriers. 0 Blunt tips slightly with a file or grinding wheel. 
hCover tips with fine surgical tubing. cLabel TETRODE WIRE ONLY and 
separate from other tools. d Available through DigiKey. c Trade name Si lver 
Print, available through electronics distributors and retailers. f Trade name 
Strip-X, available through electronics distributors and retailers. g This should 
be music or spring wire no larger than 0. 003 inches in diameter. 

used for this , and again , patience is necessary to hold the wire as the paint dries (10- 15 seconds 

is usually sufficient to make a physical connection ; full electrical connection takes several minutes) . 

An articulated-arm incandescent lamp with conical shade makes an excellent low-temperature hood 

to speed drying. See Figure 19 for an assembled and loaded carrier. 

4.9 Tools and Supplies 

Recommended tools and supplies to construct t etrode bundles, carriers, loading and cleaning can be 

found in Table 3. Most should be available in biology and electronics stock rooms; however, sources 

for nearly all are listed at the end of the paper. 

Reserve the fine surgical scissors for cutting tetrode wire only. Do not use them for any other 

purpose, as they must be extremely sharp to cleanly cut the fine tungsten. A pair of scissors lasts 

approximately one year in our la boratory; once they become too dull for t his task, they remain quite 

useful and can be employed elsewhere. 

4.10 Recording 

Our experimental setup is reviewed in intimate detail in subsequent chapters, but will be summa­

rized here. A hydraulic rnicrodrive (Fred Haer Corp, Brunswick, Maine) is used to position the 

tetrodes. Tetrode signals are amplified by a custom four-channel headstage amplifier (A = 100) 

feeding a custom four-channel variable-gain preamplifier (A = 1 to 5000, nominally set to 200) . The 
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preamplifier feeds anti-alias filters (fc = 10 kHz, Tucker-Davis Technologies, Cainsville, Florida) 

and four-channel instrumentation-grade A/D Us = 20 kHz, also TDT). Data are streamed to disk, 

eventua lly written to CD-ROM, a nd analyzed using in-house lVIATLAB code. Recorded streams are 

parsed into spike trains using spike sorting algorithms which have been described elsewhere (69, 68, 

67], and arc presented in a subsequent chapter. 

4.11 Track Recovery 

Evidence from informal testing with a n artificial brain substitute (household gelatin, mixed to double 

strength) suggested that tetrodes , if adequately supported above the brain, would penetrate without 

deviation once in tissue without additional support. Vve th erefore made two groups of penetrations 

in brain marked with electrolytic lesions, in two animals, separated by a number of years, to verify 

this. Lesions were made with tetrodes prior to sacrifice and perfusion with formaldehyde. In t he first 

preparation, five penetrations were made with nichrome t etrodes, and two control penetrations wit h 

traditional tungsten electrodes. Lesions were made with spacings of 2 mm, 1 mm, and 0.5 mm, with 

most penetrations having two or four lesions at the largest spacings, and two penetrations having 

over 10 lesions at the finest spacing. Lesions were made at 8 ~-tA for 10 seconds, passing current 

into t he electrode and recovering at a previously implanted distant skull screw. Lesions were made 

within 1 week of sacrifice. 

In the second preparation , seven penetrations were made with tungsten tetrodes: two pene­

trations had punctate lesions every 2 mm; t hree had lesions every 0.5 mm; two had constant lesioning 

current applied as electrodes were smoothly withdrawn from the deepest point. For punctate le­

sions, 8 ~-tA of current was passed for 5 seconds; for continuous lesions, current was passed at 4 ~-tA 

while withdrawing at approxima tely 1 mm/min. All penetrations were made to 10 mm of tetrode 

extension, starting at or just below the cortical surface, with lesions spanning the entire penetration. 

Lesions were made within 4 days of sacrifice. 

5 Results 

An example tetrode recording is shown in Figure 21. This recording is of particular interest because 

it shows one unit, a , detected on channel 3, a second unit , b, on channel 2, while both appear 

on channel 1 at approximately equal amplitude. Two additional units, c and d, were detected in 

this recording. Notice how similar three of the four waveforms are on channel 1, making it very 

difficult t o disambiguate between t hem given only the information from that trace. For pedagogical 

reasons, this example was chosen because of the unusually large separation between channels; more 

commonly, the distinction between channels is not as extreme as here; however , the signal to noise 

ratio seen in this segment is not uncommon among our tetrode recordings. 

As we continuously capture the electrode voltage, rather than the t raditional approach of 
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Figure 21: Example Tetrode Recording 
On the left is a short stretch of the four channels of data . Heavier sections 
represent detected events. Letters signify events from four presumably different 
units. On the right are the averages of all events from each of the identified 
cells; although not precisely used as such in our spike sorter. these can be 
considered model spike shapes or templates. Signals have been digitally high­
pass filtered at 300 Hz. Horizonta l scale is time. and vertical scale is arbitrary 
scaled volts. 
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recording only snippets around each superthreshold event, we have t he a bility to examine the non­

spiking p or t ion of the neural signal, the local field , as well as spiking events . The local field has 

proved a rich source of information , as, being a continuous signal, it can be analyzed even when the 

cells in an area do not fire t o an experimental task, or the stimulus is beyond t he recept ive field. 

This is examined , in part, in a fort hcoming paper [48). 

5.1 Tetrode Signal Spectra 

A suite of recordings were selected among those made in two animals (C and L) for good isolation 

and relevan ce to a behavioral task not described in this chapter. To broadly characterize the signal, 

we computed the spectrum of each recording, typically 10- 15 minutes in dura tion , and formed their 

means and standard devia tions a t each frequency. The results for t his computation are found in 

Figure 22. The mean sp ectra from t he two animals ma tch well , both showing a broad 1/ f structure 

with deviations 5- 30Hz and 200- 6000 Hz. In the previous chapter , we examined the upper deviation 

and showed it t o be related to spiking activity. The lower deviation has two potent ia l sources, local 

field, and mecha nical ar t ifact. 

Differences in the spectral power between t etrode channels should be rela ted to differences 

in impedance and differences in signal strength. In example spectra from the previous chapter , 

spectral changes in the band 300- 6000 Hz were informally attr ibuted to changes in spike amplitude. 

To furt her examine this, we computed t he variance in power across channels for each recording, and 
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Fig ure 22: Mean Tetrode Spectra 
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The mean spectra {heavy lines) from two animals (solid, Monkey C, n = 43; 
broken, Monkey L, n = 40} with standard deviations {fine lines). The large 
variation at low frequencies {below 10 Hz) for Monkey C is due to a change in 
the characteristics of our recording apparatus when updating from prototype 
amplifiers to a second generation design, and does not accurately reflect a 
change in signal. 

then averaged the variances. We would expect the spect ral variance to be highest for signals wit h 

the most local source. Results for Monkeys C and L are shown in Figure 23. The variances are 

highest for a Gaussian-like peak centered a t a bout 1000 Hz, and not quite completed a t the upper 

end by the recording cutoff. Variance also increases at the lowest frequencies, but, importantly, is 

low for the frequency band 10- 100 Hz where we expect to find local field effects. 

5.2 Signal to Noise 

The exact definition of signa l to noise is difficult for signals t hat are akin to delta functions. vVe will 

therefore report two ratios for signals that have been high-pass filtered a t 300 Hz. In both cases, 

the mean event will be computed for a ll events that cross a 4 x RMS value, where the RMS value is 

computed for the entire recording, a nd events are taken to be 3 ms long, 1 ms before t he crossing, 

and 2 ms after the crossing. The first ratio will be the ratio of the RMS of the mean event to the 

RIV!S of the recording, and the second will be the peak value of the mean event to the RMS of the 

recording. In both cases, each computed d ata point will be the mean across t he four channels for a 

given recording. The results a re shown in Figure 24. 
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Figure 23: Spectral Power Variance 
The mean inter-channel variances from the two sets of recordings. For each 
recording, the variance in spectral power across channels was computed, and 
then the sets combined to form the mean. The recordings made for Monkey C 
(n = 43} contain a change of equipment which affected the lowest frequencies; 
the average variance before the change in equipment (n = 35} is shown as a 
dashed line. All of the recordings for Monkey L (n = 40} were made before 
the change. 

The mean RMS-to-RMS value is 1.78 ± 0.46 and the mean peak-to-RMS value is 5.75 ± 1.56. 

Both figures will be biased upwards by the 4 x RMS detection threshold. The first value indicates 

th at there is almost twice as much power in a spike, over a 3 ms period, as compared to the mean 

recording. The second value indicates that the mean maximum value attained for each spike is almost 

six standard deviations out from the noise process; combine that with the expected continuity of 

spike waveforms, and we conclude that spikes are clearly ident ifiable and form a process separable 

from the background noise. 

5.3 Penetration Straightness and Tissue Insult 

We have histologically identified all marked penetrations and have determined t hat the tetrode 

bundles ran straight and the tracks are not unusual. The deepest tetrode penetration, some 12 mm, 

included 11 lesions which lie in a straight line, even at the maximum extension, as can be seen in 

Figure 25. Informal examination of tracks from control penetrat ions made with t raditional electrodes 

and those from the tetrodes shows little difference between t he two. That is, the tetrode bundles 

caused no additional t issue insult. 
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Figure 24: Distribution of Signal-to-Noise Values 
Two histogram distributions of the RMS of the mean event normalized by 
the RMS of the entire recording (solid), and the peak of the mean event 
normalized by the same quantity (dashed), computed for each recording. Sets 
of distributions across animals were not significantly different (2-tailed t-test, 
p < 0.01), and were therefore pooled for this figure. 

An example reconstruction can be seen in Figure 25 showing the straightness of penetrations. 

This false-color image is an overlaid montage of 11 sections, subjectively aligned to background 

features rather than the lesions. Nissl stained sections were produced with standard techniques by 

Dr. Ken Grieve, then photographically scanned, and digitally manipulated in color a nd position , 

to generate the figure, by the author. Notice that in this penetration, the tetrode has apparent ly 

passed through a small area of vascula ture near the second lesion from the top without deviating 

from a straight pa th. 

6 Discussion 

During development of this technique, we t ried various alternatives for establishing electrical contact 

from the wires in a bundle to the individual connector pins on the carrier. Some researchers recom­

mend using a low-temperature alcohol or butane flame to flash the insulation off the tips of the wires. 

We found this left the wires brittle, and thus prone to breaking, while inspection under a light mi­

croscope revealed not nice clean metal , but a wire encrusted with black flaky material. Alternately, 

other researchers recommend careful scraping of the insulation to clear it away. We found t his to be 

difficult and yielded mixed results for insulation removal, while nearly a lways curling the ends of the 
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Figure 25: Series of Lesions 
11 lesions left along a tetrode penetration. Black ticks are 500 11m apart. 

wires, making them frustrating to handle. Our first a lternative \vas to do nothing: connections were 

made by directly immersing the tetrode wire in conductive paint without any effort to remove the 

insulation. This, remarkably, worked. While our initia l report [54] suggested that the vehicle used 

in the paint dissolved the insulation, we now feel that this is unlikely, and ins tead that contact was 

being made solely through the exposed end of the wire. Our second developmental stage was to use 

the chemical stripping agent as described above which, while slower, leaves a length of clean fresh 
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exposed wire. After the transition to this technique, the measured tip impedances dropped, and the 

signal improved, presumably because of the elimination of the high-resistance contact. Given suffi­

cient time stripping time, this technique has proved entirely reliable, and failures clue to improper 

electrical contact are, at most, rare. 

7 Summary 

We have described the design and construction of a tetrocle design appropriate for use in the chronic 

monkey preparation. Experiments were performed to verify the mechanical and electrica l perfor­

mance of the tetrocles which showed them to be functional and adequate for simultaneously det ecting 

multiple neighboring cells in monkey cortex. 

And I follow the tracks that lead me down 

- SARA MCLACHLAN (Black, Solace, 1991) 
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Chapter Four: Chronic Chamber Microdrive 

1 Introduction 

The Chronic Chamber :tviicrodri ve ( CCl\.fD) was designed to allow pseudo-chronic placement of elec­

trodes, specifically tetrodes, within a standard cranially-mounted recording chamber. An application 

has been made to the United States Patent Office [57] to protect the design of the CCMD, as described 

in this chapter. 

2 Background 

Extracellular electrode insert ion has traditionally followed one of two paths, the first using chronic 

electrodes, which are surgically implanted, the second using acute6 electrodes, temporarily inserted 

on a daily basis. 

Historically, chronic electrodes are not subsequently repositionable: if t hey are movable at 

all, it is only in depth. That is , the x andy positions (along a surface tangent to the brain) are fixed 

during surgery, and the z position (into the brain) is potentially adjustable. In this configuration 

experimenters can record from a small group of neurons for a long time. However , since chronic 

electrode insertion is traditionally a surgical procedure, only this one collection, or a small set of 

such collections, is accessible in a single animal due to the trauma of surgery. 

For acute electrodes, a craniotomy is opened surgically, but is t hen covered by an implanted 

resealable cylinder, called the recording chamber. Each day, the sealing plug on this chamber is 

removed and one or more electrodes are inserted in a fresh location. The electrode position is set 

using an external device called a microdrive (see Figure 26) that mounts to the recording chamber, 

and adjustable in a ll three dimensions, but is typically first fixed in x and y , and then scanned in 

z. At the end of the recording session, electrodes are removed and the chamber re-sealed. In this 

scheme, the experimenter has access to an larger total number of cells, but can record from a given 

group of cells for a period measured in hours at most. 

Vve have developed an intermediate solution which allows the insert ion of elect rodes for a 

period of many days, but then their retraction and reinsertion in a new location without surgical 

intervention. The approach depends on a miniaturized microdrive, the CCM D, which can be inserted 

into the cylindrical recording chamber while maintaining chamber seal (see the figures below). The 

6 The common terminology here is regrettably poor, as acute is often taken to imply a terminal procedure . For the 
balance of th is chapter, we take chronic to mean long-term, that is, spanning an indefinite period of time w hich m ay 
reach weeks or months, and acute to mean temporary, that is , spanning a limited period of t ime which may reach a 
few ho urs. Chronic also implies multiple recording sessions, whereas acute im plies at most one recording session . 
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Figure 26: Microdrive, Chamber and Plug 
A commercial hydraulic microdrive mounted on a rotational x-y positioner, 
compatible stainless-steel recording chamber and acrylic plug. See technical 
report CNS TR-00-02 {50} for a description of the recording chamber and plug. 
The same chamber appears in later photographs in this chapter. 

device holds four electrodes, each ind ividually positionable in depth by a lead screw. The four 

electrodes a re inserted in a group with approximately 200 J.-Lm spacing; the exact configuration is 

not limited by design , but must be chosen for a given microdrive. Using an x-y positioning system 

comprising two non-concentric cylinders this group of electrodes can be inserted anywhere in the 

chamber and each one individually advanced in z. After a period of recording, which can span 

multiple recording sessions, the electrodes can be retracted , a new x-y location selected, and the 

electrodes re-inser ted to depth at a new location, a ll without surgery. Further, since this microdrive 

fi ts within a standard recording chamber , init ia l exploration can be done with a standard electrode 

and microdrive and the chronic electrodes inserted only after the target area has been identified , 

thus improving the yield of t he chronic recording. 

2.1 More Detail 

The CC MD is a plug which replaces the standard , inert, chamber plug, subsuming the normal seal­

ing role it provides, while adding the funct ions of a microdrive of positioning cont rol and electrica l 

contacts . The combina tion allows, therefore, for chronic recording in a standard cha mber. Seals are 

provided everywhere by Viton o-rings which show good flexibility, biocompat ibility, a nd impervious-
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ness to standard solvents. 

Positional control in the :c-y plane is via a dual-non-concent ric mechanism. The first degree 

of freedom is the rotational placement of the CCMD within the chamber, fixed by three externally set 

screws. The second degree of freedom is the rotational placement of the electrode cylinder within 

the CCiVID , where the two axes of rotation are not colinear , fixed by two vertical clamping screws. 

This is similar to one of the standard mechanisms used by microdrive manufacturers . Positional 

control in the z direction is via lead screws, both coarse to adjust the overall vertical position within 

the chamber, and fine to adjust the vertical position of the electrodes relative to the microdrive. 

Each of the four electrodes, nominally tetrodes, can be individually posit ioned in the z direction by 

independent fine lead screws. 

External electrical contact is made through a normal , if somewhat small scale, multi-contact 

connector, of a type often found in laptop computers, portable telephones, and similar miniatur­

ized electronics. Fine wire electrodes make mechanical and electrical contact with the pins of the 

connector through conductive paint. 

In normal operation, the x-y coordinates a re selected and t he rotational equivalents deter­

mined and set . The CCMD is placed in the chamber and fixed to the appropriate position. Then, 

the gross vertical control is used to advance the inner parts of the CCMD so that the guide tubes 

will penetrate the dura. Subsequent to this , the fine vertical controls (the electrode lead screws) are 

used to advance the electrodes so that they will pass out of the guide tubes and into neural tissue 

to the desired z coordinate. 

The CCMD also has two vertical passages, sealed by set screws, which may be used to flush 

any void between the bottom of the device and the upper surface of the dura with appropriate liquid , 

or to apply antibiotics or other treatments. This is especially important for chronic use to combat 

infection. 

2.2 Limitations 

The standard chamber has a 19 mm external diameter and 17 mm internal diameter. This is 

determined by the manufacturer's design (e.g. , FHC, Narishige) , but is not inherently limiting to 

our design, except that it constrains the maximum number of individual z positioners. The current 

design carries four z positioners. This is not an inherent limitation, except against the physical 

constraints presented by the manufacturer's ch amber. 

The extent of z positioning is limited by the acceptable height of the device; an arbitrary 

limit of 5 mm coarse and 15 mm fine was selected. 

The extent of x-y positioning within the chamber is unlimited for the reachable range; that 

is, there is no limit to the resolution for the sufficiently patient experimenter. The reachable portion 

the the chamber is limited by the need for a dual-concentric design and the chamber o-ring seals. 

Advances in sealing technology (eg, using a rubberized coating on the sealing surfaces rather t han 
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an o-ring) could increase the overall reachable areas. Currently, a ring around the perimeter of the 

chamber approximately 2 mm in thickness is not reachable; conceivably, this could be shrunk to 

1 mm with more advanced materials. 

3 Goals 

The design problems and goals for this device were as follows. It was first and foremost to be 

small enough to fit wholly within the standard recording chamber, or very nearly so, with minimal 

protrusion from the top. The weight, accordingly, was to be limited so as to be reasonable for 

chronic implantation, while no unusual equipment, such as the balance bars of Legendy, Salcman 

and Brennan [34], would be tolerable. It was to carry multiple electrodes, with a lower acceptable 

limit of two, where each electrode was individually positionable to the greatest extent possible. It 

was also to provide a means for allowing sufficient access to the chamber for periodic cleaning and 

application of antibiotics or other treatment. It was to have easy and reliable connections to the 

electrodes which would not disturb the electrode positions. And finally, it was to be readily protected 

when not in use to prevent animal sabotage. All of these goals have been met. 

4 Solutions 

This section will describe the solutions taken to approach the design goals and problems. 

The major problem was to allow x-y positioning within the confines of the chamber and 

without h aving undue mechanism protruding vertically from the chamber. Although a true x-y stage 

would be preferable, it was felt the best achievable approach would be to use a dual non-concentric 

mechanism where one axis of rotation would be the position of the CCMD wit hin the chamber , an 

the second would be a cylinder within the CCMD, offset from the primary axis. This limits the total 

available area because of the need for mechanically structural walls and sealing members, but the 

design manages to make a ll but an outer annulus of 2 mm available. This is depicted in Figure 27. 

Secondary to that was a means to fit multiple independent vertical controls within the cham­

ber. A minimum of two controls was deemed necessary, with four or more being ideal; each control 

was to positions one electrode. The design manages to squeeze four vertical controls into the inner 

chamber by using miniature threaded rod and riders. The machining required is not insubstantial. 

5 Applications 

Normal acute use is possible with the CCMD, as it can be used in the place of a normal micro­

drive . The x-y position would be selected, the appropriate transformation to rotational coordinates 

performed, the device adjusted to reflect those positions, and then placed in the chamber and the 



Figure 27: CCMD Reachable Area 
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Reachable Area 

//Outer Cylinder 

//Inner Cylinder 

Guide Tube Position 

The area reachable in the x-y plane using the dual non-concentric positioning 
mechanism is shown in grey. The outer annulus of the chamber is not reachable 
using this method because of the need for a sealing member. 

electrodes advanced. As the electrode positions are advanced by a hand-turned lead screw, advance­

ment must be slow and sufficient time must be given to allow for tissue settling in the light of stiction 

problems nominally encountered with smooth electrode motion. 

Alternately, a traditional hydraulic microdrive can be used to determine a good set of x-y-z 

coordinates, and those targeted with the CCMD. This is the normal pattern of use we expect for the 

device. This method carries the advantages of quick positioning and searching with a traditional 

microdrive, with t he advantages of chronic recording. In practice, the experimenter might take some 

days or weeks to locate an ideal a rea for more detailed analysis, and then insert the CC!VID , advancing 

the tetrodes to scan the selected area slowly, with confidence that the electrodes have not moved 

appreciably from one day to the next. 

And, finally, non-invasive methods for localizing t he area of interest, such as MRI or ultra­

sound [20] can be used to guide CCMD placement. 

6 Equations 

Adjustment of the dual non-concentric CCMD mechanism to target a Cartesian point within the 

chamber requires appropriate expressions for conversion between the two coordinate systems. These 

are given below, in analytic form for CCMD designs which might vary slightly in size from the one 

described, and numeric form for t he presented design. 

The forward conversion from angular positions of the CC MD to Cartesian equivalents for the 

guide tube hole achieved as a straightforward series of translations and rotations. Referring to 

Figure 28, we define terms: radius 1·1 is the distance from the outer cylinder center to the inner 

cylinder center; radius r·2 , the distance from the inner cylinder center to the guide tube hole; angles 

o:1 and o:2 , the angular positions of the two cylinders ; Cartesian coordinates x and y, the guide 

tube hole position. To transform from angular to Cartesian values, we st art at the origin, t ranslate 
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Figure 28: CCM D Rotations 
The angles and distances to convert between rotational and Cartesian equiv­
alents. The larger circle represents the outer cylinder, the smaller circle the 
inner cylinder, and the dot the guide tube hold. This diagram is not to scale. 
and is misleading for the presented design in that the placement of the guide 
tube hole does not reach the center of the outer cylinder. Nevertheless, it is a 
useful representation for the general case of dual non-concentric mechanisms. 

to (r2 , 0) , and rotat e about the origin by o:2 , corresponding to the guide tube hole's displacement 

in the inner cylinder , and t he inner cylinder 's rotational position. Then we translate t o (r1 , 0) , 

and rotate about the origin by o:1 , corresponding to the displacement of the inner cylinder in the 

outer cylinder , and the outer cylinder's rotational position. The resulting Cartesian coordinates are 

computed as 

(2) 

(3) 

The inverse problem of transforming from Cartesian to angular coordinates is ill-posed, as 

there can be zero, one, two, or a n infinite number of solutions. Zero solutions occur when the point 

(:r,y) is not reachable with the mechanism; one solution when 0:2 = 0 for any r·1 and r2 , or 0:2 = 1r 

and r 1 f= r 2 ; two solutions when 0:2 fl {0, 1r } ; a nd infinite solut ions when 0:2 = 1r and r-1 = r 2. For 

conditions with at least one solution, given r 1 , r 2 , x, andy, we calculate o:1 and 0:2 as 

o:1 = ar ctan !!.. + k arccos 0 1 2 

( 

1 ) ( 7.2 + 7'2 - T2 ) 

x 2rorl 
(4) 
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a 2 = 1r + k arccos 1 2 0 
, 

(

7.2 + 7'2 - 7'2 ) 

27']7'2 
(5) 

where To = J .T2 + y2 and k = ±1. The two values of k generate the possibly two solutions 

corresponding to configuration s of t he To , r·1 , r·2 t riangle as par t ially drawn in Figure 28, and as 

fli pped about a line from t he origin to (x , y ). 

In the current design of t he CC!v1D, 1·1 = 0.110 inches (2.79 mm), and r 2 = r·1 (when r 1 ::; r 2 , 

the reachable a rea includes the center of the chamber) . Wit h t hese values, t he equa t ions above 

simplify slightly to 

a 1 =arctan ( ~) + k arccos ( 0.179 x J :c2 + y2
) 

a 2 = 1r + k arccos(! - 0.0640 x (x2 + y 2
)), 

where :r and y are now specified in millimeters . 

7 Sample Recording 

(6) 

(7) 

Init ial in vivo testing of t he CC!v!D was done in the first months of 2000. Test ing included verify ing 

t hat when loaded with tetrodes, there were no problems with kinking as elect rodes were advanced int o 

clear faux brain (household gela tin) before inst alla tion in an animal preparation. When implanted , 

coordinates were selected according to previously ma de tetrode recordings in the same animal, 

guiding the CCMD location to visually-responsive areas. F igure 29 holds a. sample CCMD recording 

from this location , showing a ll six teen channels from the four loaded tetrodes. 

8 Discussion 

The CCM D is neither the only nor t he first chronic microdrive. We should, therefore , compare it to 

to other simila r systems, of which there a re currently six distinct types in common use. 

T he hyperdrive fi rst mention by Wilson, McNaughton a nd St engel [74], wit h it s various 

derivations, is commonly in use t o chronically position mult iple t et rodes in t he mouse r at , and cat 

preparations. Impla ntation is a surgica l procedure and while not moveable in the x-y plane, each 

electrode is individually adjustable in the z direction . 

T he Frederic Haer Corpora tion makes a multiple microdrive intended for acute use. It consists 

of a collection of eight of t heir st andard microdrives, modified so t hat they fi t closely t ogether and 

so th at t he electrodes can a ll be inserted into t he same area . W hile neither intended for chronic use , 

nor readily adapted to it , it uses the same kind of dual non-con cent ric mech anism for x-y posit ioning, 

and has independent ly cont rollable electrodes. 

Another popular acute m ult i-electrode drive is made by Thomas Recording , based on Reit­

boek 's work [62]. While even the smallest versions of t his mechanism a re large enough to preclude 
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Figure 29: CCM D Sample Recording 
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Tetrodes 1 and 3 show evidence of spiking and local field activity, indicating 
they were in gray matter, while Tetrodes 2 and 4 were more likely in white 
matter. 

it's use in the chronic preparation, the drive is stable and easy to use. The electrodes a re metal 

(typically tungsten) wires insulated with quartz that are drawn in a specia l puller to a thin taper, 

and are available in monocle (1 conductor), tetrode (4), or heptode (7) configuration. The literature 

contains effusive praise [44] for the qualities of the electrodes , but as yet, a chronic version of the 

microdrive has not been produced. 

Chris de Ch arms ' work [14] might be the closest to su ch a device. His chronic design uses 

ultrafine iridium electrodes running in a 350 J.tm center-to-center grid . Each electrode is individually 

positionable in the z direction , but moving an electrode from one .1:-y position to another requires 

deplantation and reimplantation. This disadvantage is circumvented by populating the entire grid 
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with electrodes in typical use. It would be difficult to adapt this drive to tetrode use unless the 

quartz fiber electrodes from Thomas recordings were used. 

Recent work by Nichols and colleagues [45] described a lead screw based microdrive suitable 

for use with a Crist grid, and small enough such that three can be simultaneously u sed in a standard 

recording chamber. The capabilities of this mechanism are closest to those of the CCMD, while the 

design is quite different. The screwdrives are fixed to the grid in arbitrary grid position, and the grid 

may be rotated within the recording chamber. Thus x-y positioning is possible after the electrodes 

have been retracted, although with a little more difficulty than with the CCMD. Each electrode 

is individually positionable, and the system can be made to seal the chamber as well. It has the 

advantage of light weight over the CCMD, while suffering from slightly higher mechanical flexibility. 

Michale Fee, with his colleagues, has designed a very small lea d screw-based microdrive [71] 

for the rat , and now finch preparations. This remarka ble bit of engineering is quite small . The rat 

version uses vacuum to pull taut the dura and allow the electrodes to penetrate without guide tubes. 

The x-y position is fixed at construction, but during implantation can be rot ationally positioned 

providing one degree of freedom. Both versions have 3 mm of independent electrode travel although 

in principle this could be extended. 

9 Conclusions 

We have presented the CCMD, a device designed to support a methodological hybrid between tradi­

tional chronic surgically implanted electrodes and traditional acutely implanted ones. The device is 

small enough to fit almost wholly within a standard recording chamber, and controls, in the present 

design , a ganged x-y positioning of four electrodes, and independent z positioning of each. 

10 Drawings 

The following pages contain either fold-out or photoreduced mechanical drawings of the design, 

depending on the publication version. These were used to write the patent application and to create 

the first copies of the CCMD. Please bear in mind that the electrodes, guide tubes , and electrical 

connectors are not depicted in these figures. 
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Figure 30: CCMD Assembly 
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Various views during assembly of the headstage. A , the set of parts for a 
CCMD, disassembled as if just loaded with new electrodes. Clockwise from 
upper left are the cap, a recording chamber, the inner cylinder, the outer cylin­
der, and the upper and lower plates (with electrical connectors). B , the inner 
cylinder with fine lead screws, riders, and guide tube (but without electrodes). 
C, the inner cylinder being placed into the outer cylinder, with the top towards 
the viewer. D, the the inner and outer cylinder with upper and lower plates in 
place. E, the CCMD placed in a chamber, viewed from the bottom. F. the 
CCMD placed in a chamber, viewed from the top. 
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Figure 31: Protective Cap 
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This cap is placed over the CCMD when it is not in use to protect it from accidental damage or 
interference. 
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Figure 32: Upper Plate 
This plate, along with the lower plate (see Figure 33} forms a well to capture the coarse lead screw. 



58 

1 • ··········· ········· ·· ·········· ~; ....... .. ............ ........• .. j .. .; 
,,, 

i·- ·································· '" ········································ · · 

w ,_ 
<t (X) 

!t ...J 0' a. I 
0 >-M 

~ a. w W<=> :;., V>::O: 
D I u 
....Jct......-u 

Figure 33: Lower Plate 
This lower plate allows the CCMD to be fixed to the chamber. The upper plate is affixed via six screws 
to the top of this plate, after the coarse lead screw has been placed in the well reserved for it. The outer 
cylinder rides through the D-shaped hole. 
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Figure 34: Outer Cylinder 
The outer cylinder is advanced via the coarse lead screw, and holds the inner cylinder. There are two 
holes, threaded at the top, which pass through the outer cylinder to allow access for fluid and antibiotics 
to the dural surface. 
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Figure 35: Inner Cylinder 
The inner cylinder holds the guide tube in the small offset hole at the base, the four fine lead screws, 
and the four lead screw riders. The riders run along the four vertical channels which prevent them from 
rotating, and enforce vertical travel for rotation of the lead screws. 



r:; 
!7,. 
t : i 

..,:; 

" ··~~------ ~ w . ···--· - · · ··-

$ 
~~ ·-··················· ··;;] ·····················--~~ 

II II 

Figure 36: Inner Cylinder Cap 
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The inner cylinder cap mounts on the inner cylinder, forming a thrust bearing which captures the four 
fine lead screws. The large offset hole is for electrodes to exit the inner cylinder, on their way to the 
electrical connector. 



Figure 37: Fine Lead Screw 
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The fine lead screw is a lmm diameter threaded rod, shaped at the top to allow rotation with a tool. 
Four such lead screws fit into the inner cylinder, each having a separate rider. 
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Figure 38: Lead Screw Collar 
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The collars are glued to the lead screws using a thread-locking compound such as made by Locktite, and 
form the second halves of thrust bearings against the inner cylinder cap, vertically locating the fine lead 
screws. 
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Figure 39: Lead Screw Rider 1 
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Both lead screw riders are designed to be used in two pos1t10ns, one placed upside down relative to the 
other on the lead screw The outer two lead screws being this larger design. The fine hole is used to 
hold an electrode, affixed with a drop of removable glue. 
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Figure 40: Lead Screw Rider 2 
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The inner lead screw rider design. This one is, in both postttOns, used for the two inner riders. The 
two designs, rider 1 and 2 are made to have sufficient clearance to allow independent unimpeded motion 
along the entire lead screw. 
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Figure 41: Lead Screw Tool 
A tool to advance the lead screw in controlled fashion. Each rotation of the lead screw corresponds to 
250J-Lm of vertical motion. 
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Figure 43: CCMD Overall Assembly 
A wireframe diagram of the entire CCMD assembly, seen from two views. 

"' w 
I 
u 
~ 



~
.
.
,
 

~
 

c)
q"

 
-
. 

c 
(b 

(D 

~"
"'

 
(l

j 
"
"
' 

3 
.. 

Il
l 

("
) 

~
2
 

O
q a; 

0 
3 

0 <
 

0 
il
l 

.....
, 

.....
 

..
..

. 
~
 

;:
,-

-
Il

l 
)>

 
(1

) 
V

l 
::J

 
V

l 
...

.. 
il
l 

:::;
· 

3 
(1

) 
0

" 

n
-<

 
2 c:J

 
()

) ~ 3 c- S2
" 
~
 

0 3 ()
) ::J
 

0 .....
 

::::r
­

(1
) .... ~ " ;:n· ~ 

,
~
 
... 

. .. 
'"

· 

/
'"
'~

-.,
,
 ; 

',
, /

/
 

T
IT

LE
 

R
E

V
IS

IO
N

 
D

AT
E 

D
R

A
IJ

!N
G

 

O
V

E
R

A
LL

 
A

S
S

'Y
 

(T
IJ

R
"!R

l;[
]jl

0 
A

 
Q

U
A

N
TI

TY
 

4-
S

E
P

T
 -9

8
 

M
A

TE
R

IA
L 

CC
M

D 
14

 
F

IN
IS

H
 

U
N

IT
S

 
LI

N
 

TD
L 

AN
G

 T
O

L 

IN
C

H
E

S
 

D
E

S
IG

N
E

R
 

PH
O

N
E 

JO
H

N
 

P
E

ZA
R

IS
 

C
A

LT
E

C
H

 
x8

3
3

7
 

C
O

PY
R

IG
H

T 
19

9
8

 
P

A
TE

N
T 

PE
N

D
IN

G
 

0
)
 

(.
0

 



l!
)"

'T
1

 
rt

l 
-
·
 

..
,o

q
 

Q
j• 
~
 

-
r
o

 
~ 

""
' 

("
) 

(J
1

 
....,

. 
.. 

a· 
n 

~ 
n 

0 
s:

: 
::;

o 
::

:t
-V

>
 

rt
l 

([)
 

<l.
> 

n 
t::: 

~.
 

rt
l 

0 
:3 

~ 
t
:
:
r
-
~
 

ti
i-

o
 

C
l..

.O
 "' 

(
)
 
;:;

: 
(
)
 
-·

 
s:

:~
 

t:J
_:

S 
s· ....,

. 
:::r

­
rt

l 
1:

J ~ ;:;
: 

~
· "" 9, (ti
 

....
. g. ::J
 

l!
) 

rt
l 

("
) g. ::J
 "' <lJ (ti
 

<l
J ....,
. 9 ::3 0 s· g_ s·
 

("
) (ti
 :3 rt
l 

::J
 ~
 

0.
00

0 
0.

02
0 

0.
10

0 
0.

12
0 

0.
20

0 
0.

22
0 

0.
04

0 
0.

06
0 

0.
14

0 
0.

16
0 

0.
24

0 
0.

26
0 

T
IT

L
E

 
S

E
C

TI
O

N
S

 
<P

O
S 

Y
) 

P
A

R
T

 
N

O
 

U
N

IT
S

 
IN

C
H

E
S

 
R

E
V

IS
IO

N
 

A
 

Q
U

A
N

T
IT

Y
 

L
IN

 
T

O
L 

D
A

TE
 

4-
S

E
P

T
-9

8
 

M
A

T
E

R
IA

L 
AN

G
 

T
D

L 
D

R
A

IJ
IN

G
 

C
C

M
D

 
15

 
F

IN
IS

H
 

0.
08

0 

0.
18

0 

0.
28

0 

D
E

S
IG

N
E

R
 

JO
H

N
 

P
E

Z
A

R
IS

 
P

H
O

N
E

 
C

A
LT

E
C

H
 

x
8

3
3

7
 

C
O

P
Y

R
IG

H
T 

19
9

8 
P

A
T

E
N

T
 

PE
N

D
IN

G
 

--
1 

0 



C> 
CD 
C> 
ci 

C> 

"' C> 
ci 

C> ... 
C> 
ci 

0 
ru 
0 
ci 

0 
0 
0 
ci 

0 s 
ci 

Figure 46: CCMD Sections (Positive X) 

71 

0 
CD 
ru 
ci 

0 

"' ru 
ci 

0 ... 
ru 
ci 

0 
ru 
ru 
ci 

0 
0 
ru 
ci 

"" w 
:I: 
u = 

" X 

Serial sections of the assembled CCMD in the positive x direction. Sections are at 0.020 inch increments. 



(J
)::

T!
 

(
J
)
(
)
Q

 
~

. 
c 

CI
J 

...
. 

-
r
o

 
"
' 

.j:
>

 
~ 

-.,
.J

 
...

...
 

a· 
n 

::
:.

 
("

) 

~ 
s 

;::
:'C

J 
::

.-
V

I 
(J

) 
(0

 
CI

J 
()

 

~ 
6· 

(J
) 

::J
 

3 
"' 

o
-_

 
ii
lz

 
C

l..
ro

 
(
)
~
 

()
 !

:!"
. 

S
:;

§ 
tJ

X
 

:;·
.._

. 
::;.

 
lb

 
:::. (J

) ~
 .... ~
· 

H
 

Cl
.. ~- (
)
 .... a· :::. ~
 

(
)
 g. :::. "' CIJ (ti
 

CI
J .... ~
 ~ s·
 

~
 s· (

)
 

(ti
 3 (J
) :::. ~
 

0.
00

0 
-0

.0
20

 

-0
.1

00
 

-
0.

12
0 

-0
.2

00
 

-0
.2

20
 

-0
.0

40
 

-0
.0

60
 

-0
.1

40
 

-0
.1

60
 

-0
.2

40
 

-0
.2

60
 

T
IT

LE
 

SE
C

TI
O

N
S 

<N
EG

 
X>

 
PA

R
T 

NO
 

U
N

IT
S

 
IN

C
H

ES
 

R
E

V
IS

IO
N

 
A

 
Q

U
AN

TI
TY

 
LI

N
 

TD
L 

D
AT

E 
4

-S
E

P
T

-9
8

 
M

A
TE

R
IA

L 
AN

G
 

TO
L 

D
R

AI
JI

N
G

 
CC

M
D 

17
 

FI
N

IS
H

 

-0
.0

80
 

-0
.1

80
 

-0
.2

80
 

D
ES

IG
N

ER
 

JO
H

N
 

PE
ZA

R
JS

 
PH

O
NE

 
C

AL
TE

C
H

 
x8

3
3

7
 

C
O

PY
R

IG
H

T 
19

98
 

PA
TE

N
T 

PE
N

D
IN

G
 

-.,
.J

 
!-..

:> 



73 

Figure 48: CCM D Assemblies/ A 
A series of figures showing the assembly of the CCMD in stages. 
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Figure 49: CCMD Assemblies/ B 
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A series of figures showing the assembly of the CCMD in the same stages as the previous diagram, from 
the other side. 
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It looks like one of our thermopods. 

But it's a very bad design. 
- JOHN PARKER (Buckaroo Banzai, 1984) 
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Chapter Five: Instrumentation 

1 Introduction 

As this project was developing, it quickly became clear that quality of instrumentation was to be of 

paramount importance. We were striving to understand and classify signals which were traditionally 

considered noise. It brings us pleasure to see that the field is heading to the same position that we 

have been promulgating for these past five years or so: It is now not unusual to hear of experimental 

setups which capture multiple continuous voltage streams at 50 kHz sampling rates, a level of 

performance previously unheard of, and not necessary unless advanced classification algorithms are 

available. In fact, using 16-bit analog-to-digital (A/D) converters instead of more conventional 12-

bit converters a llowed us to carefully characterize the noise in our system. Doing this proved a 

significant turning point in the development of our spike sorter, as will be seen in a later chapter. 

At the time we started the project , there were no readily available four-channel headstage am­

plifiers which met our various stringent criteria. We wanted to create a system where the unshielded 

high-impedance wire was kept to an absolute minimum, input bias current was similarly minimized, 

but most importantly, input current noise was as low as possible, thus devices such as sold by Fred 

Haer Corp, Alpha and Omega, RC Electronics, and the like, were inadequate. Accordingly, we set 

about to design our own. 

At the suggestion of colleagues in the Konishi laboratory at Caltech, we decided to base our 

instrumentation around equipment produced by Tucker Davis Technologies (TDT). Their excellent 

line of instrumenta tion-grade computer-controlled componentry, including anti-alias filters , A/D con­

verters, and the like, electrically decouples the critical analog stages from the computer through an 

optical fiber interface. Thus we bought the appropriate modules from TDT and built a few of our 

own to support tetrode recording. 

We designed and constructed three items: (1) a four-channel low-noise headstage amplifier, 

(2) a four-channel switchable gain secondary amplifier, and (3) a quad double-throw single-pole 

electrically controllable switch. Various prototypes were built and t ested , including the final equip­

ment used in the project. Some early versions continue to see duty with other researchers in our 

lab. The following sections will discuss in detail the headstage and secondary amplifiers and switch, 

and a re based in large part on previously written technical repor ts. But first , an overview of t he 

experimental setup to place these designs in an operational context. P arts of this description will 

be revisited in a later chapter when the experimental methods are described. 
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2 Data Acquisition and Behavioral Control 

In Figure 51, a block diagram of the data acquisition and behavioral control system is presented. 

The complexity of this diagram speaks to the level of difficulty when working with the awake be­

having preparation in a high-fidelity recording experiment. A photograph of the actual setup can 

be seen in Figure 52, with various parts of the equipment labelled (although since not everything is 

visible, the list is necessarily incomplete). The system can be broken down into two broad sections, 

neuroelectrical and behavioral , which correspond to the upper and lower halves of the diagram, 

respectively. Additionally, there is a physical separation between the preparation which is placed 

in a shielded experimental chamber , and the control apparatus placed in an equipment rack just 

outside. This division corresponds , roughly, to the left and right parts of the diagram, split at the 

first third. However, we will take the neuroelectrical-behavioral split as primary and describe the 

two halves in turn. 

The neuroelectrical path consists , as depicted, as a pair of paths, one for each of two tetrodes. 

Each of the two paths is identical up until they join in the data capture computer. The path 

starts with a tetrode mounted in a microdrive; the microdrive position is set via hydraulic line 

from a controller in the experimental rack, and once adjusted correctly, the electrode tip will be 

in an experimentally relevant part of the subject 's brain. Signals transduced by the t etrode are 

a mplified by a low-noise headstage, THA2, which includes a modicum of DC decoupling and low­

pass filtering. The output of the hea dstage travels a long a long cable to out side the experimental 

chamber to an equipment rack. Signals a re then additionally amplified a t AMP4 to an adjusted level 

(nominally A= 200) , anti-alias filtered at 10kHz, and digitized at 24- 50kHz. The A/D converters 

a re synchronized through an external clock. One tetrode channel is split out of the four and routed 

through a single pole double throw switch and back; this allows the impression of an out-of-band 

signa.! , such as behavioral timing marks, onto the neural stream. The A/D output is sent over an 

optical fiber link to a DSP card in the data capture computer which feeds archiving and analysis 

software. The four amplified signals are also available for viewing on an oscilloscope, monitoring 

over headphones , or traditional window discrimination. In typical use, two channels of the four 

are selected for audio monitor, and one for window discrimination. Although not shown, there is 

an additional stage of filtering contained within the window discriminator, nominally set as a 30-

6000 Hz bandpass. The window discriminator allows on-line monitoring, and the output is sent for 

analysis and display to the behavioral control computer. 

Despite the two-tetrode presenta tion in Figure 51 , the actual system has the capacity for 

four. To generalize the diagram, the pair of tetrode paths as shown would be replicated so that 

two tetrodes are feel into a single computer. Additionally, the actual system has a single shared 

oscilloscope for tetrode monitoring, only a single window discriminator, and an oscilloscope for 

general purpose use including monitoring eye position or the output of the window discrimina tor. 
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The behavioral path consists of means to control the experimental environment and to monitor 

the animal's behavior. The experimental environment includes room lights , juice reward, as well 

as the optical stimuli , and microstimulation. The behavioral monitoring includes an infra red video 

image of the animal over closed-circuit TV and measurement of the animal 's eye position through 

a n implanted scleral search coil. 

The various system outputs, room lights, reward, etc., are generated through TTL and analog 

outputs which can be seen in the center of the lower half of Figure 51. Following this column from top 

to bottom, we see one TTL signal being sent to the JUIC ER which , when act ivated, provides the animal 

with liquid reward. The computer-generated signal can a lso be augmented with a manual input, 

seen to the left of the TTL 1/ o box. Continuing downwards, we have another T TL line controlling 

the room lights through a high-power 120V DC supply, followed by three TTL lines controlling the 

optical bench shutters. These shutters turn on and off the beams of light which genera te the stimuli; 

the optical bench will be described in detail in a subsequent chapter. Below this is an eight-channel 

oj A converted which is used to generate three pairs of x-y signals to the three galva-driven mirrors 

which position the three independent optical stimuli. Finally, one channel of the D/ A output is used 

to drive a microstimulator for exploratory work, although this device was not used in the current 

research. 

The behavioral monitoring consists of an eye position measuring system for fine control of the 

experiment, a ugmented with a n infrared video image for broader-scale feedback to the exp erimenter 

of the a nimal's state. The eye position system uses a variant of the standard search coil technique 

[30, 63] which consists of measuring the mutual inductance between large horizontal a nd vertical 

primary coils and a small, shared secondary coil, in an air-core transformer where the secondary 

coil is free to rotat e about the vertical and horizontal axes . For small deviations from a centra l 

position, the mutual inductance, as measured by the voltage coupled to the eye coil through high­

frequency magnetic fields, varies approximately linearly with angula r devia tion. Thus the EYE POS 

box generates two synchronized fields at ra tiona lly relat ed frequencies, one which is driven to a pair 

of coils above and below the subject to measure vertical deflection , and the other driven to a pair of 

coils to the left and right of the subject for horizontal deflection . Decoding of the mixed HF signal 

from the eye coil is done by synchronous switching, producing independent analog values for x and 

y deviation. The coils can be seen to the left in the diagram of Figure 51 , and on the right in the 

photograph of Figure 52. 

Now that the experimental setup has been reviewed, providing context for additional detail, 

the remainder of this chapter will cover three of t he subsystems designed and constructed for this 

project: the headstage amplifier TH A2 , the secondary amplifier AMP4, and a switching module swl. 
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3 A Miniature Four Channel Headstage Amplifier 

T he first stage of amplification in an electrophysiology system is the most impor tant . This section 

will present the design and construction of a miniature four-channel headstage amplifier for use with 

tetrodes, including specification, response characteristics, schematics, printed circuit board layout , 

par ts lists, and suppliers. Our results indicate that for frequencies above 10 Hz, and electrode 

impedances ab ove 100 k!l , the electr ical noise floor presented by this design is below the anticipated 

thermal noise of the electrode. 

3.1 Introduction 

Proper signal condit ioning when making neural recordings requires a first stage of a mplification 

and impedance transformation t hat is located physically close to the record ing electrode. T his 

requirement of proximity is primarily clue to the relatively high source impedance of electrodes 

typically used for neural electrophysiology, as even short signal runs become subject to pickup from 

external sources. In turn, proximity requires miniaturization of the electronics, and when mult i­

channel electrodes are used, such as tetrodes, t his requirement is compounded. 

One standard solut ion to this problem is to u se a single stage of impedance matching with a 

lone JPET follower. The adva ntages to this approach are low-power and extremely small size, while 

the disadvantages are higher noise levels , lack of gain and filtering, and lack of sufficient drive to 

power substan t ia l cable runs. Trying to solve a ll of the design constraints with one transistor means 

compromising on nearly every aspect of circuit performance. 

Therefore, the approach taken in this project was to use commercially available operational 

amplifiers in surface mount packages. 'Vhile this has the disadvantage of being subst antially larger 



82 

than some approaches (especially since, as will be discussed, components selected were far from the 

most compact available) , it is still quite small, and has the advantage of being able to optimize input, 

transfer, and output characteristics. The result , as presented here, is a very low-noise, low-power, 

miniature four channel AC amplifier with second-order high-pass rolloff, that is robust and can drive 

a long cable with ease. 

The design uses a small printed circuit board which holds all of the circuitry, directly connects 

on one end to a recording electrode, and at the other through a 5 meter cable to a secondary 

amplifier and power source. Without the cable and associated connector, the headstage measures 

approximately 15 mm by 60 mm and weighs some 10 grams. It accepts signals from high impedance 

electrodes, amplifies with a gain of 100, and filters with a highpass rolloff of 0.1 Hz and a low-pass 

rolloff of 15 kHz. 

3.2 Schematic and Design Description 

The schematic for the tetrode headstage amplifier (THA2) can be seen in Figure 53. Signals arriving 

at the input connector are filtered with a DC blocking capacitor and a bias-current bleed-off resistor 

forming a first-order high-pass filter , amplified by the first stage which has a first-order low-pass 

rolloff, and further amplified by the second stage, a lso with a first-order low-pass rolloff, before 

being driven into a long cable. 

Because the source impedance from neural electrodes is typically 0.1- 3 MO, and recorded 

voltages are on the order of tens to hundreds of microvolts, the current noise of the first stage of 

amplification is more important than its voltage noise. Further , to insure that bias currents from the 

amplifier do not affect the experimental subject, and to eliminate t he wet cell voltage created by the 

electrode in tissue, a DC blocking capacitor is necessary, a long with a bleed resistor to prevent bias 

currents from floating the input node into saturation. These two components a re selected so that 

they form a high-pass filter with f c = 0.1 Hz, a sufficiently low cutoff to retain signals of interest 

while providing the required isolation. The operational amplifier selected for this stage is National 

Semiconductor 's LMC6082AIM; it has outstanding noise characteristics, low input bias current , good 

input offset voltage, reasonable power dissipation , and a reasonable gain-bandwidth product. It is 

used in a non-inverting configuration with a gain of 10, with a single low-pass zero inserted in the 

feedback path to reduce the gain to 1 for signals above 15 kHz. This feedback network also insures 

stability which is often a concern with these and similar low-noise, low-input current , fast amplifiers. 

The second stage is optimized for driving cables, and thus , a higher output-current amplifier 

was chosen, a nd designed again in a non-inverting configuration with a single low-pass zero in the 

feedback path , reducing the nominal gain of 10 to a gain of 1 above 15kHz. The operational amplifier 

selected for this stage is Linear Technology's LT1355, a high output-current , wide-bandwidth, low­

noise amplifier that consumes a reasonable amount of power. 

To insure high-quality isolation, power is delivered to the headstage at ±8V and locally 
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regulated to ±5V. The incoming power lines are decoupled via 4.7J.lF tantalum capacitors before 

regulation t hrough an LM78L05 for the positive supply and an LM79L05 for the negative supply. 

Each integra ted circuit has local decoupling capacitors for both supplies, and the layout insures a 

low-impedance ground path. Local power regulation is important to prevent signals picked up in the 

power-supply leads from appearing in the opamp outputs; although the low-frequency power supply 

rejection of modern opamps is excellent, above 10 kHz or so, it can be as low as 20- 40 dB. 

The cable is driven from the second st age in a single-ended configuration , however, the cable 

has individual coax cables for each channel, and an overall shield. The signal ground is taken from 

t he power supply ground and is kep t separate from the overall shield. At the receiving end (not 

described in this document), the signa l is differentially amplified for a pseudo-differential configura­

tion , combining the better noise rejection of different ial signaling, with the lower component count 

of single-ended signaling. 

The overall shield is not made available at the electrode end of t he headstage, but is brought 

out to the connector housing a t the secondary amplifier end of the cable. At the secondary amplifier , 

it is connected to chassis ground. The combina tion of local power regulation , pseudo-differential 

sign aling, and outer shield knocks external interference down to manageable levels, as presented 

below. 

The primary use for these amplifiers is with four-wire bundle electrodes called tetrodes [60, 

56]. The input connector was selected to provide a direct connection to the previously developed 

carrier tubes, and is a four-position header with gold-plated contacts. The output connector is a 

12-pin locking circular connector which , a lthough somewhat expensive, is small , rugged, reliable, 

and dense. The cable was selected to provide the desired layers shielding while a lso being flexible , 

so as to limit strain applied to the input connector and therefore the attached electrode, and fi t the 

output connector. 

3.3 PCB Layout 

A two-sided printed circuit board layout , 0.450 by 1.975 inches (11.4 by 50.2 mm) when cut, is show 

in Figure 54. Each side of the board holds two channels, and signal flow is routed cleanly from 

the input connector (on the left edge in Figure 54) t hrough to t he output connector (on the right 

edge) . Power is distributed t hrough traces around the periphery, and ground along a central strip. 

Each longitudinal half of both sides is nearly symmetric, and the two sides a re nearly identical , with 

the majority of the differences occurring at the local regulation near the cable soldering points. To 

minimize width and length and not require additional layers, a design was chosen which uses two 

jumpers, both at the local regulators, and both to transfer regula ted power t o the opposite side of 

the board. 
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Figure 54: THA2 Circuit Board Layout 
Layers used to construct printed circuit board, plotted at approximately twice 
life-size. Mask layers are presented in negative, and bottom layers in mirror 
image, as is standard for the industry. The rectangular outline represents the 
edge of the board, and actual size is 0.450 by 1.975 inches (approximately 11.4 
by 50.2 mm}. A, top mask. B, top etch. C , bottom etch. D , bottom mask. 

3.4 Parts List 

A list of required parts is given in Table 4. At the time of this writing, these parts a re a ll readily 

available, and reasonably inexpensive. The au t hor can be contacted for limited copies of the printed 

circuit board , or an excellent source for low-volume PCBs can be found in t he sources sectio11. Net 

lists and Gerber plots a re available u pon request for non-commercia l use. 
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item par·t number description source 

PCl THAl (Custom) printed circuit board Advanced Circuits 

ICl , IC3 LMC6082AIMt1 input stage opamp Digi-Key 

IC2, IC4 LT1355CS8t2 output stage opamp Digi-Key 

res LM78L05ACMt2 5V positive regulator Digi-Key 

IC6 LM79L05ACMt2 5V negative regulator Digi-Key 

Rll-R14 RK73H2AT1005Fb 0805 10M 1% Surface Mount Dist. 
R21-R24, R41-R44 P1005CCTt4 0805 lOkO 1% Digi-Key 

R31-R34, R51-R54 P9095CCTt4 0805 90k9 1% Digi-Key 

C01-C08 ECJ-2YB1H104Kt4 0805 0.10p,F 50V X7R Digi-Key 
Cll- Cl4 ECJ-2YB1E224Kt4 0805 0.15p,F 25V X7R Digi-Key 
C21-C24, C31- C34 ECU-VlH121JCGt1 0805 120pF 50V N PO Digi-Key 
C41-C42 ECS-T1CY457Rt4 EIA(A) 4.7p,F 16V tantalum Digi-Key 
Wl 3M1181B-NDt5 shielding tape Digi-Key 
W2 EPS2034-1 t 5 shrink tube Digi-Key 
T1 929852-0l-36h input connector (modified) Digi-Key 
T2 H R10-10P-12Pt6 output connector Digi-Key 
Xl GC397-ND reference input clip lead Digi-Key 
X2 RPlOlC-ND cable tie Digi-Key 
X3 VW-4754-500BKt7 cable Bi-Tronics 

Table 4: THA2 Parts List 
A complete list of parts for constructing one headstage amplifier. t 1 National 
Semiconductor. t 2 Linear Technology. t 3 KOA. t 4 Panasonic. ts 3M (Digi-Key 
part number). ts Hirose. t7 Mogami (Bi-Tronics part number). 

3.5 Construction 

When manufactured, t he printed circuit boards are paneled 5-up and routed with breakout points. 

This not only eases the job of the P CB manufacturer, it a lso eases handling during soldering. 

Construction by hand, rather than by automated mechanism , requires a st eady hand, good 

soldering skill , a fine-tipped soldering iron, and bountiful patience. Mount the lower-profile, passive 

components first , then follow with the active components, then the taller passive components, the 

input connector , and lastly the output cable and reference lead. When soldering each component, it 

helps to t in a minute amount of solder to one pad before placing the component and applying heat 

at that pad to fix the component's posit ion. After that, the remaining leads can be soldered with 

rela tive ease. Various stages of assembly are depicted photographically below. 

After a ll wiring is completed , the board is protected with a series of layers. The first is a 

single layer of black electrical t ape for insulation, followed by a layer of carefully overlapped foil tape 

which is brought in contact with the cable's overall shield. Finally, a layer of heat shrink tube is 

applied to protect the foil and provide strain relief for the cable-to-board solder joints. 
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Figure 55: THA2 Assembly 
Four views during assembly of the headstage. A, a blank board as delivered 
from the PCB manufacturer. B, fully populated board. C, board with cable and 
ground lead attached, showing layer of copper shielding tape. D , completed 
headstage with shrink tube, cable, and connector. 

3.6 Operation 

Opera tion is straightforward. The h eadstage is first connected to the secondary amplifier to provide 

a source of power , and then attached t o the electrode and a ground reference. No adjustments are 

necessary or even possible. During normal operation, the headstage gets slightly warm to the touch. 

3.7 Results 

These headstages have been in use m our laboratory a t Caltech for more than a year and h ave 

supported hundreds of recordings. They work well, are reliable, and produce excellent neural da ta . 

Data. were collected for analysis below using the hea.dstage in conjunction with a mating secondary 

amplifier which provides additional gain, and additional filtering. 

A sample neural recording is presented in Figure 56. This recording was selected for good 



88 

Ch1 

Ch2 

Ch3 

·~~ 100 
Ch4 50 
(uV)o~ 

-50 ' 
0.100 5 

Figure 56: Sample Recording 
An example recording made with the headstage in conjunction with the match­
ing secondary amplifier of neural signals from a tetrode. Notice the action po­
tentials (spikes) of varying heights across the four channels; each set of distinct 
heights is from a different cell. (cmem4714s.au) 

isola tion of a number of cells, but is by no means unusual or except ional. Additional exam ple data 

is given in Chapters 2 , 3 and 6. 

Plots of noise versus frequency for various inp ut loadings can be seen in Figure 57. Resistors 

of 1 k!1 through 10 M!1 by decades were u sed in lieu of electrodes between t he amplifier inputs 

and ground, adding the load resistance in parallel to t he designed input filter at the fi rst stage of 

amplification. The family of g raphs depicts the noise spectrum for the range input loads: the set of 

curves a ll start with a common feature, namely a maximum at about 0. 7 Hz, and depa rt from there 

with increasing frequency depending upon t he input load. Data were recorded in a Fara day cage, 

with additional steps taken to minimize external interference, a t a sampling ra te of 25 kHz for 1000 s. 

Signals passed through a 10 kHz anti-alias filt er before conversion, genera ting both the ripples at 

frequencies above 1 kHz, and the sha rp cutoff at 10 kHz evident in the graph. Although not depicted 

for reasons of c:larity, recordings were also made with input loads of 0 !1 (shorted inputs), and the 

spectra were indistinguishable from those with 1 k!1 loads. 

If we assume the observed noise is solely due to t hermal noise from the input network (in­

dueling input load), we can predict the observed noise values using the following formula: 

VI) = 1.29 X 10- lO J b.f X R, (8) 

where b.f is the bandwidth of the meas ured signal in Hz, R is the value of t he resistor in Ohms , 

and V'l is the theoretical noise voltage expressed in Volts . The constant has been selected for 
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10 MQ 

1 MQ 

100 kQ 

10 kQ 
1 kQ 

10-7 L-~~~~u_~~~~~--~~~~--~~~~L-~~~~~~~~~WL--~~~~ 

10-2 

Figure 57: THA2 Noise Response 

101 102 

Frequency (Hz) 

Input-referred noise versus frequency for input loads of 1 k, 10 k, 100 k , 1 M, 
and 10 Mfl. 

R (Ohms) R //107 (Ohms) 

0 
9.99 X 102 

9.99 X 103 

9.91 X 104 

9.09 X 105 

5.00 X 106 

Table 5: THA2 Theoretical Noise Levels 

V,1 (J.tV) 

0 .00 
0.41 
1.3 
4 .1 

12. 
29. 

This table shows the thermal, or Johnson, noise generated by resistors at room 
temperature. The leftmost column is the values of input loads, R, used to 
generate Figure 57. The middle column is the effective input load, the value 
of R in parallel with the value of the bias bleed resistors in the headstage input 
network (10 Mfl) . The right column is the expected noise for the parallel 
resistance. 

room-temperature operation , where expected values will be in the microvolt region. Assuming the 

bandwidth is 10 kHz (the cutoff of our anti-alias filter), the theoretical noise voltages, Fe is given 

for the various input loads in Table 5. 

Comparing these noise values to the fiat portion of the measured noise curves above 10 Hz, 

there is an excellent match for the highest input loads, and a progressively poorer match for smaller 

values. We conclude, therefore, tha t for input loads above approximately 100 kO, the observed noise 



Figure 58: THA2 Gain Response 

90 

10
1 

10
2 

Frequency (Hz) 

Theoretical 
Acutal 

Gain versus frequency measured with white noise input of 0.1 m V RMS and an 
input loading of 1 MD. 

is dominat ed by resistor thermal effects, and, below that value, other sources become primary. vVe 

might expect these other sources t o be the current n oise on the first opamp stage, or resistor noise 

from feedback elements in that and lat er stages . Further , the observed noise curves become more 

complicated below 10 Hz where additiona l mecha nisms, including the frequency response of the 

input network, come into play. We might sp eculate t hat at lower input resist ances, at frequencies 

above 10 Hz, we a re observing effects from first stage feedback elements, which transit ions below 

10 Hz to 1/ f input current noise and t he effective la rger input load due to input network filtering 

effects also from the first stage, and which, in turn , becomes suppressed below 1 Hz due to high-pass 

filtering in later stages of inst rumentation. But t his is just specula tion , and t hese details will not be 

pursued furt her in the present document. 

A plot of headstage gain over frequency can be seen in Figure 58. To generate t his figure, 

a. noise source of known amplitude was fed to the input of the headstage through a 1 Mf! resistor, 

and both the input a nd output were captured. The spectrum of the output was then normalized 

by the spectrum of the input , genera ting a n estima te of the transfer function over frequency for 

the amplifier. The low-frequency response is compounded by la ter stages of a mplifica tion in the 

instrumentation equipment, and the ripples above 1 kHz a re clue to mismatching of the anti-alias 

filter responses. Effects from 60 Hz interference have been digitally removed with a non-linear filter. 

The theoretical t race on the plot is the designed response of the headst age. 



Advanced Circuits 
21100 E 33rd Drive 
Aurora , CO 80011 
800.289.1724 
http:/ /www.4pcb.com 

Bi-Tronics 
10 Skyline Drive 
Hawthorne, NY 10532 
800.666.0996 
http://www.bitronics.com 

National Semiconductor 
http:/ / www.national.com 

Table 6: THA2 Parts Sources 
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Digi-Key 
701 Brooks Avenue South 
Thief River Falls, MN 56701 
800.344.4539 
http:/ / www.digikey.com 

Surface Mount Distribution 
16321 Gothard Street, Unit G 
Huntington Beach , CA 92647 
714.841.4556 

Linear Technology 
http://www.linear.com 

A listing of sources for the parts required to construct the THA2. 

3.8 Improvements 

Future versions of the headstage will use a n inverting configura tion for the second st age to improve 

high-frequency rejection , and provide an overall negative system gain when used with secondary 

amplifiers. The negative system gain is desira ble to bring extracellular action p otent ials, normally 

negative spike-like excursions, int o the positive realm for ease of visualization. Also, considerations 

are being made to include a fully differential signalling path. 

3.9 Summary 

A low-noise four-channel headstage amplifier for making neuroelectrical recordings has b een pre­

sented . Technical specifications, measured performance, parts list , and sources have been supplied , 

allowing the reader to readily duplicate the design. For additional information , including construc­

tion advice, Gerber plots and the like, please contact the author. Commercial concerns please note 

that this design is part of a patent-pending system , and the author should be contacted regarding 

any for-profi t uses. 

3.10 Headstage Sources 

A list of sources for the parts and supplies used in this design can be found in Table 6. 

4 A Four Channel Secondary Amplifier 

The second stage of amplification in an electrophysiology system is not nearly as critical as the first. 

Thus, the design constraints being less severe, this is often where fil tering and varia ble gain are 

int roduced. This section will present the design of such an amplifier module for use with Tucker­

Davis Technologies equipment. This four-channel adjusta ble gain module is used in neural recordings 
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to amplify signals prior to visualization and A/D conversion. The amplifier is low-noise, includes low 

and high pass filtering, and has settable gains from 1-1000 in factor steps of 1, 2, 5. 

4.1 Introduction 

The module described in this section is a four-channel amplifier for use in TDT-based systems. The 

design goals were to create a low-noise robust amplifier with gain adjustable from 1 to 1000 for all 

four channels in stepwise fashion from a single control. Additionally, the amplifier had to receive 

signals from an associated headstage, such as the THA2 described in a previous section, provide 

power to it and be insensitive to overloads both on signal and power lines. The input and output 

was to be buffered; the amplifier to provide high-pass filtering at 0.1 Hz, and low-pass filtering at 

25 kHz. High-pass filtering is primarily to block DC; low-pass filtering is to suppress contamination 

from the eye position system which produces signals from 75kHz on up. As limited power is available 

from the TDT system, power consumption was to be minimized, if possible. Finally, the gains were 

to be accurate to 1%. 

While input signals were to be primarily neural-level as generated by the headstage (with its 

designed gain of 100), for the sake of flexibility and adaptability to future headstages, the full ±10 V 

range of input values common to TDT equipment was to be supported. Similarly, the output range 

was also to span the full ±10 V range. 

4.2 Design Description 

The schematics for the AMP4 module can be seen in figures 59-60. The amplifier is intended to 

have four low-noise channels with a ganged gain control, thus, the centra l feature of the design is a 

dual voltage-controlled amplifier (VCA), the Analog Devices AD600 . Each channel has a Burr-Brown 

INA 111 input buffer arranged with a 0.1 Hz high-pass filter and optionally grounded negative input 

to a llow for single-ended or differential signalling. Two stages of adjustable amplification , allowing 

for potential gains in the range of 0- 80 dB, are followed by an output buffer. 

The choice of the AD600 was, in the end, a regrettable one, because of the significant design 

constraints it imposes. The amplifier runs off of ±5V power supplies meaning that the maximum 

signal range is well below the intended ± 10V module output range. To accommodate the lower 

intermediate range, the signal is downconverted by a factor of five before delivery to the VCAs, 

amplified, and then upconverted by a fact or of five (a factor of 5 was chosen to provide adequate 

headroom; a factor of 2.5 would likely have sufficed ). The downconversion happens between the 

second and third stages, and the upconversion happens at the output stage. Additionally, the input 

networks on the AD600 have a specified resistance of 100 n, thus any device delivering signal to 

these chips sees a heavy load. Heavy loads translate into heavy power dissipation. The down/up­

conversion translates into potential for premature clipping a t high input signal levels. While the 

amplifier performs well in terms of noise and adjustability, it consumes a lot of power and the input 
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range varies with gain in a way that is counterintuitive. 

In detail, the signal path is as follows. Four channels are arranged identically in four op-amp 

st ages each. These four stages a re conceptually arranged as three : an input buffer , a two-stage 

voltage-controlled amplifier , and an output buffer. These will be discussed in turn from the inpu t 

to t he output. 

The first stage receives the signal from t he headstage, buffering and filtering it. The input 

is received by an RC filter with f c = 0.1 Hz that also provides a bleed path via a 10 Mfl resistor 

for the bias current. The stage provides no gain, but can b e switched between single-ended and 

differential mode. The intent is that the signal is generated at the headstage in single-ended mode, 

but received at the seconda.ry amplifier in differential mode; this is often called pseudo-differential, 

and provides increased common-mode rejection over single-ended systems while not having the 

additional component count of full differential systems. The output of the first stage drives a 100 !1 

current limiting resistor in series with the input to the second op-amp, part of the voltage-controlled 

amplifier. The current limit ing resistor is intended to reduce the severity of the load presented to 

the output of the first stage. 

The second stage is formed by two halves of an AD600 which together form a cascaded voltage­

controlled amplifier. The gain across the two op-amps is controlled by the voltages on three lines: 

two lines, C1LO and c 2Lo form offsets for t he first and second stages, respectively, and the third, CHI 

specifies the combined gain. For increasing voltages on CH I, the two stages are activated in sequence: 

the first stage increases up to a maximum gain of 40 dB before the second stage is engaged; once the 

first stage is at maximum gain, for continuing increases in CHI , the second increases to its maximum 

of 40 dB. Filtering is placed between the two stages, a 0.1 Hz high pass filter, a voltage divider of 

1/5, and an additional 25 kHz low pass filter. The fixed reduction in gain from the voltage divider 

is compensated by the gain in the final stage, and also reduces the loading on the output of the first 

ha lf of the AD600. 

The third stage has a final 0.1 Hz low-pass fil ter , adjustment for DC offset, and a gain of five. 

The gain at this final stage insures t hat the overall gain can be set to the desired values as indicated 

on the front panel. Note, however, the apparent uncompensated factor of 1/ 2 lost between the first 

and second stages, and compare against the measured gains in Table 7. 

As shown in Figure 60, the control voltages for CHI are genera ted by precision voltage divider 

from a 2.5V reference, and selected through a front panel rotary switch. A capacitor on t he control 

line insures stability and reduces the influence of external noise coupled to the line. The two offset 

voltages C1LO and c2LO are genera ted in a similar fashion through multi-turn potentiometers. 

Current on the control lines and dividers is designed to remain well within the limits of the voltage 

reference. 

Also shown in Figure 60, power is locally regulated from the provided ± 15 V down to ±5 V 
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PC1 
Q[1-4]1t 
Q(1- 4]2 
Q[1- 4]3 
Q51 
Q52 
Q53 
Q54 
Q55 
Q56 
Q57 
R(1-4]1 .R(1-4]3 
R(1- 4]2 
R(1-4]4 
R(1 - 4)5 
R51,53,54 ,56, 

57,59,60,62 
R50 ,52,55 ,58,61 
R63 ,R65 
R64,R66 
R67,R68 
R69 
R70,R71 
C(1-4]1 
C(1- 4]2 
C(1- 4]3 
C(1- 4]4 
C(1- 4]5 
C(1-4]6- 12 
(54- (62 
J1 
J(1- 4]1 
P(1-4]1 ,P(1-4]2 
SW1 
SW2 
H1- 3 
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manufactur·er; par·t number 

custom 
Burr-Brown INA111 
Analog Devices AD600 
Linear Tech L Tl355 
LM7808CT (T0-220) 
LM7805CT (T0-220) 
National Semi LM4040BIZ-2.5 
LM7905CT (T0-220) 
LM7908CT (T0-220) 

Hirose HR10-10R-12S 

Grayhill 71BDF30-01-1-AJN 

Table 7 : AMP4 Parts List 

description 

printed circuit board 
instrumentation amplifier 
voltage-controlled amplifier 
high-speed op-amp 
8V positive regulator 
SV positive regulator 
2.5V reference 
SV negative regulator 
8V negative regulator 
T1 red LED ( + 8V indicator) 
T1 orange LED ( -8V indicator) 
10MD resistor 
lOOD 1% resistor 
40kfl 1% resistor 
10k0 1% resistor 

7.50kn 1% resistor 
10.0k0 1% resistor 
19.1kD 1% resistor 
71.5k0 1% resistor 
2500 SW resistor 
66.5k0 1% resistor 
4000 resistor 
0.1p.F capacitor 
0.068p.F capacitor 
470p.F capacitor 
0.068p.F capacitor 
0.1p.F capacitor 
0.1p.F decoupling capacitor 
10p.F 35V tantalum capacitor 
12 pin connector 
isolated BNC bulkhead jack 
soon 25 turn potentiometer 
4PST switch 
10 position rotary switch 
T0-220 heatsink 

A list of parts for constructing one amplifier. When the manufacturer, part 
number, or both are missing, it indicates the exact source is unimportant. All 
non-tantalum capacitors are ceramic chip NPO or X7R series. t The notation, 
eg, Q{l-4}1 signifies the set of parts Qll , Q21 , Q31, and Q41. 
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tor the AD600 chips as well as to ±8 V to send to the headstage. Since the power supply curren t 

required by the voltage controlled amplifiers is quite high , 24fl dropping resistors a re placed before 

the ± 5 V regulators to absorb some of th e power dissipation due to the 10 V drops. 

4.3 Parts list 

A list of required parts is given in Ta ble 7. At the time of this writing, these parts are all readily 

available, and reasonably inexpensive, with the exception of the AD600 which runs approximately 

$30 per chip. Some parts have n ot been included on the schematic, but are included in the table for 

completeness. 

4.4 Operation and Performance 

As can be seen in the photographs in Figure 61 , the number of controls and connectors is small , and 

therefore operation is straightforward. Connections are made on the front panel to a compatible 

headstage via t he input connectors and a recording device or oscilloscope through output connectors. 

Gains are set through the front panel rotary switch , and receiving mode (single-ended or differentia l) 

is select ed. A slight. delay accompanies the selection of a new gain as the RC time constant of the 

control voltage C HI settles to a new value, and the high-pass filters adjust to new oc blocking levels . 

A plot of measured gains for a set of four constructed amplifiers is shown in Figure 62, and 

Table 8. The gains are, broadly speaking, under t he designed values by approximately a factor of 2; 

this suspiciously matches the uncompensated voltage divider b etween the first and second stages of 

amplification. Even considering t his factor, the gains are, however, quite far from the intended 1% 

accuracy; the source of the observed errors h as not been identified. 

A plot of typical gain versus frequency is shown in Figure 63 for a commanded gain of 100. 

The roll-offs from high-pass and low-pass filtering are clearly visible: the measured high-pass corner 

frequency a t 3 dB down is f c = 0.4 Hz, significantly a bove the designed 0.1 Hz, but the multiple 

zeros broaden the corner such that the nominal 3 dB point does not adequately characterize the 

roll-off. The low-pass 3 dB point is r ight at the designed 25 kHz, leading one to believe that a 

mistake was made during design regarding the low frequency fil ter. Indeed , careful examination of 

the three high-pass filters reveals cutoff frequencies of 0.1 Hz, 0.85 Hz, and 0.1 Hz, respectively, a 

mixture of which should generat e th e obser ved f c· 

The expected filtering effects can be expressed as: 

h = h) h2h3h4 

R1C1s 
R,C1 s + 1 

(9) 

(10) 

(ll) 

(12) 
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B 

D 

Figure 61: Four Views of Assembled AMP4 Module 
A , front view. The headstage connector is at the upper left, the receiVIng 
mode switch in the middle left, and the gain control knob on the lower left. 
The four BNC output connectors are on the right. B, rear view. Signals are 
flowing right-to-left in this photograph. The power regulators can be seen on 
the right, with their associated heatsinks, and the voltage divider resistors for 
the control voltages. Down the middle are the INAlll receivers; directly to 
their left are the AD600s, and to their left, the output opamps. At the far left 
the 25 turn potentiometers can be seen arranged pairwise. C, left side view. 
The small daughter card built to hold the ±5 V regulators and 24 n dropping 
resistors can be seen. D, right side view. Another view showing the daughter 
card and output connectors. 
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Figure 62: AMP4 Amplifier Gains 
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I 
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I 

Designed Gain 

1 -

data (n = 12) I 
y=X 

Gains are shown as measured by examining a broadband noise signal before 
and after amplification. Signal was generated as uniform noise at 1.5 V peak­
to-peak, attenuated by 40 dB, and fed to the amplifier through 1 kD. resistors. 
The unattenuated and amplified signals were then anti-alias filtered (10kHz), 
digitized at 50 ksampjsec, Fourier transformed, averaged over 10-1000 Hz, 
and the ratio (amplified to normal) taken to compute the gain. Data points 
represent channels 2-4 of from each of four amplifiers (the channel 1s were 
discarded due to the necessity of recording the unamplified input signal). 

designed measur·ed 

1.00 0.77± 0.057 
2.00 1.4 ± 0.072 
5.00 3.2 ± 0.20 

10.0 5.6 ± 0.42 
20.0 9.9 ± 0.82 
50.0 26. ± 2.3 

100. 69. ± 6.2 
200. 151. ± 6.2 
500. 301. ± 9.6 

1000. 495. ± 25. 

Table 8: AMP4 Amplifier Gains 
These are the values plotted in Figure 62; see that caption for collection details. 
The mean error factor is roughly 2/3. For g = 200, the most commonly used 
gain, the error factor is slightly closer to 1, but well off the intended 1% error. 
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10-2 10- 1 10° 101 102 103 

Frequency (Hz) 

Figure 63: AMP4 Gain versus Frequency 
This is a typical frequency response curve for one channel from an amplifier at 
a setting of g = 100 showing gain on the vertical axis and frequency on the 
horizontal axis. 

(13) 

where , for example, R 1 can be any of Rll , R21, R31, R41, and R; is the input resistance of t he 

AD600. \Vhen combined, and normalized for system gain, these produce the reference trace on 

Figure 63. 

While this design has serious shortcomings in light of the original goals and intended perfor­

mance, it does meet many of the goals, including reliability and robustness. For example, although 

not shown , the response to overload on headstage power draw (for example, with a headstage failure) 

is shutdown on the ±8 V regulators without affecting the rest of the amplifier or TDT system. The 

response to overload on the input sign als similarly goes to a saturated state (which is oc-decoupled 

to 0 V), followed by a graceful recovery once the overload is removed. 

However , the shortcomings have been addressed with an improved version of the amplifier 

which has been designed but not implemented. Should the lowest frequencies, for example, below 

1 Hz, become experiment ally important, it will become imperative to construct the improved version. 

4.5 Summary 

In brief form , we have covered a module that was constructed to amplify low-level signals. The 

design here misses the goals of reasonable power dissipation, full signal range, and 1% gain accuracy, 
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but it achieves the goals of reliability, insensitivity to overloads from the headstage, and correct 

operation for neural-range signals. 

5 A Double-Throw Four-Pole Electrically Controlled Switch 

While not a critical part of the signa l path in terms of condit ioning, it is important to have a means 

for synchronizing recorded neural signals with behavioral events. This section will present t he 

design and construction of a switching module for use with Tucker-Davis Technologies equipment. 

This quad single-pole-double-throw (4x SPDT) module is used, for example, to periodically switch 

between a recorded voltage and a reference voltage during neura l recordings to mark t he t ime of 

external events. 

5.1 Schematic and Design Description 

The schematic for t he switch module can be seen in Figure 64. The straightforward circuit has 

four independent single-pole double-throw switches where each switch is controlled by a logic-level 

voltage . Inputs and outputs are labeled in banks, signal inputs Ai, B.i, control inputs Ci, a nd outputs 

D ;, where i ranges from 1 to 4. The b ehavior of the circuit is described by the following equation: 

D ; ={ A.;, 
B; , 

if ci = o 
if c1 = 1 

(14) 

The analog switch chosen, the Maxim MAX333A, is fast , robust, and has low on-resistance. If the 

MAX333A is not available , th e older MAX333 is a good alternate, as is the MAX4533. They are 

all pin-compatible. Switching t imes are well under 200 ns, and power consumption is well und er 

10 mW. 

5.2 Parts List 

A list of required parts is given in Table 9. At the time of t his writing, these parts are a ll readily 

available, and reasonably inexpensive. The table lists rc 1 and rc2 as the MAX333 sourced from 

Digi-Key, but t he MAX333A is available direct ly from Maxim in sample quantities. 

5.3 Construction 

lVIost of t he assembly time for t he swit ch will b e in wiring the circuitry, but a fa ir fraction will a lso 

be taken by drilling the necessary holes (some 24 in the front panel, and 16 in the circuit board) . A 

drawing is provided in F igure 65 to assist in this, as well as photographs of the finished product in 

Figure 66. The BNC connectors should be t ightened with sufficient torque to insure that they do not 

loosen over time, as tightening them after the module has been assembled is difficult. Care should 

be taken to route wires cleanly. Although the schematic as presented does not include power supply 

decoupling capacitors for the two integrated circuits, t hey should be included , one per voltage rail , 
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Figure 64: SWl Quad SPOT Switch Schematic 
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881 
1Cl-IC2 
Q1-Q8 
R1- R4 
J1-Jl6 
Cl-(4 
mise 

manufactur·er; part number 

TDT 881 
Maxim MAX333CPP 
Chicago Miniature CMC01G 
Yaego MFR-25F8F 402R 
Amphenol 31-10-RFX 
Panasonic ECU-S1H104KB8 
Vector R32 

Table 9: SW1 Parts List 
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description 

breadboard module 
quad analog switch 
Tl green LED 
400!1 resistor 
isolated 8NC connector 
0.1p,F 50V X7R 
press-in pins 

A list of parts for constructing one switch. 

5 . 2 0 

4 . 40 

4. 1 0 

3 . 80 

3 . 30 

3 . 0 0 

2 . 5 0 

2 .2 0 

1. 7 0 

1. 4 0 
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Figure 65: SWl Front Panel Drawing 

source; or·der· number 

TDT 881 
Digi- Key MAX333CPP 
Digi-Key CMC01G 
Digi- Key 402XBK 
Digi-Key ARFX1063 
Digi-Key P4923 
Digi-Key V1059 

A layout of the holes to be drilled in the front panel. The four medium­
sized holes are pre-drilled in the 881 front panel for mounting screws. The 
eight small holes {0.125 inch) are for rear-mounted Tl-size LED lamps; when 
assembling the board leave just enough lead leng th so that the LEOs are pressed 
up slightly against the front panel. The 16 larger holes {0.375 inch) are for the 
8NC connectors, and, if possible, should be punched as D-shaped cutouts. 

adjacent t o the packages. Additionally, there should be a la rger set of capacitor s at the module 

power entry point. 

5.4 Operation 

Operation is numbingly simple . Inputs are connected to A; and B.;, control voltages to C.;, a nd 

outputs taken from D;. The lights next to each A; and B; input are illuminated when the corre-
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B 

D 

Figure 66: Four Views of Assembled SW1 Module 
A , front view. Going left to right the four columns are the connections for A ;, 
B;. C;. and Di. respectively. The indicator LEOs can be seen above and to 
the left of each A; and B; input. B. rear view, showing wiring. Notice the 
holes made in the circuit board to allow access to the BNC connector soldering 
leads. C. left side view. The LED legs for the A; inputs can be seen from 
this side. D. right side view. The MAX333 chips can be seen just behind the 
column of output BNC connectors. 

sp onding input is being routed to the output. Signals A ; and B i can range from - 10 to 10 V, and 

cont rols C.; should be TTL/CMOS logic levels between 0 and 5 V. 

5.5 Results 

The results are nearly as simple as the operation. The switch is quiet , quick , and reliable. In use, we 

typically route signals from a multi-channel neural recording to the .4; inputs, put a grounding cap 

over the B; inputs, and have a computer-driven logic level feeding all four C.; inputs in para llel. This 

is used to p eriodically impress a fixed voltage (0 V for 10 ms) on t he recording by the behavioral 

control computer as can be seen in Figure 67; these marks can be used to later synchronize the 
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Figure 67: Sample Switching 
An example recording switching between four channels of neural signal on A; 
and ground on B;. The vertical scale is signal strength in volts for each of the 
four outputs from the switch; the horizontal axis is time in milliseconds. Di 
was switched from A; to B; at 20 ms, and back 10 ms later. {cmem3310s.au) 

neural signal to other records. Although not presented here, these values have been readily and 

repeatedly recovered by an inverse threshold (signal must be in magnit ude below a cer tain value 

determined by the inherent noise in the A/D subsystem). Precise characterization of the switch is 

beyond the scope of this brief paper. 

5.6 Summary 

In brief form , we have covered a simple module that was constructed to allow remote electronic selec­

tion b etween two banks of signals. The parts are readily available, construction is straightforward , 

and the results have been excellent. 

6 Chapter Summary 

This chapter reviewed the instrumentation used to capture data in this dissertation, providing suffi­

cient detail on three of the constructed subsystems, the tetrode headstage amplifier, the secondary 

amplifier, and a switching module, for interested researchers to construct t heir own copies. These 

systems were a ll used locally to collect neural data, streaming the voltages in cont inuous fashion to 

archival storage. Conversion from this continuous stream into separated spike trains is the subject 

of the next ch apter . 
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Although de amplifiers can provide accuracy, bandwidth, and gain , it is not 

as simple as just purchasing instrumentation equipment and connecting it 
between transducers and recorders. It is, unfortunately, more complicated. 

-RALPH MORRISON (Grounding and Shielding Techniques in Instrumentation, 1967) 

Physiological processes can be a bear to measure and evaluate. 

- LAURA HELMUTH (NetWatch , Science. 31 March 2000) 
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Chapter Six: Spike Sorting 
As a main focus of his doctoral work at Caltech, and as part of our colla boration, Maneesh Sahani 

developed an advanced spike sorting algorithm [67). While broadly applicable, it was specifically 

aimed at sorting single unit signals from continuous voltage tetrode recordings. This cha pter will 

discuss the implementation and application of the algorithm, and while we were both involved in 

this effort , the text herein should by rights bear Maneesh's name as first author. 

1 Introduction 

The question this chapter aims to answer is how we were certain of the isolations in our recordings 

given the claim made of 2- 5 cells per site. Towards this, we will discuss the mechanisms used. This 

will start with a description of the data structures, followed by a review of the algorithm, and some 

example results. 

The spike sorter was written using MATLAB, which provides an excellent development envi­

ronment. While the resulting code is perhaps not as efficient as it possibly could be, for example, 

many of the computations could be performed on 16-bit integer data rather than double-precision 

floating point, it is portable and readily modified to incorporate new features or correct problems 

with old ones. Optimizations have been made where possible, and on 450 MHz Pentium II processors, 

contemporary computers when the project was started, it runs reasonably quickly. 

2 Data Structures 

The data structures are a design that evolved out of conversations with Carlos Brody, and, later, 

work with J ennifer Linden. One expt data structure is created for each block of t rials, conceptually 

an independent experiment. The idea is to create a framework for recording experimental data. which 

allows efficient data manipulation for analysis, while also being adaptable with little additional work 

to many paradigms. The topmost fields wit hin the structure are the experiment name, the date 

performed, an array of s tructures , one for each trial of the experiment, a status vector indicating 

success or failure for each t rial , and a cell array of validly sorted units (cells) for the experiment. 

Each element of the trial array is a structure which contains the start and end times, an array 

of spike times, cell models, and behavioral markers. The behavioral markers are different for each 

paradigm, but are expected to be identical for each trial. If there are multiple t rial conditions with 

varying numbers of markers, then they would need to be gathered either in a matrix, a structure, 

or a cell array. 



108 

Figure 68: GUI for Spike Sorting 
This is a screen shot of an example recording (cmap5003} being processed. 
When taken, the data had been loaded in 100 segments of 1 second each, 
spaced every 5 seconds, and events ex tracted. The event threshold was set to 
4 times the covariance, and 48-point {by 4 channels} events formed with the 
peak aligned to the 16th position after resampling to 4 times the base sampling 
rate. The dimensions plotted in the clustergram are the peak voltages across 
the four tetrode tips and time of occurrence. 

3 Overview of Algorithm 

The algorithm has been implemented in two stages. In the first st age, models of the detectable spikes 

in a recording a re built using a relatively shor t segment, and in the second stage, fil ters developed 

from these models a re applied to the entire recording. The reason for t his a rchitecture is to a llow for 

on-line processing where a brief, perhaps two minute, recording would be made to t rain the models, 

after which an incremental version , even if not truly on-line, would parse the recording trial by t rial, 

retraining as necessary. 

3 .1 Phase One 

The generation of spike models has three steps to it. These steps are most easily performed through 

the graphical user interface called SpikeSort. The three steps are loading data from a file, extracting 

events from the data, and clusteri ng the events into models. A screen shot of a recording being 

processed is shown in Figure 68, after t he first two steps have been completed . 

The first step loads the data from a recording into main memory and high-pass fi lters it. The 
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Figure 69: Data Before and After Filtering 
The left panel shows a 400 ms segment from the example recording used in 
this chapter, as captured. The right panel shows the same 400 ms segment 
after digital high-pass filtering, as is used during event extraction and sorting. 
Vertical scales on the two panels are identical. 

400 ms 

filtering parameters are stored in a structure called SS_parameters, and can be modified by hand; 

nominal values arc f c = 600 Hz and n = 256 points. For firing rates in the range of 10-50 Hz, such 

as found in LIP , a segment up to 2 minutes of total time is loaded. For off-line analysis, this is often 

sp ecified as a. sampling of 1 second segments spread out over the entire recording. Spreading the 

segments a llows compensation for drift or other slow temporal variations in spike shape. 

The second step extracts events from the loaded data. The loaded data are whitened in time 

and in space (across channels), or sphered. Then, excursions which are 3- 5 times the covariance for 

a minimum of 2 samples are detected and used to extract a short segment of the loaded recording. 

This is similar to the operat ion of many commercial spike sorters, with the exception of the sphering 

process. Then, each extracted segment is upsampled by Fourier reconstruction typically by a factor 

of 4 before the center of mass of t he event that lies above 2 times the covariance is aligned to a 

reference position, normally 1/4 or 3/8 of the way through the segment. Following this, the segment 

is decima ted back to the original sampling rate and saved for further processing. The alignment 

step is important because it helps reduce a sampling artifact t hat creeps in from our relatively 

low sampling rate wherein the true peak might not have fallen on a sample point. The noise t hus 

introduced is uniformly distributed making it difficult to model. For a fuller explanation, please see 

Sahani 's thesis (67]. 

The third step applies a variant of the Expectation-Maximization (EM) a lgorithm called REtvt-
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2 to discover the la tent variables in the recording, which we hope to be cell identity. This clustering 

algorithm combines deterministic annealing (related to t he more popularly known simula ted anneal­

ing which in contrast is a stochastic a lgorithm) with EM to identify cluster centers . Normally, we 

apply the algorithm to the extracted data segments after they have been sphered. This has t he 

effect of turning any variations that are due to background Gaussian processes into spheres, while 

leaving non-Gaussian variations due to bursting or drift non-spherical, greatly easing identification 

of the latter. Also, a rotational transformation is applied to the data which maximizes remaining 

variance and creates an approximation t o the optima l linear discriminant. These seemingly arca ne 

steps not only support the automated identifica tion of clusters by mechanical means, but allow t he 

accurate classification of events which would otherwise be considered noise. 

REM- 2 uses Ga ussian clusters to model events, a background uniform clust er to mop-up any 

outliers, and a noise cluster at the origin to take responsibility for low-amplitude events which are 

likely to be unsortable. The algorithm starts with rela tively large cluster sizes and iteratively shrinks 

them. After each step , E M is run to reassign events a nd the distribution of events assigned to each 

cluster is evaluated for Gaussianness with a Kolmogorov-Smirnov test. Each cluster which fa ils this 

test has its model cloned, and the events randomly partitioned between the original model and the 

clone. In simplified form, t ermination occurs when the cluster sizes reach the background noise (the 

actual termination condition is substantia lly more complex, and interested readers continue to be 

referred to Sa ha ni 's thesis). 

At the end of this process, the generated models are placed in a structure called SS_model. 

This is then used in sorting the full recording. 

3.2 Phase Two 

The applicat ion of spike cluster filters to the recorded data stream happens on a p er-tria l bas is . 

A file containing trial start times is required, and for the data and experiments presented in this 

dissertation would be gener a ted by applying the tool authreshold t o the recording. Each trial's 

segment of the recording is loaded from a file, filtered , and events extracted using t he same mech­

anisms and parameters as in the model crea t ion phase. If retraining has been enabled , t he noise 

floor is remeasured and models are adjusted. Then , each event is projected into the model space 

and posterior probabilities genera ted against each cluster. The results are saved in the per-trial part 

of the experiment structure, including a vect or of a ll spike times, a vector of highest probability 

assignment, a m atrix of the full posteriors, and for each model, the times of spikes assigned to that 

model and the p osterior probabilit ies for each. The spike waveforms are, a t this point, discarded for 

memory storage considerations, although the structure could be augmented to include them. This 

part of the second phase is performed by the function ss_sort which returns an expt structure. 

After the spikes have been extracted , the b ehavioral markers a re merged into t he result. The 

function for this will vary wit h experimental paradigm , but for this dissertation, the two merging 
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Figure 70: Sorted Events, Peak Space 
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functions are called hydload_memsac and hydload_maprf. T hese functions a re based on a suite 

of MATLAB functions which read t he binary data fi les created by our behavioral control program , 

Hydra, written by Ivla neesh Sahani . 

4 Clustergrams 

The results of a spike sorting are best viewed as clustergrams. Clustergrams, here , are series of 

two dimensional projections of higher dimensiona l sp aces where each point in the space is plotted 

either in density form, as seen in the graphical interface figure, or scattergram colored wit h an 

assignment from a sorting . The t riangular set of subplots is from the normally four d imensions of 

visualiza tion , eit her t he p eak values on each tetrode tip, principle components, or noise-whitened 

principle components, plotted against each other. T he bottom row, when present, shows the four 

against event time. A sorted clust ergram is shown in Figure 70 for peak values, and in Figure 71 

for noise-whitened principle component values. 

Each point in the scat tergram clust er plots is color-coded according to assignment , and each 

model is indicated by a numbered ellipse. In our exam ple, t he clustering was performed in the noise-
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whitened principle component space, and so when projected back to t he peak space, t he models 

appear slightly off center. This is a visualization ar tifact and does not reflect upon the quality of 

the sort. 

This example has particula rly well separated clusters, but even so, a number of out liers can 

be seen. These a re due , in large part , to overlapping spikes and are normally either discarded or 

absorbed by the uniform background cluster. 

The noise-whitened principle component projection shows a feature typical of many of our 

recordings, in that most of the cluster separation is available in the t op two components Pl and P2. 

This , naturally, is by construction of t hese components, but we have observed that with only a small 

handful of exceptions, no additional information is available at P3 and a bove. The rare exceptions 

have information a t P3 but never at P4. We have, by and la rge, sorted on the first four principle 

components for reasons of symmetry with the four tetrode tips; the number could be reduced to 

improve efficiency. 
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Figure 72: Clustergram Showing Drift 
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This sorting a lgorithm requires little work to be adapted to an on-line mechanism. The real limitation 

is one of processing power. With the computers used for development of this code, true rea l-time 

processing was out of reach , but not unreasonably so. As of this writ ing , processor speed has 

approximately doubled , which , with some judicious code optimization would probably suffice for 

real-t ime performance. 

Aside from the benefits in experimental efficiency that on-line processing would br ing, having 

a means to incrementally retra in models provides a way to compensate for drift. Drift with tetrodes 

under daily insertion is a problem that cannot be ignored. The fundamental source is the fine 

shank diameter of the electrodes, about 35 J.Lm, which creat es the problem as follows. For ease of 

handling, the tubes through which tetrodes a re advanced must be much la rger than the tetrodes (at 

100 J.Lm internal diameter , these t ubes are still quite fine) , allowing the electrode room to coil up 

ever so slight ly a long the length of the tube. This effective spring captures energy during electrode 

advancement and releases it. slowly once t he microdrive cont rolling electrode posit ion has stopped, 

creating an addit ional advancement over t ime. The effect is over and above normal brain drag 
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Figure 73: ISIH 
The interspike interval histograms (ISIHs) for the three clusters in the example 
sort, normalized to 100 times their maximum values. The count in the upper 
right corner is the total number of intervals in each graph. 

which itself often requires an hour for stabilization after electrode insertion. We have found that 

drift effects can be largely moderated by intentionally overshooting an area of interest by a few 

hundred micrometers before pulling back to the desired location. 

Without employing cluster retraining, drifting clusters a re tiled with multiple models which 

will be agglomerized in a manual post-processing step. This combining is done by setting the cells 

field of the expt structure; this field is a cell array, each element of which is an equivalence class of 

models , the exemplar for which is the first element (for cells with one model, these will be scalars). 

When cluster retraining has been enabled, model centers a re adjusted for each trial , and tiling is 

not as prevalent. 

Drift is detectable from tell-tale elongated clusters, as seen in Figure 72. The la rgest-valued 

cluster appears smeared-out in the upper panels of the figure; the lower panels showing peak value 

against time show this cluster to have a normal size over any short period of time, because the 

background noise is relatively constant, but changing amplitude through the recording. It is this in 

amplitude creates the apparent smearing. The multiple colors (or shadings) of the cluster a re the 

result of the sorting process which has t iled the cluster with four models . The other clusters can be 

seen to have relatively constant amplitude; it is not unusual for lower amplitude clusters to appear 

fixed while higher amplitude clusters drift. It is also not unusual for drift to appear in abrupt form 

as if the electrode tip suddenly slipped passed some structure. 
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6 Cluster Verification by ISIH and Correlogram 

Once a sorting has been done, the clusters are verified for source uniqueness by examining the 

the interspike interval histogram ( IS!H) for each. The ISIH of the identified models in our example 

is shown in Figure 73. We look for evidence of refractory periods of at least 1 ms to verify the 

quality of isolation. Only two of the three detected clusters in t his recording have clean refractory 

periods indicating spikes assigned to these cluster a re from isolated neurons; the third is likely a 

combination of spikes from multiple cells which are all too d istant to resolve into separate sources, 

as corroborated by its small peak height seen in the clustergrams above. The third cells ' a pparent , 

and short , refractory period is artifactual and due to a mechanism invoked during event extraction 

t hat excludes overlapped event s by imposing a minimum separation between detected events. 

As a preliminary evaluation of t he recording for interaction between cells, the a uto- and 

cross-correlograms for a sor t are examined. The graphs for the two well-sorted clusters our example 

can be seen in Figure 74 spanning delays of ±25 ms; the poorly sorted cluster has been discarded. 

One of t hese cells shows evidence for bursting (Cell 2, with a pair of sharp autocorrelogram peaks 

at close to 1.5 ms), while t he other does not. The crosscorrelogram shows an unusual interaction 

where Cell 2 is more likely to fire after a Cell 1 spike than before it. The notch in the center of the 

autocorrelograms is the refractory periods (the zero bins have been suppressed) , while the notch in 

the center of the crosscorrelograms is due to our current inability to proper ly sort overlapped events. 

The figures above each autocorrelogram in Figure 74 indicate the number of spikes assigned 
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Fig ure 75: Spike Shapes 
This figure shows the mean voltages on all four channels across 5000 events 
for the two cleanly isolated cells (heavy lines) and their standard deviations 
(fine lines). For each detected and sorted event, the original, unfiltered data 
was sampled for 20 ms around the spike and averaged to generate this figure. 
Vertical scales are all matching. 

to that cluster, and the mean posterior probability among the spikes. The correlograms have been 

computed by propagating the posterior information from t he sorting through the computation, 

counting each event pair (the reference spike from one cell and the observed spike from t he other) 

not with unit weight as in traditional correlograms, but with weight of the product of the two 

posteriors. In addit ion, for this figure, only spikes with posterior probabilities of at least 0 .95 were 

included. 

7 Example Spike Shapes 

The mean events for the two isolated cells are shown in Figure 75. In forming t hese high-n means, we 

examine the data from a different perspective, looking for an underlying commonality to all spikes 

from a given cell, and rejecting signals from all other sources. Thus the standard devia tions will 

now show a different background noise t han we have previously considered, mostly formed by the 

low frequency local field signals, but a lso from other spikes. Although the standard devia tion values 

a re high , t he number of samples brings t he standard error to a level approaching t he width of t he 

solid traces . 
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Figure 76: Spike Spectra 
Spectra for the two mean waveforms from Figure 75. The four channels from 
each waveform were averaged and then Fourier transformed and the magnitude 
of the result squared to generate this figure. 

These mean spike shap es show evidence of a signal surrounding each spike that spans more 

than 20 ms, as t he voltages have not returned to zero by the edges of t he figure. This runs counter 

to the dogma that a spike represents an isolated event lasting at most 2- 3 ms . P art of this extended 

process will , undoubtedly be the local field , a nd reflect the general activity of the area, possibly 

including inpu t, but part will a lso be from subthreshold membrane motions . 

The spectra of these mean spike shapes are seen in Figure 76, and correspond well to the 

excess energy above the straight-line backgrounds of full-recording spectra presented in Chapter 2. 

8 Summary 

T his chapter has reviewed the operation of our spike sorting algorithm, written in large part by 

Maneesh Sahani. Example sorts have been presented , a long with a discussion of the evaluation tools 

used in verifying sort quality, including a new kind of correlogram which incorporates t he posterior 

probabilities from the sorting process. Finally, the mean spike shapes from a n example recording 

were presented which showed a temporally much broader effect than traditionally considered for 

extracellular spikes. 
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So far, I have not found the science 

But the numbers keep on circling me 

-SOUL COUGHING (So Far I Have Not Found the Science, £/ Oso, 1998) 
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Chapter Seven: PIST 

This chapter is based on a paper originally appearing in the proceedings from CNS98 [72] called 

PIST: S·imultaneous Paired Intmcellnlar· and Tetrode Recordings for· Evaluating the Performance of 

Spike Sorting Algor·ithrns, written in collaboration with Mike Wehr and Maneesh Sahani, describing 

work done in Gilles Laurent's laboratory at Caltech. 

1 Abstract 

Objective evaluation of spike sorting algorithms such as those used to decompose tetrode recordings 

into distinct spike trains requires a priori knowledge of the correct classification for a given recording. 

Intracellular recording can unambiguously assign spikes to a single neuron, and thus provide correct 

classification if signals from that neuron concurrently appear in a tetrode recording. Simultaneous 

single or paired intracellular and tetrode recordings are used here to evaluate a contemporary spike 

sorting algorithm for isolated as well as overlapped events. These data are a lso used to demonstrate 

that overlapping extracellular spikes combine additively, and to introduce a means for quantifying 

variability in action potential shape. 

2 Introduction 

Tetrodes [60] offer significant advantages in addressing the problem of sorting spikes from multiunit 

recordings into distinct trains [17, 69, 68, 23]. These bundles of fine wires have four close-packed 

recording sites to generate mult iple views of the electrical landscape at the electrode t ip. A cell 

which is closer to one site will produce a la rger waveform there than at the other , slightly more 

distant recording sites. As each cell has a unique spatial position, and thus a unique pattern of 

distances to each group of recording sites, each neuron should, in principle, present a characteristic 

pattern of waveforms across the multiple channels amenable to algorithmic extraction. 

Evaluating such spike sorting algorithms requires an independent verification of firing times 

for the collection of neurons being recorded. While synthetic data can be used for this purpose, doing 

so requires acceptance of assumptions about signal characteristics which may interfere with objective 

evaluation. An in situ approach, such as intracellular recording, is therefore preferable. We elected 

to combine dual intracellular recording with tetrode recording, allowing simultaneous verification of 

signals from two neurons. This provides not only the desired spike assignment confirmation, but 

a lso a llows quantification of variability in extracellular action potential shape and explicit testing of 

the assumption of linearity in the extracellular medium during overlapped events. 
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3 Methods 

Experiments were carried out in vivo on adult female locusts (Schistocer·ca americana). Animals 

were restrained dorsal side up, the head was immobilized with beeswax, and a watertight beeswax 

cup was built around the head for saline superfusion. A window was opened in t he cut icle of the 

head capsule between the eyes, and air sacs on the anterior surface of the brain carefully removed. 

For stability, the esophagus was sectioned anterior to the brain, and the gut removed through 

a subsequently ligatured distal abdomina l section. The brain was treated with protease (Sigma 

type, XIV), gently desheathed , and supported with a small metal pla t form. The head capsule was 

continuously superfused with oxygenated room-temperature physiological saline (in mM: 140 NaCl, 

5 KCl, 5 CaC12 , 4 NaHC03 , 1 MgC12 , 6.3 HEPES, pH 7.0) . 

Intracellular recordings were made using conventional sharp glass microelectrodes pulled wit h 

a horizontal puller (Sutter P-87) , filled with 0.5 M KAc, for resistances of 100- 300 MO. Intracellular 

recordings were done in bridge mode using a n Axoc.:la mp 2A amplifier (Axon Instruments) from the 

third optic lobe (lobula). Data were collected from 28 single neuron and 6 paired intracellular 

recordings, a ll with simultaneous tetrode recordings, from 7 animals. 

Tetrode recordings were made using electrodes composed of 4 strands of 15 J-Lm insulated 

tungsten wire (California Fine Wire) twisted at approximately 1 turn/mm and glued with common 

cyanoacrylate [52]. The t ip was freshly cut at an acute angle using fine surgical scissors before each 

p enetra tion for impedances of 0.4- 0. 7 MO at 1 kHz. Tetrodes were placed in the lobula, 50- 100 J-Lm 

medial to the site of intracellular penetrations (see Figure 77). 

All signals were amplified , low-pass fil tered at 10kHz (8-pole analog Bessel with gain , Brown­

Lee Precision), digitized at 50 kHz with 16-bit resolution (Tucker Davis Technologies), and written 

to compact disc. The continuous voltage recordings were digita lly high-pass filtered at 250 Hz and 

events were obtained by threshold detection on either the tetrode or intracellular signals only. Each 

set of extracted events was clustered using Expectation Ma:dmization (EM) techniques [69, 68] 

implemented with in-house M ATLAB code. 

4 Results and Discussion 

Figure 78 shows a typical recording from t his preparation that will be used as a running example. 

Each of the la rge spikes appears across the four tetrode channels with a characteristic amplitude sig­

nature, some with simultaneous action potent ia ls in the intracellular channels. The tetrode recording 

contains signals from (a t least) four identifiable cells, two of which were impa led with the intracel­

lular electrodes. Figures 80A- B show the spike-triggered average waveforms of the six channels, as 

t riggered on J 1 and h. , revealing the tetrode waveform associated with action potentials from the 

impaled cells. 
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Figure 77: Photomicrograph of Locust Preparation 
Photomicrograph of locust head capsule taken directly following a recording. 
Spontaneous activity was recorded for up to 15 minutes at a time. The retina­
topic organization of the insect optic lobes, combined with the existence of 
large integrative neurons in the lobula, allowed simultaneous intracellular im­
palement of tetrode-recorded neurons at distances of up to 100 J..Lm from the 
tetrode tip. 

4.1 Spike Sorting Performance 

The performance of a spike-sorting a lgorithm based on maximum likelihood techniques [69, 68] on 

these recordings was evaluated. The a lgorithm consists of two stages: (a) automated robust fitting 

techniques a re first used to discover clusters of events, and then (b) optimal filters based on these 

clusters are used to decompose the signal into distinct spike trains . 

During the first , clustering, stage, the purity of each cluster is of highest interest (see Fig­

ure 79). Cluster C1 contained 862 spikes of which 831 (96.3%) came from a single cell (as verified 

by I l). Only 3 additional spikes from that cell (0.4%) were misassigned to other clusters . Cluster 

C2 contained 190 events with 183 (96.3%) of these from the other impaled cell (!2 ). Ten spikes from 

this cell (5.5%) were misassigned. 

At present a strong test of the second, filtering, stage has not been p erformed clue to difficulties 

with suitable decorrelation (whitening) of the sign al. However, a preliminary run on unwhitened data 

was performed to detect C1 spikes. There were 1052 such 11-iclentified events, including overlaps. 
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Figure 78: Example PIST Recording 
Example of simultaneously recorded data. T1 -T4 are the four tetrode extra­
cellular voltages; / 1 and / 2 the two intracellular voltages. Based on spike 
amplitudes, rising phase shapes, after-hyperpolarization amplitude, and synap­
tic background, the 11 electrode, here, was likely impaled in a distal dendrite 
far from the spike initiation zone, the h electrode in a primary neurite relatively 
near the spike initiation zone. 

Of these , 999 were correctly detected by C1 filter (95.0%), however 124 additional spikes were 

incorrectly grouped in with these (11.8%). Such false-positives a re likely to be reduced once the 

filtering procedure is correctly applied . 

4.2 Linearity of Overlaps 

To evaluate the electrical linearity of the extracellular medium, overlapping events were modeled 

using spike-triggered averages of non-overlapped events. Instances when the two impa led cells fired 

at nearly t he same time were selected , a nd the recordings of t hese event s were compared to t he sum 

of M 1 and M 2 appropriately t ime shifted as determined from the intracellu lar signals (see Figure 80). 

For additivcly combined spikes, the simple sum of the models was expected to accurately predict the 

shape of overlap events. Actu al voltage is shown as a function of predicted voltage in Figure 80E, 

a long with a linear fi t tha t closely matches t he unity slope line, demonstrating t hat the addit ive 

assumption is valid across the observed voltage range. 
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Figure 79: Clustergram of Sorting Output 
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Ellipses indicate fits generated from cluster analysis of the first four noise­
whitened principal components. Clusters C1 and C2 correspond to the impaled 
neurons from 11 and 12 , respectively. A : Action potential peak heights for 
tetrode channels T 1 -T4 plotted against each other (axes in scaled volts). B: 
The same data transformed to the optimal 40 linear discriminant subspace 
D 1- D 4 (axes in arbitrary units) , markedly improving the discriminability of 
clusters. Cluster C2 , difficult to isolate in A , is clearly separated in B. 
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Figure 80: Spike Shapes 
A, B: Spike-triggered average waveforms of the six channels, triggered on 
each of the two intracellular channels. A·h and M 2 are the means of ! 1 and 
lz events, respectively. h and lz have been high-pass filtered at 250 Hz for 
accurate event detection, resulting in waveforms uncharacteristic of standard 
in tracellular records. C: Example overlap event. D: Expanded view of overlap 
T2 , with recorded waveform (heavy line), time-shifted M 1 and M 2 (dotted 
lines), and predicted combination N/1 + N/2 ( fine line). E: Sample-by-sample 
predicted versus actual values for overlaps (dots, n event = 88}, with linear fit 
(solid line, y = 1.016x - 0.009} , and standard deviations (filled symbols}. 

4.3 Spike Waveform Variability 

The varia bility of extracellular spikes was examined by computing t he point-by-point covariance of 

a ll 11 -triggered tetrode events. The covariance matrix was decomposed into stat ionary and non­

sta tionary par ts by an EM algorithm equivalent to factor analysis in the Fourier-transformed space 

(see Figure 81) which , by analogy with P CA, we call Non-Sta tionary Components Analysis . The 

stationary com ponent corresponds to add itive background noise , whereas the non-stationary com­

ponent corresponds to intrinsic waveform varia bility. T he major modes of variability were computed 
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from the non-stationary component of the covariance matrix , illustrating the ways in which spike 

waveforms differ from event to event. 

5 Conclusions 

Preliminary analysis of simultaneous paired intracellula r and tetrode recordings demonstra tes that 

one spike sorting algorithm [69, 68] performed 96% correct isolation and classification of signals from 

a tetrode. Further , overlapping extracellular waveforms were demonstra ted to combine additively. 

Lastly, spike waveform varia bility was shown to be decomposable into stationary non-spike noise, 

and several modes of non-st ationary variability. To obtain copies of t hese data sets, please contact 

the corresponding author (JSP). 

but i know the truth 

i know the whole shebang 

i know the names of men they had to hang 

- Soul Coughing (Unmarked Helicopters , Songs in the Key of X , 1996) 
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Covariance decomposition of T2 from ! 1 events (A} into non-stationary (C) 
and stationary (D) components. Reconstruction (B) from the two components 
closely matches the original (compare B to A). E: Modes of variability. The 
mean (heavy line) and first three modes of non-stationary variability are shown 
(scaled by 2}. Intrinsic spike waveform variability consisted of increased ampli­
tude (thin line) , increased breadth (dashed line), or secondary peak inclusion 
(dot-dashed line) . 
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Chapter Eight: In vivo MRI Localization at 1.5T 

This chapter is based on a one-page abstract titled MRI localization of e:ctracellular- electr·odes using 

metallic deposition at 1.5T [51] originally appearing in the proceedings from a meeting of the Inter­

national Society for Magnetic Resonance in Medicine. Since the publication of the abstract, work 

has been done to extend the results to additional preparations. 

1 Introduction 

Extracellular electrodes are widely used in neuroscience applications for electrophysiological record­

ings from cerebral cortex. Spatia l localization of the exact recording site has traditionally relied on 

accurate stereotaxic posit ioning and histological confirmation of areas of gliosis at the end of the 

study. A novel technique described in rats by Fung and colleagues [19] involves electrodeposit ion of 

a small amount of iron along the electrode t ract, a nd subsequent localization with high-field MRI. 

We investigated the utility of a similar approach at conventional (1.5 T) field strengths, poten­

t ially a llowing neuroscience centers studying larger animal models, or without recourse to dedicated 

high field systems, to use more readily availa ble conventional scanners, and t hus avoid unnecessary 

histology. 

2 Methods 

The methods for t his study were selected for ready availability and scientific relevance. We elected to 

use standard stainless steel electrodes to leave susceptible deposits, but included tetrodes as a. control 

for potential artifacts in the primary prepara tion. Our studies spanned three animal preparations: 

bovine brain (purchased from a local butcher), laboratory rabbit, and macaque monkey. The bovine 

preparations were lesioned and imaged ex vivo , the rabbit preparations were lesioned in vivo and 

imaged both ex v·ivo and in vivo, and the monkey preparations were lesioned in vivo , and imaged 

ex vivo (after fix ing) and in vivo. 

2.1 Electrodes 

Three types of electrodes were used for this study: stainless steel, tungsten, and tetrode (made 

of tungsten). The first two types, both traditional electrodes, were purchased from the Fred Haer 

Corporation (Bodoinham, l'vlaine) , t he last was of the type used in collecting extracellular data found 

in the rest of this thesis (see chapters 2 and 3 for details). 
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2.2 Preparations 

Our first step was to determine if the technique was viable at lower field strengths and to explore 

the parameter space of lesion time and current. T his was performed in three post mortem bovine 

brain preparations. \¥e then used three ra bbit preparations, to verify these settings in a living 

preparation. A terminal monkey preparation lesioned in vivo, but imaged ex vivo, extended these 

results to primate preparations. And finally, a monkey preparation lesioned and imaged in vivo 

showed the technique to be a viable alternative to histological track reconstruction. 

For rabbit and monkey preparations, lesions were performed while the animal was anes­

thetized with isoflurane at surgica l levels. Under sterile conditions, 2.0 mm diameter holes were 

drilled through the skull through which stereotaxically mounted electrodes were positioned. Imag­

ing was clone under anesthesia (rabbit: 35 mg/kg ketamine IM, 5 mg/kg xylazine IM , 0.75 mg/kg 

acepromazine ltv!; monkey: 10 mg/ kg ketamine IM, 0.5 mg/ kg xylazine IM, 0.04mg/kg atropine sc) . 

Preparation 1: Bovine Brain 

17 electrode tracts at 5mm spacing; 4 lesions per tract every 1 mm; 1- 4 J-LA anodic current for 

5- 160 s. 

Preparation 2: Bovine Brain 

30 electrode tract s at 2mm spacing; 6-8 lesions per tract every 2 mm; 1- 12 J-LA anodic current for 

5-160 s. 

Preparation 3: Bovine Brain 

30 electrode tracts at 2 mm spacing; 6- 8 lesions per tract every 2 mm; 1- 12 J-LA a nodic current for 

5- 160 s. 

Preparation 4: Rabbit 

8 electrode penetrations at 4 mm spacing; 5 lesions per tract every 2 mm; 4 or 8 J-LA anodic current 

for 10 or 20 s . 

Preparation 5: Rabbit 

11 electrode penetrations at 4 mm spacing, 8 with lesions, 3 controls without lesions; 4 lesions per 

tract every 2 mm; 4 or 8 J-LA anodic current for 10 or 20 s. 

Preparation 6: Rabbit 

11 electrode penetrations at 4 mm spacing, 9 with lesions, 1 control without lesions; 4 lesions per 

tract every 2 mm; 4 or 8 J-LA anodic current for 10 or 20 s. 

Preparation 7: Macaque 

6 electrode tracts (parietal cortex): 5 lesions per tract every 2 mm; 4 or 8 J-LA anodic current for 
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Figure 82: Preparation 1, Ex Vivo Bovine 
Lesions in bovine brain imaged using 3D-FLASH are seen in axial (top) and 
sagittal sections. Only 6 of the 17 lesions were visible corresponding to elec­
trode currents of 4pA and times of 10-160 s (currents below 4 p,A and lesions 
of Jess than 10 s duration were not visualized). Table 10 summarizes the visible 
tracts. 

Tract 
Current (p,A) 
Time (s) 

1 
4 

160 

2 
4 

80 

3 
4 

40 

Table 10: Parameters for Preparation 1 Lesions 

4 
4 

20 

5 
4 
10 

6 
4 
5 

7 
4 

10 

Parameter used to create the visible lesions shown in Figure 82. Additional 
lesions were left at similar times for lower currents, but were not successfully 
imaged. 

20 s; M RI ex vivo (fixed brain). Lesions were left 1- 2 hours before perfusion as an adjunct to a n 

other wise unrela ted acute procedure . 

Preparation 8: Macaque 

Six electrode tracts (parietal cortex) ; 3 control tracts with no lesions; 3 tracts with 3 lesions each 

every 3 mm; 8 f..LA anodic current for 10 s . Tract posit ions abutted t he int raparietal sulcus, as guided 

by previously done structu ra l rviRI. 

2 .3 Imaging 

Imaging was performed at two locations , the Hoag Hospital in Newport Beach , California, a nd the 

Long Beach Hospital in Long Beach , California . Both locations had identical imagin g equipment, 

1.5 T Siemens V IS ION MR scanners (25 mT j m gradients, 300 f..LS rise t ime), and identical scanning 

sequences were used a t the two locations. 
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Signals were captured using eit her a 35 x 17 em flexible surface coil or a 19 em circularly 

polarized volume coil. The specimens or subjects were carefully centered in the coil, a nd appropriate 

additional loading used to insure good signal-to-noise ratios. Living subjects were sedated. 

Three sequences were used. For high metallic sensitivity, a 3D- F L ASH sequence (Tn = 25 ms, 

Te = 11 ms, a= 20°, 0.4 mm and 0.5 mm isotropic resolut ion) was used. For intermediate sensitivity, 

a 3D- IVIPRAGE sequence (Tn = 11.6 ms, Te = 4.9 ms, T 1 = 20 ms, TD = 0 ms, a = 8°, 0.8 mm 

and 0.5 mm isotropic resolutions) was used. As a metal-insensitive , but tissue damage-sensitive 

control, a 3D-RARE sequence (Tn = 2200 ms, TE = 105 ms, ETL = 21, 0.6 x 0.6 x 0.7 mm and 

0.5 mm isotropic resolut ions) was used. Tota l per-session scanning times were limited to 2 hours, 

the effective limit for single-dose sedation. In rabbits and monkeys an additional sequence 3D-FISP 

(Tn = 48 ms, TE = 21 ms, a= 15°, 0.75 mm isotropic resolution) was also used. This is extremely 

sensitive to the presence of metal, but its use was limited by reduced tissue contrast and phase 

distortion in the final image (making exact stereotaxic location difficult). 

Bovine prepara tions were imaged a few hours after lesioning, and the t issue was brought to 

room temperature before being placed in the magnet. 

Rabbit preparations were imaged a few hours after lesioning. Ex vivo preparations were 

wrapped in layers of surgical draping to maintain body temperature after sacrifice. Viability of 

in vivo preparations was verified with periodic t ranscardia.c images to confirm heart motion and 

pulsatile blood flow. 

The first monkey preparation was initia lly imaged to include the whole head, 24 hours after 

lesioning , and then la ter as an extracted hemisphere. The second monkey preparation was initially 

imaged 24 hours after lesioning and again after 7 days. The second monkey preparation had a small 

cylindrical well positioned over a craniotomy as part of an unrelated experiment , but during imaging, 

this well was fill ed with gadolinium DTPA solut ion to verify localization. 

All datasets were manipulated using in-house MATLAB code, while macaque datasets were 

re-oriented to stereotaxic coordinates using the AFNI software package (Medical College of Wiscon­

sin) [13] to generate accurate coordinate references for the observed electrode t racts. 

2.4 Fixing 

The brain of the first monkey preparation was fixed before imaging, as part of an unrelated study. 

The head was perfused immediately following sacrifice with paraformaldehyde using standard meth­

ods. Tissue samples were triple bagged to prevent fixing fluid from contaminating hospital equipment 

during magnet work. 

3 Results: Genus Bos 

Bovine electrode marks were readily visualized using 3D-FLASH and 3D-MPRAGE sequences as a series 
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Figure 83: Preparation 2, Ex Vivo Bovine 
Pathological specimen (top) and 3D-FLASH axial image (bottom) showing le­
sions are only visualized in gray matter. Vertical lines indicate axes of electrode 
penetrations. 

of punctate areas of low signal, measuring 0.6- 1.0 mm in diameter as shown in Figure 82. Lesions 

were not read ily seen with t he 3 D- RARE sequence. 

In the second bovine preparation , lesions from 2- 12 J.LA were readily visualized, but only in 

gray matter. Figure 83 shows a series of imaged deposits (1- 5 J.LA, 5-160 s) . 

4 Results: Genus Oryctolagus 

All three scans, 3D-MPRAGE, 3D-fLASH, and 3D-F ISP, were sensitive to both metal deposition at a ll 

currents and t imes, as well as to the small amount of blood that occurs in a tract as normal sequilae 

of electrode penetration. A large variability was observed in t he detectability of lesions. 

5 Results: Genus Macaca 

Figure 84 shows tracts in the lateral intraparietal cortex (LtP) in fixed macaque brain. Lesions are 

readily visualized with 3D-FLASH (84 upper ), but not with 3D- RARE (84 lower) indicating conspicuity 

is due to metallic deposition. Lesions were detectable in the in vivo preparation , as shown in 

Figure 85, as were penetrations without lesions, but to a much lesser extent. 



132 

Figure 84: Preparation 7 , Ex Vivo Monkey 
Lesions in the monkey preparation are seen in under 3D-FLASH scans (top) , 
but not 3D-RARE scans (bottom}, indicating ferrous material was deposited at 
the lesion sites. LIP, labeled in the upper image, is a brain area on the lateral 
bank of the intraparietal sulcus and part of the dorsal visual stream. 
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Figure 85: Preparation 8 , In Vivo Monkey 
Three iron lesions placed in the lateral bank of the intraparietal sulcus as imaged 
in vivo in coronal section of a macaque brain. The bright area above the brain 
is a gadolinium-filled chamber used as a location marker above a previously 
existing craniotomy. The upper extent o f the interhemispheric fissure is visible 
on the right, at an approximately 45 ° angle. 

6 Discussion 

Electrode tracts from electrophysiological recordings can be reconstructed in vivo by applying unipo­

la r currents of at least 4 {LA to stainless steel electrodes for at least 20 s. Below these t hresholds, 

electro-deposits a re insufficient to reliably cause visible blooming at 1.5 T . 

The failure to detect lesions with the 3D-RARE sequence confirms that the lesions do come 

as a result of metallic, or at least ferromagnetic, deposition at the t ip of the electrode rather than 

local gliosis, hemorrhage, or mechanical insult. 

Electrode tracts were more conspicuous with 3D-PLAS H than with 3D- M PRAGE, and higher 

resolut ion was also possible. 3D- MPR AGE caused less suscept ibility artifact and was more useful 

around areas of hemorrhage (e .g. , a t sites of previous surgery) . E lectrode tract visualization was 

difficult if susceptibility distort ion was excessive, in which case the 3D-R A RE images could b e co­

registered with the gradient echo images and viewed simultaneously to better define the anatomy. 

Additionally, lesions left in gray matter were much more conspicuous than those left in white 

matter. The exact mechanism for this is under investigation, and awaits histological verificat ion of 

t he presence or absence of iron at each lesion site. 

With the first , ex vivo, monkey preparation as a test-bed, we developed scans which generated 

acceptable resolut ion and signal to noise within the target of 90 minutes total scanning time. This 

was verified in the second, in v·ivo, monkey preparation where in each of two scanning sessions a 

single intramuscular close of anesthetic was sufficient to acquire 3D-MPR AGE, 3D-FISP, and 3D-RARE 

sequences. This time course is, we feel, realistic for in vivo imaging. 

Based on susceptibility and signal to noise within the limits we set ourselves - readily 

available lVI RI facilit ies and therefore lower field strengths, reduced signal, and increased noise - we 

have achieved adequate resolution a nd lesion conspicuity to reconstruct the electrode t ract. 
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7 Conclusions 

We found that it is possible to mark electrode locations with an electrolytic lesion depositing iron 

ions for visualization using a conventional M R scanner within a realist ic imaging t ime-frame. While 

there are reliability issues not yet resolved, unipolar current of 8 p,A for 20 s generates readily visible 

deposits in gray matter at 1.5 T. For reasons we have not understood, deposits were not reliably 

visible in white matter, a lthough in practice this is not a limitation as electrodes are normally used to 

record cellular activity within gray matter (not white matter). '''e were also a ble to detect localized 

hematomas such as occur as normal consequences of electrode penet rations. 

I'm looking through you 

- LENNON AND McCARTNEY (I'm Looking Through You, Rubber Soul, 1965) 
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Chapter Nine: Experimental Methods 

1 Introduction 

This chapter describes the experimental paradigms used to collect data presented in chapters lOand 

11. There were two main behavioral tasks used, one a traditional memory saccade t ask, the other 

a fixation task used to map receptive fields. The techniques described in this chapter were used to 

collect data presented in this thesis from awake behaving monkeys. 

2 Behavioral Monitoring 

Standard techniques, already in use in our laboratory, were used to monitor animal behavior. Nearly 

a ll data were collected in the experimental area known within t he laboratory as Setup 3, although a 

small amount of initial non-behaving data was collected in Setup 1. The equipment in Setup 3 was 

very nearly all built or acquired for this series of experiments, and much of it has been described in 

Chapter 5. T he setup is now reliable and robust, and the hope is that it will last for many corning 

generations of students and post-doctoral scholars. 

2.1 Eye Position 

The animal's eye position was measured using the scleral search coil t echnique originally developed 

by Robinson [63] and improved by Judge, Richmond and Chu [30]. For each animal, a three-turn 

coil is surgically implanted around the sclera of one eye so that it moves with the eye, with the 

two output wires mechanically decoupled and routed subcutaneously to a connector on the headcap. 

After recovery, the animal is placed between two pairs of magnetic coils, one pair oriented vertically, 

one oriented transversely, driven at rationally-related frequencies (78.6 kHz and 102.4 kHz) to create 

two orthogonal oscillating magnetic fields of approximately uniform strength a t the animal's head. 

Under these conditions, the signal at the headcap connect or will be related to the mutual inductance 

between the eye coil and the driver coils which is, in turn, determined by the cross-sectional area 

of the eye coil as projected on the two directions. As t he animal's eyes move, the horizontal and 

vertical angles of the eye coil det ermine the voltage measured a t the connector, allowing a simple 

synchronous decoder to extract the x and y components of the animal's direction of gaze. When 

properly implemented , this system does not adversely affect an animal's behavior [30] , and allows 

continuous high-speed monitoring of gaze position to reasonable accuracy (±0.5° near (0°, 0°)). 

As the gaze angle deviates from straight ahead, the error increases according to the error in the 

approximation of sin(x) by x (at 30°, the error is an underestimation of approximately 5%); no 

compensation is made for this in our system. 
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Figure 86: Eye Coil System 

The driver/decoder for the eye position system was built many years ago as custom hardware, 

but was updated as part of this project, modifying the circuitry for additional sensitivity, better 

low-frequen cy rejection, better orthogonality of the decoded signals, higher operating frequencies, 

and reduction of unwanted radiation. A diagram of the system's operation is provided in Figure 86. 

2.2 Posture Control 

When performing the behavioral task, the animal subjects sit in specially constructed primate chair·s 

adjusted to fit them comfortably, with their heads fixed by a cranially mounted post. The chairs 

include a chest pla t e which a llows the seated animals to reach their mouths, but not the rest of 

their heads, thus preventing them from interfering with equipment at t he top of their cranium. A 

_juice tube, used to deliver liquid reward, is removably mounted to the chair and adjusted so that the 

animals can drink from the tube without straining. 

An infrared camera driving a closed-circuit TV is trained on t he animals during exp eriments to 

insure that they are not misbehaving, a nd to help assess their motivational state. The camera output 

is displayed on a television monitor at the top of the equipment rack, while a filtered incandescent 

lightbulb on axis with the camera provides infrared illumination. 

2.3 Reward 

The reward system was adapted [49] from the original to improve reliability and reduce operational 

noise. The system has a master-slave configuration with a master, electrically-actuated, valve in the 

equipment rack switching a compressed air source, and a slave , pneumatically-driven, valve in the 

experimental chamber switching a liquid reward source to a tube which runs to the animal's mouth. 

The electrically-actua ted valve is controlled by a combination of computer input and manual override, 

and each pulse to the input delivers a well-metered small volume of reward liquid to the animal. 

Different rewards were used depending on the preferences of each animal, including Kool-Aid , Tang, 

apple juice, and water ; the powdered drinks were mixed to approximately normal concentrations. 

The only drawback to this system is that as the juice tube is mechanically fixed to the primate 

chair, any perturbations, such as those generated by over-enthusiastic sucking, are coupled to the 
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recording apparatus.7 

3 Stimulus Presentation 

Stimuli were presented on a screen 54 em from the animal's eyes in the frontoparallel plane. Stimuli 

were points of light projected from a three-channel optical bench. Through a long series of adjust­

ments and improvements, it was brought to a stable and reliable state. Modifications were made to 

reduce long-term and thermally-related drifts, decrease tangent error, eliminate light leaks, increase 

positional accuracy and repeatabili ty, improve the driving interface, improve dynamic response, and, 

critically, eliminate the frequent failures. 

The three channels are independent but identical, a rranged in a linear array with parallel 

optical axes at a spacing of 5 inches between channels. Each channel uses a 250 W projector bulb 

driven by a DC power supply located outside the experimental chamber. Each channel's bulb is 

mounted in an aluminum frame and has a stream of cooling air a imed toward it . Light from the 

source is collimated by a series of lenses into a beam approximately 1 inch in d iameter which passes 

through a high-speed mechanical shutter and continues through a pinhole aperture. Once past the 

aperture, the beam is deflected by a pair of orthogona lly mounted galvanometer-driven front-surface 

mirrors and then by a large path-adjustment mirror shared by all three channels which directs t he 

beam at the tangent screen. T he light path is schematically described in Figure 87. At the projection 

screen , the stimuli a ppear as circular, elliptical , or rectangular areas of illumination approxima tely 

1 o across , depending on the aperture shape and size. 

The combination of the three high-power projector bulbs in the enclosure makes high-airflow 

cooling a necessity. This is accomplished through a la rge fan wit h entry and exit flows though black­

colored opaque ducting. The heat generated by the bulbs can adversely affect the mirror driver 

ch aracteristics, so temperature-stabilized drivers are used, as described below. 

3.1 light Source 

In the future, it would be desirable to update the light sources to LED lasers which will eliminate 

the need for t he power supplies, large cooling fans, collimators, shutters, and apertures, reduce 

any remaining t emperature-dependent effects significantly, eliminate the need for containment of 

stray light generated from the source, greatly reduce unintended stimulus intensity variat ion, a llow 

programmed stimulus variation, and likely eliminate the need for periodic bulb replacement. The 

one drawback to this plan for u sing a pre-focused light source, such as an LED laser , is that arbitrary 

apertures are not readily available. 

7 Regrettably this was not discovered until a fter o ur data were collected , and a ltho ugh it affects only the local fie ld 
potentials during t he inter-t rial interval, it shou ld like ly be a ddressed . 



138 

---

------
~------------------------------------1 1 

~ .... __ 
I I I -
1 I I 
1 I I 
I II 
I II 
Ill 
Ill 
Ill 
Ill 
Ill 
Ill 
Ill 
Ill 

-- ------~){> 
/,//OBSERVER 

~ SCREEN 

I. - --t--G--[3--S --- LIGHT SHROUD 

~6'sm L...-~---T---_..,-~....~ 
MIRRO LAMP 

COLLIMATOR 

Figure 87: Light Path 
The light path, schematically depicted in side view, with one of three chan­
nels shown. Light travels from the high-intensity bulb through a collimator, 
computer-controlled shutter, pinhole aperture, to orthogonally-mounted x-y 
positioning mirrors, a path-folding mirror, and the rear of the translucent pro­
jection screen. Rotation of the vertically mounted mirror about it's long axis 
controls vertical displacement of the stimulus. The dashed lines show examples 
of three different vertical displacements of the beam. A shroud encloses the 
optical bench to eliminate any extraneous leaks. 

3.2 light Path 

For each channel, light travels from a n incandescent bulb along an optical rail to a shutter , a perture 

and the two controlled mirrors, a la rge path-folding mirror, and finally to the tangent screen , as 

shown in Figure 87 and analyzed in Figure 88. The optical bench, from the light source to just 

before the x-y mirrors is surrounded by an aluminum shroud painted black and sealed against light 

leaks that provides paths for cooling a ir flow. The light source, for each channel, is a high-powered 

250 W , 24 V halogen incandescent bulb (EHJ24V-250W) with a remote DC power supply. The bulb 

is mounted in a four-sided housing, missing rear and top , with a cooling air stream flowing from the 

rear. The front of the housing holds the first of a series of collimating lenses, most of which are in 

a cylindrical holder mounted on the optical rail. A high-speed shutter (Unibliz model 225L2AOT5) 

mounts on the rail and the far end of the collima tor slips into the shutter. A few centimeters 

behind the shutter , a frame is placed on t he rail which accepts aperture cards. After t his there is 

an addit ional lens, through which the beam exits the optical bench shroud. The beam then strikes 

the two x-y mirrors, exits vertically, and is deflected back towards the tangent screen by the large 

path-folding mirror. 

3.3 Mirror Control 

Each controllable mirror, two per channel, is driven by a precision DC motor with positional feedback 
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via a PID (proportional-integral-derivative) controller. A command voltage delivered to the controller 

drives the mirror to a calibra ted position. The accuracy is high, but the linear error components a re 

corrected as described below. The assemblies are heated by t he controllers to 45°C with thermal 

blankets to mitigate any temperature-dependent effects. 

3 .4 From Stimuli to Positions 

Stimuli are specified in a spherical coordinate system based on optical angle as viewed from a 

reference posit ion where the animal's eyes are placed. The geometry illustrated below was used 

to derive an expression linking desired optical positions to equivalent syst em input voltages. In 

operation, behavioral control programs will express t arget location in degrees of visual angle; these 

figures a re t ransformed , checked for validity, and delivered to a. digital-to-analog converter to create 

a command voltage which is sent to the mirror motor controllers. This ma pping from degrees of 

visual angle to A/D voltages is described below. 

3.5 Corrections and Calibration 

Because of construction and manufacturing tolerances, there is a certain amount of discrepancy 

between commanded and actual dot position. This is corrected t o linear errors with a simple 

procedure: in uncompensated condition, the system is commanded to (0°, 0°) and (20°, 20°) and 

the actual positions read. These values are transcribed to a centrally located computer file, and 

the correction terms are then a utomatically computed during normal operation. When calibra t ed 

in this way, the error is empirically limited to less than 1 o . 

The calibra tion correction is performed before the command signal is converted from stimulus 

coordina tes to command coordinates and sent to the mirror controllers. The t ransformation and 

correction are computed with t he formulas 

X1 = (x - Zx)9x 

y' = (y - zv)9y 

c/>x =arctan ((dm,s tan x' + kpdp,p)jdp,s) 

c/>y =arctan (dm,s tan y' j dp,s), 

(15) 

(16) 

(17) 

(18) 

where (x, y) is the intended position, (x ' , y') is the position after linear gain and offset correction , 

( c/>x, c/>y) is the transformed position, 9x and 9v are the gain corrections and will be close to 1, Zx 

and zy are the offset corrections and will be close to 0, dm,s = 33 ± 0.2 inches is the distance from 

t he monkey t o the screen, dp,s = 80 ± 0.4 inches is the distance from the projector t o the screen, 

dp,p = 5 ± 0.01 inches is the distance from projector to projector, and kp is - 1, 0, or 1 for projector 

number 1, 2 or 3 , respectively. The values for gx, gy, Zx, and Zy are computed during calibration. 

The transform is graphically depicted in Figure 88. 
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Figure 88: Sahani Lab Notebook 1, Page 5 
Upper diagram is a plan view of beam paths with optical bench at top and 
screen at bottom. Lower diagram is a side view, left-right reversed from as 
depicted in Figure 87. 

A more sophisticated correction would, for example, involve measurements at an a rray of 

points (say every 5 or 10°) so that a two-variable second degree polynomia l could be fitted to t he 

uncorrected positions. It was empirica lly determined that this was not necessary for reasonable 

accuracy, and further, that the calibration was stable for time spans of months. However, should 

addit ional accuracy and stability be required , the first steps to be taken should be to improve the 

corrections to compensate for mechanical irregularities, and to change from the current incandescent 

ligh t sources to solid-state sources, eliminating the multi-hundred ' Vatt heat source the projector 

bulbs currently present. 

4 Neural Access 

Recordings were made with tet rodes through recording chambers which were mounted above cran­

iotomies in acrylic islands fixed to the skull. Tetrodes were constructed using 13 f..Lm diameter 

insulated tungsten wire, twisted , and lightly fused to hold their shape, as extensively described in 

Chapter 3. Daily insertions were made using a guide-tube-like carrier tube mounted in a standard 
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hydraulic microdrive and posit ioned over the area of interest. Accepted and approved sterile surgical 

techniques were used to form the craniotomy and implant the recording chamber and acrylic island 

with headpost, also known as a headcap. Recording chambers were cleaned before each use, and 

regularly when not in data-collection phases of t he experiment, and antibiotics applied to control 

infect ion. Periodic removal of hyperplastic tissue was performed as necessary. 

Carrier tubes were advanced t hrough the dura by manual control on the microdrive, after 

which t etrodes were advanced under remote hydraulic control until signals from neurons could be 

detected on an oscilloscope a nd on audio monitors. vVhen a well-isolated set of t ask-responsive 

neurons was found, recordings were made with equipment described below. Downward in-tissue 

motion of tetrodes for a ll non-recording penetrations was made in 1 J-Lm st eps at 3 steps per second. 

Upward motion was often increased to 5 J-Lm steps at the same step rate. Adjustments made during 

fine isola tion varied in speed , but were a lways made in 1 J-Lm st eps. 

5 Signal Conditioning and Capture 

Neural signals were amplified and conditioned using a mixture of custom a nd off-the-shelf hardware. 

A custom low-noise headstage amplifier and secondary amplifier were designed and constructed, as 

presented in Chapter 5. The headstage has a gain of 100, high-pass rolloff at 0.15 Hz, a nd low­

pass rolloff at 15 kHz. The secondary amplifier has adjustable gain, additional high-pass rolloff a t 

0.15 Hz, and a low-pass rolloff at 25kHz. The system gain was nominally set to 20,000, but for some 

recordings was lowered to 10,000 or even 5 ,000 to optimize recording representation and prevent 

amplifier saturation. 

Amplified signals passed through anti-alias filtering at 6.4 kHz (earlier recordings) or 10kHz 

(later recordings) and digitized to 16 bits at 12.8 kHz (earlier recordings) or 24 kHz (la t er recordings) 

a t ±10 V full scale. Before filtering, at least one channel of each recording, usually channel 1, was 

routed through a switch which , under the command of the b ehavioral program, a lternated between 

the neural signal a nd ground to mark the start of each tria l and allow synchronization between 

behavioral events and the neural recording. 

5.1 Spike Train Analysis 

Continuously recorded voltages were converted to spike trains using custom software written in 

cooperation wit h, and in large part by, Ma neesh Sahani [69, 67]. This a lgorithm is covered in more 

detail in Chapter 6, and will be reviewed only briefly here. For a full treatment, the reader is 

encouraged to seek out the cited references. 

To start the conversion process, the signal was digita lly high-pass filtered at 300Hz, following 

which a two-phase analysis was used : models were generated for spike shapes, and then t hese models 

were applied as filters to creat e spike trains. A two-phase process was used in part because the length 
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of the recordings precluded simultaneous analysis of every spike, and in part because an architecture 

readily extensible to on-line a nalysis was being developed. 

In the first phase, optimal models were generated. A sampling of 100 s of each recording 

was made typically using 1 s segments evenly spaced through the entire recording (recordings were 

hundreds of seconds long). This data stream was whitened , both in time and across channels, 

and events crossing 5 t imes t he covarianee for at least two samples were detected. These events 

corresponded to neural spikes. At eaeh threshold crossing, a 2 ms segment of the unwhitened stream 

was extraeted, upsampled by a factor of 4 using Fourier reconstruction , shifted so that the center of 

mass above 2 times the covariance was aligned to a reference posit ion in the segment , typically 3/8 

of the way through the segment, and decimated back to the original sampling rate. Extracted events 

were t hen nomina lly whitened , and projected to a principal component space, of which the top four 

dimensions were typically reta ined. The samples were rotated to form the optimal discriminant for 

that space, and a probabilistic clustering algorithm used to segrega te the events into model classes. 

In the second phase, these models were used to genera te optimal filters which were applied to 

the cont inuous data stream to generate spike trains. Recordings which exhibited drift, or contained 

spikes with a high degree of varia bility would often have multiple filters for each cell, these parsed 

spike trains were merged. Each spike train was verified to be from a unique cell by insuring that 

refractory period was visible on the inter-spike interval histogram. Spike trains were then combined 

with behavioral data to form tria l-based data structures to assist later analysis. 

6 Experimental Tasks 

Two tasks were used for this work, a memory saccade task, and a visual receptive-field mapping 

task. For both tasks, t he animals were trained until nominal performance was in the 70- 90% range 

b efore recording commenced, and ongoing performance levels used as an indicator of motivational 

state. One monkey p erformed these tasks willingly without water deprivation, presumably for the 

flavor of the reward , while others required water depriva t ion for effect ive mot ivation. 

Behavioral monitoring and stimulus generation was under the control of the computer pro­

gram Hydra, written by Maneesh Saha ni, fragments of which were presented above. This real-time 

experimental control system allows sophisticated t asks to be easily programmed in a high-level 

language. 

Because the neural signal is noisy, t o extract useful information a bout a site, we need mult iple 

repeated sampling of a given experimental condit ion. Each sampling is called a trial, and a collect ion 

of sequentially performed trials is called a block. Normally, a block contains a small set of different 

tria l conditions which are pseudorandomly interleaved , and arranged su ch that approximately equal 

numbers of each condition are present . During analysis, trials belonging to given conditions are 

collected and the d ata pooled in an effort to increase the signal to noise ratio. 
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The experimental paradigm. 

6.1 Memory Saccade Paradigm 

143 

Delay Period Saccade Rei/lumination 
r·--·-·-· .. --····-·-·-·-

c{ 

1000 ms -200 ms 500 ms 

The m emory saccade task is a direct adaptation of the experimental paradigm originally developed 

by Hikosaka and Wurtz [27] and extensively used by many other investigators. Our version is 

graphically depicted in Figure 89. The animal sits in a primate chair, with head fixed. The chair is 

placed in the driver eye coils so that the animal faces a tangent screen, onto which points of light are 

back-projected. The entire apparatus is housed in a shielded room painted black and maintained 

dark for the duration of the experiment. Care was taken to reduce ambient light levels so that 

the only visual stimuli for the animal are the ones presented experimentally. In addition, as the 

apparatus in the room requires substantia l cooling, external noise sources are masked by the sound 

from the cooling fans. 

Experiments were conducted in blocks of 100- 150 trials. Typically each block of trials cor­

responded to a single recording location, but, for particularly interesting sites, several blocks would 

be collected. For a small set of recordings, more than 150 trials were collected. 

Each t rial proceeds in time as follows. A fixation point is illuminated near the animal's central 

gaze position. While this point is present, the anima l is required to foveate it. A pseudo-random 

interval after fixation, a target point is briefly flashed in one of eight locations evenly spaced around 

a circle, typically 10° in radius, centered around the fixation point. The animal was required to 

remember the location of this ta rget through the following delay, or memor·y period, the end of 

which was indicated by t he fixation point being extinguished. At this cue, the animal was required 

to saccade to the remembered location of the target. If successful , the target was re-illuminated for 

500 ms, often triggering a corrective saccade, and the animal received a drop of liquid reward. 

For most experiments, the targets were arranged every 45° with positions starting directly 

rightwards of the fixation point and passing counter-clockwise. For other experiments, t he phase 

around the target circle was adjust ed to stimulate the center of a measured receptive field. For 

others, t he number of targets was reduced to four or even two to maximize probing of receptive 

field maxima. And for yet others, t he number of radii was increased to 3 , 4 or 5, evenly spa nning a 

typical range of 4- 16° . These varia tions will be discussed as appropriate in subsequent chapters. 
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Figure 90: Receptive Field Mapping 
The experimental paradigm. Each trial consisted of a series of 10 probes while 
the animal fixated a central point, where each probe was a 100 ms flash of light 
at a pseudorandomly selected location followed by 300 ms of recovery. See the 
main text for additional detail. This figure. and the similar maps presented 
below. is slightly misleading because it implies that the stimuli were 4° across, 
when. in fact, they were only 1° across, but placed on a 4° grid. 

6.2 Receptive Field Mapping 

The recept-ive field task was designed to quickly and simultaneously assess the location of multiple 

cells' visual receptive fields. An 11-by-11 matrix spanning ±20° along both x and y axes is mapped 

by repeated probes with 100 ms flashes. At the start of each trial, the animal is required to foveate 

a central fixation light which is illuminated for the duration of the trial. 500 ms after fixation, there 

is a series of 10 probes to pseudo-random locations; each probe consists of a 100 ms flash of a 1 o 

target followed by 300 ms of recovery. A typical trial takes approximately 6 or 7 seconds, including 

the inter-trial interval. Fixation is required to be maintained within a 4° diameter circle around the 

fixation point for the duration of each trial. A block of 66 successful trials was collected while neural 

data were recorded for off-line analysis that was performed immediately following acquisition as the 

results were used to guide subsequent experiments. The task is schematically depicted in Figure 90. 

It was empirically discovered t hat reducing the inter-probe recovery t ime to 100 ms does not 

substantially change the deduced receptive fields, a lthough it does reduce the signal-to-noise ratio , 

and therefore the certainty of centers and widths. As t here are apparently interesting dynamics 

in the responses to such stimuli out to a t least 300 ms post-flash, we used the longer inter-probe 

interval. 

7 Summary 

T his chapter reviewed the experimental methods used to collect neural and behavioral data. Stimuli 

were generated with a three-channel optical bench, eye position signals captured using a standard 

scleral eye coil technique, and neural signals filtered and recorded using custom hardware. Neural 

signals were converted to spike trains using a state-of-the-art clustering method. Two experimenta l 
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paradigms were used to collect the data. The first, and more extensively used, was the memory 

saccade task which requires that the animal remember t he position of a flashed target for approx­

imately one second. The second, and less extensively used, was t he visual receptive field mapping 

task which was used to more accurately measure the spatial extent of neural responses to flashed 

targets. 

Monkey see, monkey do, I don't know why. 

- Nirvana (Stay Away, Nevermind, 1991) 
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Chapter Ten: Firing Rate Based Analyses 

This chapter examines recordings made in t he basic paradigm explained in previous chapters using 

tools based on first-order information, that is, firing rate. The next chapter will use tools based on 

second-order information such as correlation a nd coherence. Some of the work in this chapter has 

already appeared in a conference proceedings [55), but is presented in extended form here. 

1 Introduction 

Multiple single unit extracellular recordings were made using tetrodes in macaque posterior parietal 

cortex while the animal was performing a visual memory saccade task. Recordings were made 

over a 2 x 2 mm area. a.t both superficial and deep locations in two hemispheres from two different 

animals. Spikes were separated using an Expectation-Maximization algorithm to fit clusters to the 

distributions of either spike peak height or the first four principle components of spike shape. 4 7 

sites were selected for analysis based on task response and clarity of separation, yielding 143 total 

neurons with a mode of 3 cells per site. The response criteria and stereotaxic location used were 

consistent with identifying neurons within the lateral intraparietal area (LIP) . 

For cells within the set of selected sites, responses to the task were further categorized based 

upon spatia l characteristics (preferred target and direction) and temporal characteristics (time of 

maximal response) . Neighboring cells were found to be likely to have similar tuned direction (63% 

within one octant), but not as likely to have similar temporal characteristics. We take this as 

evidence that area LIP is heterogeneous at the local level. 

Temporal responses (peri-stimulus time histograms) were analyzed with principle component 

analysis, which developed modes of variation similar to our informal notions of the different phases 

of responses in LIP , and two clustering algorithms, which produced very poor results . The lack of 

clusterability is taken to imply a continuum of response characteristics, rather than a discrete set. 

This chapter also presents results from mapping techniques to quickly assess the visual re­

ceptive fields of neurons , with a comparison made to the fields recorded with a standard memory 

saccade task in LIP. Additionally, results from a memory saccade task with denser spatial sampling 

a re presented which provide support for the hypothesis that a potential confound for our negative 

result on clusterability was from using fixed stimuli locations that did not necessarily present targets 

a t. the center of neuronal receptive fields. 

Finally, the spectrum of each cell was computed and examined for discriminability from that 

of a variable-rate Poisson simulation. Contrary to our previous reports, many cells exhibited evidence 
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of oscillation8 . 

2 Experimental Methods 

As the methods have been extensively introduced and detailed in preceding chapters, they a re 

summarized here for convenience. 

V./e t ra ined two rhesus monkeys (Macaca mulatta) to p erform the memory saccade task, 

monitoring eye position using the scleral coil technique [30]. The task, performed in a darkened 

room, requires the animal to fixate a cent ra lly-presented light while a periphera l target is flashed 

in one of eight equally-spaced positions on a 10° radius circle about the fixation point. The animal 

must remember the location of the t a rget as long as t he fixation light is illuminated , delaying the 

instructed saccade until the fixation light is extinguished. If t he saccade is performed accurately, the 

target is briefly reilluminated, and the animal rewarded with a drop of juice. LIP neural response to 

this task is characterized by three phases: a sensory response to the target flash , an elevated baseline 

during the delay period , and a perisaccadic burst during the cued eye motion, often combined with 

a second sensory response during target reillumination. Not a ll cells in LIP exhibit all phases of 

response. 

To collect neural responses, t etrodes [60] were repeatedly inserted into cortical t issue near 

the intraparietal sulcus through a chronically maintained craniotomy over t he lateral intraparietal 

area (stereotaxic coordinates 6 mm anterior, 12 mm lateral; locations in one animal (L) have been 

histologically verified as being in LIP , those from the second (C) have not yet been verified), using 

techniques previously described [56]. The four tetrode voltages were filtered , digitized , and streamed 

to digital media while the animal performed the task. T hese recordings were then analyzed off-line 

using statistical t echniques described by Sahani, et al. [67, 69, 68], and the result ing spike t ra ins 

examined for spatial tuning and temporal response profile as described in the following sections. 

Neurons were considered to be neighbors if they were recorded simultaneously at the same site. 

Penetrations were made between 3000 and 10000 J.tm down from the putative cortical surface, 

to arbitrary depths (often every 500 /-LITI a long a single penetration). At the sites where an on-line 

isolation could be made using any single channel of the four tetrode signals with traditional (single­

channel) equipment, the animal was run on a block of 80- 120 t rials, and the tetrode voltages recorded 

for later analysis. Sites reported below were further selected for clarity of signal , mult iplicity of cells, 

and either brisk response to the task during the memory phase, or proximity to a previously recorded 

site with a strong response. 

8 T he term oscillation is often mistakenly used in the Neuroscience li terature where a much softer t er m is intended. 
O ur usage carries the connotation from Physics of a process wit h mechanical regula rity. 
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3 Results 

Results will be presented in five subsections. The first will analyze the behavioral performance of 

the two animals on the task to insure that the animal can perform the task in both cases; t he second 

will give a general description of LIP neural responses to the memory saccade task; the third will 

discuss responses across the spatial dimension , looking for target specificity; the fourth will discuss 

responses across the temporal dimension, looking for task-phase specificity; finally, the fifth will 

examine the power spectra of recorded cells for oscilla tion. 

3.1 Behavior 

To insure that recordings can be analyzed in a cohesive manner, we must verify that the two animals 

were performing reasonably and comparably. To this end, various durations of behaviorally-relevant 

events were computed, such as the actua l duration of the stimuli , the saccadic delay, and so fort h. 

The results are shown in histogr aph form in Figure 91 , with the means and standard deviations 

in Table 11. The values for target duration, memory period , and target reillumination delay are 

prima rily machine-determined, and thus computing them from the collected data should merely 

serve to convince ourselves that the behavioral programs were working as designed . It does point 

out , however , one experimental oversight: the memory period was intended to be a single, fixed 

value, however it is evident that at some point a change was made in the controlling code such that 

we have two values for memory period, 950 ms, and 1200 ms. This means that in computing results 

based on aligned data, we must not go beyond 950 ms into the memory period when aligning on 

the t arget flash , if we wish to combine results from the two conditions (which broadly correspond to 

the two animals) . Similarly, since the target reillumina tion latency takes on two values (170 ms and 

190 ms) for one animal and only one (170 ms) for the other, we must be careful when examining 

data a ligned near those events . 

The two means for saccade latency, 235 and 200 ms, support the hypothesis that despite 

any anticipation they might have had , our animals were waiting for t he fixation point offset before 

initiating a. saccade. The smoothness of the overall distributions neither show evidence for a separate 

express saccade distribution, nor for temporal quantization of latency. However, these data have 

not been examined for individual recordings, thus evidence for quant ization may be hidden by the 

pooling process. If the data are binned to sufficiently fine resolution , a strong quantiza tion effect 

does appear with a 4 ms period , but t his is believed to be a n exp erimental artifact clue to technical 

details of the means used to collect the eye posit ion data and represents an inherent granularity of 

temporal measurement rather than behavioral limitation. 

Although the two saccade la tency means are significantly different (two-tailed t-test , p < 

0.001) , t hey differ by less than 15%, and the two distributions subst a nt ially overlap , thus we feel 

confident that the behaviorally-linked observations for each animal can be validly compared . We 
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Figure 91: Behavior 
Distribution of time periods from trial. The target flash duration is expected 
to have very small distribution, as it is a machine-generated period. The 
memory period is similar, however, as is evident from the distribution, two 
different values were used. The saccadic latency is a measure o f the response 
time of the animals, and shows little evidence of express saccades. The target 
reillumination delay is a combination of saccadic flight-time and a programmed 
delay after target acquisition. 

Target Flash 
Memory Period 
Saccade Latency 
Target Reillum 
N t ria ls 

Table 11: M ean Durations 

Monkey C 
0 .100 ± 0.001 
1.190 ± 0.047 
0.235 ± 0.034 
0.179 ± 0.009 

3300 

Monkey L 
0.100 ± 0.001 
0.950 ± 0.001 
0.200 ± 0.035 
0.171 ± 0.004 

1400 

The mean values (in seconds) for the distributions in Figure 91. Note that the 
standard deviation for Monkey C s memory period is unusually high because 
the distribution is strongly bimodal. Numbers of trials have been rounded to 
the nearest 100. 

will t herefore examine each set of recordings from t he two animals at the same t ime t hrough the 

remainder of this chapter . 
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3.2 General Response to Task 

As electrophysiologists working in area LIP, we are accustomed to intuitively decomposing neural 

reactions to the memory saccade into the three phases of visual, memory, and perisaccadic responses. 

An example response for this task is given in Figure 92 which shows each of these phases; this 

recording will serve as a running example through much of the chapter. This full plot contains 

a spatial map of the responses to each target, with subgraphs placed according to the equivalent 

target location. Each subgraph cont ains two panels: the left spans trial times from slightly after 

fixation onset to slight ly before fixation offset, including t he target flash , to which t imes from each 

trial are a ligned; the right spans trial times from slightly before the saccade to well after, a ligned to 

the saccade. The upper par t of each subgraph holds rastergrams9 , peri-stimulus time histographs 

(PSTH)10 , eye position traces11 , and behavioral markers . The behavioral markers for this experiment 

are the illumination of the fixation point (dark, or blue, band from - 0.5 to 1 on the left subpanels), 

the target flash (lighter , or red, band near 0 on the left subpanels, drawn on top of the underlying 

fixat ion point indicator) , the saccade (vertical line at 0 on the r ight subpanels), and t he target 

re-illumination (lighter , or red, band to the right of 0 on the right subpanels) . 

Examination of the target responses shows that of the four cells in t his recording, three 

respond preferentially when targets a re presented in the upper left position, and remain active 

through the memory period despite there being no further stimula tion once the target flash has 

finished. This is traditionally taken as evidence for maintenance of a short-term memory for the 

target (7, 40]. Also, closer examination of the response to the preferred target (as will be done later 

in the chapter) shows that each of the t hree target-selective cells shows slightly different shaped 

PSTHs, including an increase directly after the target flash , known as the visual burst; sustained 

memory activity between the target flash and fixation offset which can be increasing, decreasing, 

or relatively constant; and a perisaccadic burst surrounding the saccade (this effect is weak in our 

example; a later example shows a stronger effect ) . Thus, we have tuning in space (t a rget selectivity) 

and in time (structured PSTH). These two aspects will be considered in turn. 

3.3 Spatial Response Profiles 

Many of the recorded cells exhibited spatia l tuning over target location. The t uning for our running 

example is given in figures 93 and 94, in spatial map, and polar plot forms, respectively, where 

t hree of t he four cells can be seen to show t arget selectivity. To quantify the response, the average 

9 A rastergram has time running on t he horizontal axis, trial n umber on the ver t ical axis, and dots placed fo r each 
detected spike. Often , as here, t he axes are unlabeled. 

l O A PSTH shows mean firing rate versus time. T he firing rate is taken as a mean over a ll trials, and the diagram can 
be though of as depicti ng the running density of the rastergram representation. 

II Eye position traces show measured direction of gaze in x and y components versus time. For the x component , 
positive displacement is rightwards motion; for the y component, positive displacement is upwards motion . T he data 
for successive trials are overplotted . 
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Figure 92: Example LIP Response to Memory Saccade (Full) 
Four simultaneously recorded cells from area LIP (lmem2810} shown in a spa­
tial map. Each subplot corresponds to the response to a target presented in 
the equivalent position on the stimulus screen. Within each subplot are raster­
grams, PSTHs, eye position traces, and behavioral markers (additional detail 
can be found later in the chapter), with a common horizontal time axis span­
ning time in trial. Three of the four cells recorded at this position responded 
to the task, all preferring the target position to the upper left, each with a 
slightly different response. Two of the cells also have a visual response to the 
target re-illumination towards the end of the trial for targets at the bottom. 

number of spikes for an experimentally relevant period of all successful trials is counted for each 

target direction . Consistent with previous reports [21 , 8], we find many of the cells recorded express 

target selectivity within the task. 

To determine tuning significance, we used a bootstrap method based on t he responses from 

target flash through 200 ms after the saccade. This computation showed 102 of 143 cells (71 %) were 

significantly tuned (p < 0.05); in the example curves shown in Figure 91, three of the four responses 
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Figure 93: Example LIP Response to Memory Saccade (Map) 
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The same four simultaneously recorded cells from area LIP (lmem2810}. Each 
square is placed at the position corresponding to the associated target, and 
colored according to the cell's memory-period activity for that target. Cell 
numbers are determined by the automated spike sorting algorithm; in this case 
spikes from Cell 4 were not cleanly isolated, and therefore were discarded. 
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Figure 94: Example LIP Response to Memory Saccade (Polar) 
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Data from our running example, presented in polar form . For each cell, the 
task response is computed and plotted so that the radial excursion of the curve 
represents the magnitude of the response for the corresponding target direc­
tion, and error bars denote the standard deviation o f the response. Preferred 
directions, computed as described in the main text for cells with significant 
tuning, are marked with asterisks. 

are significant. The analysis assumed an excitatory response, and classified the infrequent inhibitory 

responses as untuned , thus figures which take these addit ional cells into account will be higher. 

As the spatial sampling of our s timuli is reasonably coarse due to exper imentally-driven 

const raints, we interpolated between the eight sampled positions to estimate the prefer·r-ed direction 

of each cell to higher resolution by computing the vector average of the eight response vectors 

constructed from the origin to each of the data points on the polar graph. While there are many 

methods for this , including fit t ing circular Gaussians, cosine funct ions, and the like, we opted for a 

direct , quickly computed function. The computed prefer red d irect ions are indicated by asterisks in 

Figure 94, and will be used in the next section. 

Pairwise Spatial Tuning 

As introduced above, we extracted the preferred direction for each cell, which then allowed com­

parisons to be made between these values for neighboring cells (those which were simultaneously 

detected in a single recording) . The scattergram of preferred direction among pairs of neighboring 

cells is shown in F igure 95. The data cluster around the unity-slope line, suggesting a tendency 



{j) 
c 
ro 
'5 
~ 

~ 
X 

c 
.Q 
t5 
~ 
'5 
"0 
~ 
Qi 

Q5 

4 

2 

0 

cl: -2 
.c 
Q5 
0 

,p 

0 

0 . 

153 

0 0 
0 [! 0 

0 0 

0 
0 0 

0 ~~] 0 

G 00 

0 

0 

0 
0 ~0 

0 
0 

0 
0 

• 0 • 
0 00 

-2 0 2 
Cell a Preferred Direction ( x n/4 radians) 

Figure 95: Scatterg ram of Preferred Directions 
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Scattergram of preferred directions for neighboring pairs of cells (a, b). The 
preferred direction was computed for each cell by taking the vector average 
of the response for each target direction, and pairwise plotted for neighboring 
cells. The area of each symbol (circles, Monkey C; squares, Monkey L) is 
proportional to the product of the magnitude of the maximum responses in 
each neighboring pair. 

for neighboring cells to have similar preferred direction. Considering previous single-unit find ings 

on the patchwork nature of LIP [21], outliers on this figure may represent recordings made when 

the t etrode was situated at the transition between two groups of neurons with distinct clustered 

preferred directions. 

To quantify the similarity of tuning direction, we compute the histogram of differences be­

tween preferred directions for neighboring cells, as shown in Figure 96. The majority of pairs of 

neighboring neurons (63% between the two animals) have preferred directions within 1r /4 radians, 

corresponding to the cluster of points around the unity-slope line in Figure 95. Points on the graph 

are also concentrated in the -1r /2 to 1r /2 range because of the tendency for LIP receptive fields to 

lie in the contrala teral hemifield. 

Spatial Mapping: Visual Receptive Fields 

Having seen clear evidence for spatial selectivity in a one-dimensional probe, we ask to what extent 

this selectivity spreads. Because of t he difficulty in collecting sufficiently many trials to probe a 

large number of positions, two avenues were pursued. The first was to map only the visual response, 

which can be done rela tively quickly, taking about 1/3 the time (5- 6 minutes) of a normal 8-target 

recording, and examining the similarity between visual and memory response fields. The second was 

to improve recording stability to the point where three or four t imes the number of trials t o be taken 
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Figure 96: Differences in Preferred Directions 
The differences in neighboring preferred target direction has been binned to half 
octants (abscissa values are bin upper thresholds). The difference in direction, 
a circular quantity. has a maximum value of 71' radians; we have then binned 
these values to eight ranges. The majority of pairs of cells have similar preferred 
direction , as indicated by the large leftmost bins. 

at a given site without losing isola tion, allowing multiple radii to be used for each of the normal 8 

target positions. While both avenues are promising, neither h as had sufficiently many recordings 

to allow meaningful quantitative analysis. Therefore, we present one example of each as anecdotal 

evidence that the techniques are promising. 

The first example uses the previously presented mapping paradigm to produce visu al response 

maps for a 40° x 40° array about a central fixation point. T he map for an example recording with 

two cells is given on t he left in Figure 97, and the 8-target memory-saccade response on the right. 

There is good agreement between the two: we see that t he two receptive fields are very similar in 

this st a tic presentation despite the visual field spanning only 300 ms of response, while the memory 

saccade field spans 1.3 s. 

Examining equivalent portions of each task- 300 ms starting after the target presentation­

at a finer time scale shows very similar responses, as seen in Figure 98, except for a higher firing 

rate in the memory saccade case. This may be due to t he higher saliency of a single target, differing 

levels of motivation as the animal is trained to ignore mapping task targets but remember memory 

saccade targets, or differing levels of anticipation since the memory saccade t arget does not appear 

for at least a full second after fixation is acquired. Both maps show short-lived waves of activity for 

both cells; the primary volley in cell 1, 50- 100 ms after target flash init iation shows an on-response 

latency consistent with published values [40], however, the secondary volley, at 250- 300 ms post 
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Figure 97: Visua l Map and Memory Saccade Map 
Results from two recordings made at the same location, the visual receptive 
field on the left for two cells, the memory saccade response on the right for 
the same two cells. The visual fields form a good predictor for response on the 
memory saccade task. 

flash init iation will be 150 ms after the target flash has finished, and t hus has latency which is 

inconsistent with it being a visual response to the target offset. 

Spatial Mapping: Multiple Radii 

Although the visual receptive field mapping shows excellent results, the interactions between different 

port ions of t he receptive fields of mult iple cells can only be observed with a more spatially fine-grained 

measurement in the full memory saccade task. To this end, we made a small number of multiple­

radii recordings, the results from one of which are presented in figures 99, 100, and 101. While 

substantially more difficult to perform as the stability criteria become much more stringent, the 

recordings provide results which illustrate t he extent and shape of the receptive fields. For clarity 

of presentation, we show responses from only one of the three cells from the recording. The other 

two cells exhibited visual, and post-saccadic responses, respectively. 

T he three figures represent t he data in three different ways. The first, in Figure 99, is t he 

summed response for the experimentally relevant epoch of target flash t hrough to saccade completion , 

shown in a spatial map akin to t he previous maps. The second, in Figure 100, uses the same 

representation for a sliding-window analysis with 200 ms non-overlapped increments. The dynamics 

in the response are now clearly evident, as is the different relative sizes of the visual and memory 
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Figure 98: Fine Time Scale Responses to the Two Tasks 
The target was on for times 0-100 ms in this figure, and each panel represents 
a 50 ms incremental slice of the mean response. The upper figures have been 
smoothed to reduce the effects of noise. 
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receptive fields. The third , in Figure 101, shows the data in spatia lly-arrayed P STH form. The 

cell has a preferred target location of 4° eccentricity, directly rightwards of the fixation point, for 

which it vigorously fires through the entire memory p eriod. The resp onse is not limited to this 

target, although it starts relatively more broadly spread at the target flash , and narrows through 

the memory period . 

3.4 Temporal Response Profiles 

A more detailed example of memory saccade task response at a single site where three neurons were 

identifiable is shown in Figure 102 (this figure is taken from our first example, a lthough one cell 

has been dropped) . The graph depicts the P STH for the target location which evoked the strongest 

response for this site. The two largest valued profiles (solid and dot-dashed lines) show typical LIP 

responses for the memory saccade task: a brief burst of activity in response to t he target flash 

followed by a period of sustained memory activity, and a lesser perisaccadic burst . The third cell 

(das hed line) has a slower initia l response, perhaps even lacking a distinct visual burst, followed by 

a decaying memory response and no perisaccadic burst. In the remainder of t his section , we will 

attempt to quant ify these various shapes of responses. 
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Figure 99: Multi-Radius Map 
Mapping of number of spikes from target flash through saccade completion for 
four different radii { 4°, 8 °, 12°, and 16°) for each of the eight target positions. 
Compare with figures 100 and 101 . 

Target Saccade 

Figure 100: Multi-Radius Map 
Mapping broken out over time slices. Each panel is 200 ms of time, starting 
200 ms before the target flash , through 200 ms after the saccade. The size of 
the response field can be seen to shrink over time, remaining centered at the 
point of initial maximal response. 

Pairwise Temporal Tuning 
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The response profile of each cell was computed by measuring firing rate to the preferred target 

during eight arbitra ry but experimentally relevant epochs spanning the period from t he target flash 

through complet ion of the saccade, each lasting 200 ms. Plotting the response versus direction for 

each epoch, we find th at neighboring cells vary considerably in the t ime of maximal response. More 

striking than our last example, the simultaneously recorded pair shown in Figure 103, the upper cell 

fires most vigorously in the perisaccadic epoch while t he lower cell fires most vigorously in the visual 

epoch , despite their preferred directions (during t he epochs of highest response) matching quite well. 

We compared the dist ance in time between periods of maximal response for neighboring 

cells and creat ed the histogram, as shown in F igure 104. The temporal response for each cell was 

computed in the eight epochs as described above, and the t ime of maximal response used as an 

index of temporal tuning. The temporal distance between t unings from two cells in neighboring 
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Figure 101: Multi-Radius Map 
Alternate presentation of data from Figure 100, of PSTH in spatial map. By 
comparing across stimulus positions, the extent and dynamic shape of the 
response field can be seen centered at the 4° rightward stimulus position, 
larger at first , and shrinking over time. The dotted vertical lines indicate the 
target flash and saccade, and are alignment points for the two subgraphs in 
each plot. 

pairs was t hen computed as t he difference in tuning index. While not a rigorous metric due to t he 

often non-unimodal characteristics of the responses, t he wide distribution of the result suggests t hat 

neighboring cells often have different computational tasks. T he metric used here intended merely 

to assist a gross determination of similarity among response types: as not even 20% of the pairs 

peak in the same epoch , and only about 25% of pairs peak in adjacent and once-removed epochs, we 

conclude that the response cha racterist ics have a broad tendency to be different among neighbor ing 

cells. T his issue will be re-examined below. 

PSTH Principal Components 

To further characterize the temporal variability in responses, we computed the PSTH for the preferred 

target for each cell, binned at 200 ms, starting 400 ms before the target flash , and continuing 

for 200 ms after the saccade. The mean of the first two elements was subtracted from each of 

these 9-tuple responses to remove the background activity, and the principle components of the 

results computed. The first four principle components are shown in Figure 105, and correspond to 

memory without visual, extended visual without post-saccadic, short visual with post-saccadic, and 

perisaccadic activity. 
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Figure 102: Example Neural Response 
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The left half of the figure is for a portion of the experimental task aligned to 
target presentation; the right half is aligned to the saccade. There is a small but 
varying amount of overlap between the two halves. At the top of the diagram 
are three rastergrams, separated out by cell; the corresponding rows from each 
group of rasters are from the same trial. In the middle are the peristimufus time 
histograms (PSTHs) for the same three cells, binned to 10 ms and smoothed 
to three bins. The solid line corresponds to the uppermost rastergram, the 
dash-dotted line to the middle rastergram, and the dashed fine to the lower 
rastergram. Below the PSTHs are eye position traces. vertical position above 
horizontal position, with the multiple trials overlaid. At the bottom are the 
behavioral events. The stippled band represents the fixation point illumination, 
the solid band the represents the target presentation (although not apparent 
from this diagram, the fixation point continues to be illuminated while the 
target is flashed) , and the sharp vertical line at t = 0 on the right half of the 
diagram represents the time of saccade. The behavioral bands consist of a set 
of horizontal fines, one for each trial. 

Computing t he principle components of t he responses assumes that the underlying effects are 

orthogonal; we have evidence to neither support nor refute this assumption, thus we must keep it in 

mind when interpreting these results. This observation also lead to an attempt at improved analysis 

using clustering methods as described in the next section. 

PSTH Clustering 

By inspection , the loadings of neighboring cell PSTHs on the first four principle components exhibit no 

evidence of clustering when examined pairwise. This could be evidence for appropriate decomposition 

of orthogonal and independent axes of variation, or it could be evidence for non-orthogonality in 
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Figure 103: Two Simultaneously Receded Cells 
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Figure 104: Temporal Differences 
Using the arbitrary segments de fined in the text, we determined the epoch of 
maximal response for each cell, and then measured the difference in epoch 
index for neighboring cells. The wide distribution of index differences indicates 
the responses for neighboring cells are not typically identical. 

the underlying collection. To help resolve this, a rigorous attempt was made to cluster t he PSTHs 

at varying binnings both with and without projecting into the principle component space using an 

Estimation-Maximization algorithm similar to the one used to sor t spikes in our recordings. This 

was also intended to determine if different response classes could be deduced based on PSTH shape. 

Clustering was evident neither after analysis of raw PSTH traces, nor after analysis of traces 

mapped to t he principle component space for dimensionality reduction, although the results were 

numerically superior in the latter case. T he attempt with the highest likelihoods is shown in Fig­

ure 106 which depicts an utter failure to detect clusters. While t he figure is best viewed in color , 
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Figure 105: PSTH Principle Components 
The first four principle components of the PSTH response for preferred targets. 
Horizontal axes are time in trial, where T marks the target flash , S marks the 
saccade, the memory period lies between them, and ticks indicate 200 ms 
increments. Vertical axes are magnitude of the component, normalized so that 
the maximum value of each is 1. The percent of total variance contributed by 
each component is shown in parentheses next to the component number. 

even black-and-white reproductions should depict a mass of p oints without clear structure . 

Although we see examples of memory responses with short an d long duration, the PSTHs 

exhibit ing memory response did not break out into separate clusters for differing lengths of sustained 

activity, suggesting that there is a continuum of memory response lengths. 

There was an additional att empt to cluster the PSTH data using a more advanced algorithm 

[35) which uses a novel scaling parameter as part of the data fitting, and although not shown, the 

results were again equivocal. The optimal number of cluster centers appeared to be 9 , but there 

was no clear superiority of that number over other numbers of clusters, and again, the results were 

sensitive t o initial conditions. 

3.5 Power Spectra and Oscillations 

We computed the power spectrum for each of the 143 cells in t he aggregate data set t o look for 

evidence of oscillations, in particula r examining the lower frequency bands (100 Hz and below). 

Contrary to our previous reports [53), we found evidence for oscillation in many of the cells, at 
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Figure 106: PSTH Partitioning 
The PSTHs were projected into the principal component subspace and parti­
tioned by an EM clustering algorithm into five groups. The panels on the left 
show the optimal discriminant subspace for the clustering . The clustering is 
soft and highly dependent upon initial conditions, thus we term it a partition­
ing, as there is little evidence for internal structure. The means o f the elements 
assigned to each partition are shown on the right. 

frequencies in the hundreds of Hertz, suggestive of bursting. An example spectrum from the cells 

in one recording is shown in F igure 107, depicting two cells with evidence for oscillation, and one 

without. Of the total 143 cells, 118 (82%) had spectra that significantly deviated from P oisson­

simulated equivalents (p < 0.001, Kolmogorov-Smirnov test), and by inspection many of t hese, 

but not all, were similar to the examples in Figure 107, with regular multiple peaks suggestive of 

oscillatory processes. We also ex amined the spectra for different target conditions, and although not 

presented here, clear tuning effects independent of firing rate were seen. 

4 Discussion 

T he primary difficulty with t hese experiments lies in the choice of using fixed-radius stimuli for the 

bulk of the data. Although there is substantial published evidence for similarity between nearby 

LIP neurons' receptive fields, there has, unt il t his study, been no comparison of neighboring cells' 
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Figure 107: Example Spike Train Spectra 
Spectra from three cells in one recording (lmem2306) . Spike trains were binned 
to 0.1 ms, and segments corresponding to the period from one second before 
each target flash through 5 seconds after used to compute the power spectra. 
The spectra were computed for each trial using 4096-element overlapping win­
dows (Hamming tapered) and averaged together across trials. The period used 
to compute the spectra corresponds to 89% of the total recording in this ex­
ample. Repeated peaks represent the fundamental and harmonics of oscillatory 
processes. 

receptive fields . This distinction may seem subt le except in light of results on Vl receptive fields 

for neighboring neurons by Maldonado and Gray [39] and Normann [46] repor t , which suggest a 

higher varia tion in receptive field cha racteristics than expected from research such as Rubel and 

Weisel's seminal work [29]. Given a known similarity but uncertain variation in recept ive field 

position and size, coarse spatial sampling is perhaps a poor choice of experimental paradigm. This 

concern b ecomes even more important in the subsequent chapter when we examine fine time scale 

interactions between spike trains. 

4.1 Preferred Direction 

Previously reported figures for LIP receptive field sizes, p ositions, and shapes [9, 8, 59] suggest that 

sampling a t a fixed radius such as 10° will accurately represent t he direction of the recep t ive field 

p eak, or, alternately put, t hat receptive fields a re reasonably symmetric. However , it is da ngerous 

to think t he preferred direction as computed here is more meaningful than it is: a proxy for a proper 

measurement of the recept ive field center. 

We might ask why preferred directions should mat ch for neighboring cells. We posit t hat there 
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is sufficiently complex computation required within LIP that more than one neuron is required for 

a given output, and, therefore, we will find multiple neurons, each with slightly different dynamics 

of response, which will have similar, if not identical, receptive fields. By arguments on maximal 

leveraging of available resources, these neurons should be physically proximate. This would imply 

that neighboring neurons should have extremely similar receptive fields, and while we see a good 

match between neighboring preferred directions, it is not an exact match. Part of the discrepancy 

surely is from experimental uncertainty, and part from the straightforward (model-free) means we 

use to compute the preferred direction. Additional analysis would be necessary to determine if t hese 

errors in estimation are sufficient to explain a model with absolutely tight receptive fields . 

We might a lso ask why are there so many receptive fields which don't match well. This has 

two potential answers. The first is based on t he observation that the large discrepancies between 

preferred directions are often from cells with inhibitory or minimally excitatory t uning; these cells 

will have increased estimation error. Also, there is some evidence for a patchiness of topography in 

LIP which would lead to jumps in t uning near the edges of patches. The evenness of probability for 

differences in preferred direction b eyond 1r / 4 radians suggests a uniform background scatter, perhaps 

from experimental uncertainty, on top of which lies a narrow distribut ion of tightly matched cells. 

4.2 Response Shapes 

While we have an intuitive notion of differing and independent phases of neural response t hroughout 

the memory saccade task, there is little objective evidence in our recordings for such. While t here 

are cells with different levels of response at each phase, there is no evidence for disparate classes of 

cells: those which only have visual responses, memory responses, or perisaccadic responses. While 

previous reports from our laboratory [8] have suggested such distinct classes, the definitions were 

arbitrarily imposed; we could not find compelling evidence, other than the weak implication from 

our prin ciple components analysis, for such phases. 

One possible confound is from not having placed our targets at the center of neural receptive 

fields. If the temporal profile of a neuron were merely scaled to d ifferent levels depend ing on the 

target position within its receptive field, this would not be a concern. However , if t he temporal profile 

varies within t he receptive field, especially in a continuous fashion, t hen this confound would lead to 

the inability to cluster that we have seen. The one multi-radius mapping example presented, with 

evidence for a response field which shrinks through the trial, supports t his hypothesis, as stimulation 

at the center of the receptive field shows a broad, strong, and even visuo-memory response, while 

stimulation progressively off t he center shows a memory response which weakens more quickly than 

the visual response. This one example does not prove the hypothesis, but suggests that additional 

examination of these issues is required for fuller understanding. 
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4.3 Visual Receptive Field Mapping 

A key component therefore to future research will be the ability to quickly assess the receptive fields 

of a neuron or set of neurons to guide additional experimentation. While this approach to on-line 

tuning of an experimental paradigm is not new, nor is the idea of a reverse-correlation task even for 

simultaneous multiple neuronal m appings [15], the reasons for using it become more compelling with 

the larger numbers of neurons being monitored. Because the memory saccade paradigm requires 

trial times of a number of seconds, it is not possible to sample a reasonable area of visual space 

completely, nor would it likely be enlightening to do so without first developing a currently lacking 

basic understanding of the circuitry within LIP . It would be far better to accurately adjust, for 

example, one target at the center of each detected neuron 's receptive field with one or more control 

targets in the contralateral hemifield. Doing this requires a swift estimat ion of these centers , and we 

have shown some evidence that this is possible. What remains is further verification of t he technique. 

The dynamics in the mapping task, apparently replicated in our one example in the memory 

saccade task, present a separate and potentially rich source of data for analysis. The latency of 

the second neuronal volley being beyond nominal visual la tencies in the example is evidence for 

communication from an indirect pathway, via t he frontal eye fields, and combined with simultaneous 

recording from that area could provide a greater understanding of the signal paths between the 

parietal and prefrontal areas. 

5 Summary 

As t he first of two broad phases of an alysis, we have presented results from examination of wider 

temporal scale responses in LIP to a memory saccade task. We presented the spatial and tempo­

ral tuning for simultaneously recorded cells and found that such neighboring neurons tended to 

have similarity in spatial tuning, yet dissimilarity in t emporal response. These results are evidence 

for locally heterogeneous circuitry within parietal cortex, specifically area LIP , that carries locally 

homogeneous spatial selectivity. 

My whole brain was out of tune. 

My whole brain was out of tune. 

I don 't know how to tune a brain, do you ? 

Went into a brain shop, 

They said they'd have to rebuild the whole head. 

I said, "well, do what you gotta do. " 

- MORPHINE (My Brain. B Sides and Otherwise, 1997) 
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Chapter Eleven: Covariation and Coherence 
This chapter continues analysis begun in the previous chapter on recordings made with the same 

memory saccade paradigm, extending the rate-based analysis to fine time-scale interactions between 

neighboring spike trains using tools such as covariance and coherence. This chapter is based in part 

on previously published work (55, 58). 

1 Covariation 

Action potentials from small groups of physically adjacent neurons were recorded from the parietal 

cortex of two rhesus macaques performing a memory saccade task. Recordings were ma ke using 

tetrodes and sorted into spike trains from individual cells. Auto- and crosscovariograms of spike 

times for individual cells and simultaneously recorded pairs of cells, respectively, show modulations 

synchronized with behavioral events consistent with visual, memory, and perisaccadic activity. 

1.1 Introduction 

Computation within a single cortical area is likely to be a dynamic process, involving local recurrent 

circuitry, which can be revealed through simultaneous multiple single unit recording. Of particular 

interest are cells that lie within tens of microns of each other. These cells are often members of 

single functional unit (a column or micro-column), and are likely to have connectivity to sustain 

synchronous coding or cooperative computation. The lateral intraparietal area (LIP), as an example, 

shows a variety of responses to visual stimuli, saccade planning, and saccde execution amongst 

neighboring cells (55), suggesting that it contains rich local circuitry. 

For this experiment, we sought to examine dynamics in spike firing for individual neurons 

and between neighboring cells within LIP. We used the tetrode technique as introduced by Reece 

and O'Keefe (60), adapted to the awake, behaving monkey preparation (54, 56) to simultaneously 

collect spike trains from multiple neighboring cells. We recorded from the intraparietal sulcus of two 

rhesus macaques while the animals p erformed memory saccadcs, and computed covariograms from 

the collected data to track changes in neural response. 

1.2 Methods 

The behavioral task for this experiment was t he memory saccade (55]. Stimuli were points of light 

approximately 1 o in diameter projected on a tangent screen, the first of which to appear for each 

tria l was a central fixation point. The animal was required to foveate this light as long as it was 

illuminated. 1- 2 s after fixation commenced, a second point , the target, was flashed for 150 ms in 

one of eight equally spaced positions around a circle of radius 10° centered on the fixation point. 
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After a 1000 ms memory period delay, the fixation point was extinguished. At this cue, the animal 

was required to saccade in the dark to the remembered target location. Upon successful completion 

of the cued saccade, the target was reilluminated for 500 ms, and the animal rewarded with a drop 

of juice. Targets were randomly interleaved and sets of 96 or 120 tria ls collected at each recording 

site. 

Data were recorded from the parietal cortex from each of two animals (with two hemispheres 

total) using tetrodes [54]. Stereotaxic coordinates and observed neural responses were consist ent 

with recordings having been made in the lateral intraparietal area (LIP), although recording sites 

have been histologically verified in only one of the two animals. Simultaneous spike trains were 

derived from continuous analog recordings digitized to 16 bits and sampled at 16, 20 or 24kHz using 

previously-reported statistical techniques [69, 68]. 

Sets of auto- and crosscovariograms [11], binned to 1 ms over a delay of ±50 ms, were 

computed at each target position for each cell and pair of simultaneously recorded (neighboring) 

cells for non-overlapping 200 ms windows spanning the range of behavioral time. Each covariogram 

was computed by forming the correlation of the two spike trains , subtracting the shift predictor, 

and normalizing by an estimate of the variance given the null hypothesis of independence. 

Covariogram sets were rotated by target to bring the preferred directions into registration at 

a fixed position (Column 3, as shown in Figure 108). For autocovariograms, the preferred direction 

was determined from the target with m a."Ximum first order firing rate (the spike count over time, or , 

equivalently, the integral of the PSTH) for the experimentally relevant epoch; for crosscovariograms, 

the preferred direction was determined similarly for the second order firing rate (the integral of the 

convolution of the two PSTHs) . The central bins on all covariograms were suppressed, and mean 

auto- and crosscovariograms were computed over a ll cells and pairs of neighboring cells, respectively, 

after preferred-direction registration. Finally, for the preferred direction, first and second order mean 

firing rates were computed in the same 200 ms windows as the covariograms. 

1.3 Results 

The mean autocovariogram is shown in F igure 108. All of the subplots exhibit a refactory period 

with flanking positive side lobes 1- 2 ms wide at the peak, and a few exhibit negative side lobes 

approximately 20 ms wide, at slightly larger delays. The inner positive side lobes range in size, but 

are largest for the memory period, found between visual target presentation and the saccade, in the 

preferred direction. Further, there is a suppression over all directions during the response to the 

visual target. The negative side lobes are nearly non-existent except during the memory period for 

the preferred d irection, and for the last two or three post-saccadic windows in the opposite direction. 

The mean crosscovariogram is shown in Figure 109. Most subplots show a tendency towards 

a broad, if shallow, central peak 30- 50 ms wide. Subplots in the preferred direction covering the 

memory period (between V and S in the figure) show a narrow central peak, 1- 2 ms wide, which 
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Each column is for one target direction after registration, with the preferred 
direction in the third column, and target positions moving around the circle 
from left to right. Each row corresponds to one 200 ms window, with trial 
time increasing from top to bottom along rows. Row V is the first window 
containing visual target response; row S is the first window after the saccade. 
From the start of the trial to the row before S, trials were temporally aligned 
to the target presentation, from that row onwards, trials were aligned to the 
measured saccadic event. Column Preferred was used to register preferred 
directions; column Opposite is 180° away. Each autocovariogram is binned at 
1 ms and covers ±50 ms of delay. Vertical scales in arbitrary units related to 
significance. n = 124 cells. 

weakens shortly after the saccade. This same peak can be observed in other subplots as well, as seen 

for the opposite direction towards the end of trial time. 

The mean first and second order response a long the preferred direction a re shown in Fig­

ure 110. Both exhibit a primary peak directly after target presentation followed by sustained activity 

during the memory period and a secondary peak spanning execution of the saccade, while sustained 

memory activity is slightly stronger for the first order metric. 
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Columns, rows, and axes as described in the previous figure. n = 169 pairs of 
neighboring cells from 37 sites. 

1.4 Discussion 

Response-locked changes in autocovariogram profiles over time and target position are relatively 

straightforward to interpret. The increase in the centra l peaks of the autocovariograms a long the 

preferred direction start one 200 ms window after t he response to the visual target begins, and 

continue through to about one window after the saccade. As these peaks correspond to bursts of 

spikes, their growth during the preferred-direction memory period reflects a rise in the proportion of 

spikes occurring in bursts despite the increased overall firing rate therein. Central p eak modula tions 

in this same period correspond quit e well to t he time a memory structure would n~ed to reta in 

info rmation about the target: initialized by a volley of visual response spikes (within the first 

200 ms period) , it would be reset by the saccadic event. 

The changes observed in the autocovariogram negative side lobes track the mean neural 

response for the corresponding condition: it is highest a long the preferred direction, strongest at the 
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visual response , weakened slightly during the memory response, andre-elevated perisaccadically, but 

a lso slightly elevated late in tria l time for the opposite direction. This lattermost effect we interpret 

to be due to uncued post-tria l saccades returning to the fixation point , which, for the opposite 

direction , will be the same retinocentrically-expressed saccade as the one from central fixation to 

the preferred target. If the recorded cells are oscillating at slightly different frequencies, the mean 

autocovariogra.m would exhibit negat ive side lobes during periods of oscillation exactly as seen; 

a lthough not shown, some individual autocovariograms support t his conclusion. 

Similar changes in crosscovariogram profiles a re less clearly interpretable. Aga in, we find one 

feature, namely a large central p eak, which tracks the experimental epoch, rising in the preferred 

direction directly after the target presentat ion, and maintaining activity until approximately 200 ms 

after the saccade. This only coarsely matches the t ime course of mean firing rates for these cells. 

We a lso see a modulation of the broader central pea k across target directions, present at t he start 

of the tria l, suppressed during the 200 ms after the display of the visual ta rget , returning during 

the memory period, again being suppressed directly after the saccade, and finally returning once the 

saccade has been completed. 

1.5 Covariation Conclusions 

The apparent disparity in temporal response between the two autocovariogram and two crosscovar­

iogram effects suggests multiple independent mechanisms may be at work in LIP med iating different 

phases of t he response. Additional work with classification of cells based on responses in different 

parts of the task, we hope, will help us understand these. 

2 Coherence 

The dynamics of cell-to-cell interactions as measured by the coherence between spike trains can be 

used to elucidate local circuitry and phases of operation for networks of neurons . Computing the 

coherence between pairs of spike trains collected from macaque area LIP during a memory saccade 

task shows significant coherence for frequencies below 50 Hz, and time lags less than ± 10 ms. 

The mean coherence, as examined in both the time and frequency domains for a sliding window, 

undergoes changes which correspond to behavioral events, but are not necessarily linked to the mean 

firing rates of the recorded cells. Our results suggest that the maintenance of memory activity is 

done through a difl"erent mechanism than sensory response and saccade genera tion. 

2.1 Why Coherence? 

What is the justification for wanting to use coheren ce rather than the more-often used correlation? 

The diagram in Figure llO should shed some light on t his issue. Suppose the goal is to discover 

the unknown rela tion between two neural signals, such as a and b in the figure . Suppose that , as 
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The fundamental reason for using coherence as opposed to correlation can be 
seen in this simple example depicting the difference between the two computa­
tions on a model system which comprises a delay unit being driven by doublet 
spikes. The coherence between a and b shows evidence of just the delay, while 
the correlation confounds this with the doublet pattern in a. 

omniscient beings , we already know that the relation to be that b is an exact copy of a, excep t 

delayed by period T . Further , suppose that a consists of pairs of spikes. The correlation between 

a and b will show evidence of t he delay T as well as the doublet nature of a, as shown in the plot 

labelled Correlation, 12 while what we wish to extract is just the delay, since that is independent of any 

firing patterns, as shown in the plot labelled Coherence. To remove the effects of structure in a , we 

need to deconvolve a 0 b by the autocorrela tion of a. The easiest way t o do t his is in the frequency 

domain where deconvolution becomes divis ion; accordingly, we apply the Fourier transform to a 

a nd b, compute the correlation between them (which will be t he cross-spectrum) and divide by the 

Fourier transform of the autocorrelations (or spectra) of a and of b. Transforming back to the time 

domain, we get the coherence of a and bas shown at the lower right in Figure 110. The mathematica l 

details are presented in the next section. 

! 2 Readers fam ilia r with mathematical correlat ion will realize that the fu ll correlogram of a ~ b will extend beyond the 
displayed segment , with a repeated motif of decreasing amplitud e in both positive and negative directions d ue to the 
finite length of a and b. T his m akes it more difficult to interpret the correlation, and provides a stronger a rgument 
for examining the coherence instead. 
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2.2 Computing Coherence 

Given signals a and b from the example, which we will now explicitly express as functions of t ime 

a(t) and b(t ), their Fourier t ransforms A(w) and B(w), and complex conjugates A* (w) and B* (w), 

the coherence is readily computed in the frequency domain as: 

CAB(w) = PAB(w) 
-yr;P:;=A=A:;=( w=c)~P==B=B ::;=( w=;=) (19) 

where PA 11 (w ) = A(w)A*(w) is the power spectrum of a(t), and PAe(w) = A (w)B *(w) is the cross­

spectrum of a(t) and b(t). If CAB(w) is inverse transformed, the corresponding t ime-domain Cab(T) 

is generated. 13 

For t his study, t he spectra P;tA(w), PBB(w), and PAB(w) were computed for mean-corrected 

spike trains using multi-taper estimation methods (Percival and Walden , 1993) on 512 ms windows 

using discrete prolate spheroidal sequences (N = 128, NW = 2) every 64 ms over the tria l time span . 

Coherences were then computed from tria l-averaged spectra for each trial condit ion. The formulas 

b elow detail the calculations fo r spike trains a(t) and b(t) , window offset t0 , and trial condition 

(target position) g: 

( ) I F_ 1 [ PAe(w) ] 
Cab 

7 
to= JPAA(w)PBB(w) 

10 

(20) 

P.l(y(w) l = -1; I L [x; (w)1'~ (w)J 
t.o g sES9 to 

(21) 

Xs(w) Ito = IT~' I L :F [w(t) (xs(t- to) - x(t- to))] 
w E W 

(22) 

1 
x (t) = ISu l L Xs(t) 

sE59 

(23) 

where Fis the Fourier transform operator, HI is the set of t apers, 59 is the set of trials for target g, 

and X , Y , x , a nd x, are metavariables that can be A , B , a, b, a, orb, as appropriate. Subtracting, 

for exa mple, a from a8 corrects for the mean spike train, and will remove coherences due to low­

frequency comodulation of the spike trains such as expected from mean-rate stimulus response. 

2.3 Results 

T he magnitude of the mean coherence over a ll targets and all cell pairs is shown in the frequency 

and time domains in Figure 111. Along with the coherence for the collected spike trains, the figure 

also contains the results from a control computation were t he same calculations were performed 

on simulated inhomogeneous Poisson spike trains with rates matching t he recorded data. In the 

13 For notational clarity, we will use T for the t ime-dom a in coherence independent variable, reserving t for use in the 
untransformed l im e-domain s ign a ls a nd in the guise o f to as a s liding window offset. 
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Figure 111: Mean Coherences 
Frequency-domain {A) , and time-domain (B) mean coherence and standard 
deviation (solid) of the data and inhomogeneous Poisson simulations {dashed). 
The vertical axis in both plots is increasing coherence. The horizontal axis in 
{A) is frequency, with data at approximately 2Hz resolution, and in (B), is lag, 
at 4 ms resolution. These figures represent the mean coherence computed over 
all cell pairs {n = 162}, all trials {10-15 trials per target), and all targets {8) . 
The coherences are computed for each pair of simultaneously recorded spike 
trains on a per-target basis, then averaged over targets, averaged over pairs, 
and finally averaged over the experimentally-relevant epoch from target presen­
tation to saccade completion. The frequency-domain plot shows significantly 
increased coherence for frequencies lower than about 50 Hz, as compared to 
the Poisson simulation. The time-domain plot shows significantly increased 
coherence for lags less than ± 10 ms. The slight dip in the central time-domain 
peak is due to the lack of properly resolved overlapping spikes, and thus the 
measured value is an under-representation of the true coherence at very short 
lags {less than ±2 ms). 

100 

frequency doma in, the primary feature is a la rge increase in coherence for frequencies lower than 

approximately 50 Hz; however, it should be noted that the mean measured coherence is everywhere 

larger than t he mean simula ted-data coherence. In t he t ime doma in, t he primary feat ure is a centra l 

peak of increased coherence for short lags; however , it should a lso be noted t hat the mean measured 

coherence is everywhere la rger than the mean simulated-data coherence. 

Coherence over Trial Time 

l\llean values can hide important details, and so we begin a closer examination by expanding t he 

plots in Figure 111 by using a sliding-window over the experimental tria l, to generate the frequency 

domain plot in Figure 112 and the time domain plot in Figure 113 . These cohereograms both display 

features which a re locked to t he beh avioral events . 

T he mean frequency-domain cohereogram in F igure 112 exhibits features synchronized to 

behavioral events . Approximately 150 ms after t he target flash , t here is a marked decrease in low­

frequency coherence which lasts 100- 200 ms. Following t his decrease, the coherence recovers to 

nearly pre-target levels for the duration of the memory period , d ipping once again short ly after 

target reillumination. 



Tt 

174 

f S R 
Behavioral Events 

Figure 112: Frequency Domain Coherence 
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Mean frequency-domain coherence versus time in trial. The vertical axis is 
increasing frequency and the horizontal axis is time in trial. T marks target 
flash onset, t target flash offset, f fixation offset, S the time of saccade, R target 
reillumination onset; r target reillumination offset, and the end of the trial. 
Commanded target flash duration was 100 ms; the memory period between 
target flash and fixation offset was 1000 ms; the whole span of the graph 
covers just under 3 seconds. Contour lines appear in units of standard deviation 
from the Poisson-simulated mean to assess point-by-point significance. Vertical 
dotted lines are extensions of tick marks demarking the behavioral events. 

The mean time-domain cohereogram in Figure 113 exhibits features synchronized to behav­

ioral events like t he frequency-domain cohereogram, although more subt le. There is a broad increase 

in coherence across a ll lags corresponding to the expected time-course of a purely sensory response 

to the ta rget flash. Directly following this is a. dip and slight narrowing in the central peak which 

recovers to pre-target levels by the end of the memory period. Perisaccadically there is a minor 

increase at all lags which lasts until shortly after the target reillumination. 

Coherence over Target Condition 

Important may still be hidden, so we continue closer examination by expanding the plots in fig­

ures 112 and 113 by breaking out target condition. The mean frequency-domain coherence over 

target condition is shown in Figure 114, which uses uncorrected spike trains, rather than PSTH­

compensated da t a as in the previous figures. Targets were aligned according t o the sum of the firing 

ra tes in each cell pair. The coherence is highest for lowest frequencies and is tuned over target 

condition. 

The high values in the lowest bins and their modulations can be explained by PSTH-related 
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Figure 113: Time Domain Coherence 
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Mean time-domain coherence versus time in trial. The vertical axis is in mil­
liseconds of lag, and the horizontal axis, contour lines, and tick extensions are 
as in Figure 112. 

effects. This is shown for the preferred target coherence in Figure 115. We performed two control 

computations, The first was to calculate the coherence with trial information shuffled. For each cell 

pair , the trial information was permuted such that the target identity for a trial did not change, and 

the coherence computed otherwise as before. 

The second was to calculate the coherence with varying-rate Poisson simulated spike t rains. 

The PSTH of each cell for each trial condition was computed with 200 ms bins. A P oisson-distributed 

process with variable mean rate was then sampled for each trial according to condition. These 

synthetic spike trains were then used to compute t he coherence. 

Finally, we computed the coherence of spike trains after subtracting the PSTH for the ap­

propriate trial condition from each cell. Notice t hat since comput ing coherence is a non-linear 

transformation , we cannot simply subtract the shuffled or Poisson-based results from the original. 

T he two control computations retain the original's low-frequency structure, while the PSTH-corrected 

computation has removed it. 

Examining the mean time-domain coherence over target position reveals a similar t uned 

process as shown in Figure 116. And, again , we performed the same computations for the preferred 

target response as shown in Figure 117. Here, the central peak has been eliminated in the shuffle 

and Poisson controls , while being retained in t he PSTH-corrected computation. 

Tuning effects for the time-domain coherence over target posit ion were quantified by comput­

ing coherence for a l s window corresponding to the memory period first over all targets, and then 
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Figure 114: Coherence versus Targets (Frequency) 
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The population mean frequency-domain coherence, without PSTH compensa­
tion, for each target condition shows highest values at low frequencies. The 
horizontal axis for each subplot is time in trial, with behavioral markers as in 
previous figures. The vertical axis is increasing frequency, in Hertz. The low­
frequency coherence is tuned for the preferred direction, but as will be seen 
in Figure 115, this is primarily due to comodulation of firing rate from task 
response rather than cell-to-cell interaction. 

for each target condition. The per-target results were then normalized by the pan-target result to 

determine deviations from the mean response, and t he result shown in Figure 118. No significant 

deviation over targets is seen for lags corresponding to the central peak in previous time-domain 

coherence figures, while significant deviation is found for t he preferred direction a lone for delays 

la rger than that central feature. 

2.4 Discussion 

While significant coherence is seen in both t ime and frequency domains, it is difficult to interpret 

the results without additional analysis beyond the scope of this document. Keep ing this caveat 

in mind, as well as the possibility that performing additional analysis may well modify suggested 

interpreta tions, we propose the following. 
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Figure 115: Low-Frequency Modulation due to PSTH Effects 
The high values of low-frequency coherence are due to comodulations of firing 
rate, as evidenced by the two controls of the trial-shuffled coherence, and 
varying-rate Poisson model coherence for this data set. Once the PSTH has 
been subtracted from the individual spike trains, the /ow-frequency bins are 
much reduced (note differing color scales), but the higher-frequency information 
is retained. 

Primarily, it is important to examine a coherence signal in the time domain in addition to 

the frequency domain. It would have b een difficult to predict the peak near zero lag given only the 

frequency-domain coherence without performing an inverse transform. While it is true that the two 

domains are duals , so in a strict sense, no feature exists in one domain that is undetectable in the 

other, visualization in each of t he two domains is a valuable tool. Indeed , the duality of time and 

frequency provides a ready correspondence between the coherence in one domain being everywhere 

la rger than the Poisson control and there being a significant excursion at zero in the other domain, 

but the precise shape of these excursions are not easily known without actually examining them in 

the appropriate domain. 

The observed changes in coherence suggest that different mechanisms are at work during the 

distinct phases of the task: pre-cue, sensory response, early memory, late memory, and peri-to-post 

saccade. While full understanding of the cellular mechanisms requires more detailed experimenta­

tion, these results are consistent with what would be expected from a volley of incoming sensory­

response spikes that tend to desynchronize neighboring cells and t rigger a memory network that 

t akes approximately 500 ms to stabilize, in turn reset by a secondary, saccade-related volley. It 

should be caut ioned that some of the figures presented here collapse t he response over a ll targets, 
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Figure 116: Coherence versus Targets (Time ) 
The dual of Fig ure 114, this shows the time-domain coherence without PSTH 
compensation versus target condition. The peak in central bins is evident for 
all target positions, while apparently stronger in the preferred target, although 
as discussed in the text, this modulation is not significant once the PSTH 
component has been removed (see also Figure 118}. The coherence at flanking, 
delays above 25 ms is maximal for the preferred target. 

and it is possible tha t the response for preferred ta rgets is substantia lly different from non-preferred 

targets, requiring reinterpretation of the da t a . 

T he excess coherence during t he memory period at larger delays (ca. 50 ms) for the preferred 

target, and a lack of significant tuning at shorter delays (ca. 10 ms) reveals changes in t he underlying 

circuitry. These effects would b e consistent with a rela tively fixed interaction between neighboring 

cells, and a varying amount of external input t o each. In particular, it indicates that for targets 

inside their receptive fields, neighboring cells are less likely t o fire in a coherent manner a t a fixed 

delay than for target s outside. 

T his would be consist en t with memory circuitry t hat mainta ins activity through distributed 

incoherent activity. Incoherent act ivity would be desirable t o compensate for the effect s of silence 

during synchronized refractory periods: If all cells fire simultaneously, they will all go through a 
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Figure 117: Shuffle and Poisson Controls 
For the preferred target response shown here, shuffling trial information or using 
synthetic versions of spike trains retains broad scaling effects, but eliminates 
sharp peak in central bins. The sharp central peak is reduced, not eliminated, 
by removal of the PSTH. 
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Figure 118: Normalized Memory Period Coherence versus Target 
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Short lag bins are untuned over target position for PSTH corrected coherences 
normalized to the m ean coherence. Long lag bins are elevated in relation, for 
the pre ferred target. 
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refractory period together , at the end of which there will be no input, and t he network activity will 

cease. This is consistent with the memory models proposed by Laing and colleagues [32], including 

t he observation by Gutkin [24] t hat such networks can be initiat ed by an external excita t ory input 

localized to a small region , and reset by an excitatory input to all cells. 

2.5 Coherence Conclusions 

The conclusions drawn from this section are sixfold. F irst, that it is useful t o examine the results of 

coheren ce analysis in both t ime and frequency domains; using coherence instead of cross-correlation 

removes confounds due to input firing patterns, and produces a normalized quant ity t hat is straight­

forward to compare and combine. Second, that under t his memory saccade task, LIP cells exhibit 

significant cell- to-cell coherence at frequencies below 50 Hz. Third, that t he same analysis shows 

significant coherence at lags less t han ±10 ms . Fourth, t hat under this task , there are distinct phases 

of coherence corresponding to beh avioral events: sensory, early memory, late memory, and peri-to­

post saccadic. F ifth, tha t without the PSTH compensation used for t he first two conclusions, firing 

rate explains most of observed coherence: Nearly all of the coherence between spike t ra ins, when 

viewed both in frequen cy and time domains, can b e explained by va rying-rate Poisson spike trains. 

Sixth, t hat ± 10 ms t ime-domain peak does not vary significant ly over target condit ion during t he 

memory period , however values at ca. 50 ms do, being significantly higher for the preferred t arget 

than other targets. 

3 Summary 

The two portions of this chapter , the first on cor relation-based results, t he second on coherence­

based results, show evidence of a system wit hin LIP which exhib its different phases of computation 

according to d ifferent phases of t he task. The mean au tocovariation function develops a secondary 

refractory period during the visual response, and has a higher tendency towards bursting during 

the memory response. The mean crosscovariation function is nearly unchanged during the visua l 

response, save for very shor t latency covariation, but becomes broadly increased through t he memory 

period. The mean coherence showed a similar eft"ect as the crosscovaria tion, but most interestingly, 

exhibited tuning over target condit ion suggestive of a memory system t hat relies upon desynchronized 

firing for the maintenance of a value. 

You say correlation is not causation. 

-SOUL COUGHING (Moon Sammy, Ruby Vroom , 1994) 
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Chapter Twelve: Multiple Tetrodes 
The distant target towards which this research was technologically a imed was recording wit h mult iple 

tetrodes in t he awake, behaving primate preparation with the consequent scientific ability to analyze 

activity from large numbers of simultaneously recorded cells . \Vhile t he technical milestone was 

achieved, the scientific work is on-going and quantitative results are only available in preliminary 

form. 

There are two thrusts to the continuing research , based on the number of br ain areas targeted. 

T he first uses single t etrodes in each of two brain areas, and the second uses mult iple tetrodes in 

a single brain area. Preliminary data for t he latter was presented in Chapter 4, while preliminary 

data for the former will be shown below. 

One of the most interesting problems t hat has yet to be addressed is the question of scatter in 

receptive field location and size within LIP. While the results obtained for this dissertation indicate 

a strong similar ity between recept ive fields for neighboring neurons, a deep understanding requires 

finer spatial sampling than was performed. Unfortunately the memory saccade task requires a t rial 

time of many seconds precluding t he ability to densely sample visual space with multiple t ria ls 

per sample point. The preliminary visual recept ive field mappings shown in Chapter 10 present a 

starting point for this analysis, relying on previous results [8] that showed LIP visual and motor fields 

are a ligned . The first dual-tetrode recordings used this mapping task with tetrodes in each of two 

hemispheres. The receptive fields for example simultaneously recorded cells from each hemisphere 

are shown in Figure 119, with clear contrala teral tuning. 

A secondary, but equally important problem is to understand interactions between LIP and the 

frontal eye field (FEF). Strong reciprocal and topographic projections exist between the two areas [9] 

leading to questions a bout the relative roles played in target selection, memory maintena nce, and 

saccade generation. By knowing the topographic organization of FEF, an appropriate prefrontal 

location can b e selected once t he receptive fields of an LIP site have been characterized, such as with 

the mapping task detailed in Chapter 9, a llowing comparisons between port ions of the two areas 

with similar and dissimila r spatial tuning centers. 

Given t he proven reliability of the tetrode recording technique in macaque cortex, a broad 

expanse of previously unanswerable questions, ones which require multiple simultaneously recorded 

spike trains, can now be addressed. We look forward to the results . 
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Figure 119: Simultaneously Recorded Dual Hemisphere Receptive Fields 
An example from the first dual-hemisphere tetrode recordings showing receptive 
fields in contralateral visual hemifields for two cells, one from each hemisphere, 
made in an animal (Monkey Y) with bilateral parietal chambers. The left panel 
is the visual response spatial map for an example cell from the right parietal 
chamber, the right panel for an example cell from the le ft chamber. Firing rate 
is coded according to the scale bars to the right of each panel. (ydmap0304a ,b} 

now due to a construct in my mind 
that makes their falling and their flight symbolic of my entire existence 

it becomes important for me to get up and see 

their last-second curves towards flight 
it 's almost as if my life will fall unless I see their ascent 

- CAKE (Mr. Mastadon Farm , Motorcade of Generosity, 1994) 
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Oh. I'm tired, I'm tired, 
I've had my fill 

- TRIBE (Joyride, Abort, 1991) 

My head, my head 

Did you see my head roll away? 

- HERETIX (My Head. Gods & Gangsters, 1990) 

I think my brain wants me dead. 

- POOKA STEW (Out of My Head. In Our Minds, 1996) 


