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Abstract 
Neurons in the songbird forebrain nucleus HV c are highly sensitive to auditory temporal 

context and have some of the most complex auditory tuning propert ies yet discovered. HV c 

is crucial for learning, perceiving, and producing song, thus it is important to understand 

the neural circuitry and mechanisms that give rise to these remarkable auditory response 

properties. This thesis investigates these issues experimentally and computationally. 

Extracellular studies reported here compare the auditory context sensitivity of neurons 

in HV c with neurons in the afferent areas of field L. These demonstrate that there is a 

substantial increase in the auditory temporal context sensitivity from the areas of field L 

to HV c. Whole-cell recordings of HV c neurons from acute brain slices are described which 

show that excitatory synaptic transmission between HV c neurons involve the release of glu­

tamate and the activation of both AMPA/kainate and NMDA-type glutamate receptors. 

Additionally, widespread inhibitory interactions exist between HV c neurons that are medi­

ated by postsynaptic GAB AA receptors. Intracellular recordings of HV c auditory neurons 

in vivo provides evidence that HV c neurons encode information about temporal structure 

using a variety of cellular and synaptic mechanisms including syllable-specific inhibition, 

excitatory post-synaptic potentials with a range of different time courses, and burst-firing, 

and song-specific hyperpolarization. 

The final part of this t hesis presents two computational approaches for representing 

and learning temporal structure. The first method utilizes comput ational elements that are 

analogous to temporal combination sensitive neurons in HV c. A network of these elements 

can learn using local information and lateral inhibition. The second method presents a 

more general framework which allows a network to discover mixtures of temporal features 

in a continuous stream of input. 
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Chapter 1 Introduction 

Temporal order is an important code in many acoustic signals including speech, mus1c, 

and animal vocalizations, but little is known about the neural representation of temporal 

order or its underlying cellular mechanisms . One of the reasons these subjects are difficult 

to study is that, unlike vision, very few animals have auditory perceptual skills that are 

comparable to our own. 

Songbirds are one of the few non-human animals that demonstrate the capacity to 

produce and recognize complex acoustic sequences. The complexity of birdsong varies 

tremendously across species. Vocal repertoires range anywhere from a single song like 

in the zebra finch, the species studied in this thesis, to hundreds in birds like the marsh 

wren (Canady et al. , 1984). Each song is composed of a sequence of acoustic segments 

called syllables; the type, number, and order of syllables determine the differences among 

the songs. The song repertoire is acquired early in development when the young bird hasn't 

begun to sing and when it is exposed to singing adults. After a set of songs have been 

encoded, the birds can learn to sing these songs entirely from memory (Konishi, 1965; 

Marler and Peters, 1981; Price, 1979; Bohner, 1983). This remarkable behavior makes the 

songbird auditory system attractive for investigating the neural representation and learning 

of complex acoustic sequences. 

1.1 Song Learning 

There are two stages to the song learning process. The first stage is called the sensory 

stage. In this stage, the young birds listen the songs they hear in their environment and 

store them in memory. Usually they hear the songs of their father, but they can also learn 

songs of other birds in the area. In zebra finches, the sensory period lasts about 15 days, 

from approximately 20-35 days post-hatch (Bohner, 1990). Birds in the sensory stage make 

no song-like vocalizations, so they cannot practice the songs they hear. Thus, the memory 

stored by birds is based entirely on auditory experience. The memory of the songs is called 

the auditory template (Konishi, 1965), because the songs the young birds eventually learn 
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to produce are matched to this memory. The song template is critical for providing models 

of normal adult song, since birds that are raised in isolation produce very abnormal song 

(Konishi, 1965; Marler and Peters, 1981). The memory of the songs is so good that the 

birds do not need any further tutoring once past the sensory stage. Song birds can learn 

to produce the songs entirely from memory. The encoding of the memory can be extremely 

efficient. In one experiment, a nightingale was tutored with 21 different songs heard 10 

times each over a period of 5 days (Hultsch and Todt, 1989). This bird learned to produce 

19 of the 21 songs with no further tutoring. 

In the second stage of song learning, the sensorimotor stage, the birds begin to sing. 

At first, they produce very soft vocalizations that sound nothing like fully developed bird 

song, much like the babbling of babies that are learning to speak. Over the course of weeks 

of practice, the young birds get better at producing the sounds of adult birds, and the 

acoustic structure of the songs is gradually refined until it matches the songs memorized 

in the sensory stage. After this, the songs produced by the bird are crystallized: the songs 

no longer change and are very stereotyped. In zebra finches, songs are fully crystallized by 

80-100 days (Price, 1979; Bohner, 1983) which is when the birds reach adulthood and have 

fully matured. During the sensorimotor stage, auditory feedback is critical for normal song 

development . The birds must be able to hear their own vocalizations in order to match the 

memorized songs. Birds that are deafened during the sensorimotor stage do not develop 

normal adult song (Konishi, 1965). 

An example of zebra finch song learning is shown in figure 1.1. The acoustic structure 

of zebra finch song can be seen in the sonogram which plots frequency versus time. Typical 

zebra finch song syllables have a complicated acoustic structure. They can contain tones, 

harmonics, and noise patterns that can all have amplitude and frequency modulations . 

A typical zebra finch song contains 5-10 syllables which are delineated by regions of zero 

amplitude. The song on the left is sung by the father and was the only song heard by 

the young offspring in the father's nest . The song on the right was learned by one of the 

sons . Both the acoustic struct ure of many of the syllables and their order were learned. 

Typically, songbirds do not make exact song copies and often modify some of the syllables 

or improvise new ones . 
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2 

100 ms 

Tutor song Learned song 

Figure 1.1: Two examples of zebra finch songs. The top graph in each panel shows the sonogram 
of the song (frequency vs time). The lower graph shows the song oscillograph (amplitude vs time). 
Birdsong is composed of a sequence syllables which are separated by regions where the song has 
zero amplitude. Each syllable has a characteristic spectra-temporal pattern which can be seen in 
the sonogram. The song on the left is the tutor song which in this case is the song of the father. 
The song on the right was learned by the son. 

1.2 Brain Areas of the Song System 

A remarkable fact of the songbirds is that the brain areas subserving song learning and song 

production is composed of a discrete set of nuclei that are easily visible in stained brain 

sections (Nottebohm et al. , 1976). These brain areas are collectively called the song system 

and are shown in figure 1.2. The song system can be divided into two parts: auditory and 

motor. Auditory input arrives in the songsystem via the forebrain areas called 11, 12, and 

13 (Kelley and Nottebohm, 1979; Fortune and Margoliash, 1995). 12 receives auditory input 

from the thalamus and is analogous to primary auditory cortex in mammals. The auditory 

areas of the song system are crucial during song learning, since normal song development 

depends on auditory feedback. Remarkably, however, the auditory areas are not required 

for song production after the songs have crystallized, since deafened birds produce normal 

song (Konishi, 1965). Lesions of either area X or 1-MAN does not affect song production 

in adults (Nottebohm et al., 1976), but lesions of the same areas in young birds during 

the sensorimotor period does prevent the development of normal song production (Bottjer 

et al., 1984; Scharff and Nottebohm, 1991). 
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• motor 

~ auditory and motor 
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Figure 1.2: A simplified diagram of the song system. 

The song system area HV c1 is at the top of the descending motor pathway controlling 

song production. (Nottebohm et al., 1976; McCasland, 1987; Vu et al. , 1994). HVc projects 

to RA which in turn innervates the brainstem motor neurons t hat drive the vocal and 

respiratory muscles used to produce song. 

1.3 Auditory Response Properties of HVc Neurons 

Auditory neurons that are sensitive t o temporal order have been found in several species, 

such as the squirrel monkey (Wollberg and Newman, 1972; Newman and Wollberg, 1973; 

Glass and Wollberg, 1983), guinea fowl (Scheich et al., 1979), and cat (Weinberger and 

McKenna, 1988; McKenna et al., 1989), but the most complex tuning yet discovered is in 

t he songbird. 

Auditory neurons in the songbird forebrain nucleus HV c show a preference for the bird's 

own song over ot her songs of its own species of those of other species. These neurons are also 

1 Abbreviations: HV c, hyper striatum ventrale pars caudale also called high vocal center; DLM m edial por­
tion of the dorsolateral nucleus of the thalamus; L-MAN, lateral portion of the magnocellular nucleus of the 
anterior neostriatum; RA, robust nucleus of the archistriatum; nXIIts, syringeal portion of the hypoglossal 
nucleus; Am, nucleus ambiguous; RAm , nucleus retroambigualis 
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sensitive to manipulations that affect the song's spectral and temporal structure (McCasland 

and Konishi, 1981; Margoliash, 1983, 1986) and can integrate auditory information over 

hundreds of milliseconds (Margoliash, 1983; Margoliash and Fortune, 1992). Studies of 

these so called "song-specific" neurons have shown that many of them have responses that 

require the normal sequence of two or three song syllables (Margoliash and Fortune, 1992) . 

An example of a song-specific HV c is shown in figure 1.3. This cell shows a typical 

I 
I l l I 
I I 

I II I I 
111 11111 11 Ill l U I I I 

11~11111 1011 I I II I I I II 1111 
11 11 11a11 Ill I I I 

I • 11 11• 1 I I I Il l 
1111111 111 II • I I 

I 11.10 I ll Ill I I I 
I l lall!ll ll l II 

I II 111181111 1 11111 11 

forward song 

I 

Ill 

reversed song 

I 
Il l I I I I 

500 ms 
~· ... .., ' I 

syllables in reverse order 

Figure 1.3: The graphs show peristimulus time histograms of the extracellular response recorded 
from a well-isolated cell in the HV c. The oscillographs of the stimuli are shown below each histogram. 
The strong response to the bird 's own (autogenous) song (left) is completely abolished when the 
song is played backward (middle) . This manipulation preserves the spectral structure of the song, 
but completely alters its temporal structure. The cell also fails to respond when the order of the 
song syllables is reversed (right), but each syllable still appears as it does in the forward song. 
This manipulation preserves the local temporal structure within each syllable, but alters the global 
temporal structure of the whole song. These data indicate that the cell is sensitive not just to the 
spectral profile of a song syllable but also to the auditory temporal context. 

strong response to t he bird's own song (figure 1.3, left panel). The cell's sensitivity to 

the temporal context can be investigated by manipulating the temporal structure of the 

song. For example, playing the song backward completely alters t he temporal context but 

preserves the song's spect ral structure. This manipulation typically abolishes the response 

(figure 1.3, middle panel) , which indicates that the response cannot be predicted from the 

spectral characteristics of the song alone but also depends on the temporal pattern. One 

way to estimate the extent of this dependence is to present the syllables of the song in 

reverse order (figure 1.3, right panel). This manipulation preserves t he local context but 

alters the global context. Like backwards song, the reverse order song also does not evoke 

a response, indicating that the influence of t he temporal context extends across syllable 
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boundaries and that the cell is sensitive to the order of the syllables. 

Temporal combination sensitivity 

HV c neurons are often driven by a pair of syllables even when t hey fail to respond to either 

syllable in isolation. This illust rates another level of auditory context sensitivity called 

temporal combination sensitivity (Margoliash, 1983). The response of temporal combination 

sensitive (TCS) cells depends on a combination of syllables from autogenous song presented 

in a specific order (usually the nat ural order). Some manipulations that test the properties 

of TCS cells are shown in figure 1.4. The cell is sensitive to the combination AB , since t he 

response to t he pair is much greater than the sum of the responses to A and B in isolation 

(32 ± 15 (SD) vs 13 ± 11 spikes/sec, p = 0.0139, paired t test). The cell is also sensitive 

to the order of the syllables, since it responds to AB but not to BA. The response to AB 

cannot be explained by a simple facilitation from A, since repeated presentations of the 

same syllable do not evoke a response. An additional property of TCS neurons not shown 

here is their ability to respond to the same syllable pair when A and B are separated by 

intervals ranging from tens to hundreds of milliseconds (Margoliash , 1983). 
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•t~~111a.L 1111 ·~ ~ ,4. ......... 
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8 8A 88 

Figure 1.4: Temporal combination sensitivity is illustrated here by the extracellular responses of 
the HV c cell in figure 1.3 to syllables from the bird's own song. The sonograms and corresponding 
oscillographs of the two syllables are shown on the left. The oscillograph and syllable labels are plot­
ted below each peristimulus t ime histogram. The data are taken from ten interleaved presentations. 

The cell is combination sensitive because the response to the syllable pair AB is greater than the 
sum of the response to A and B alone. The cell is also sensitive to the temporal order of the stimuli , 
since it shows no response to the pair BA. The response is also not simple facilitation , because there 
is also no response to AA or to BB. 
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Chapter 2 Hierarchical Organization of Auditory 

Temporal Context Sensivity1 

2.1 Introduction 

The songbird forebrain nucleus HV c ( hyperstriatum ventrale pars caudate, also called high 

vocal center) contains auditory neurons that have a variety of complex response properties. 

Some neurons are highly selective for the bird's own song (hereafter referred to as autogenous 

song) . These neurons respond most strongly to autogenous song and less to songs from t he 

same species and little or not at all to songs of other species (Margoliash, 1983; Margoliash 

and Konishi, 1985; Margoliash, 1986) . The response of these "song-specific" neurons is 

sensitive to both the song's spectral and temporal structures (Margoliash, 1983; Margoliash 

and Fortune, 1992). 

Other HV c neurons also show a strong response to song but require simpler acoustic 

features to elicit a response. For example, some neurons require only harmonic combinations 

of pure tones that are similar to the frequencies contained in autogenous song. Other 

neurons are sensitive to harmonic combinations of frequency modulated tones. Still others 

are sensitive to the temporal order of sequences of these acoustic features. Neurons sensitive 

to the temporal order of acoustic features can integrate auditory temporal context over 

periods as long as several hundred milliseconds. 

A plausible explanation for how the response properties of song-specific neurons anse 

is t hat they are the result of the integration of neurons with simpler tuning properties, like 

those described in the previous paragraph. It has not been established whether t he neurons 

with simpler tuning properties also arise in HV c or are already present in the auditory brain 

areas afferent to HV c. 

HVc receives auditory input primarily from two sources . One area, the HVc shelf, is 

a thin (80 p,m) band of neurons on the ventral border of HV c (Kelley and Nottebohm, 

1979). The dendritic arbors of HVc neurons extend into the shelf region (Katz and Gurney, 

1 The work in this ch apter was done in collaboration with Benjamin J . Arthur. 
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1981; Fortune and Margoliash, 1995) and could be a source of auditory input to HV c. The 

second source of auditory input to HV c is a group of brain areas collectively referred to 

as field L. Field L contains three main regions, L1 , L2, and L3. L2, which contains two 

cytoarchitectonically distinct areas L2a and L2b (Fortune and Margoliash, 1992), receives 

input from the thalamic auditory area nucleus ovoidalis and projects to L1 and L3 (Karten, 

1968; Bonke et al., 1979a; Kelley and Nottebohm, 1979). L1 and L3, in turn, project to the 

shelf and HVc (Kelley and Nottebohm, 1979; Fortune and Margoliash, 1995). This study 

focuses primarily on the comparison between neuronal response properties observed in field 

Land HVc. 

Neurons in field L show sensitivity to spectral patterns (Leppelsack and Vogt, 1976; 

Leppelsack, 1978; Scheich et al., 1979; Langner et al., 1981; Scheich, 1983), amplitude and 

frequency modulation (Bonke et al., 1979b; Leppelsack, 1983; Muller and Leppelsack, 1985; 

Hose et al., 1987; Knipschild et al., 1992; Heil et al., 1992), and the spectral and temporal 

patterns of human speech sounds (Langner et al., 1981; Uno et al., 1991). As a population, 

field L neurons show no preference for the autogenous song over other songs (Margoliash, 

1986). These tuning properties can account for some of t he response properties of HV c 

neurons, but it is not known whether field L contains neurons that show the same capacity 

to integrate long periods of auditory context that is seen in HV c neurons. 

The first set of experiments presented here compares auditory context sensitivity in 

field L and HV c. Previous studies have shown that the response of song-specific neurons to 

autogenous song is often abolished if the song is played backward. Song reversal disrupts 

temporal structure while preserving spectral structure. This would affect the response of 

any neuron sensitive to the immediate temporal context e.g. neurons that are sensitive 

to frequency modulation, which is a common acoustic feature in birdsong. In the present 

study, the extent of the temporal context sensitivity was estimated by preserving greater 

amounts of temporal context and comparing this response to the forward song. For example, 

presenting the syllables of the song in reverse order (syllables are defined here as points in 

the song that divide periods of non-zero amplitude from those of zero amplitude) preserves 

the local spectral and t emporal features of each song syllable, which are typically 50-100 

msecs in duration, but alters the more global auditory context in which the syllable occurs. 

If the response at a given point in the song does not depend on the auditory context, then 

changing the syllable order should not change the response. The amount of context required 
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for a given response can be assessed by reversing the order of segments of different lengths. 

The second part of this study addresses the question of whether the auditory context 

sensitivity observed in song-specific neurons can be accounted for by the response measured 

for single syllables and syllable pairs presented in isolation. This provides another method 

for measuring auditory context sensitivity. A cell is said to be combination sensitive if 

the response to a syllable pair AB is greater than the sum of the responses to syllables 

A and B presented in isolation (Margoliash, 1983) . Comparing responses to AB and to 

BA determines whether a cell is sensitive to the order of the syllables. Both of these 

manipulations measure the dependence of a cell upon auditory context. Previous studies 

have shown that neurons sensitive to the combination and order of autogenous song syllables 

are present in HV c (Margoliash, 1983; Margoliash and Fortune, 1992), but it is not known 

if such neurons are present in field L. 

The aim of these experiments is to make a systematic comparison between the response 

properties of field L and HV c neurons that show a significant response to song in order to 

determine where the neural response properties underlying the context-sensitive properties 

of song-specific neurons are first computed. 

2.2 Methods 

Surgery. Experiments were performed on 25 adult (older than 120 days) male zebra finches 

( Taeniopygia guttata) raised in our own colony. A few days before the experiment, birds 

were anesthetized with Equithesin (0.03- 0.04 ml intramuscular injection; 0.85 g chloral 

hydrate, 0 .21 g pentobarbital, 0.42 g MgS04 , 2.2 ml100% ethanol, 8.6 ml propylene glycol, 

filled to a total volume of 20 ml with water, all chemicals were purchased from Sigma, St . 

Louis, MO), and a sm all metal post, used to immobilize the head during later physiological 

recordings, was cemented to the skull wit h dental cement . One or two days later , the 

birds were anesthetized with urethane (65-90 J.d of 20% solution, Sigma) for physiological 

recordings. 

Electrodes were lowered through a hole in the skull. The hole was made small ( 400 J.lm 

dia.) in order to minimize brain edem a and pulsation. If neurons were isolated in field L, 

the next electrode track was m ade into HV c and vice versa in order to maximize the number 

of single neurons from field L and HV c in each bird. Extracellular recordings were obtained 
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with parylene-coated tungsten electrodes with impedances (at 1.0 kHz) ranging from 1-10 

MSl (AM Systems, Evertt , WA). 

The anatomical locations of the recording sites were determined from reference marks 

consisting of two or more electrolytic lesions ( -2 to -3 J-LA twice for ten seconds each) spaced 

at least 500 J-Lm apart. At the end of the experiment, birds were perfused transcardially 

with 0.5% saline followed by 4% paraformaldehyde. Thirty micron frozen sections were cut 

on a microtome, mounted, and stained with cresyl violet for localization of lesions. 

Spike analysis. Extracellular waveforms containing action potentials of different shapes were 

sorted using a new real t ime software spike discrimination algorithm (Lewicki, 1994, also 

appendix A of this thesis) which automatically determines the spike shapes in the extra­

cellular waveform and accurately classifies overlapping action potentials. Otherwise, single 

units were isolated with conventional methods using a level or window discriminator. Spike 

classes that were not stable throughout the experiment were omitted from the analyses. 

Stimuli. Before each experiment the autogenous song was recorded, digitized, and analyzed 

on a computer (Spare station IPX, Sun Microsystems, Mountain View, CA). The bird's own 

song was used as a search stimulus in both field L and HV c. Well-isolated single neurons 

were selected for further analysis only if they demonstrated a significant response to song. 

The electrode was advanced at least 150}-Lm between isolated neurons. 

Some of the stimuli used in these experiments were constructed by manipulating the 

order of syllables and sub-syllables in the autogenous song. Syllable boundaries were defined 

as points where the song's amplitude falls to zero. Sub-syllable boundaries were defined as 

places where the sonogram of the song indicated an abrupt change in spectral composition. 

Typically this was a change in the harmonic pattern or a change in the direction of the 

frequency modulation. An example of these divisions is shown in figure 2.1. An envelope (3 

msecs rise-fall) was placed around each syllable and sub-syllable to remove any transients . 

All stimuli were presented in free field conditions in a sound attenuating chamber (Acoustic 

Systems, Austin, TX) with a calibrated speaker (JBL, Northridge, CA) . The frequency 

response of the speaker, as measured from the bird's position in the stereotaxic apparatus 

inside the chamber, was flat to within 8dB between 500 and 8,000 Hz . Stimuli were presented 

with a peak amplitude between 60 and 70 dB SPL. 

An automated procedure was developed to select syllable pairs for which a neuron 

would be likely to show order and combination sensitivity. This procedure is illustrated in 
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figure 2.1. Syllable pairs were selected by comparing the response of each syllable when 

presented as part of the forward song to t he same syllable as part of a song constructed 

by playing the syllables in reverse order. The syllables (or sub-syllables) with the great­

est statistically different responses (by a paired t-test) were selected to test for temporal 

combination sensitivity. Syllables at the beginning of the song were not considered , since 

significant differences can result simply from an onset response. Sometimes more than two 

syllables were necessary to evoke a response, in which case the set of syllables was divided 

into two groups and manipulated as above. 

Data analysis. The response of a cell to autogenous song and the synthetic songs was mea­

sured by the average spike rate during the stimulus presentation minus t he spontaneous 

rate. The variation of t he response is reported as plus or minus the standard error of t he 

mean. For shorter stimuli , such as single syllables, the t ime course of the response of HV c 

neurons can be highly variable from neuron to neuron, making it difficult to determine 

exactly when and how much a cell responded. We determined the regions of significant 

response automatically by calculating where the spike rate differed significantly from back­

ground by sliding a 50 msec window from the start of t he stimulus (plus latency) to the end 

of the collection. Because a standard t -test can inaccurately report significant response re­

gions when most or all of t he window counts across trials are zero, we determined statistical 

significance using a Poisson model which takes into account the window size. Excita tory 

and inhibitory regions were analyzed separately. 

The statistical significance of the sensitivity to syllable order was determined by com­

paring the total spike counts in the significant response regions of syllable pairs AB and BA 

using a t-test. The significance of t he sensitivity to syllable combinations was determined 

using at-test to compare the sum of the spike counts in t he regions of syllables A and B to 

t he spike counts from the regions of AB. 

2.3 Results 

We recorded from 52 well-isolated neurons in HVc and 55 neurons in the field L areas that 

h ad a significant response to song (shown in figure 2.2). In field 1 there were 8 well-isolated 

units in 11, 11 in 12a, 10 in 12b, and 16 in 13, and 11 that bordered two or more field 1 

regions . Neurons that were on the border between field 1 and non-field 1 areas, such as 
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12 0.009 58 34 
18 0.011 36 19 
9 0.072 37 22 

F igure 2 . 1: An illustration of the procedure for selecting syllable pairs for performing the tests for 

temporal combination sensitivity. The graphs show the response of an HV c cell in response to the 

forward song (a) and to the syllables in reverse order (b). The top part of each graph shows the 

spike rasters. The sonogram and oscillogram of the stimulus are shown below. The solid and dotted 
vertica l lines indicate the syllable and sub-syllable boundaries, respectively. The numbers b elow 

the oscillogram indicate the segment numbers referred to in the table. Segments include the silent 
periods between syllables. The table shows the song segments that had the greatest difference (in 
terms of the p value of a paired t-test) between the response in the forward song and the response to 
the song with the syllables in reverse order. Ent ries with few spikes were omitted. In this example, 

there were 58 total spikes during segment 18 during the forward song. The same syllable elicited 

only 34 spikes in the context of the syllable-reversed song. Thus, segments 10-12 would be selected 
for presentation in isolation to test for temporal combination sensitivity. 
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caudal neostriatum (NC) and ventral hyperstriatum (HV), were omitted from the analysis . 

Both phasic and tonic responses were seen in each of the areas. Cells in HV c sometimes 

responded with bursts of action potentials. Bursting was rarely observed in field L . 

LMD 

L 

' ' ' 

. ~ 
' ' ' ' ' .·• ... . 

. ' 
NC 

D 

v 

Figure 2.2: The anatomical sites of the neurons analyzed in this study. The top upper diagram 
shows the sites in HV c, and the lower diagram shows the sites in field L. The average medial-lateral 
position was 2.3 mm for HV c and 1.5 mm for field L. Area L2a of the field L complex as well as HV c 
can be clearly identified in cresyl-violet stained sections. The dashed lines indicate the approximate 
anatomical areas as described by Fortune and Margoliash (1992). 

Comparison of Context Sensitivity in HV c and Field L 

Sensitivity to auditory temporal context was measured by comparing the response to for­

ward song with the responses to reversed song, sub-syllables in reverse order, and syllables 

in reverse order. The response of a typical HV c neuron is shown in 2.3a. This particular 

neuron shows a strong response to forward song (22. 78 ± 4 .32 spikes/sec), and is slightly in­

hibited by the reversed song ( -2.01 ± 0.09 spikes/sec). The response is also greatly reduced 

when the order of the sub-syllables or syllables is reversed ( -1.30 ± 1.61 and 3.98 ± 2.44 

spikes/sec respectively). The differences between the response to forward song and to the 
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synthetic songs are all statistically significant (p j 0.001, paired t-test) . Since the acoustic 

structure of each syllable or sub-syllable is identical to that in the forward song, this HV c 

neuron is dependent upon the auditory context which in this case extends beyond a single 

syllable. Performing this analysis on the population of HV c cells showed that about half 

of the neurons responded significantly (p < 0.01) more to the forward song than to there­

verse song (28/52) or t o the sub-syllables in reverse or (26/52). About one quarter of HVc 

neurons responded more strongly to the forward song than to the syllables in reverse order 

(12/52). About one third (18/52) cells in HVc showed no statistical differences between 

the response to the forward song and the response to any of the synthetic songs . None of 

the cells in HV c responded more to any of the three temporally altered songs than to the 

forward song. This data is summarized in figure 2.4. 

a 

forward song reversed song 

b 

forward aong reversed song 

I· I, ' t ' ' ' . . ·~ 
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Figure 2.3: The response of representative cells from HVc (a) and field L (b) to autogenous song 
and three manipulations of the songs temporal structure. The graphs show the spikes rasters and 
peristimulus time histograms of the response recorded from two well-isolated units. The oscillograms 
of the stimuli are shown below each histogram. Cells in HV c showed much greater sensitivity to 
manipulation of the song's temporal structure than the did cells in field L. 

Neurons in field L showed much less sensitivity to manipulations of the auditory temporal 

context than neurons in HV c. Neurons in all areas of field L responded strongly throughout 
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the forward song, the reversed song, and to the syllables and sub-syllables in reverse order. 

The response of a typical field 1 neuron (in area 13) is shown in figure 2.3b. The differences 

between the response to forward and the temporally altered songs is much less than in HV c 

(forward song, 19.07 ± 0.74; reversed song, 16.17 ± 1.18; sub-syllables in reverse order, 

15.29 ± 0.76; and syllables in reverse order, 14.10 ± 0.55 spikes/sec). The majority of 

field 1 cells (41/56) show no significant difference (p > 0.01) between the response to the 

forward song and the response to any of the three temporally altered songs. These data are 

summarized in the bar plots in figure 2.4. 

HVc field L 

0 
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0 0 
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rss rs rss rs 

?.c···.··•l forward significantly greater - no significant difference - forward significantly Jess 

Figure 2.4: The bar graphs show the number of times the response to forward song differed signif­
icantly from the response to reversed song (r) , to sub-syllables in reverse order (rss), or to syllables 
in reverse order ( rs). 

Ofthe field 1 subdivisions, only 13 contained neurons that showed a significant difference 

in response between the forward song and the syllable reversed song (6/16). Both 11 and 13 

had neurons that showed a significant difference between the forward song and sub-syllable 

reversed song (1/8 and 4/16, respectively). All subdivisions of field 1 had neurons that 

showed a significant difference between the forward and reversed song (12a, 3/11; 12b, 
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2/10; 11, 1/8; 13, 5/16). 

Although both field 1 and HV c contain cells that were significantly dependent on the 

temporal order, the difference in response rates between the forward song and the altered 

songs for these cells is much greater in HV c. This difference in the response properties of 

the two populations can be summarized by plotting the response of the forward song against 

the response of altered songs. Figure 2.5 shows that responses of the population of field 1 

neurons is largely the same for all four types of stimuli, but the response of many neurons in 

HV c compared to forward song is reduced or inhibited when the temporal structure of the 

forward song is altered. Each graph plots the response to forward song against the response 

to the three temporally altered songs. In HVc, many of the neurons respond much more to 

the forward song than to the temporally altered songs. This is indicated on the graph in 

figure 2.5a by the large number of points above the line y = x (solid line). The further a 

point is above the line, the greater difference in response. If a neuron shows no sensitivity 

to auditory context, the responses to forward and the temporally altered stimuli should be 

the same, and the points should fall near the line y = x (solid line). This is indeed the case 

for the field 1 data shown in figure 2.5b. 

HV c neurons clearly show greater sensitivity to the auditory temporal context than field 

1 neurons . The difference between the HV c and field 1 responses is statistically significant 

for forward vs reversed song (p < 0.001, unpaired t-test), forward vs sub-syllables in reverse 

order (p < 0.001) , and forward vs reverse syllables (p < 0.05). A one way analysis of 

variance indicated no statistical differences (p > 0.2 , F -test) among any of the field 1 areas 

b etween the forward song and the temporally altered stimuli. Since there are relatively few 

neurons in each of the field 1 subdivisions, these t ests do not rule out the possibility that 

more subtle differences among these areas do exist. 

Another way to see the difference between HVc and field 1 response properties, is to look 

at the time course of the responses. Figure 2.6 shows the average response to the forward 

song and the three synthetic stimuli for HV c and field 1 neurons . The plots were generated 

by computing for each cell the response in 50 msec time windows over the duration of the 

collection. The average response was computed by normalizing the time axis from 0 .0 and 

1.0 and then averaging the response rates across cells. The average response plots show that 

both HV c and field 1 neurons have an onset response. For HV c cells, the average response 

to forward song builds up during the course of the song, while the response attenuates 
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Figure 2 .5: The graphs show summary data for HVc (a) and field L (b ). Response is defined as the 
average spikes per second during stimulus minus the spontaneous rate . T he response to the forward 
song is plotted against the response to the altered song. The solid diagonal line is y = x. (a) Many 
neurons in HV c show a large dependence on the song's temporal structure. (a) In Field L, however 
the response to the altered song is typically the same as the response to forward song. 

during t he course of reverse song and the sub-syllables and syllables in reverse order. For 

field L neurons, t he average response to the song and its temporal manipulations is roughly 

the same. Neurons typically have a strong onset response and accommodate at t he same 

rate over t he course of all four types of stimuli . 

Com par ison of Orde r a nd C ombination Sensitivity in HV c and Field L 

Previous studies have shown that HV c neurons are sen sit ive to the order and combination 

of syllables from the autogenous song, a property called temporal combination sensitivity 

(TCS) (Margoliash, 1983; M argoliash and Fort une, 1992) . Figure 2.7a shows an example of 

such a neuron. T he syllables A and B were selected using the automated procedure described 

in t h e methods . Since the response t o A B is significantly greater than the response to BA 

(p < 0.001 , paired t-test), this cell shows order sensitivity. The cell also shows combination 

sensitivity, since the response to AB is significantly greater than the sum of the responses 

to A and B presented in isolation (p < 0.001). It is possible that the response to the 

pair AB could b e explained by simple facilitation. For example, syllable A may facilitate 
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a Average response In HVc 

forward song reversed song 

normalized time 

b Average response In field L 

forward song reversed song 

·0.5 0.0 0.5 1.0 1.5 2.0 .0.5 0.0 0.5 1.0 1.5 2.0 .0.5 0.0 0.5 1.0 1.5 2.0 ·0.5 0.0 0.5 1.0 1.5 2.0 

normalized time 

Figure 2.6: The graphs show the average normalized response (see text) for HVc and field L areas. 
(a) The average response of HV c cells builds up during the course of the forward song, but only has 

an onset response to the other stimuli. (b) The average responses in field L were the same for all 
manipulations of the song with a strong onset response in all cases. 
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the response to any subsequent stimulus. Conversely, it is also possible that any auditory 

stimulus facilitates the response to B. To test for these possibilities, the present study also 

measured the responses to repetitions of each syllable, AA and BB. This cell shows no 

response to either which provides further evidence that the cell is indeed selective for the 

syllable combination AB. 

In field L, temporal combination sensitivity was also observed despite the lack of strong 

sensitivity to syllable order of the whole autogenous song as reported in the previous section. 

Figure 2.7b shows an example of a temporal combination sensitive field L neuron. This 

cell shows order sensitivity, since the response to the syllable pair AB was (18.03 ± 2.52 

spikes/sec) significantly greater (p < 0.001) than the response to BA (6.23±2.21 spikes/sec). 

This cell was also combination sensitive, since the response to AB was significantly greater 

than the response to the sum of the responses to A and B in isolation (p < 0.001). The 

response to AB cannot be accounted for by facilitation by syllable A since the syllable 

pair AA produces no response. This cell did, however, show significant facilitation (p = 
0.018), since the response to BB was greater than the twice the response to syllable B when 

presented alone. The other two examples of temporal combination sensitivity seen in field 

L (not shown) showed strong responses to individual syllables and syllable pairs (but still 

satisfied the criteria in table 2.8). This was not the case for any of the temporal combination 

sensitive units in HV c. 

Tests for order and combination sensitivity were performed on 31 and 42 well-isolated 

neurons in HV c and field L respectively. All of these cells showed a significant response to 

autogenous song. Cells which did show a significant response to the selected syllable pair 

AB when presented in isolation were not analyzed. There were 26 neurons in HV c and 27 in 

field L that showed a significant response to a syllable pair AB in isolation. Nearly all the 

syllable pairs selected for HVc neurons produced a significant response (26/29) compared to 

27/42 in field L. This difference arises because several field L neurons had a relatively weak, 

but statistically significant, response to autogenous song. These neurons did not produce a 

significant response to isolated syllables . Most of the HV c neurons responded more strongly 

to autogenous song and to the syllables presented in isolation. The results of the syllable 

tests on the population of HVc and field L neurons are summarized in figure 2.8 . A greater 

percentage of HV c units showed some sensitivity, but in both areas there were instances of 

order and combination sensitivity. 
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Figure 2 .7 : To the left of each set of histograms is the sonogram and oscillogram of the stimuli 
which are syllables selected from the autogenous song. (a) A temporal combination sensitive (TCS) 

neuron from HVc. (b) A field L TCS neuron. 
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The data were also analyzed for significant responses to the syllable pairs in reverse 

order. 20 cells in HV c and 29 in field L showed a significant response to the syllable 

pair BA in isolation. Of these, one HV c cell showed significant reverse order sensitivity 

(BA > AB) compared to 4 in field L. In HVc, two showed significant reverse combination 

sensitivity (BA > B +A) compared to 3 in field L. No cells in HV c showed both of these 

properties whereas one did in field L. The number of HVc cells showing significant order or 

combination sensitivity for the reverse order, BA, was lower than for the normal order, AB 

(20 vs 28) . In field L, there were roughly equal numbers for both the reverse and normal 

order (27 vs 29). 
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Figure 2.8: The t ests for order and combination sensitivity were performed on cells that showed 
a significant response to forward song. For each set of tests, a pair of syllables (AB) was selected 
that was likely to show order sensitivity (see methods). The bars indicate the percentage of cells 

that satisfied the listed conditions given a significant response to the syllable pair AB. Order: the 
response to AB is significantly greater than the response to BA; Comb: the response to the syllable 
combination AB is significantly greater than the response to A or B when presented in isolation; 
TCS (temporal combination sensitivity): the cell showed both order and combination sensitivity. 
The incidence of TCS is low, but not inconsistent with previous studies. 

Not all of the cells that showed auditory context sensitivity also showed order or com­

bination sensitivity. In HV c, tests for order and combination sensitivity were performed on 

13 cells that showed a significant difference between the response to the forward song and 

the response to the syllable- or subsyllable-reversed songs. Of t hese, only 7 were sensitive 
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to the temporal order and/or combination of the syllables, in spite of large differences in 

response between the forward and syllable-reversed songs. In field L, order and combina­

tion test were performed on four cells that showed significant sensitivity to the syllable or 

sub-syllable order. In contrast, to HV c three of these cells showed either order or combina­

tion sensitivity and the other showed significant facilitation. This suggests that additional 

mechanisms are required to explain the strong auditory context sensitivity seen in HV c. 

2.4 Discussion 

These results show that there is a substantial increase in the auditory temporal context 

sensitivity associated with the progression from the areas of field L to HVc. Neurons in 

field L typically respond equally well to autogenous song and to the temporally manipulated 

versions of the song. In contrast, neurons in HV c are highly dependent on the song's 

temporal structure. They respond strongly to the forward song, but respond weakly to 

the reversed song and to the song with the syllables or sub-syllables in reverse order. This 

extends previous findings that neuronal preference for autogenous song is observed in HV c 

but not in field L (Margoliash, 1986). 

The response of song-specific units in HV c depends on auditory temporal context which 

extends beyond a single syllable. FM-sensitivity alone is insufficient to account for the 

context sensitive properties of these neurons. Previous studies comparing the context sen­

sitivity of HV c and field L neurons used only forward and reverse song (Margoliash, 1986; 

Margoliash et al., 1994). Reversing the order ofthe syllables or sub-syllables does not change 

the direction of the frequency sweeps in the song. Thus, any change in response between 

the forward and syllable or subsyllable-reversed song cannot be attributed to FM-sensitivity 

and must arise from the integration of the auditory context of the previous syllables. 

Neurons in field L are much less sensitive to the auditory temporal context than are 

HV c neurons. Earlier studies suggested that the responses of field L neurons could be 

accounted for by the sensitivity to short-term spectro-temporal structure, such as amplitude 

and frequency modulation (Schafer et al., 1992). The presence of TCS neurons in field L 

provides new evidence that field L neurons can also encode information about syllable 

combination and order . This observation agrees with previous findings that field L neurons 

in Mynah birds can be sensitive to the temporal structure of human vowel sounds (Uno 
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et al., 1991). Sensitivity to syllable order and combination requires integration of auditory 

context over longer periods of time, as much a hundred milliseconds. Thus it is not clear 

how these responses could be accounted for by FM or AM sensitivity which are sensitive to 

temporal structures on a time scale of a few milliseconds . 

One explanation for the temporal context sensitivity of HV c song-specific units is in 

terms of the neural sensitivity to syllable order and combinations . In this model, sensitivity 

to the order of the syllables in the autogenous song results from either sensitivity to the 

order of particular syllable combinations or from integrating the output of such neurons. 

Several HV c neurons, however, showed strong sensitivity to the order of the syllables in the 

whole song, but were not sensitive to either the order or combination of syllable pairs when 

presented in isolation. These data suggest that HV c neurons integrate auditory context over 

periods greater than the duration of syllable pairs which supports the conclusions reached 

by earlier studies (Margoliash and Fortune, 1992; Margoliash and Bankes, 1993; Lewicki 

and Konishi, 1995). 

The results presented here fit well with known facts about the anatomy of the song 

system auditory pathway. A hierarchical arrangement of response properties would be 

expected, since the 12 areas project to 11 and 13 (Kelley and Nottebohm, 1979) which then 

project to HV c (Fortune and Margoliash, 1995 ). All of these areas were sensitive to the 

local temporal structure, as evidenced from the differences in response between the forward 

and reversed song. Only 11, 12, and HV c showed sensitivity to the order of the syllables 

or sub-syllables. Dramatic dependencies on the auditory temporal structure of autogenous 

song was only observed in HV c. Given the highly recurrent nature of the projection patterns 

of HVc neurons (Katz and Gurney, 1981; Fortune and Margoliash, 1995) , it is possible that 

song-specific neurons could in fact integrate auditory information over the entire duration 

of the song. 
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Chapter 3 S y naptic Mechanisms Subserving the 

Intrins ic Interactions of HV c N eurons1 

3.1 Introduction 

The telencephalic nucleus HV c represents a critical part of a network of localized brain nu­

clei in songbirds and is involved in song learning and production (Nottebohm et al. , 1976; 

Konishi, 1989; Vicario, 1991; Doupe, 1993) . Lesioning HVc permanently impairs singing be­

havior (Nottebohm et al. , 1976; Simpson and Vicario, 1990) as well as the ability of animals 

of both sexes to discriminate songs of conspecifics from those of other species (Brenowitz 

and Arnold, 1990; Cynx, 1993). Neurons in HV c are responsive to auditory stimuli, and 

many respond preferentially to playback of the bird's own song (Margoliash, 1983, 1986; 

Margoliash and Fortune, 1992). Multiple-unit recordings in HV c reveal bursts of activity 

before and during each song vocalization (McCasland and Konishi, 1981; McCasland, 1987). 

Electrical perturbation of the firing pattern of HV c neurons during singing alters the tem­

poral pattern of the song (Vu et al., 1994). Further evidence that HVc is involved in song 

production is that young birds begin to vocalize at the time that HV c axons first innervate 

nucleus RA, which projects directly to the motorneurons that innervate the muscles of the 

syrinx, the vocal organ (Konishi and Akutagawa, 1987). Thus, HVc is thought to play 

important roles in song control, perception, and acquisition. 

In order to understand better the cellular mechanisms that subserve the various func­

tions of HV c, we have begun to characterize the intrinsic physiological properties of neu­

rons in HV c and their synaptic interactions. This chapter describes the types of neu­

rotransmitter receptors that are activated during synaptic transmission between neurons 

within HVc. Immunohistochemical studies have demonstrated the presence of N-methyl­

D-aspartate (NMDA) receptors on HVc neurons (Aamodt et al., 1992). Autoradiographic 

studies have shown that HV c contains cell bodies as well as axon terminals containing {­

aminobutyric acid (GABA) (Zuschratter et al., 1987; Grisham and Arnold, 1994). We report 

1 The work in this chapter was done in collaboration with Dr. Eric T. Vu 
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here results from intracellular recordings of HVc neurons in vitro which demonstrate that 

antidromic stimulation of RA-projecting HVc neurons activates NMDA and non-NMDA 

glutamate receptors as well as GABAA receptors. 

3.2 Methods 

Acute brain slices were prepared from 37- to 55-day-posthatch male zebra finches (Tae­

niopygia guttata) obtained from our breeding colony. Animals were deeply anesthetized 

with ketamine hydrochloride (40 mglkg, intra-muscular) and Metofane (methoxyfurane; 

Pitman-Moore, Inc., Mundelein, IL) , then decapitated. The brain was removed and placed 

in ice-cold, oxygenated, artificial cerebrospinal fluid (ACSF; concentrations in mM: NaCl, 

134.0; NaHC03, 25.7; NaH2P04, 1.3; KCl , 3.0; MgS04(7H20), 1.3; CaC12(2H20), 2.4; 

glucose, 12.0). The brain was blocked along the sagittal midline and both hemispheres were 

sectioned simultaneously with a vibratome (Ted Pella, Inc., St. Louis, MO). Parasagittal 

slices were cut at 400 J.Lm thickness and transferred to an interface-type holding chamber 

with a humidified atmosphere of 95% 02 I 5% C02. 

Following a 2- to 3-hr recovery period, individual brain slices were transferred to a 

submersion-type recording chamber perfused at a rate of 3-5 mllmin with ACSF saturated 

with 95% 02 I 5% C02. Slices were maintained and recorded at room temperature (25 ± 

1°C). A pair offormvar-insulated tungsten electrodes (1.2 MW; AM-Systems, Seattle, WA) 

bonded at the shafts served as bipolar stimulating electrodes. The stimulating electrode tips 

were separated by 300-400 J.Lm. The stimulating electrodes were placed in an area ventral 

and slightly posterior to HV c, half the distance between HV c and RA which were clearly 

visible in unstained brain slices . The HV c-to-RA fiber tract was stimulated with 100 msec 

pulses of isola ted constant current (1-40 J.LA) at 0.033-0.067 Hz using a standard stimulator 

(Pulsemaster, WPI, Inc. , New Haven , CT). 

Individual HVc neurons were recorded with standard techniques for whole-cell recording 

in current-clamp mode. Glass pipette electrodes with 3-7 MD resistances were fabricated 

from borosilicate glass (WPI 1B1001F) with a microelectrode puller (Flaming-Brown, Sutter 

Instruments, Novato, CA). The solution in the pipette consisted of (in mM): MgCl2, 4; 

CaC12, 0.1; NaOH, 11.25; Na2ATP, 3; NaGTP, 2; glucose, 1; Kgluconate, 140; HEPES, 10; 

EGTA, 1.1. The input resistance of each cell was monitored throughout the recording time. 
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Pharmacological agents were purchased from Sigma (St. Louis, MO) and dissolved in the 

perfusing ACSF solution to the stated concentrations. 

3.3 Results 

We report observations from neurons in HV c that exhibited stable resting potentials more 

negative than -50 m V with action potential heights greater t h an 50 m V. Postsynaptic 

potentials (PSP) were observed in all such neurons (N=46) following electrical stimulation 

of the brain area known to contain the axon fibers of HVc neurons projecting to RA (3.1) . 

Stimulation in this region of the slice presumably evoked antidromic action pot entials in a 

subset of HV c neurons that project to RA. Consistent with this, antidromic action potentials 

were observed in three other HV c neurons, the postsynaptic responses of which were not 

included in this analysis. 

Dorsal 

L Anterior 

HVc 

Figure 3.1: Schematic of the slice recording and stimulation setup . Intracellular potentials of neu­
rons in HV c were measured using whole cell patch pipettes. Neurons were stimulated antidromically 
by stimulating the fiber tract projecting from HV c to RA with bipolar tungsten electrodes. 

Lower stimulus intensities evoked a depolarizing PSP in the recorded neuron (Fig. lA), 

which increased in size with increasing stimulus amplitudes . However, a second hyperpo­

larizing phase was observed at higher stimulus intensities. The latter phase tended to begin 
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prior to the peak of the initial phase, thus limiting the maximum size of the depolarizing 

phase with further increases in stimulus strength. 

A 8 

smvL 
10 ms 

Figure 3.2: (A) Sample PSPs in an HVc neuron following stimulation at different stimulus ampli­
tudes. (B) Effect of membrane polarization on shape of evoked PSP. 

The hyperpolarizing phase of the PSP could be reversed by hyperpolarizing the cell mem­

brane potential to between -68 to -72 mV, indicating that this was an IPSP (figure 3.3b) . 

Conversely, the initial depolarizing phase was an EPSP because it did not reverse when 

summed with membrane depolarization. Furthermore, summing this phase with sufficient 

membrane depolarization could evoke an action potential at the peak of the EPSP. 

To confirm that our usual stimulation site (between HVc and RA) activated primar­

ily axon fibers of HVc neurons projecting to RA, we compared in some preparations the 

intracellular responses of HV c neurons to stimulation at our usual site with responses to 

stimulation in the center of nucleus RA, which does not send a direct projection to HV c. 

The two evoked PSPs had very similar time courses. There was a longer latency to on­

set for responses to stimulation inside RA, consistent with the greater distance between 

stimulating and recording electrodes for this case. 

To determine the postsynaptic receptors that mediate the IPSP, the specific antagonist 

of GABAA receptors, BMI, was delivered via the perfusing solut ion. In 6 out of 6 cells, the 

IPSP was reversibly abolished by 5 fLM BMI (figure 3.3). In the absence of the IPSP, the 

EPSP evoked by single-pulse stimulation of the fiber tract could be prolonged and could 

evoke bursts of action potentials in the postsynaptic neuron (figure 3.3b ). 

Both the EPSP and the IPSP were abolished by 5 fLM CNQX in the perfusing ACSF 
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(data not shown), indicating that the EPSP is mediated by glutamate receptors and that 

the IPSP is evoked by activation of glutamatergic synapses on GABAergic interneurons 

within HVc. 

To determine the type of glutamate receptors mediating the EPSP and more specifically 

to determine whether NMDA receptors are activated during t he EPSP, 8 slices were perfused 

with Mg++ -free ACSF containing 5 11M CNQX and 5 11M BMI. This solution was designed 

to abolish inhibition mediated by GABAA receptors and excitation mediated by non-NMDA 

glutamate receptors. The removal of Mg++from the perfusing solution ensured that any 

evoked response that was mediated by NMDA receptors would be observed even at normal 

resting potentials. Under these conditions, both the IPSP and the fast-rising EPSP were 

abolished and a slow-rising (time to peak> 10 ms) and long-lasting EPSP was now observed 

(3.4). To confirm that this EPSP was mediated by NMDA receptors, 10-20 11M DL-APV 

was then added to the perfusing solution, still in the presence of CNQX and BMI. This 

reversibly antagonized the slow EPSP in 8 out of 8 cells (figure 3.5). 

3.4 Discussion 

A schematic of the circuitry suggested by these data is shown in figure 3.6. Antidromic 

activation of a subset of HVc neurons that project to RA evoked an EPSP followed by an 

IPSP in neurons recorded in HV c. The EPSP is mediated by activation of both non-NMDA 

and NMDA glutamate receptors. The IPSP is mediated by activation of GABAA receptors 

that presumably gate a chloride current. The IPSP appears to be a polysynaptic response 

because its onset latency relative to the stimulus was always longer than that of the EPSP. 

It is likely that the population sampled in this study contains both X- and RA-projecting 

neurons as well as intrinsically projecting interneurons. In a few cases, an RA-projecting 

cell could be confirmed by the presence of an antidromic spike. X-projecting cells could 

not be confirmed directly, but it is unlikely they were missed, since they constitue 30% of 

HVc cells (Sohrabji et al., 1989) and tend to be larger than RA-projecting HVc cells (Katz 

and Gurney, 1981; Paton and Nottebohm, 1984; Paton et al., 1985). A few of the neurons 

had thin action potential and were non-accommodating, which are common properties of 

interneurons. 

The presence of the EIPSP in all the cells in this study suggests that the population of 
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X- and RA-projecting HV c cells are highly interconnected . This observation is consist ent 

with the arborization patterns of the axons of filled HVc cells which show extensive local 

collaterals (Katz and Gurney, 1981). Since vocal learning is highly dependent on auditory 

feedback (Konishi , 1965, 1989), the recurrent connections within HVc, specifically between 

X- and RA-projecting neurons, may subserve the formation of the song production circuitry. 

The IPSP could be abolished by bath application of BMI, which suggest s it is mediated 

by the activation of GABAA receptors. Bath application of CNQX abolished the fast 

component of the EPSP, suggesting it is mediated by the activation of the AMPA subtype 

of the glutamate receptor. Application of APV abolished the EPSP's long component , 

indicating it is mediated by the activation NMDA receptors. 

The presence of active NMDA receptor s in HV c suggests the possibility that t hey may 

be involved in plasticity. Activation of NMDA receptors can lead to long lasting changes in 

synaptic strength in mamailian vertebrate brain areas such as the hippocampus and visual 

cortex (Kirkwood et al., 1993; Malenka, 1994) as well as in Xenopus and goldfish optic 

tectum (Cline, 1991). Neural plasticity is a crucial aspect of at least two stages of song 

development: the sensory st age, where a young bird forms a memory (or template) of the 

t utor song, and the sensorimotor stage in which the bird learns to produce the memorized 

song through auditory feedback. 

Plasticity in HV c is most likely to take place in t he sensory motor stage during the 

formation of the pattern generation circuitry underlying song production. During the sen­

sorimotor period, the motor program circuitry must adapt in response to feedback resulting 

from the comparison of immature vocalizations to the learned song template. Over the 

course of t he sensorimotor period the young bird gradually learns to match its song to 

that stored in the template. The NMDA receptors in HV c could be part of the neural 

mechanisms underlying the learning of the motor program for song. A similar role has 

been suggested for NMDA receptors of neurons in RA (Mooney and Konishi , 1991; Kubota 

and Saito, 1991a; Mooney, 1992), and, like HVc, RA receives auditory input and contains 

neurons underlying the motor program for song production. 

HV cis at the intersection of the auditory and motor pathways and contains neurons that 

have highly selective auditory responses (Margoliash, 1983; Margoliash and Fortune, 1992) 

and neurons that show premotor activity specifically to song (McCasland and Konishi, 

1981; McCasland, 1987; Yu and Margoliash, 1995). It is thus at location idea for bot h 
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the comparison of auditory feedback with the song template and for adaptation of the 

song motor program. In order for the motor program to adapt, the auditory feedback 

must be translated into a usable form. Since physiological studies have shown that the 

song-selective neurons in HVc emerge during the vocal learning process (Volman, 1993; 

Doupe and Konishi, 1992), the auditory neurons in HV c may reflect the learning of the 

transformation from the comparison to the motor program. The NMDA receptors may also 

subserve this learning. 

The combination of NMDA- and AMP A-mediated post-synaptic currents may also play 

an important role in the response properties of HV c cells (Lewicki and Doupe, 1993; Lewicki 

and Konishi, 1995), and in particular their sensitivity the temporal structure of the bird's 

own song. IPSPs have also been shown to play an important role in song selectivity. The 

results of this study provide evidence that these mechanisms are present in HV c and provide 

building blocks for forming neuron responses that are sensitive to spectrally and temporally 

complex sounds. These auditory response properties could be important for both the code 

used by the song template and the translation of auditory feedback into an error signal used 

by the motor program. 

Plasticity in HV c may also be important during the sensory stage when the auditory 

template is learned. It is possible that HV c may also store some aspects of t he template. 

The presence of song template information in HV c would provide one explanation for how 

motor circuitry in HV c could adapt in response to comparison of auditory feedback with 

a learned song template. The presence of active NMDA receptors in HV c may provide a 

mechanism for this learning . The age of the birds used in this study was 37-55 days which 

is beyond the sensory stage. It remains to be seen whether there are active HVc NMDA 

receptors during the sensory stage, and if they show the associative properties that have 

been observed in other systems. 

HV c is believed to be the source of the pattern generation circuitry required for song 

production (Nottebohm et al., 1976; McCasland, 1987; Vu et al., 1994). In other systems, 

NMDA receptors have been shown to be involved in the generation and modulation of 

rhythmic patterns such as swimming in the lamprey (Brodin et al., 1985; Grillner et al., 

1991) and in Xenopus embryos (Dale and Roberts, 1985). NMDA and AMPA receptors in 

HV c may subserve the generation of the neural pattern underlying the production of song. 
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Chapter 4 Intracellular Response Properties of 

Song-Specific Neurons 

4.1 Introduction 

Neurons in the songbird forebrain nucleus HVc1 respond preferentially to the bird's own 

song (hereafter autogenous song). These "song-specific" cells respond more to autogenous 

song than to other songs of the same species or to songs of other species (Margoliash, 1983; 

Margoliash and Konishi, 1985; Margoliash, 1986) . Song-specific neurons are also highly 

sensitive to the temporal structure in the bird's own song and can integrate several hundred 

milliseconds of audit ory context (Margoliash, 1983; Margoliash and Fortune, 1992) . 

One form of auditory context sensitivity that may subserve the observed response prop­

erties of song-specific cells is temporal combination sensitivity (TCS). TCS neurons are 

sensitive to the temporal order of syllables from the bird 's own song (Margoliash, 1983; 

Margoliash and Fortune, 1992). These cells are also found in HV c and respond only to a 

pair of syllables in the proper temporal order and do not respond to either syllable when 

presented in isolation. Some TCS cells require three or more syllables in t he proper sequence 

to elicit a response. 

Though the response properties of HV c cells have been studied for some time, the 

mechanisms t hat give rise to these properties are not known. Physiological studies in 

brain slices have suggested several synaptic and intrinsic properties t h at m ay contribute 

to the response properties of song-specific neurons and TCS neurons . Kubota and Saito 

(199lb) found of Na-dependent outward conductances in HV c cells that persisted for several 

seconds. In addition, they reported that large current injections into HV c neurons can elicit 

an initial high-frequency burst of action potent ials followed by t onic firing . Vu and Lewicki 

(1994) found active glutamate receptors of both the NMDA and AMPA/ kainate subtype 

as well as active GABAergic receptors. Schmidt and Perkel (1995) reported evidence of 

1 Abbreviations: HVc, hyperstriatum ventrale pars caudale, also called high vocal cen ter ; NMDA, 
N-m ethyl-D- aspartat e; AMPA, alpha-amino-3-hydroxy-5-m ethyl-isoxazole-4-propionic acid ; GABA, -y­

aminobutyric acid 
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synaptically activated GABAA and GABAB receptors in HVc. It is not known what role 

these mechanisms play during an auditory response. 

In order to investigate the mechanisms underlying the response properties of song­

specific neurons, intracellular recordings were made in vivo from HVc neurons. The study 

had two aims: The first was to determine whether there are intracellular response properties 

that are unique to song-specific neurons; the second was to distinguish among several possi­

ble synaptic models that can account for the properties of temporal combination sensitivity 

(Margoliash, 1983; Lewicki and Doupe, 1993). 

4.2 Methods 

Experiments were performed on adult (older than 120 days) male zebra finches ( Taeniopygia 

guttata) raised in our own colony. Before each experiment the bird's own song was recorded, 

digitized, and analyzed on a computer (Spare station IPX, Sun Microsystems, Mountain 

View, CA). A few days before the experiment, birds were anesthetized with Equithesin 

(0.03- 0.04 ml i.m.; 0.85 g chloral hydrate, 0.21 g pentobarbital, 0.42 g MgS04 , 2.2 ml 100% 

ethanol, 8.6 ml propylene glycol, filled to a total volume of 20 ml with water), and a small 

metal post which immobilized the head during physiological recordings was cemented to 

the skull with dental cement. For physiological recordings, the birds were anesthetized with 

urethane (65-90 ,ul of 20% solution). 

Nucleus HVc was first located physiologically with extracellular glass electrodes. Elec­

trodes were lowered through a small hole (0.3 mm dia.) in the skull in order to minimize 

brain edema and pulsation. Intracellular recordings were obtained with sharp electrodes 

(60- 100 MD, filled with 4 M potassium acetate, pH 7.4) or whole cell patch electrodes 

(6-12 MD, filled with solution of 140 mM K-gluconate, 10 mM HEPES, 4 mM MgCb, 

0.1 mM CaClz, 1.1 mM EGTA, 3 mM Na2 -ATP, 2 mM Na-GTP, pH 7.4, and adjusted to 

300-330 mosm). Both intracellular and patch electrodes were pulled on a Flaming-Brown 

model P -87 micropipette puller (Sutter Instruments, Navato, CA). In some experiments, 

1.75% biocytin was added to stain the cells. Intracellular potentials were amplified with 

an Axoclamp 2A amplifier (Axon Instruments, Foster City, CA), filtered at 10 kHz , and 

digitized at a sampling rate of 32 kHz for computer analysis. Cells that did not have a 

stable resting potential for more than 2 minutes or had an action potentials height less t han 



37 

40m V were omitted from the analysis. 

Some of the stimuli used in these experiments involved manipulations of t he order of 

syllables taken from the bird's own song. Syllable boundaries were defined as points where 

the song's amplitude falls to zero. The stimuli (autogenous song and its manipulations, 

white noise, and pure tones) were presented in free field conditions with a calibrated speaker 

(JBL, Northridge, CA) in a sound attenuation chamber (Industrial Acoustics, Bronx, NY). 

The peak amplitude of the stimuli was between 60 and 70 dB SPL. 

The anatomical location of the recordings were determined by making reference marks 

made by electrolytic lesions using extracellular tungsten electrodes (AM systems , Evertt, 

WA), and by filling the single neurons with biocytin. At the end of the experiment t he 

bird was perfused with saline followed by 4% paraformaldehyde for histological analysis. 

Electrolytic lesions were located on 30 J-Lm frozen sections stained with cresyl violet. 

4.3 Results 

Stable intracellular recordings were obtained from 97 cells. The mean duration of intracel­

lular recording time was 16 minutes. The mean initial rest ing potential was -61 ± 9 m V, 

and the mean action potential height was 58± 13 m V. Out of 97 t he cells, 29 showed some 

auditory response, and 6 of these were classified as song-specific cells. A song-specific cell 

was defined as a neuron that produced significantly more action potentials during forward 

song than during either reversed song or t he song syllables presented in reverse order. Also 

counted as song-specific were cells that showed no significant difference in terms of the num­

ber of action potentials but did show a significantly different number of action potential 

bursts . A burst was defined as a sequence of at least two action potentials in a period 

of 30 ms with a maximum interspike interval less than 6 m s. Although song-specific cells 

were relatively rare, this is consistent with the frequency reported in previous extracellular 

studies in the zebra finch HVc Margoliash and Fortune (1992). Song-specific cells showed 

no apparent differences from other cells in terms of their resting potential, action potential 

shape, or holding times . 
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Properties of intracellular responses to song 

Extracellular studies have shown that song-specific neurons can have both phasic and tonic 

responses to song which often contain bursts of action potentials (Margoliash and Fortune, 

1992; Sutter and Margoliash, 1994). These properties were also found to be present in the 

intracellular records of song-specific cells. 

Tonic excitation 

Figure 4.1 shows an intracellular recording of a song-specific HV c cell which is tonically 

excited throughout much of the autogenous song. The response also contains many action 

potential bursts, which is characteristic of HV c neurons . The median membrane potential 

(n.b . the median reduces the large influence of the action potentials on the summary 

waveform) shows that there is some hyperpolarization following the forward song (figure 4 .1, 

left panel) and after the middle of the syllable-reversed song (figure 4.1, middle panel). No 

such hyperpolarization is present in the response to the reversed song. The response to both 

the reversed and syllable-reversed song is less than to the forward song. One explanation 

for the reduced excitation and absence of hyperpolarization to the reversed song is that 

this neuron is integrating the output of neurons which respond to forward song but not to 

reversed song. The hyperpolarization to the syllable-reversed song could result from active 

inhibition from other HV c cells or from mechanisms in the cell itself which are sensitive 

to the syllable order. The present data do not allow us to distinguish between these two 

possibilities. 

Another tonically excited cell was also depolarized throughout most of the forward song 

(data not shown) . That cell showed no hyperpolarization during the syllable-reversed song, 

but was simply less depolarized. It also had little depolarization to the reversed song. 

Phasic hyperpolarization during tonic excitation 

Phasic hyperpolarization was seen in two of the tonically excited song-specific cells . The 

median response to forward song (figure 4.1, left panel, bottom trace) shows a prominent 

hyperpolarization near t he end of the song. A different cell is shown in figure 4.2 which 

shows a large hyperpolarization in the middle of the song. 

To rule out the possibility that this hyperpolarization was an after-hyperpolarization 



"' 2 ·g_ il•:'~t~ ..L~ ~ 15 

! '~ ......... 

0 
" c. .. "' =c ~ G> ~ 
E.c 

E 
~ 

1.0 1.5 2 .0 2 .5 3.0 

:::1 • • '·'" I I. /~ 11JkltJ l 
·60~r~ 
·65 

forward song 

39 

,...~~-AM~i ...... I 

1.0 1.5 2.0 2.5 3.0 

L .JIUIIlJI II~ 
-L llLII!JU l .UJ LL 
Jl.LLLJUUlLW.JJ 
UU ~lli[Jl LILI n .Ill. l U II UliLL 
~ 
~ 

'~~ 
~~··~... . . 

syllables in reverse order 

. .......... ,,., "'"""' .......... ~ 
1.0 1.5 2.0 2.5 3.0 

~~~ 
~ttiu t I 

reversed song 

Figure 4.1 : An intracellular recording of a tonically excited song-specific HV c celL Each panel 
shows the peri-stimulus time histogram (Top). The traces below sh ow the intracellular m embrane 
potential for six collections (Upper traces) . The collections for each stimulus were interleaved. The 

t races inside the box are plotted in figure 4.6. Below each set of waveform rasters is the median of t he 
individual traces (Lower trace); the average resting m embrane potential is shown by t he horizont al 

line. The oscillogram of the stimulus is plotted below (Bottom). The response to the forward song 
is greater t han to the song with the syllables in reverse order and to the reverse song, indicating 

that this is a song-specific cell . In this example, the median membrane potential shows that the cell 
is hyperpolarized to the song with the syllables in reverse order but not to t he reversed song . 
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Figure 4.2: (a) The graph shows overlaid intracellular recordings of a different HVc neuron in 

response to song. The straight horizontal line indicates the cell's resting potential, which was -

70 m V. Note the general depolarization throughout the song except in the middle where there 
is hyperpolarization. (b) The response at resting potential on an expanded time scale. (c) The 
response, on the same time scale as (b) while the cell was hyperpolarized to -85 m V with a -

200 pA current injection throughout the duration of the stimulus. During the current injection, the 
hyperpolarization in the upper traces was reversed, suggesting it is a GABAergic inhibitory post­
synaptic potential. The traces in (c) are offset by - 5 mV to better separate them from the traces in 

(b). 
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evoked by previous action potentials, a current of - 200 pA was injected into the cell during 

the song to hyperpolarize it to - 85 m V. This manipulation prevented action potentials and 

also reversed the hyperpolarization (figure 4 .2c). The reversal of the hyperpolarization near 

-70 mV is consistent with GABAergic, Cl--mediated, IPSPs . 

Phasic excitation 

An example of a song-specific cell which is phasically excited is shown in figure 4.3. This 

cell was recorded from the same bird as the neuron in figure 4.1. In this paper, a phasic 

response refers to a neuron that is excited at very similar temporal positions in repeated 

presentations of the stimulus. This is in contrast to the tonically excited cells discussed in 

the previous section which spike throughout the stimulus, but show little or no regularity in 

the temporal positions of the action potentials. The phasic response to the forward song is 

not present in the response to either syllable-reversed song or the reversed song. Note also 

that only the response to forward song contains consistent hyperpolarizations which can be 

seen in the overlaid waveform rasters (figure 4.1, left panel , bottom traces) . Although this 

cell responsed with roughly equal numbers of action potentials for all three stimuli, there 

were significantly more action potential bursts in response to forward song than to either 

the syllables in reverse order (p < 0.05, paired t-test) or to the reversed song (p < 0.001 ). 

The bursts to forward song are outlined by the boxed region in figure 4.3. 

Figure 4.4 shows the response of another phasically excited HV c cell. This was classified 

as a song-specific neuron, since it responded equally well to the forward and syllable-reversed 

song but showed no response to the reversed song. The response to the syllable-reversed song 

is shown figure 4.4. The spike bursts of this neuron are aligned to within 5 milliseconds 

and even shows remarkable consistency in the variation of the sub-threshold membrane 

potential. 

Hyperpolarization during phasic excitation 

The induction of long-lasting hyperpolarizing currents after high frequency firing have been 

reported from in vitro studies of HVc (Kubota and Saito, 1991). We have observed similar 

currents in vivo in response to presentation ofthe bird's own song. Figure 4 .5 shows that the 

hyperpolarization is greatest during forward song when the cell's response is the strongest 

(figure 4.5a). The membrane potential is less hyperpolarized when the order of the syllables 
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Figure 4 .3: An intracellular recording of a phasically excited song-specific HV c cell. The 
conventions are the same as in figure 4 .1 except that in lower t races the waveform rast ers are 
overlaid to show the consistency of both t he hyperpolarizations and of the temporal p ositions 
of the phasic bursts . The boxed region indicates where t his cell responded phasically with 
bursts of action potent ials to the forward song. The phasic response is lost when the syllable 
order is reversed or when the entire song is reversed. 
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Figure 4.4: Intracellular recording of a phasically excited HV c cell. The horizontal line 
indicates the average resting potential which was - 59m V. Some phasic cells show high 
regularity in the firing times of the bursts and in the subthreshold membrane potential. 
The action potentials in these bursts also show attenuation like those in figure 4.6b. 

is reversed (figure 4 .5b) and is not hyperpolarized at all in response to the reversed song 

(figure 4 .5c) . This hyperpolarization is also long-lasting: the recovery to the average resting 

potential after the end of the forward song (figure 4.5a) takes several hundred milliseconds. 

Long-lasting after-hyperpolarizations could also be evoked in non-auditory neurons (data 

not shown) with strong (0. 75nA) current injections. 

Bursting during t onic and phasic excitation 

Some HV c cells were capable of firing 3 or more action potentials in a single high frequency 

burst . Bursting was present in both tonically and phasically excited song-specific cells . The 

detailed structure of the responses from the boxed regions of figures 4.1 and 4 .3 are shown 

in figure 4 .6. Both responses show bursts of action potentials, but those in figure 4.3b are 

consistently attenuated over the course of the burst, whereas no attenuation is evident in 

the bursts in figure 4.6a. This attenuation can be quite dramatic as in figure 4.4 where the 

last spike in each burst is about half the height of the first . The spike bursts in the phasic 

responses were also more precisely timed than those in the tonic responses. The bursts in 
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Figure 4 .5: Hyperpolarization during a phasically excited song-specific cell . Each trace is the 
average of the traces shown in figure 4.3. Hyperpolarization is greatest during the forward song, less 
when the syllables are presented in reverse order, and not present when the song is reversed. 

figure 4.6a show no temporal alignment, but those in figure 4.6b temporally aligned to within 

8 msecs. These bursts also show consistent prior hyperpolarization. The average membrane 

potential in the 50 msecs period prior to the first spike in each burst is -6.8 ± 2.1mV below 

average resting potential ( -68 m V) . All of the phasically excited cells showed a similar 

pattern of bursting: attenuation and lack of full repolarization of the action potentials in 

addition to hyperpolarization prior to each spike burst. 

Bursting can also occur at multiple t imes during the song. One such cell is shown in 

figure 4.7. Bursting occurs most frequently to forward song where the bursts are phase 

locked to a particular syllable which occurs three times during t he song (figure 4.7a). For 

this cell, the bursting is less regular than in the previous examples, but like the response 

shown in figures 4.3, bursting is less frequent when the order of the syllables is reversed 

(figure 4 . 7b), and no bursts are present during presentation of the reversed song (figure 4. 7 c). 

This cell also bursts most most frequently when the it is hyperpolarized which is shown in 

figure 4.8. 

The correlation between busting and hyperpolarization can be further analyzed by com­

paring the pre-potential , or the average membrane potential prior to a spike, with the 

number of subsequent spikes. The action potentials in response to a uditory stimuli (during 

stimulus and background periods) were sorted according to the pre-potential, defined here 

as the average value of the membrane potential relative to the average resting potential in 

the 50 ms epoch prior to each spike. Spikes following within 30 ms of an already considered 
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Figure 4.6: Traces from tonically excited song-specific cell shown in figure 4 .1 (a) and 
t he phasically-excited song-specific cell shown in figure 4.3 (b) with expanded t im e scales . 
Both responses contain bursts of action potentials, but the bursts from the phasic cell are 
temporally aligned and show consistent hyperpolarization before each burst. Also, these 
bursts show a consistent attenuation of action potential height, which is not seen in the 
bursts of the tonically excited cell. 
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Figure 4. 7: Each panel shows the intracellular waveform raster of a song-specific HV c cell. 
The collections were interleaved. (a) The intracellular record shows that this cell bursts 
(one such burst is outlined by the box) regularly after the fourth syllable in the forward 
song. (a) Less bursting is seen when the syllables are presented in reverse order, and no 
bursting is seen when the song is reversed (c). 
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Figure 4.8 : The frequency of bursting is correlated with the amount of hyperpolarization. 
Each trace is the median of the traces shown in figure 4. 7 (note the different time scales) . 
The horizontal lines show the resting potential of the cell. As in figure 4 .5, hyperpolarization 
is greatest during the forward song, less when the syllables are presented in reverse order, 
and not present when the song is reversed . 
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spike were excluded. The pre-potential and number of following spikes were measured for 

three groups of neurons: song-specific cells that had a phasic response to the forward song 

(n=3), song-specific cells that had a tonic response throughout the forward song (n=3), and 

non-auditory cells that showed spontaneous bursting (n= 5). A one-way analysis of variance 

was performed for each group to determine if there was a statistically significant change in 

pre-potential. 

Figure 4.9 summarizes the distributions of pre-potentials prior to each spike or spike 

burst for the three different groups. Song-specific neurons that responded phasically to 

phasic song-specific tonic song-specific bursting non-auditory 

> ~ ~ 
n=12to n=t211 n=t to n=78 n=24 

~ 
n- 49UJ n=S n=J:> n= n=4 

.§. 

!!!!i !!!~-
"iii 10 10 10 :;:::; 
c: 
Ql - 0 0 0 0 c. 
cb "? "? "? ... c. 
c, 

0 0 > 0 
C!J >5 2 3 4 >5 ' 2 3 4 >5 

#spikes in burst 

Figure 4.9: Each graph shows a plot of the distribution of pre-potentials for single spikes and 
spike bursts containing the listed number of action potentials. Each box shows the middle 
half of each set of pre-potentials . The horizontal line inside each box shows the median. The 
outer lines indicate range of 99% of the data. Phasic song-specific cells showed significant 
hyperpolarization prior to each spike burst. Song-specific cells that were tonically excited 
also showed spike bursting (e .g., figure 4.1), but there was no significant change in the pre­
potential as a function of the number of spikes in a burst . Non-auditory cells that generated 
spontaneous spike bursts did show significant prior hyperpolarization. 

song were significantly hyperpolarized prior to each action potential (p < 0.001, F -test), 

but tonically excited song-specific cells showed no significant change in pre-potential versus 

the number of following spikes (p > 0.5, F-test). The spike bursts produced the non­

auditory cells were visually similar to those of the phasically-excited song-specific cells, 

and, like those cells, also showed a significant hyperpolarization (p < 0.001, F-test) prior to 

bursting. 

An example of the trend seen in the analysis of the three phasically-excited song-specific 

cells is shown in figure 4.10. The traces show the waveform patt erns following the ten most 
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negative pre-potentials of all the data collected in response to the forward song (shown in 

figure 4.7). Nearly every trace is followed by a burst. The most positive pre-potentials, 

however, are all followed by single action potentials. Conversely, one can examine the 

a b 

------------~----------

Figure 4.10: The action potentials in response to auditory stimuli (during stimulus and 
background periods) were sorted according to the average potential 50 ms before each 
single spike or the first spike in each burst. Spikes with the lowest pre-potential were 
usually followed by a burst of action potentials (a); spikes with the highest pre-potential 
were not. (b). 

membrane potential prior to a burst with a certain number of spikes. Figure 4.11a shows 

four waveforms aligned on the first action potential of bursts containing six spikes . These 

are preceded by a consistent hyperpolarization, whereas the bursts containing only three 

spikes are not . These data indicate that a strong action potential burst is often preceded 

by a hyperpolarization. 

Properties of intracellular responses to song syllables 

Long-lasting depolarizations 

In some cases, the response to stimuli persisted beyond stimulus offset by about 50 to 100 ms, 

but we did observe depolarizations lasting more than several hundred milliseconds beyond 

the stimulus (figure 4.12). It is possible that the time course of the depolarization reflects the 

time constant of the cell membrane, but the responses to current pulses (figure 4.12, inset) 



49 

a b 

~mv 
200 ms 

s ;:F Vrost 

Figure 4.11: The data shown here were extracted from the same stimulus and background 
periods that were used in the previous figure. In this analysis, a group of spikes was classified 
as a burst if the first two spikes were less than 8ms apart. Each burst was sorted according 
to the number of spikes in the 30ms window following the first spike. Burst with a greater 
number of spikes (a) tended to be preceded by a lower pre-potential than burst with fewer 
spikes (b). 

indicate that the time constant of the cell was much less than that of the stimulus-driven 

depolarization. 

Syllable-specific inhibition 

Inhibition plays a central role for some models of temporal combination sensitivity (Mar­

goliash, 1983; Lewicki and Doupe, 1993), thus it is important to establish whether specific 

stimuli can differentially evoke inhibitory post-synaptic potentials (IPSPs ) . An example of 

syllable-specific inhibition from extracellular records is shown in figure 4 .13. When syllable 

B was presented alone, it appeared not to affect the cell. When syllable A was preceded by 

B, however, the response normally evoked by A was completely abolished. 

We h ave also observed rebound from inhibition (figure 4.14) . The depolarization follow­

ing the inhibition is consistent with the inhibitory rebound model of temporal combination 

sensitivity proposed by Margoliash (1983). Thus far, however, we have not observed a case 

where rebound has played a direct role in temporal combination sensitivity. Data shown in 

figure 4 .15 shows syllable specific inhibition without rebound. These data suggest that the 



50 

~mV 

Figure 4.12: Long-lasting depolarization in response to a single syllable in the bird's own song. 

The inset shows the membrane response to -100 pA current pulses made prior to each stimulus 
presentation (note different time scales). The action potentials are clipped a t - 40 m V. The horizontal 
line indicates the resting potential of the cell , which was - 75 mV. 
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Figure 4.13: Syllable-specific inhibition. The data were recorded extracellularly from a single HV c 
neuron with song syllables A , B, and BA interleaved. Action potential rasters from individual trials 
are shown above the PST histograms. Inhibition specific to syllable B completely abolished the 
response normally evoked by A. 
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inhibition produced by syllable A may be a prerequisite for the strong response produced 

by the syllable pair AB. 

200 msecs 

white noise 

Figure 4.14: In vivo intracellular recording from a neuron ventral to HVc. The cell shows 
rebound from inhibition which is consistent with model of temporal combination sensitivity 
proposed by Margoliash (1983). 

Temporal combination sensitivity 

An intracellular recording of a temporal combination sensitive neuron is shown in fig­

ure 4 .15a. This cell produced a burst of action potentials after every presentation of the 

syllable pair AB, but never burst in response to A or B alone. In terms of spike r ates, 

all stimuli except AA show a significant response (p < 0.01) when compared with the 

background firing rate . 

One explanation for the temporal combination sensitivity in figure 4.15a is t hat a com­

bination of inhibition followed by excitation produces t he burst firing ( J ahnsen and Llinas, 

1984; Steriade and Deschenes, 1984). This hypothesis was tested directly with current in­

jections. First a depolarizing current level was found t hat produces regular spiking. Then, 

prior to the depolarizing pulse, a series of hyperpolarizing current pulses was injected into 

the cell to see if the firing pattern was altered. The cell in figure 4.15a was given a se­

ries of hyperpolarizing current injections ranging from - 100 pA to a maximum of - 800 pA 

with a duration ranging from 150 to 200 msecs. Each hyperpolarizing current injection was 
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Figure 4.15: (a) An in vivo intracellular recording of a temporal combination sensitive HV c neuron. 

Each panel shows the spike raster of six trials (top), the overlaid intracellular traces (middle) , and 
the oscillogram of the stimulus (bottom). Action potentials are clipped to -35 m V. The horizontal 

line indicates the resting potential of the cell which was -69 m V . All trials were interleaved. Song 
syllable A in isolation evokes a weak excitation followed by inhibition. Syllable B evokes only a 

weak excitation. The syllable pair AB, however, produces a much stronger response than either A 

or B. In addition to weak excitation followed by inhibition, AB produces a burst of action potentials 
during the hyperpolarization in six out of six trials. Reversing the order of the pair (BA) results in 
only weak excitation followed by inhibition. (b) An example of the burst of action potentials which 

was produced after every presentation of the syllable pair AB. 
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followed by a depolarizing current injection ranging from 100 to 400 pA with a duration 

of 100 msecs. In none of these tests was it possible to elicit burst firing. One example 

is shown in figure 4.16. It was also evident that the mechanisms underlying the bursting 

were still intact, since the cell continued to burst spontaneously. Similar tests were per­

formed on other HVc cells (n=ll) that showed burst firing, but in no case was it possible 

to elicit bursting with hyperpolarization followed by suprathreshold depolarization. One 

possible explanation for this is that the m echanisms underlying burst firing are located in 

the distal parts of the dendritic tree, and space clamp limitations preclude control of those 

mechanisms from the recording site in the soma. 

j20mV 
50 ms 

~==========r-----ILl 200pA 

Figure 4. 16: Hyperpolarization followed by suprathreshold depolarization does not elicit bursting 
even though spontaneous bursts continue to occur. The traces show the cell in figure 4.15 which 
generated spike bursts only in response to a pair of syllables. The lower diagram illustrates the 
current injection profile. A number of injection profiles were tried (see text) but none were able to 
elicit spike bursts. 

The current injection results are consistent with those of Kubota and Saito (1991 b) who 

reported that the burst firing seen in the HV c is of the high-threshold type by showing 

that bursts could be evoked by strong current injection but did not require prior hyper­

polarization. The auditory responses of the cell in figure 4 .15b, however, are inconsistent 

with high threshold burst ing, because when the cell bursts in response to the syllable pair 

AB, the amount of depolarization resulting from syllable B when it is preceded by A (i.e., 

hyperpolarized) should be less than when syllable B is p resented alone. Thus, if the cell 

bursts in response to AB, it should also burst in response to B. Figure 4.15a, however, shows 
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no sign of bursting in response to syllable B. One possible explanation is that this results 

from network interactions, for example if the additional excitation required to elicit a burst 

is suppressed when syllable B is presented alone, but is present when B is preceded by A. 

One way the excitation could be suppressed is if the recorded cell is inhibited by a cell that 

responds to syllable B but is also inhibited by syllable A. 

Morphological description and projections of HV c cells 

Three cells were successfully filled with biocytin and stained with avidin-HRP. All had clear 

axonal projections that could be traced to their targets and are shown in figure 4 .17. One 

of these cells, shown in figure 4.17a, was song-specific (figure 4.3) and sensitive to temporal 

combinations (figure 4.15). The cell had a soma diameter of approximately 15 f.-LID, and 

thin, spinous dendrites (shown in figure 4.17b ), and a dendritic arborization of about 125 

f.-LID . It had a clear axonal projection to area X. This morphology corresponds most closely 

to a cell of the TD class based on Golgi stains (Nixdorf et al., 1989) which were found to 

be sexually dimorphic in canaries. 

The cells shown in figure 4.17c and d had clear projections to nucleus RA. These cells 

had no auditory response. Both cells had similar morphology. The somatic diameter was 

approximately 15 f.-LID. The diameter of their dendritic arborization was about 100 f.-LID. 

These observations are consistent with Katz and Gurney (1981) who reported that HVc 

auditory neurons project to area X and non-auditory neurons project to RA. With such 

small numbers, they do not rule out the possibility that some auditory neurons project 

to RA which would be expected from physiological evidence that RA contains auditory 

neurons via projections from HVc (Doupe and Konishi, 1991 ; Vicario and Yohay, 1993). 

4.4 Discussion 

Hyperpolarization during song 

Perhaps the most surprising result contained in these data is that some song-specific cells 

are hyperpolarized during forward song, stimuli which also generate the greatest response. 

This hyperpolarization was also accompanied by phasic bursts of action potentials in all 

three cells observed. The reason for the hyperpolarization is unclear, but one possibility 

is to increase the reliability of the spike timing. Mainen and Sejnowski (1995) reported 
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Figure 4.17: Photomicrographs of avidin horseradish peroxidase-stained neurons. (a) A song­
specific and temporal combination sensitive HVc cell (figures 4.3 and 4.15). The axon of this cell 
could be traced to area X . (b and c) Two non-auditory HV c cells. Both of these cells had clear 

projections to RA. All scale bars are 20f..tm. 
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that neurons spike more reliably when starting from a. hyperpolarized state than from rest. 

The temporal alignment of the phasic bursts observed in song-specific cells ca.n be within 

5 msecs. High regularity is even seen in the sub-threshold membrane response. Precise 

timing is likely to be a.n important feature of both the auditory a.nd motor code of the song 

syst em. The hyperpolarization ma.y subserve the creation a.ndfor preservation of this code. 

Another function of the hyperpolarization is to elevate the spiking t hreshold. This could 

be to ensure that the neuron does not spike a.t inappropriate times a.nd only spike when 

there is a. large depolarizing input. In this sense, a. cell that is hyperpolarized would increase 

its signal to noise ratio during t he song. This predicts that depolarization of the membrane 

potential during the forward song should decrease the reliability of the spike timing. 

The cells hyperpolarized during forward song a.ll showed less hyperpolarization during 

syllable reversed song a.nd litt le or none during reversed song. This observation underscores 

the unique nat ure of song-specific neurons a.nd also suggests a. mechanism by which these 

cells ca.n integrate auditory context over hundreds of milliseconds. Since time constant of 

the hyperpolarization is on the order of several hundred milliseconds, acoustic cues which 

could induce it could have a. long-lasting effect on the state of the cell. Since t he amount 

of hyperpolarization is much greater in forward song than to the syllable reversed song, 

these data. suggest that hyperpolarization is one of the mechanism underlying syllable order 

sensi ti vi ty. 

These data. also provide evidence that the hyperpolarization seen in song-specific cells 

ca.n have several time courses. Hyperpolarization lasting only 100 msecs wa.s seen in response 

to a. single syllable (figure 4 .15) . Longer lasting hyperpolarization wa.s seen in response to 

a. syllable pair, but only after a. burst of action potentials. This suggests that the spikes 

t hemselves ma.y be involved in eliciting t he long lasting hyperpolarization. 

Experiments performed in HV c brain slices suggests that high frequency firing, such a.s 

in spike bursts, activates long-lasting hyperpolarizing currents (N a.-activated K+ currents) 

(Kubota. a.nd Saito , 1991b ). A hyperpolarization of similar time course wa.s activat ed in 

response to forward song (figures 4.5 a.nd 4.8) a.nd could also be invoked in vivo with current 

injection (figure ??). This current , however, does not explain the hyperpolarization seen in 

figure 4.5, which is present even though there a.re no more spikes during the forward song 

than during the reversed song where there is no hyperpolarization. One explanation is that 

the induction of the hyperpolarization is relat ed to the spike rate, which is much higher 
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during a busrt. Another explanation is that it is synaptically driven. Several receptors 

have been shown to cause hyperpolarization in HV c. These include GABAA GABAB 

and metabotropic glutamate receptors (Schmidt and Perkel, 1995). One way to test these 

possibilities would be to manipulate the membrane potential with current injection during 

presentation of the song. 

Bursting 

The significance of the bursting accompanied by the hyperpolarization is unclear. Bursting 

has been suggested to play a role in visual processing in the lateral geniculate nucleus 

serving as a non-linear amplification of the incoming visual signals (Lu et al. , 1993). The 

role bursting cells observed in HVc, however, would seem to be different, since we have not 

observed cells that alternate between to different modes for the same stimulus. Phasic burst 

firing is a plausible code for the motor program underlying song production, since muscle 

movements required to produce song must be precisely timed. Bursts of action potentials 

may help to ensure the precise timing of efferent cell firing. The process of song learning 

requires auditory feedback for normal song production (Konishi, 1965) . Since song-specific 

cells emerge during vocal learning (Volman, 1993; Doupe and Konishi, 1992), it is possible 

that they play a role in this process. It is reasonable that the auditory feedback, which 

carries information about the bird 's own vocalizations, must also be precisely timed. The 

phasic song-specific cells may represent a neural code that integrates auditory feedback with 

the motor program underlying song production. 

Extracellular studies have reported that neither precisely-timed firing nor burst firing is 

seen during forward song in the auditory brain areas afferent to HV c (Lewicki and Arthur, 

1995). These afferent areas also do not contain song-specific cells Margoliash (1986); Lewicki 

and Arthur (1995). This suggests that precisely-timed spike bursting may arise in HVc along 

with song-specificity. One function of song-specific cells may be to refine the less precisely 

timed afferent inputs. 

Song-specific cells that generate spike bursts are difficult to study extracellularly, be­

cause the rapidly attenuating action potentials make it difficult to isolate single neurons . 

The intracellular recordings in this study underscore how much the action potential shape 

can change. The suggests that, unless isolation is very good, extracellular recordings may 

be biased against bursting neurons. Techniques such as "loose patch" extracellular record-
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ing may circumvent t his problem and allow easier study of these highly selective auditory 

neurons. 

Song-specificity 

Tonically excited song-specific cells showed strong depolarization to forward song and 

weaker depolarization to the reversed or syllable reversed song. Although these data allow 

no means to distinguish between a lack of excitation and balanced of excitat ion and inhi­

bition, a simple explanation for this observation is that these cells receive less excitatory 

input during t he reversed song or during the syllable reversed song. This suggest s that these 

song-specific cells are integrating the output of neurons that already show some preference 

to forward song. 

Neurons that show some preference to forward song are known to be present in field 

L, a group of auditory forebrain areas afferent to HVc (Margoliash , 1986). The selectivity 

of these neurons can be accounted for by their sensitivity to the direction of frequency 

modulation (FM) (Banke et al., 1979b; Leppelsack, 1983; Muller and Leppelsack , 1985; 

Hose et al., 1987; Knipschild et al., 1992). Downward FM is a prominent feature in the 

syllables of zebra finch song; reversing the song changes downward FM to upward FM. 

Thus, an HVc cell could r espond more to forward song than to reverse song by integrating 

the output of field L neurons sensitive to downward FM. This explanation is consistent 

with absence of depolarization to reversed song observed in the intracellular recordings of 

song-specific neurons presented here . 

Temporal Combination Sensitivity 

Sensitivity to FM does not explain t he lack of response to the syllable reversed song in which 

the acoustic structure of each syllable is identical to t hat in t he forward song. The data 

presented here show that t he response of song-specific cells is also dependent on the syllable 

order which is in agreement with extracellular studies (Margoliash, 1983; Margoliash and 

Fortune, 1992). Temporal combination sensitivity is one way to account for the sensitivity of 

song-specific cells to the temporal order of song syllables. These data provide new insights 

into the mechanisms that may underlie this response property. 

Temporal combination sensitivity can be described by t wo basic components : order 

sensit ivity and combination sensitivity. Order sensitivity requires a mechanism for context 
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preservation by which the first syllable can affect the response to a. subsequent syllable. 

Combination sensitivity requires a. non-linear response mechanism for the neuron to be 

activated by the syllable pair but not by either syllable in isolation or in repetition. The 

results presented here are consistent with the idea. t hat both excitatory and inhibitory 

currents subserve the preservation of context. A non-linear response could be generated by 

either the spiking threshold or by burst-firing. 

Ma.rgolia.sh (1983) proposed a. model for temporal combination sensitivity which used 

t he superposition of rebound caused by inhibition from the first syllable and excitation 

from the second syllable. This model predicts that , under some condit ions, there should 

also be a. response to the syllable pair BB. This does occur, but often, a.s in figure 1.4, 

successive presentations of the second (depolarizing) syllable in a. combination produce no 

response. The conditions under which a. response to BB would be expected indicate some 

of the complexity that is possible with these simple models. One condition is that the 

time course of the response to syllable B must be long relative to the syllable duration 

in order for the two currents to add. A second condition is that the depolarization in 

response to B be large enough for the syllable pair BB to produce a. response. Some of the 

response properties to individual syllables can be deduced from extracellular recordings. 

Unambiguous information , however, is difficult to obtain without recording intra.cellula.rly. 

Although in our intracellular recordings we have observed rebound from inhibition in a. 

cell ventral to t he HVc (data. not shown), thus far, we have not observed a. case in which 

rebound has played a. direct role in temporal combination sensitivity. Also, t here were 

no obvious examples of rebound in the cells that showed a. response to song. This type 

of mechanism does exist in the bat inferior colliculus (Ca.sseda.y et a.l., 1994) where t he 

coincidence of rebound from inhibition and delayed excitation has been shown to underly 

a. neural sensit ivity for sound duration. 

Intracellular recordings of HV c cells obtained in vitro h ave t hus far shown no evidence of 

rebound from inhibit ion (Kubota. and Saito, 1991b ). This does not rule out the possibility, 

however, that inhibitory rebound occurs prior to the HV c and t herefore underlies some form 

of context sensitivity. 

The results present ed here indicate that temporal combination sensitivity arises from the 

interaction of syllable-specific EPSPs and IPSPs, possibly of different t ime courses. Studies 

in t he cat visual system have demonstrated that the linear summation of excitation and 
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inhibition with a threshold nonlinearity can account for the direction selectivity of simple 

cells ( J agadeesh et al., 1993). In vitro experiments in the song bird have demonstrated the 

presence of NMDA, AMPA, and GABAA potentials in the HVc (Vu and Lewicki, 1994). 

One form of temporal combination sensitivity can be obtained if the first syllable activates 

a long duration EPSP and the second syllable activates a short duration EPSP, but we 

have thus far observed no clear example of differential activation of short- vs long-duration 

synaptic currents. Furthermore, such a model predicts a response to the syllable pair AA 

which is inconsistent with some of the data. 

One hypothesis that is consistent with these observations is that temporal combination 

sensitivity arises from the interaction of several cells, in contrast to arising from the conver­

gence of monosynaptic inputs from afferent cells that are selective for particular syllables. 

While the latter possibility cannot be ruled out, and the existing mechanisms could accom­

modate such a circuit , the present data are perhaps best explained by an interactive network 

model. An example of such a circuit is shown in figure 4.18. Syllable A evokes no response 

in the TCS cell, AB. If syllable B is presented alone, an IPSP and an EPSP of a similar 

time course are evoked in cell AB , which cancel and produce no response. If syllable A is 

presented before syllable B, the subsequent IPSP in cell AB is removed, thus generating a 

response in cell AB. In contrast, presenting the syllable pair BA fails to generate a response, 

because t he IPSP evoked in cell i by syllable A does not cancel the IPSP already evoked 

in cell AB by syllable B. A typical song syllable has a duration around 50-100 ms, so a 

GABAA IPSP elicited by syllable A could easily last long enough to suppress subsequent 

excitation of cell i by cell B1 . Another way for cell A to suppress a response from cell B1 is 

if cell A responds to the offset of syllable A. 

If the response properties of song-selective cells and TCS cells are indeed constructed 

from simpler building blocks, we would expect to see cells in the HV c that have simpler 

types of response. In fact, such a cell was shown in figure 4 .13a . This cell had a strong 

response to syllable A but was inhibited by syllable B , which is ident ical to the response of 

the model cell i in figure 4 .18 but with the roles of cell A and cell B1 reversed. Many of the 

HVc cells reported by Margoliash and Fortune (1992) also had simpler response properties 

and often exhibited a preference for particular syllables. 
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Figure 4.18: The figure illustrates how observed synaptic mechanisms can be used in a neural 
circuit to obtain temporal combination sensitivity. This network was constructed to model a typical 
temporal combination sensitive cell. Solid circles represent inhibitory inputs. The triangles represent 
excitatory inputs with a time course roughly equal to the inhibitory inputs. 

Concluding remarks 

All of the mechanisms described here could be combined in various ways to yield a wide 

variety of sensitivities to temporal context. It is likely that many of the responses observed 

cannot be explained simply by temporal combination sensitivity, and t he complexity of the 

tuning reflects a larger scale network-level code. Although t he functional significance of 

the response properties observed in HV c of the adult bird is not clear, there is evidence 

that song-specific neurons arise during the song learning process (Doupe and Konishi , 1992; 

Volman, 1993) , suggesting that song-specific neurons may play some role in the song learning 

process which requires auditory feedback for normal song to develop. HV c projects to area X 

which is essential during song learning (Bottjer et al. , 1984; Scharff and Nottebohm, 1991), 

but is not required for normal song production in adult birds Nottebohm et al. (1976). The 

results of biocytin fills presented here indicate that song-specific cells can project to area 

X , which is consistent the hypothesis that they play a role in song learning. Understanding 

the mechanisms underlying t he encoding of temporal order may elucidat e aspects of the 

vocal learning process as well as provide insight into how the songbirds learn and memorize 

songs from auditory experience. 
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Chapter 5 Computational Models for 

Representing and Learning Temporal Structure 

5.1 Introduction 

A fundamental problem solved by biological neural systems is discovering good representa­

tions for complex sensory patterns. Often, as in t he case of young birds memorizing songs 

from auditory experience, the biological system receives no obvious feedback abou t which 

features in the data are important and which are not. The system must discover that for 

itself. Understanding the computational principles underlying these processes is the main 

goal of theoretical research in unsupervised learning. 

Classical approaches to unsupervised learning algorithms involves finding an efficient 

representation of the data, for example by vector quantization or principal component anal­

ysis (Duda and Hart, 1973; Gray, 1984; Sanger, 1989) . More recent work has investigated 

approaches that try to discover the underlying structure or features that make up the pat­

terns (Barlow, 1989; Foldiak, 1989; Redlich, 1993; Saund, 1995; Hinton et al., 1995). These 

approaches have been successfully applied to spatial patterns, but less work has b een done 

on temporal patterns. 

Much ofthe previous work on learning t emporal structure has focused on algorithms that 

require supervision. These include speech recognition algorithms based on hidden Markov 

models (Rabiner, 1989), dynamical networks (Kleinfeld, 1986; Sompolinsky and Kanter, 

1986; Tank and Hopfield, 1987), and time-delay backpropagation networks (Waibel , 1989). 

Unsupervised algorithms for learning temporal structure have also been proposed. For 

example, Dehaene et al. (1987) described a network composed of elements called "synaptic 

t riads" which detect a transition of activity from one neuron to another. Competitive 

learning schemes have also been applied to temporal patterns (Chappell and Taylor, 1993; 

Granger et al., 1994). Other approaches have used oscillations to encode temporal sequences 

(Wang and Mccormick, 1993) or have encoded time implicitly in the dynamics of an attractor 

neural network (Amit and Brunei , 1995) . 
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The goals of this chapter are to develop algorithms that discover temporal structure 

without supervision using well-defined computational goals. Here, we present two compu­

tational approaches for representing and learning temporal structure. The first assumes 

the times of the events of interest are known and that events are real-valued vectors. The 

second part develops temporal representations based on stochastic binary features. This 

representation allows for the learning distributed representations of temporal structure in 

which t he event times are inferred. This framework is developed first for spatial patterns 

and then extended for temporal patterns. 

5.2 Event-Based Representations of Temporal Structure 

Temporal structures have a rigidity which varies along a continuum from functions of time, 

f(t), to sequences of discrete events, such as letters in text, where the only structure is 

in the order of the events. We can obtain intermediate forms of temporal structure by 

relaxing some of the rigidity. For example, instead of events which are of fixed patterns, we 

might have events which are described by an underlying distribution. Instead of temporal 

structure being described by the event order, the time intervals between the events might 

also be described by a distribution. By varying the spread of the underlying distributions, 

we can obtain varying degrees of temporal rigidity. In this section, we consider the problem 

of representing and learning this form of temporal structure. 

Continuous hidden Markov models with variable duration 

We assume the input data is composed of a sequence of discrete events which are real vectors 

drawn from unknown underlying distributions. The learning task is to infer from the data 

both the statistical structure of the distributions and the order relations and relative timing 

structure in the events . We assume that it is not necessary to detect the occurrence of an 

event, but that the data is simply a list of events each with an associated time of occurrence. 

The spatial distribution of events is modeled as a Gaussian mixture. The model of an 

event x from class C is defined by P(xlp,, C), which is assumed to be a spherical Gaussian 

with center p,. When the event class is unknown, the probability of an event is determined 
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by marginalizing over all possible Gaussian clusters 

P(x!JhK) = L P(x!JLk, Ck)P( Ck) 
k 

(5.1) 

where P(Ck) is the a priori probability of an event originating from cluster Ck, and fLu< 

specifies the cluster centers for clusters C 1, ... , C K. 

A simple model of the temporal structure among the events is to describe the prob­

ability of transitions among the event clusters. Making the Markov assumption that the 

current event depends only on the previous event , one can obtain a simple expression for 

the probability of a sequence of events xLN 

N 

P(xl:N) = P(xi) IT P(xn!Xn-1 ) (5 .2) 
n =2 

Incorporating the mixture model that describes the events x, we have 

J 

L P(CJn- 1)lxn-d L P(C;(n)!C}n- 1))P(xn!Ci(n)) (5.3) 
j 

where ci(n) indicates the ith cluster for the nth event. 

In addition to modeling the transition probabilities between event clusters, one can also 

model the delays bet ween pairs of events. The probability of the delay separating the pair 

of events Xa and Xb is P(dab!Cab) which is modeled as a gamma distribution. We assume 

the distributions describing the event classes and event delays are independent . This type 

of model corresponds to a generalized hidden Markov model with continuous stat es and 

variable durations (Levinson, 1986; Ljolje and Levinson , 1991) . 

A network implementation 

A parallel form of the algorithm can be implemented in a network model. Instead of 

representing all possible event transitions, the model fit s the data with a fixed number of 

event pairs. This type of representation allows for a sparse representation of the transition 

space. Furt hermore , we allow each unit to model both t he distribution of the current event 

and of the previous event. This is a departure from t he probabilistic model described above, 
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since the cluster densities are overrepresented. We use this approximation to simplify the 

calculations and to keep the representation of event pairs local to a unit. This corresponds 

to a probabilistic model in which the data are assumed to be independent event pairs. 

Each unit in the network represents a pair of events separated by a variable delay. The 

activity of each unit Yk is proportional to the likelihood of each event pair, xa , followed by 

Xb after a delay of dab 

(5.4) 

where w = {ak, dk, bk}· The centers for events Xa and Xb are ak and bk respectively, and 

dk is the mean of P(dab lYk, w). In the network, we assume all transition probabilities to be 

equal. A graphical depiction of the model for a pair of events is shown in figure 5.1. 

t 

Figure 5.1: Each unit, Yk, in the network represents an event pair by a probabilistic description 
of the two spatial patterns X a and Xb, which are, respectively, the previous and current input. 
P(xaiYk) and P(xbiYk) represent the distribution of inputs for a pair of events. The model represents 
the distribution of temporal intervals between the events with P(dabiYk)· The output a unit is 
proportional to the product of these likelihoods. 

The model is adapted by maximizing a function analogous to (5.2). 

N 

L =IT P(xn-l,dn-l,n ,xnJw) (5.5) 
n=2 
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Since we are assuming a mixture model, we have 

P(xn-1, dn-1,n, Xnlw) = L P(xn-1, dn-1,n, XniYk , w)P(Yklw) 
k 

(5.6) 

where P(Yklw) is the a priori probability of unit Yk which we assume to be equal for all 

units . 

The gradient for the cluster center representing t he previous event of unit k is given by 

(5. 7) 

The equation for 8 log .C/ 8bk has identical form, and adaptation of the parameters defining 

the delay distributions is also straightforward. These equations allow the parameters of 

the model to be optimized with a standard gradient descent procedure. It is also simple 

to derive re-estimation formulas for t he cluster centers for batch training. In this case, the 

cluster mea ns are estimated directly after each pass t hrough the dataset and have much 

faster convergence. 

It is important to note that the network can adapt using only local information and 

lateral inhibition. This can be seen by inspecting the components of the gradient. The 

direction of change for each weight is determined by f.La - Xa. Thus, each weight adapts 

according to the difference between its value and the value of the input. Since we have 

assumed the a prior proba bilities of the units are equal, the weight change is scaled by 

(5.8) 

The term in numerator , P(xa,dab ,xbiYk>w), is t he activity of the unit . The term in t he 

denominator is a normalizing coefficient, which scales the weight change by t he activity of 

the whole network. If the units in the network respond equally to an event pair, t he weight 

change will be determined by !La - Xa. If one unit responds more than others, then t he 

weight change will be large for that unit , and small for the others. T his results in a soft 

form of "winner-take-all" learning and can be viewed as a t emporal extension of maximum 

likelihood competitive learning (Nowlan, 1990) . We illust rate the learning of the network 

with a simple example shown in figure 5.2. 
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Figure 5.2: Each pair of circles represents a single unit in the network. The arrow between a pair of 
circles indicates the order of events represented by the unit. Events are indicated by the diamonds. 
The dataset consists of a series of events sampled from three Gaussian clusters. The order in which 
the clusters are samples is specified by the small transition diagram with transitions according to 
the specified probabilities. (a) Initial state of the network. The network consists of four units whose 
initial state is random. (b) Finial state of the network after learning. The network has learned the 
clusters in the dataset and the temporal structure of transitions between the clusters. 

5.3 Learning Patte rns of St ochastic Binary Features 

The models describing sequ ences of real vectors are limited, b ecause it is assumed t hat 

t h e event times are known. In many situations, however, the temporal events in a data 

stream are not known a priori and their location and structure must be inferred from the 

data. In this section, we introduce models that solve these problems. We first introduce 

a class of models for fitting local representations of patterns of binary features. This is 

extended to allow distributed representations. Finally, bot h t hese cases are extended to 

allow represent ations of temporal patterns . 

Learning local representations 

The assumption of the model is that t he input data is composed of patterns that can be 

well modeled by combinations of binary features. What a feature represents is arbitrary. 

For example, a fea ture could be a pixel in an image , or a feature could represent a high 

level concept like "has two legs". Each pattern is characterized by a set of features, but 

an instance of a pattern need not contain all of the features in this set. For example a 
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horizontal line segment may not always contain the pixels at the edges, or not all birds 

may fly. Thus, each feature has a probability of being present given a certain pattern. 

Furthermore, the features themselves can be noisy. Whether a feature is present in a given 

pattern is represented by a probability. This representational scheme and the notation used 

in this section is illustrated in figure 5.3. 

x· z 

Figure 5.3: The representation used by the network. Each input x; encodes the likelihood that 
the ith binary input feature is present. Each unit </>j outputs the probability that a particular 
combination of features it represents is present. The set of features represented by </>j is defined by 
the weights fii which encode the probability of feature i being in an instance of </>j. 

The input to the network is a collection of normalized likelihoods, x, which provide 

information about the underlying binary categories. Each input is real-valued and varies 

between 0 and 1. The probability of a pattern x , or a particular combination of features 

given a particular pattern ¢j is given by 

(5.9) 

where / ji is the probability that input feature i is present given 4;j. 

The learning objective is to maximize the probability of a set of patterns x 1,N : 

£ = P(xl Nlfu) =II L P(¢j)P(xnl¢j, f j) (5.10) 
n J 

P( ¢} ), the a priori probability of feature combination 4;j, is assumed to be unknown and 

is initialized to be equal across units . This formulation is a mixture model and only one 
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feature is assumed to b e present at a time. This gives a local representation of the input. 

Unconstrained optimization is performed u sing f = 1/(1 + exp( - w)) and optimizing w. 

The gradient of the (log) objective function is 

(5.11) 

The a priori probabilities of the features are a lso learned and are re-estimated after each 

iteration using P(cpj) = "LnP(c/Jjlxn, f j)jN . A more detailed Bayesian approach to fitting 

models of this form can be found in (Neal, 1992). 

We illustrate some of the properties of the model's representation with a simple example 

illustrated in figure 5.4. The network is trained on data consisting of a set of patterns each 

a 

b 

IIIII 
c 

Figure 5.4: An example of training a network using a local representation of stochastic binary 
features. (a) A subset of the patterns used to train the network. Each column represents one 
pattern. T he squares indicate the presence or absence of features in each pattern. (b) The patterns 
used to generate the input data. Each column represents one pattern. The size of a fi lled square 
represents the probability of a feature being in a given pattern. A small dot indicates that there 
is a small probability of that particular feature being present in a pattern; a black square indicates 
that a feature is always present. (c) The patterns learned by the network. These correspond to 
c/J! , ... , c/Js. Each square represents the value of fi i . 

of which is characterized by a set of features which occur with a certain probability. Each 

pattern j contains feature i with probability P(i/j). A value of 1.0 means a feature is always 

present in a pattern, 0.0 means it is never present, and 0.5 means it is present half of the 

time . The value of Xi is the likelihood that the underlying binary feature is present. In this 

example, there is no uncertainty so Xi E {0, 1 } . A subset of the 1000 patterns used in the 
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training data is shown in figure 5.4a. The features used to generate the training data are 

shown in figure 5.4b. 

The network is trained by maximizing (5.10) using (5.11) with conjugate gradient opti­

mization. The resulting solution is shown in figure 5.4c. The value of log .C for the training 

dataset when the network parameters are set to t he true solution is -4566.1. The value of 

log .C for the solution shown in figure 5.4c is -4538.0. The learned model has a higher log 

likelihood, because that model adapts to the actual frequencies of the patterns and features 

in t he dataset . 

Learning distributed representations 

Often patterns contain several independent components. Images, for example, often contain 

lines and sounds are often composed of different tones. If these patterns had to represent 

by a single </Jj as in t he previous section, we would need a unit for each pattern. One 

way to alleviate this problem is to allow patterns to be represented by multiple feature 

combinations . In this case, the representation is then distributed, because the model can 

allow for more than one feature combination </Jj to be present in a pattern. A set of features 

combinations { </Jj1 , </Jj2 , ••• } is represented by <I>k. The probability of the data is again 

computed by marginalizing, but now over <i>1,K 

.C = P(x i :Nifl:J) = IJ:LP(<I>k)P(xni<I>k, f l:J) (5.12) 
n k 

Following Saund (1995), we assume an OR superposit ion rule for combinations of different 

¢j's. The probability of a feature Xi being present given multiple ¢j's is given by the 

probability that the feature is not in any of the individual </Jj 's. 

Since t here are 2K - l possible combinations of J( </Jj 's it is infeasible to use arbitrary 

mixtures. One useful approximation is to limit the maximum number of ¢'s for the set of <P 's : 

<I>k = { ¢1I, .. . , </JjM }. For t he examples given here, we restrict lYI to the maximum number 

independent components of t he patterns in the dataset, in which case the approximations 

are exact. 

The probability of a pattern x is given by 

P(x i<I> k, fl:J) = IJ [x;gki + (1 - xi)(1 - 9ki) ] (5 .13) 
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where 9ki = 1 - f1j(1 - fJ;) and j = j : r/lj E <T> k. The gradient for the distribut ed case is 

given by 

8log.C = L L (1.~ 2Xni)fj;(1 ~ 9ii) . P (<T>tlxn, fu) 
8wJ, n l:</>jEI:l!l x,g/, + (1 - x,)gt, 

(5 .14) 

The a priori probabilities are re-estimated in the same m a nner as in the local case: P(<T>k) = 

I:n P(<T>k lx n, f l:J)jN. The a priori probabilities for the individual ¢/s are obtained by 

marginalization of P( <T> k). 

We illustrate the algorithm with the lines problem (Foldiak , 1989). T he patterns in 

the dataset are composed of horizontal and vertical lines as illustrated in figure 5.5a. For 

t hese examples, the feature probabilities are all set to either one or zero. Is important to 

note that, alt hough t he datasets are displayed as lines on a 2-D grid, the network makes 

no assumptions about topography. Since each unit receives that same input, all sp atial 

arrangements of the inputs are identical. The features learned by the network are shown in 

figure 5.5b. 

a 

b 

Figure 5.5: An example of training a network using a distributed representation of stochastic binary 
features . (a) A subset of the patterns used to train the network. (b) The features learned by the 
network. A square represents the value of /j;. 

Representing temporal structure 

We now consider the problem of extending the model to represent temporal features, first 

addressing the case of local representations. To represent the temporal patterns, we extend 

t he notion of a feature combination r/lj to include combinations of features x; that occur at 

particular (relative) times . The input to the network is a sequence of vectors { x1 , x2, . .. } . 

The task of the model is to infer what t emporal patterns are present in t he data. It must 

also infer the temporal position of the pattern relative to th e current time step . Incomplete 
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data is allowed, so that if only part of the pattern is present, the units cPj still compute the 

correct probability of that feature being present given the available data. 

Since the dataset in the temporal case is a sequence of patterns, the probability of 

the dataset, P(x1,N lfl:J ), cannot be conveniently written as the product of the probabilities 

of the patterns at each time step, because the patterns at successive time steps are not 

independent. If the occurrence time of each temporal pattern were known, P(x1,Nif11) 

could be computed, since the successive temporal patterns are assumed to be independent. 

Exact calculation of P( X 1,N lf11 ) requires marginalizing over all possible sequences, Sn that 

describe the temporal positions of the features: 

(5.15) 
r 

There are obviously a large number of possible sequences for any reasonable length of data, 

but (5.15) can be approximated by calculating the sequences Sr over a limited history at 

each time step. Then we have 

(5 .16) 
n r 

where S~n) specifies a sequence of ¢'s at particular times over the next T time steps. We 

calculate (5 .16) by extending a set of probable sequences from the beginning of the dataset 

and treating Xn as the beginning of the time window. As the features in the dataset are 

learned, the approximation becomes exact. Note that in noisy data, or when the temporal 

patterns are unknown, there are a large number of equally probable explanations of the data 

sequence. We make this computation efficient by keeping track of only the most probable 

sequences, Sr, given the data. Keeping track of multiple sequences simultaneously allows for 

accurate computation of (5. 16), but no longer affords an obvious network implementation. A 

further approximation could be made by keeping track of only the most probable sequence, 

which could be represented by the states of the cPj units. 

The gradient equation is similar to the local case (equation 5.11), except that the equa­

tions are now scaled by the probability of each sequence, s~n) : 

8log£ _ "'"' (1- 2Xni)fjti(1- hti). P(S(n)l f ) 
--::---"--- - L..J L..J r Xn:n+T- 1' l:J 
8Wjti n r xifjti + (1 - xi)!Jti 

(5.17) 
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For the examples described here, we set T to be one time step longer than the duration of 

features represented by ¢J:J· 

a 1111111 I IIIII BtilttJiH llllfr'HJ Ill rrH 11111111 fHJJ 111.-111 W 

b 

Figure 5.6: An example of training a network using a local representation of stochastic binary 
temporal features. (a) A subset of the sequence of patterns used to train the network. The temporal 
positions of the features are unknown and are inferred by the network as it learns. (b) The patterns 
learned by the network. A square represents the value of fjti· The grayed features were assigned a 
priori probability zero by the network and are effectively removed from the network. A sub-optimal 
solution is shown to illustrate the behavior of the model when one unit is forced to model two 
features. The 4th feature indicates that 43% of the time the upper inputs are present, and the lower 
are present 57% of the time. This reflects exactly the relative frequency of these features in the 
dataset. 

An example of training a network on a dataset composed of temporal patterns is shown 

in figure 5.6. The temporal position of the patterns is arbitrary with the constraint that no 

two features overlap. In this example, we have not included any gaps between successive 

features, but the model can also represent gaps as well as temporal features with different 

durations. The network can learn the optimal solution, but we show a solution at a local 

maximum figure 5.6b to illustrate the behavior of the model when the number of features 

in the model is less than the number of features in the data . In this case, the 4th feature 

represents two separate features in the data. The values of fJti for that feature indicate 

that the upper features are present 43% of the time and the lower features are present 57% 

of the time, which is exactly the ratio of these two features in the dataset. The network 

also learns the a priori probabilities of each feature, thus if the features do not represent 

structure in the data, they are assigned probability zero. As the rest of the network learns 

the structure in the data, the units that are not representing any structure are effectively 

switched off. 
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Learning distributed representations of temporal structure 

The model for temporal features can also be extend to use distributed representations, by 

assuming that data in the sequence are generated by multiple ¢j 's. Like before, we assume 

an OR superposition rule. We let <Pk represent combinations of 4;j 's over different relative 

positions. The representation of time is the same as in the local condition, except that 

multiple features may be present at once, at arbitrary relative temporal positions. The 

probability of the data sequence in the distributed case is similar to t he local case (5.15), 

but each sequence Sr must now describe the positions of all the features for each <Pk . The 

gradient of£= P(x1,Nifl:J) becomes: 

(1- 2xni)fji(1- 9Li ) . P(S(n)l f ) 

+ (1 ) 
r X n:n+T-1 ' l:J 

Xi91i - Xi 9/i 
(5 .18) 

As in the local case, T is set to be one time step longer than the duration of the features 

represented by <P 1,K . 

An example of training a network on a dataset composed of combinations of temporal 

patterns is shown in figure 5. 7. The dataset was constructed such that no more than two 

patterns overlapped. Both the features and their temporal positions must be inferred by 

the network. The network was initialized with three more units than there were features 

in the dataset. The network correctly inferred all of the features that make up the dataset 

and assigned probability zero to the remaining units (figure 5. 7 a) . 

Each unit in the network outputs the probability of its feature being present in the data 

sequence. The probabilities of the units are calculated using all data available, and the units 

do not require the whole pattern to be present in order to output the correct probability. 

For example, at the start of the data sequence, it is not known whether particular features 

are starting, ending, or in the middle of a pattern. The outputs of the units precisely 

indicates this uncertainty. As more patterns come along, the network uses this additional 

information to restrict the number of possibilities, which limit s the act ivity to a few units 

at a time. 

The output shown in figure 5.7c was calculated using a flat prior across <P1,K, but priors 

that are better matched to the data will make more accurate predictions. Figure 5.8 shows 

t he output of the network with P( <P1,K) inferred from the training data set. The additional 

knowledge provided by the prior knowledge greatly restricts the number of probable possi-
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Figure 5.7: (a) The temporal features learned by the network. Temporal position is along the 
horizontal axis. The network makes no assumptions about spatial topography. The grey features 
were assigned probability zero by the network and never generate output. (b) An example of the 
patterns in the input data used by the network to learn the features . The network was presented 
with only one pattern at a time without any information about feature occurrence times. (c) The 

output of each unit in the network to the input data in (b). The feature represent ed by the units is 
shown on the left. Units with zero probability were omitted from the graph. Each unit outputs the 
probability that its feature is present in the current time step. The area of the filled square in each 

box is proportional to the unit 's output. 
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F igure 5.8: The output of the network using learned feature and feature combination occurrence 
probabilities. In addition to the joint probabilities of features , the network also learns the probabil­
ities of feature combinations at different relative times. Each unit outputs the probability that its 
feature is present in the current time step. With prior information , the network can be much more 
certain about which features are present than with the fiat priors used in figure 5.7, but it can make 
bad predictions where the priors are too strong. 

bilities. Since P( <P1,K ) encodes the probability of both the combination of features and their 

relative occurrence times, t he network can in many cases predict which feature is present 

given only the first pattern in t hat feature. Since there is relatively few patterns com pared 

to the number of different relative temporal positions of the features , the model 's estimation 

of the a prior values of <P 1,K can easily overfit the data. If t he priors are too strong the 

network will make bad predict ions, but the incorporation of some prior information allows 

for much more accurate predictions. One approach for obtaining more accurate estimates 

would be to introduce a Dirichlet prior on P( <P l:l<) (Neal, 1992). 

C omputational issues 

The binary feature model can discover a large number of underlying features in patterns of 

d at a. This is u seful in the case of abstr act features that h ave no implicit spatial topography, 

but can be limiting if the input patterns a re 2D images or a lD spectrum. For example, the 

last three examples all have an obvious topographic structure which is completely ignored 

by the model. Utilizing such information would significantly simplify t he computations and 

m ake t he model better matched to real data. 

The temporal features of the binary feature model were developed m t he most gen-
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eral setting by allowing a different value of fii for each temporal position in the feature. 

This allows the network to discover a large number of possible temporal patterns, but also 

introduces a large amount of complexity in the computation of the probabilities and opti­

mization of the network. Another way that the temporal features could be implemented is 

to extend beyond simple delay lines by allowing the units to represent feature combinations 

over a range of temporal intervals rather than precise delays. This would better capture 

the structure of many realistic temporal patterns, such as natural sounds. 

The binary temporal feature model represents temporal context with a distributed rep­

resentation. This type of representation encodes temporal context much more efficiently 

that a conventional hidden Markov model in which the history must be represented by a 

single state (Williams and Hinton, 1991; Ghahramani and Jordan, 1995). 

The representation of the input is the likelihood that a feature is present. In the case 

of the models using distributed representations, multiple patterns of feature combinations 

are allowed to be present simultaneously. The computation performed by each unit in the 

network is to compute the probability that a combination of features is present. Thus, the 

input representation is the same as the output representation. This presents the possibil­

ity of arranging the networks hierarchically. Hierarchical Gaussian mixture models have 

been successfully applied to images (Luttrell, 1994) . These methods could be applied to 

allow a hierarchical network of the models described here to learn higher order feature 

combinations. 

5.4 Discussion 

The work is this chapter is motivated by two goals . The first is to understand the compu­

t ational problems underlying the representation and learning of temporal structure. The 

second is to understand the representations of temporal structure used by the biological 

system and how they might be learned. The models presented in this chapter provide two 

different ways to represent and learn temporal structure. 

Models of neural selectivity are by themselves insufficient to explain how a network of 

neurons learns to represent information. We are interested in not only the mechanisms 

underlying temporal combination sensitivity, but also in how representations of t emporal 

patterns, based on these mechanisms, are learned. 
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The event based model presented section 5.2 is interesting from a biological perspective 

because each unit has a representation of temporal structure, similar to that of neurons in 

the songbird forebrain which respond to temporal combinations of sounds. The representa­

tion of temporal structure is flexible, because a single unit network can respond to a pair of 

events over a range of temporal delays. Also of interest, is that the network can learn using 

Hebbian-like adaptation in combination with lateral inhibition. The relevance to biological 

learning has been noted before with other competitive learning schemes (Ambrosingerson 

et al., 1990; Coultrip et al., 1992; Granger et al. , 1994). 

The model based on stochastic binary features presents a new algorithm that can dis­

cover temporal features even when there are multiple features present simultaneously. The 

model is admittedly far removed from biological networks, but both networks solve a similar 

problem. It will be interesting to use this framework to develop models that provide greater 

insight into the function of real neural networks. 
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Chapter 6 Conclusions 

In this thesis, we have investigated the organization and mechanisms underlying song­

specific cells . The organization of the neural circuitry underlying these cells is hierarchical. 

We showed that simpler forms of auditory context sensitivity, like sensitivity to temporal 

combinations, are present in field L. The ability of song-specific cells to integrate large 

amounts of auditory temporal context, however, is only present in HVc. 

Hierarchical organization is nearly universal in the perceptual areas of the brain. The 

selectivity of song-specific cells , however, does not result simply from the integration of 

neurons with simpler tuning properties. These data presented here indicate that song­

specific neurons achieve their selectivity through a variety of special mechanisms which are 

not present in afferent areas . Bursting is common in HV c, but was not observed in field L. 

HVc cells also show a long lasting hyperpolarization both during and following the song. 

The extracellular data show no indication that such mechanisms are present in field L. 

The intracellular recordings of song-specific cells presented in this thesis have given us 

new insights into mechanisms underlying neuronal coding and selectivity. The temporal 

pattern of the neuron response of song-specific cells can be highly regular, even at the level 

of the subthreshold membrane potential. The presence of such precise t iming is especially 

remarkable when we consider that HV cis several synapses efferent to the auditory t halamus. 

Furthermore, these studies suggest that the temporal precision of spike timing is refined 

within HV c, since the spike timing in field L is not as precise as that in HV c. In the 

case of HV c, precise timing is correlated with phasic bursting, and it is thus possible that 

phasic bursting and its associated hyperpolarization subserve this temporal code. A code 

that utilizes precise spike timing has obvious utility in the context of song learning and 

production. 

Many lines of evidence point toward network-level computations in HVc (Margoliash 

et al., 1994; Sutter and Margoliash, 1994). These include the dramatic increase in temporal 

context sensitivity from field L t o HV c, t he extensive intrinsic connections of HV c axonal 

arborizations, and the presence of "higher order" neurons which require several syllables 

in t he correct sequence in order to elicit a response. This thesis has provided much new 
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information on the properties of single neurons. This type of experimental investigation, 

however, offers only a limited view of how these neurons function in the context of the 

overall network. Understanding the network function will require an understanding of the 

underlying computations. 

The computational models present in this thesis represent preliminary steps toward un­

derstanding some aspects of how networks of neurons can learn representations of temporal 

structure. This computation is a crucial aspect of song learning during the sensory pe­

riod. We have shown the useful representations of temporal structure can be learned using 

Hebbian adaptation in combination with lateral inhibition. Although these models offer an 

explanation for the formation of the circuitry subserving song-specific units, a full under­

standing will require an understanding of the principles underlying the auditory feedback 

process during song learning and how it relates to song production. 

A principle of neuroethology states that neural function is best understood in the context 

of animal behavior. Intermediate between neuron and behavior is computation. My belief 

is that combined investigations of neural function and computation will lead ultimately to 

an understanding of the principles underlying neural representation and learning. 
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Appendix A Bayesian Modeling and 

Classification of Neural Signals 

A.l Introduction 

Waveforms of extracellular neural recordings often contain action potentials (APs) from 

several different neurons. Each voltage spike in the waveform shown in figure A.l is the 

result of APs from one or more neurons . An individual AP typically has a fast positive 

component and a fast negative component and may have additional slower components 

depending on the type of neuron and where the electrode is positioned with respect to the 

cell. Determining what cell fired when is a difficult, ill-posed problem and is compounded 

by the fact that cells frequently spike simultaneously which results in large variations in the 

observed shapes. 

2 mseco 

Figure A .l: The extracellular waveform shows several different action potentials generated 
by an unknown number of neurons. Note the frequent presence of overlapping APs which 
can, in the case ofthe right most group , completely obscure individual spikes . The waveform 
was recorded with a glass-coat ed platinum iridium electrode in zebra finch nucleus lMAN 
(courtesy of Allison Doupe, Calt ech). 

Identifying and classifying the APs in a waveform, which is commonly referred to as 

"spike sorting," has three major difficulties . The first is determining the AP shapes, the 



82 

second is deciding the number of distinct shapes, and the third is decomposing overlapping 

spikes into their component parts. In general, these cannot be solved independently since 

the solution of one will affect the solution of the others. Algorithms for identifying and 

classifying APs (see Schmidt (1984) for a review) fall into two main categories: feature 

clustering and template matching. 

Feature clustering involves describing features of APs, such as the peak value, spike 

width, slope, etc., and using a clustering algorithm to determine distinct classes in the 

set of features. Using a small set of features, although computationally efficient, is often 

sufficient only to discriminate the cells with the largest APs. Increasing the number of 

features in the clustering often yields better discrimination, but there still remains the 

problem of how to choose the features, and it is difficult with such techniques to handle 

overlapping spikes. 

In template matching algorithms, typical action potential shapes are determined, either 

by an automatic process or by the user. The waveform is then scanned and each event 

classified according to how well it fits each t emplate. Template matching algorithms are 

b ett er suited for classifying overlaps since some underlying APs can be correctly classified if 

the template is subtracted from the waveform each time a fit is found . The main difficulty 

in template matching algorithms is in choosing the templates and in decomposing complex 

overlap sequences. 

The approach demonstrated in this paper is to model the waveform directly, obtaining a 

probabilistic description of each action potential and, in turn, of the whole waveform. This 

method allows us to compute the class conditional probabilities of each AP which quantifies 

the certainty with which an AP is assigned to a given class. In addition, it will be possible 

to quantify the certainty of both the form and number of spike shapes. Finally, we can 

use t his description to decompose overlapping APs efficiently and to assign probabilities to 

alternative spike model sequences. 

A.2 Modeling Action Potentials 

First we consider the problem of fitting a model to events from a single cell. Let us assume 

that the data from the event we observe (at time zero) is a result of a fixed underlying spike 
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function, s(t), plus noise: 

(A.1) 

A computationally convenient form for s(t) is a continuous piece-wise linear function : 

v· 
s(t) = Yj + ~ (t- Xj), (A.2) 

where h = x j+l - x j, j = 1 . . . R, and Vj = Yj+l - Yj. We will treat R and the x j's as known. 

The noise, 'T}, is modeled as Gaussian with zero mean and standard deviation aTJ. 

The posterior for the model parameters 

From the Bayesian perspective, the task is to infer the posterior distribution of the pa­

rameters, v = {VI, . .. , vR}, given the data from the observed events, D, and our prior 

assumptions of the spike model, M . Applying Bayes' rule we have 

(A.3) 

P(Div, aTJ, M) is the probability of the data for the model given in (A.2) and is assumed to 

be Gaussian: 

1 [ 1 I ] P(Div,aTJ,M) = z ( ) exp --2 ~)d;- s(t;))2 
, 

D aTJ 2aTJ i=l 
(A.4) 

where Zn(aTJ) = 1/(27ra:;)r12
. The time of the ith data point, d;, is taken to be relative to 

the corresponding event, i.e., t ; = t}n)- T(n). By convention, T(n) is the time of the inferred 

AP peak. The data range over the predetermined extent of the action potential.1 

P(vlaw, Jvi) specifies prior assumptions of the structure of s(t). Ideally, we want a 

distribution over v from which typical samples result only in shapes that are plausible APs. 

Conversely, this space should not be so restrictive that legitimate AP shapes are excluded. 

We adopt a simple approach and use a prior of the form 

(A.5) 

where the superscript ( m) denotes differentiation. m = 1 corresponds to linear splines, 

m = 2 corresponds to cubic splines, etc. The smoothness of s( t) is controlled through the 

1 For the examples shown here , this range is from 1 msec before the spike peak to 4 msec after the peak. 
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parameter aw with small values of aw penalizing large :fluctuations. A prior simply favoring 

smoothness ensures minimal restrictions on the kinds of functions we can interpolate, but 

it doesn't buy us anything either. If we had a more informative prior, we would require 

less data to reach the same conclusions about the form of s(t). Any reasonable prior should 

have little effect on the shape of the final spike function if there are abundant data. Even 

though the prior may have little effect on the shape, it still plays an important role in model 

comparison which will be discussed in section A.4. 

The components of the posterior distribution for v are now defined. There still remains, 

however, the problem of determining aT/ and aw . An exact Bayesian analysis requires that 

we eliminate the dependence of the posterior on aT/ and aw by integrating them out: 

(A.6) 

In this paper, we use the approximation P(viD , M) ~ P(v iD,a;P,a'T/MP,M) . The most 

probable values of v, aw, and aT/ were obtained using the methods of MacKay (1992) 

which we briefly summarize here. First, we transform v to a basis in which the Hessian of 

log P(vlaw, M) is the identity. For splines, this is the Fourier representation: 

( ) 
_ ~1 

( . .j2 cos 2n"jt b . -/2 sin 2n"jt) 
s t - ao + ~ aJ (2nj)m + J (2nj)m (A.7) 

using the prior 

(A.8) 

where w ={a, b} - ao. The term ao is set to the known DC level (the offset of the A/D 

converters). In the limit R -+ oo, ~ I:r w; = J~(s(m)(u))2du (Wahba, 1990) which is the 

splines regularizer. We take m = 1 for linear splines. 

The most probable parameter values, wMP, were determined as follows. Let ED = 
~I:i(di - s(ti))2 and Ew = ~I:rw;. Letting B = VVE D and C = VVEw (around 

v ML), we obtain wMP = ~A - 1 BwML, where A = ::\-C + ::\-B. The maximum likelihood 
CTry CTw O"TJ 

values, v ML , can be det ermined efficiently by inverting a tridiagonal matrix. The Fourier 

coefficients can be computed efficiently with the fast Fourier transform. 

The most probable values of aT/ and aw were obtained using the re-estimation formulas 
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u; = 2En/(I -1) and u~ = Ewh, where 1 =I:; Ar/(A.r +u,;;- 2
) and Ar is the rth eigenvalue 

of ~B. In terms of A, w~P = Arw~L j(A.r + u,_;;- 2 ). 
0"1] 

Note that we could at this point apply the methods described by (MacKay, 1992) and 

discussed later on in section A.4 to compare alternative spike models, in essence to determine 

the most probable spike model given the data. For example, we might choose cubic splines 

instead of piece-wise linear functions or choose priors that better represented our knowledge 

about spike shapes. The piece-wise linear spike models discussed here can be made to fit 

any fixed shape, since they can contain arbitrarily many segments. With 75 segments, the 

spike models have been descriptively sufficient for all the data we have observed. Situations 

for which this is not the case will be discussed in section A.9. Figure A.2a shows the result 

of fitting one spike model to data consisting of 40 APs. 

Checking the assumptions 

Before proceeding to the more complicated cases of multiple spike models and overlapping 

spikes, we must check our assumptions on real data. Equation (A.l) assumes that the noise 

process is invariant throughout the duration of the AP, but in principle this need not be the 

case. For example, the noise might show larger variation at the extremes. The spike model 

residuals, TJi = d;- s( t; ), shown in figure A .2a, give no indication of an amplitude-dependent 

noise process . 

A second assumption we have made is that the noise is Gaussian. Figure A.2b shows a 

Gaussian distribution with the inferred width uTJ overlaid on a normalized histogram of the 

residuals from figure A.2a. The most significant deviation is in the tails of the distribution 

which reflects the presence of overlapping spikes. In this case, the overlaps are evenly 

distributed over the range of the fitted event so they have little effect on the model's form 

in the limit of large amounts of data. The model would be poorly inferred, however, if the 

overlaps were not uniformly distributed over the interval, for example if one cell tended to 

fire within a few milliseconds of another. This is a common problem in practice and will be 

addressed in section A.5. 

An assumption which has not been tested is whether the residuals are independent. 

Figures A.2c and A.2d show that the noise in these data is slightly correlated. This has 

little effect on the fit of the models but does affect the accuracy of the probabilities discussed 

in the later sections. A convenient way of reducing the correlation is to sample close to the 
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Figure A.2: (a) Spike model fit to data consisting of 40 APs. The solid line is a 75 segment 
piece-wise linear model. Each AP is aligned with r espect to the inferred spike peak. Each 
dot is one sample point. The residual error for each sample, rli = d; - s(t;), is offset by 
-200!-lV and plotted below. The flat residuals indicate that the data is well-fit by the model. 
(b) Normalized histogram of the residuals from a . The curve is the Gaussian inferred with 
the methods discussed in the text. The outliers result from overlapping APs which can be 
seen in the data in a. ( c and d) Lagged scatter plot of a sample of the residuals in a. (c) 
'T/i vs 'r/i+l· (d) ry; vs 'r/i+2. These graphs indicate that there is some correlation between TJi 
and 'r/i+l (c), but little between ry; and 'r/i+2 (d). This is expected for these data because 
the sampling rate (20kHz) was higher than the Nyquist rate (14kHz). 
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Nyquist rate to avoid correlation introduced by the amplifier filters. 

A.3 Multiple Spike Shapes 

When a waveform contains multiple types of APs, determining the spike shapes is more 

difficult because the classes are not known a priori. We cannot infer the parameters for 

one spike model if we don't know what data is representative of its class. Furthermore, if 

two spike models are similar, it is possible that an observed event could have come from 

either class with equal probability. The uncertainty of which class an event belongs to can 

be incorporated with a mixture distribution (Duda and Hart, 1973). 

The probability of a particular event, Dn, given all spike models, M 1,K, is 

[{ 

P(Dnlvl:Ic, 1r, aTJ, Ml:lc) = L 7rkP(Dnlvk, aTJ, Mk), 
k=l 

(A.9) 

where 11"k is the a priori probability that a spike will be an instance of Mk (L: 11"k = 1). The 

joint probability for D 1,N = {D1 ... D N} is simply the product 

N 

£ = P(Dl:Nivl:K,7r,aTJ,l\II1,K) =IT P(Dnlv1,K,7r,aTJ , Ml:lc). (A.10) 
n =l 

The posterior for multiple spike models is then 

P( ID M ) 
_ P(Dl:Nivl:K,7r,aTJ,Ml:Ic)P(vl,Kiaw,lvfl:K)P(7rJJ\!Il,K) 

V1:K' 7r l:N' aTJ, <Tw, l:K - P(D 1 M ) · n aTJ, O"w, l:K 
(A.ll) 

We use P(v1,Kiaw, M1,K) = fh P(vkiawkl Mk) and take P( 1rJMl:lc) to be flat over [0, 1]K 

subject to the constraint L:k 11"k = 1. 

Note that we have implicitly assumed that the spike occurrence t imes are Poisson in 

nature with mean firing rates proportional to 11"k· This assumes as little as possible about 

the temporal structure of the spikes. A more powerful description, e.g., modeling the 

distribution of the inter-spike interval, would be obtained by incorporating this information 

into (A.10). 
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Maximizing the posterior 

We proceed as before to find the maxima of the posterior which will give us the most 

probable values for the whole set of spike models. The conditions satisfied at the maxima 

of£ given in (A.lO) are obtained by differentiating log£ with respect to vk and equating 

the result to zero, 

(A.12) 

where Tn is the occurrence time of Dn. Thus we obtain a soft clustering procedure in which 

the error for each event, Dn, is weighted by the probability that it is an instance of Mk: 

(A.l3) 

Although (A.l2) can be solved exactly, it is still expensive to compute, because it uses all of 

the data. We adopt the approach of estimating each vk by fitting each model to a reduced 

event list allowing the possibility of an event being in the lists of multiple models. These 

lists are obtained by sampling events from the whole data set and including an event in a 

model's reduced event list with probability proportional to P(Mk1Dn, Vk,7r , a'7). We apply 

the techniques used in the previous section to determine the values for a-w, and in turn the 

most probable values of v 1,K· 

Differentiating (A.lO) and finding the condition satisfied at the maximum, we obtain 

the re-estimation formula 

(A.l4) 

For each model, a'l can be estimated using the methods of the previous section. The mixture 

model estimate for a'l is obtained by a weighted average of the individual estimates using 

weight 7rk. 

Selecting events from the data 

For these demonstrations, any peak in the waveform that deviated from DC level by more 

than four times the estimated RMS noise level was labeled as an event, Dn· Once an event 
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is located, it is important to obtain accurate estimates of the occurrence time (with each 

spike model) by maximizing (A.4) over Tn. For the largest models, deviations from the 

optimal value as little as one-tenth the sampling period will introduce misfit errors greater 

than aTJ. The Tn 's must be re-estimated as the spike models change for optimal results . An 

efficient way to perform this optimization is to use the k-d trees discussed in section A.5. 

Initial conditions 

Since the re-estimation formulas derived here will find local maxima, it is critical to use 

good initial conditions for the spike models. Poor fits will result if there are too few spike 

models representing what are in fact several distinct APs. Conversely, if there are more 

spike models than distinct APs, not only will there be excess computational overhead, but 

there is no guarantee that each AP will be represented, since some spike functions may 

converge to represent the same AP class. Ideally, we want all potential spike shapes to be 

represented in the initial spike function set, su<(t). One approach toward obtaining an even 

representation of the AP shapes is to initialize each spike function to single events so that 

maxt s( t) - mints( t) is evenly distributed with a separation proportional to the estimated 

waveform RMS noise. This approach works well for present purposes, because the height 

of an AP captures much of the variability among classes. By erring on the side of starting 

with too many spike models, we can obtain a good initial representation of the AP shapes. 

There is still a need to decide if two different models should be combined and if one class 

should be split into two. How to choose the number of spike models objectively will be 

demonstrated in the next section. 

A.4 Determining the Number of Spike Models 

If we were to choose a set of spike models which best fit the data, we would wind up with a 

model for each event in the waveform. We might think of heuristics which would t ell us when 

two spike models are distinct and when they are not, but ad hoc criteria are notoriously 

dependent on particular circumstances, and it is difficult to state precisely what information 

the rules take into account. A solution to this dilemma is provided by probability theory 

(Jeffreys, 1939; Jaynes, 1979; Gull, 1988) . 

To determine the most probable number of spike models , we need to derive the proba-
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bility of a set of spike models, denoted by Sj = {M1(~}, conditioned only on the data and 

information known a priori, which we denote by H. From Bayes' rule, we obtain 

(A.15) 

The only data dependent term is P(D1,N I Sj , H) which is called the evidence for Sj. If 

we assume all the hypotheses S11 under consideration are equally probable, P(D1,N I Sj, H) 

ranks alternative spike sets, since it is proportional to P(SjiD1,N, H). With equal priors, 

the ratio P(DISi, H)/ P(DISj, H) is equal to the Bayes factor in favor of hypothesis Si over 

hypothesis Sj which is the standard way to compare hypotheses in the Bayesian literature. 

The evidence for Sj is obt ained by integrating out the nuisance parameters in (A.ll): 

P(Dl:N ISj) = j dvl:Kd7rda'r/ daw P(Dl:N lvl:K' 7r, aTJ, Sj) P(vl:Kiaw, Sj) P( 7r1Sj) P( aTJ, awiSj ). 

(A.16) 

This integral is analytically intractable, but it is often well-approximated with a Gaussian 

integral which for a function J(w) is given by 

j dw f(w) ~ f(w) (27lf12 1- V'V' log f(w)l-112
, (A.17) 

where dis dimension of w, w is a (local) maximum of J(w), IAI denotes the determinant 

of A , and the derivatives are evaluated at w. With this we obtain the evidence for spike 

set Sj, 

P(D1,N lvl K' ir, &TJ, Sj) P(v1:1, law, Sj) P(iriS1) P(aw, &TJ IS1) 

·(27r )d/21-V'V' log P(Dl:N lvl:K' 7r' aT}, Sj) l- 112 6.log aw 6.log ~,f\.18) 

where 6.log&w = Ilk~' 6.log &'r/ = ,}2/(NI -{),and d = KR + K + 1. {k is the 

number of good degrees of freedom for Mk (MacKay, 1992) which can be thought of as 

the number of parameters that are well-determined by the data. 1 = Lklk· P(aw, aTJISj) 

is assumed to be separable and fiat over log aw and log aTJ. Since the labeling of the mod­

els is arbitrary, an additional factor of 1/ K! must be included to estimate the posterior 

volume accurately. T he Hessian - V'\7 log P(D 1, N Jv L K, 7r , aTJ, Sj) (with respect to v LK and 

7r ) was evaluated both analytically and using a diagonal approximation. Both methods 
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produced similar results , and the latter, being much faster to compute, was used for these 

demonstrations. Notice that the approximation for the evidence decomposes into the best­

fit likelihood for the best fit parameters times the other terms which collectively constitute 

a complexity penalty called the Ockham factor ((MacKay, 1992)). Since this factor is the 

ratio of the posterior accessible volume in parameter space to the prior accessible volume, 

it is smaller for more complicated models. Overly broad priors will introduce a bias toward 

simpler models. Unless the best-fit likelihood for complex models is sufficiently larger than 

the likelihood for simple ones, the simple models will be more probable. 

A convenient way of collapsing the spike set is to compare spike models pairwise. Two 

models in the spike set are selected along with a sampled set of events fit by each model. 

We then evaluate P(DIS1 ) and P(DIS2). 51 is the hypothesis that the data is modeled by 

a single spike shape; S2 says there are two spike shapes. Included in the list of spike models 

should be a "null" model which is simply a flat line at DC. This hypothesis says that there 

are no events and that the data is a result of only the noise. Examples of this comparison 

are illustrated in figure A .3. If P(DISt) > P(DIS2), we replace both models in 5 2 by the 

one in 5 1 . The procedure terminates when no more pairs can be combined to increase the 

evidence. 

A.5 Decomposing Overlapping Events 

The method of inferring the spike models we have discussed thus far is valid if the event 

occurrence times can be accurately determined and if the noise is Gaussian and stationary. 

Often these conditions cannot be met without identifying and decomposing overlapping 

events . Even if the spike models are good, overlap decomposition is necessary to detect and 

classify individual events with accuracy. 

For a given sequence of overlapping APs, there are potentially many spike model se­

quences that could account for the same data. An example is shown in figure A.4 . We can 

calculate the probability of each alternative, but there are an enormous number of sequences 

to consider, not only all possible models for each event but also all possible event times. 

A brute-force approach to this problem is to perform an exhaustive search of the space of 

overlapping spike functions and event times to find the sequence with maximum probability. 

This approach was used by Atiya ( 1992) in the case of two overlapping spikes with the t imes 
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F igure A .3: The most probable number of distinct spike models is determined by evaluating 
the evidence for alternative hypotheses for a given set of data. Simple hypotheses are 
generated by selecting similar shapes in a spike set. S2 is the hypothesis that there are two 
distinct spike models; the fits of two such models to a sampled set of data are shown in a 
and b. S1 is the hypothesis that there is only one spike model; the fit of this model is shown 
in c. In this case, even though the total misfit is less for S2 , the simpler hypothesis, S1 , is 
more probable by exp(111) to 1. In the second row, S2 (d and e) is more probable than S1 
(f) by exp(343) to 1. Note the increase in residual error with the model shown in f . The 
difference between models 3 and 4 is better illustrated in figure A.8 (where they are labeled 
lVfz and M 3 respectively) . The large log probability ratios reported here result mainly from 
the abundance of data and the non-Gaussian outliers in the noise. A more realistic noise 
model , such as heavy-tailed Gaussian, would result in more accurate estimates of t he true 
probability ratios. 
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Figure A .4: Overfit ting also occurs in the case of decomposing overlapping events. Shown 
are three of many well-fitting solutions for a single region of data. Thick lines are drawn 
between the data samples . T he t hin lines are the spike functions. Note t hat these examples 
were taken from t he first iteration of the algorithm, so the spike functions are noisy estimates 
of the underlying AP shapes. The best-fitting overlap solution in this case is not t he most 
prob able: t he solution with four spike functions shown in a is more t han 8 t imes more 
probable than either b (five spike functions) or c (six spike functions) even though these 
fit t he data better_ The simple approach of using t he best-fitting overlap solution actually 
increases t he classification error especially in the number of false positives for the smaller 
models . To minimize classification error, it is necessary to find the most probable overlap 
solution. 
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optimized to one sample period. Unfortunately, for many realistic situations this method 

is computationally too demanding even for off-line analysis. For overlap decomposition to 

be practical, we need an efficient way to fit and rank a large number of model potential 

spike sequences. In addition, we would like to state precisely what hypothesis subspace 

is searched, so we can say what model combinations cannot account for a given region of 

overlapping events. 

We can obtain a more efficient decomposition algorithm by employing two techniques. 

The first is to consider only AP sequences that occur with non-negligible probability. This 

allows us to obtain a large, but manageable hypothesis space in which to search . The 

second is to make the search itself efficient using appropriate data structures and dynamic 

programming. 

Restricting the overlap hypothesis space 

The main difficulty with overlapping APs is that there is no simple way to determine the 

event times. For many overlaps, such as the one in figure A.5a, the event times can be 

determined directly, because the APs are separated enough so that the models can be 

fit independently. As the degree of overlap increases, as in figures A.5b and c, accurate 

classification of one event depends on accurate classification of the surrounding events. 

In this case, the overlapping models must be fit simultaneously. Moreover, since small 

misalignments of the model with respect to the event can introduce significant residual 

error, each model in the overlap sequence must be precisely aligned. 

a b c 

Figure A.5 : As the peaks of two action potentials get closer together, it becomes more 
difficult to classify either one with accuracy. It is necessary in this case (b and c) to fit 
multiple models simultaneously. 

The continuum of possible event times is the major factor contributing to the multitude 
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of potential overlap models. We can reduce this space significantly if we consider to what 

precision the rn's must be optimized. For a given spike model, sk(t), the maximum error 

resulting from a misalignment of ok is given by2 

(A.19) 

From this we obtain the precision necessary to ensure that the error introduced by the 

model alone is less than f and only need to choose among a discrete set of points.3 

Even with this reduction, the number of possible sequences is still exponential in the 

number of overlapping models. This space can be reduced by considering only sequences 

that are likely to occur. For example, if there are five units with a Poisson firing rate of 

20Hz, the probability of observing three events within half a millisecond is about 0.1 %. 

Eliminating sequence models with more than two peaks within 0.5ms of each other will 

introduce about 0.1% error. In this manner, the desired trade-off between classification 

accuracy and computational cost can be determined. In practice, however, spikes often do 

not fire in a Poisson manner but fire in bursts. The firing rate model in this case should be 

adapted accordingly so that the expected number of missed events is estimated accurately. 

Searching the overlap hypothesis space 

Let us first outline the decomposition algorithm. To fit general model sequences, we use 

the methodology of dynamic programming. The event data is fit in sections from left to 

right. At every stage, a list is maintained of all plausible sequences4 from the restricted 

hypothesis space determined by the methods described above. The length of data fit is 

extended by computing for each sequence on the list all plausible models that result by 

fitting the residual structure in the next region. The probabilities for all sequences are 

then recomputed, discarding any sequences below the probability threshold. The search 

terminates when no further overlaps are encountered in the most probable sequence model. 

We now discuss each step in more detail. The primary operation in the algorithm is that 

of determining the most probable sequence models for a region of data. For efficiency, we 

2 We ignore the discontinuities in the derivative of the piece-wise linear model. 
3 For these demonstrations we use < = 0.5a77 which results in 8k's ranging from 0.05 to 0.3 sampling 

periods. 
4 By plausible sequences we m ean sequences with probability greater than a specified threshold. 
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precompute all possible waveform segments and store the set in a k-d tree (Bently, 1975) 

with which a fixed-radius nearest neighbor search can be performed in time logarithmic 

in the number of models (Friedman et al., 1977; Ramasubramanian and Paliwal, 1992). 

O(NlogN) time is required to construct the tree, but once it is set up, each nearest­

neighbor search is very fast . The set of overlap functions for a region from a to b around 

the spike peak is defined by 

L 

AkiL,n(t) = L>kj (t- nlh1 ), kj = 1, . .. ,](, (A.20) 
j=l 

a< t- nokj < b, n integer, 

where Lis the maximum number of overlapping spike function segments in the peak region 

[a, b], and bkj is the r-resolution for sk(t) defined in (A.19). The size of the peak region 

is somewhat arbitrary; the larger the region, the larger the number of waveform segments 

that must be considered, but the smaller the number of plausible overlap sequences found. 

In practice, t he size of the peak region is largely limited by the memory required for the 

k-d tree. For these demonstrations, we take L = 2 (up to two overlapping spike functions 

segments) with a peak region of 0.25ms and include a "noise" model A0 which has constant 

value equal to the DC voltage level. The number of waveform segments in the set can be 

reduced by eliminating overlapping spike functions for which the peak would have been 

(with high probability) detected at a sample position other than that of the data. Even 

with this reduction, an 11-model spike set results in about 50,000 waveform segments . 

Once the best-fitting waveform segments for the first peak region are obtained, each 

segment is extended up to the next peak in the residuals for that segment. This peak is 

then fit using the k-d tree which in turn generates additional overlap sequences. As long 

as the introduction of new waveform segments does not alter our conclusions about the 

ordering sequence list, for example by fitting structure in a preceding region, we ensure 

either that one of the overlap sequences is true or that the sequences we are considering 

cannot account for the data. 

After each sequence from the original list has been extended, the probability of each 

sequence model, c;, is recomputed. The exact relation is given by 

P( ·ID S) = Jd . P(D ic;,Ti,S)P(ci, TiiS) 
c, ' T, P(DIS) ' (A.21) 
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where Dis the subset of data. common to all sequences, and S = {v1,K,1r,o-77 ,M1,K}· The 

form of the probability density function, P(Dic;, r;), is the same a.s (A.4). Equation (A.21) 

can be approximated with a. Gaussian integral by treating each peak region a.s a. separable 

component , 

(A.22) 

where C is the number of total number of spike functions in the sequence, and dj is the 

determinant of Hessian of the r's for the jth peak region. The values needed to compute 

the Hessians can be obtained directly from the k-d tree. Note that integrating over r; 

performs the function of Ockha.m's Razor by penalizing sequences with many spike models. 

Omitting this would reduce the solution to one of maximum likelihood which chooses the 

sequence that best fits the data.. For example, the solutions shown in figure A.4b and A.4c 

both fit the data. better than in A.4a., but by (A.22), A.4a. is more than eight times more 

probable than the others. Use of the best-fitting solutions would result in a.n increase in 

the classification error due to the introduction of too many models. Classification error is 

minimized by using the most probable overlap sequences. 

P(c;,r;IS) describes the a priori probability of t he sequence of models inc; with as­

sociated occurrence times r; . For this discussion, we assume P(c;IS) to be Poisson with 

rate proportional to ( 7rk) and P( T; IS) to be proportional to 1/ ( 7r kl. Useful alternatives for 

P( c;, r; IS) include models which take into account a. refractory period or describe different 

types of spiking patterns. 

Once the probabilities for the sequence models have been computed, the improbable 

models are discarded. The decomposition algorithm iterates until no overlapping structure 

is found in the most probable model. The search can fail if a.n outlier is encountered or if 

the true sequence is outside the hypothesis space. Otherwise, upon termination the search 

results in a. list of all plausible sequence models of the given data. along with their associated 

probabilities. Example decompositions are shown in figure A .6. 
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Figure A.6: Example overlap solutions. Thick lines are drawn between the data samples. 
The thin lines are the spike models. The overlap sequence in a has 3 spike functions, b 
contains 4 spike functions, and c contains 5 spike functions. 

A.6 Performance on Real Data 

The algorithm was first tested on real data, a section of which was shown in figure A.l. The 

whole waveform consisted of 40secs of data, filtered from 300 to 7000Hz and sampled at 

20kHz. Three iterations of the algorithm were performed with overlap decomposition after 

t he second (with L = 1) and third (with L = 2) iterations. Spike models which occurred 

less than ten times were discarded for efficiency, and the remaining events were reclassified. 

The inferred spike models are shown in figure A. 7. The residuals indicate that these spike 

models account for almost all events in the 40sec waveform. Out of about 1500 total events, 

only 6 were not fit to within 5a1J . By eye, these events looked very noisy and had no obvious 

composition in terms of the spike models. One possibility is that they resulted from animal 

movement. Such events were not present in the synthesized data set described in section A .7 

where all the events were fit with the inferred spike models. 

By eye, all the models look distinct except perhaps for lVh and M 3 . One way to see 

the difference between these two models is to fit the data from model 3 with model 2 as 

shown in figure A.S. With a single electrode it is difficult to determine whether or not these 

two shapes result from different neurons, but t hey are clearly two types of events. One 

possibility is that these are different stat es of the same neuron; another is that the shape 

in model 3 results from a tight coupling between two neurons. Recording with multiple 

electrodes from a local region of tissue would help resolve issues like this. 
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Figure A . 7: The solid lines are the inferred spike models. The data overlying each model 
is a sample of at most 40 events. The residual errors are plotted below each model. 
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Figure A.8: One way to see the difference between the spike models M 2 and M 3 is to fit 
the data from M3 (points) with lYh (solid line). The residual errors are plotted below. All 
the data from both spike models is plotted. If the noise level is constant throughout the 
duration of the AP, the large deviation in the residuals indicates that there are two distinct 
classes. 

In spite of all the math, the algorithm is fast. Inferring the spike set with overlap 

decomposition takes a few minutes on a Sun Microsystems Spare IPX. Classification of the 

40 second test waveform with overlap decomposit ion (using L = 1) takes about 10 seconds. 

A.7 Performance on Synthesized Data 

The accuracy of the algorithm was tested by generating an artificial data set composed of 

the six inferred shapes shown in figure A.7. The event times were Poisson distributed with 

frequency equal the inferred firing rate of the real data set . Gaussian noise was then added 

with standard deviation equal to cr71 • The algorithm was run under the same conditions as 

above. 

The algorithm chose 14 initial spike models which were subsequently collapsed to 6 

using the methods discussed in the previous section. Note that in this case, the number of 

inferred models matches the number of true models, but this need not be the case if some 

true models are too similar to be resolved, or if there are insufficient data to identify two 

distinct classes. The six-model spike set was preferred over the most probable five-model 

spike set by exp(34) : 1 and over the most probable seven-model spike set by exp(19) : 1. 
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A summary of the accuracy of the spike shapes is shown in table A.l. 

Table A.1: Results of the spike model inference algorithm on the synthesized data set. 

Model II 1 2 3 4 5 6 II 
.C,.max/ u., 0.44 0.36 1.07 0.78 0.84 0.40 

maxt Sk ( t) / u., 17.9 11.1 10.6 7.4 4.4 5.0 
No. occurrences 39 63 45 238 155 1055 

Table A.1: Both the form and number of spike models were determined by the algorithm. 
The inferred number of spike models matched the true number (6 models). The second row 
is the maximum absolute difference between the true spike model and the inferred model 
normalized by u., . The third row is the normalized peak of the inferred spike models which 
is an indication of how far each type of AP is above the noise level. The last row shows the 
number of times each model occurred in the synthesized data. 

The results of inferring and classifying the synthesized data set are shown for the non­

overlapping spikes in table A.2 and for the overlapping spikes in table A.3. An event 

was considered a n overlap if the extent5 overlapped the extent of another event. Perfect 

performance would have all zeros in the off-diagonal entries and no undetected events . An 

event can be missed if it is not detected in an overlap sequence or if all its sample values 

fall below the threshold for event detection ( 4u.,). The tables indicate that for the largest 

four spikes, the performance is nearly perfect, even including the overlapping cases. 

Performance is worst in the two smallest spike models where there are a large number of 

missed events. For these models, there are typically only two or three samples that would 

be expected to exceed the noise level. As the threshold for event detection is lowered, 

there is a trade off between the number of real spikes missed and the number of false 

positives resulting from common instance of when the noise contains a spike-like shape. The 

number of below threshold missed events can be minimized (with additional computational 

expense) by computing the probabilities at every sample point instead of only those that 

cross threshold. It is worth noting that this situation often does not pose a problem in 

practice, since observed spikes just above the noise level frequently correspond to many 

different neurons. 
5 The extent of an event is defined as the minimum and maximum values in time at which the best-fitting 

spike function differs from DC by more than 0.5cr11 • 
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Table A.2: Classification results for the non-overlapping events of the synthesized data set. 

True Inferred Models Missed Total 
Models 1 2 3 4 5 6 Events Events 

1 17 0 0 0 0 0 0 17 
2 0 25 1 0 0 0 0 26 
3 0 0 15 0 0 0 0 15 
4 0 0 0 116 0 0 1 117 
5 0 0 0 0 56 0 17 73 
6 0 0 0 0 0 393 254 647 

Table A.3: Classification results for the overlapping events of the synthesized data set. 

True Inferred Models II Missed Total 
Models 1 2 3 4 5 6 II Events Events 

1 22 0 0 0 0 0 0 22 
2 0 36 1 0 0 0 0 37 
3 0 0 20 0 0 0 0 20 
4 0 1 0 116 0 1 3 121 
5 0 0 0 1 61 1 19 82 
6 0 0 0 3 2 243 160 408 

Tables A.2 and A.3 : Each matrix component indicates the number of times true model i 
was classified as inferred model j. Events were missed if the true spikes were not detected 
in an overlap sequence or if all sample values for the spike fell below t he event detection 
threshold ( 40"'7). There was 1 false positive for M 5 and 7 for M6. See text for additional 
comments . 
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Comparisons with Other Approaches 

It is instructive to contrast the spike sorting algorithm presented here with other met hods 

by comparing their performances on the synthesized data set used in the previous section. 

The most common method of classifying APs is through use of a hardware level detector 

which detects an AP if the voltage exceeds a user-determined level. For the synthesized data 

set, a level detector is sufficient only to classify the largest AP (Jv/1 ) with accuracy. Another 

common hardware approach is a window discriminator with which APs are detected only 

if the peak value is within a voltage window. A window discriminat or can classify M 1 

accurately and classify Jvf4 with some error since the distribution of the Jvf4 peak voltages 

overlaps somewhat with other models, but it is not sufficient to discriminate between M 2 

and M 3 or between M 5 and lvh. These discriminations demand more sophisticated met hods. 

A common software-based method for spike sorting is a feature clustering algorithm 

such as the one used in the commercial physiological data collection system Brainwave. 

The synthesized waveform was classified independently by an experienced Brainwave user 

(Matt Wilson). The features used to perform the classification were maximum spike ampli­

tude, minimum spike amplitude, and time from the spike maximum to the spike minimum. 

Brainwave generates a list of occurrence times for each cluster but not explicit spike func­

tions, so it was not possible to see how close the "inferred spike functions" were to the true 

spike functions. The occurrence times were compared to the known AP positions. Two sep­

arate classifications were performed (one using four clust ers and another using six clusters), 

and the r esults of the most accurate classification (six clusters) are reported here. 

Tables A .4 and A.5 show the classification results for the synthesized data set for t he 

non-overlapping and overlapping action potentials respectively. A total of six clusters were 

found, but not all of these correspond to the true underlying clusters. 

The tables show that true models M 1 and M 4 were accurately identified and classified. 

True models M 2 and M 3 , however, were collapsed into a single cluster. This discrimination 

is difficult to make without accurately estimating the occurrence time of the APs. Brainwave 

uses the spike peak for the occurrence time which is accurate to wit hin one sample period 

and introduces a significant amount of noise into the features. In contrast, the Bayesian 

approach estimates the spike occurrence t imes with sub-sampling period accuracy. Note 

also t hat with no overlap decomposition, there are significantly more missed events for t he 
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larger APs. 

True models M 5 and M6 were described with three clusters, with clusters four and five 

roughly corresponding to lvf5 and cluster six corresponding to lvJ6 . For these models, the 

features used make it difficult to choose the correct clusters, since the smaller models are 

not well separated in the 3-dimensional feature space. There is less separation, because t he 

occurrence times are not estimated accurately and no overlap decomposition is done. Even 

if the cluster centers were accurate, we would expect the Brainwave classification to be less 

accurate than the Bayesian approach. Using spike functions to perform the classification 

utilizes all significant sample points in the waveform which for the smallest two models is 

between four and eight. In contrast , only three features are used by Brainwave. 

Table A.4: Brainwave classification results for the non-overlapping events of the synthesized 
data set. 

True Cluster Number Missed Total 
Models 1 2 3 4 5 6 Events Events 

1 17 0 0 0 0 0 0 17 
2 0 26 0 0 0 0 0 26 
3 0 15 0 0 0 0 0 15 
4 0 0 116 0 0 0 1 117 
5 0 0 1 24 0 6 42 73 
6 0 0 0 22 13 188 424 647 

Table A .5: Brainwave classification results for the overlapping events of the synthesized 
data set. 

True Cluster Number Missed Total 
Models 1 2 3 4 5 6 Events Events 

1 22 0 0 0 0 0 0 22 
2 0 34 1 0 0 0 2 37 
3 0 18 1 0 0 0 1 20 
4 0 3 106 3 0 2 7 121 
5 0 0 1 26 8 10 45 82 
6 0 3 9 15 2 108 264 408 

Tables A.4 and A.5: Each matrix component indicates the number of t imes true model i 
was classified as belonging to Brainwave cluster j. An event was missed if a true AP did 
not correspond to any of the APs identified by Brainwave. The false positive counts were 
2, 3, 4, and 2 for Brainwave clusters 3, 4, 5, and 6 respectively. 
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A.9 Extensions 

There are a number of possible directions for improvements to the general waveform model 

we have described. At the lowest level there are possibilities for alternative noise models. 

For example, real extracellular noise tends to be correlated and slightly non-Gaussian. 

Incorporating this information would make the probabilities more accurately reflect the 

real world. 

The piece-wise linear model we have described is general enough to fit almost arbitrary 

shapes, but that generality is also part of its shortcoming. Since in the algorithm we have 

placed minimal restrictions on the form of the spike model, more data is required to infer 

the shape. Incorporating knowledge about the spike shapes would result in more accurate 

conclusions with the same amount of data. Overly weak spike shape priors will also result 

in overly strong Occam factors which will bias the results of model comparisons toward 

simpler models . 

For some types of neurons the shape of an action potential is not constant . Bursting 

neurons, for example, have spikes that decay dramatically during a burst. Modeling the 

resulting shape is complicated because the inter-spike intervals during a burst are not con­

stant over different bursts, and the degree of attenuation depends on the intervals. Another 

way in which APs can change their shape is due to electrode drift which results in a slow 

change of the spike shapes over t ime. This can be handled readily by the algorithms since 

re-estimating previously inferred shapes is very fast . 

Another limitation stems not from the algorithm but from the method of recording. 

Since a single electrode gives little information about a neuron 's position, decisions about 

whether two shapes constitute two neurons must be made based on shape and firing fre­

quency alone. The use of multiple electrodes in a local area resolves this issue by recording 

the same group of neurons from different sites. Thus even if two neurons have identical 

shapes when recorded from electrode, it is unlikely that those two neurons will generate the 

same AP shape when observed simultaneously from a different electrode. A trivial extension 

of the algorithm would be to run it on each electrode and then look for cross-correlations 

in the event times, but better results could be obtained by incorporating the information 

about multiple electrodes into a single model. 
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A.lO Discussion 

Formulating the task as the inference of a probabilistic model made clear what was necessary 

to obtain accurate spike models . Optimizing the Tn's is crucial for both inference and 

classification, but this step is commonly ignored by algorithms which cluster the sample 

points or derive spike shapes from principal components. The soft clustering procedure 

makes it possible to determine the spike shapes with accuracy even when they are highly 

overlapping. Unless the spike shapes are well-separated, hard clustering procedures such as 

k-means will lead to inaccurate estimates of the spike shapes. 

Probability theory also provided an objective means of determining the number of spike 

models which is an essential reason for the success of this algorithm. With the incorrect 

number of spike models , overlap decomposition becomes especially difficult. If there are 

too few spike models, the overlap data cannot be fit. If there are too many, decomposition 

becomes a very expensive computation. Evaluating the probability of alternative spike 

sets has proved to be a sensitive method for determining when two classes are distinct. 

Previous approaches have relied on ad hoc criteria or the user to make this decision, but such 

approaches cannot be relied upon to work under varying circumstances since their inherent 

assumptions are not explicit. An advantage of probability theory is that the assumptions 

are explicit, and given those assumptions, the answer provided by the evidence is optimal. 

One might wonder if the user, having much more information than has been incorporated 

into the model, can make better decisions than the evidence about what constitutes distinct 

spike models. Probability theory provides a calculus for stating precisely what can be 

inferred from the data given the model. When the conclusions reached through probability 

theory do not fit our expectations, it is due to a failure of the model or a failure of the 

approximations (if approximations are made). From the performance on the synthesized 

data, however, the approximations appear to be reasonable. Thus when t he conclusions 

reached through the evidence are at variance with the user's, information is at hand about 

possible shortcomings of the current model. In this manner, new models can be constructed, 

and moreover, they can be compared objectively using the evidence. 

Probability theory is also essential for accurate overlap decomposition. It is not sufficient 

just to fit data with compositions of spike models . That leads to the same overfitting 

problem encountered in determining the number of spike models and in determining t he 
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spike shapes. The Ockham penalty introduced by integrating out the r's was key to finding 

the most probable fits and consequently for achieving accurate classification. Previous 

approaches have been able to handle only a limited class of overlaps, mainly due to the 

difficulty in making the fit efficient . The algorithm we have described can fit an overlap 

sequence of virtually arbitrary complexity in milliseconds. 

In practice, the algorithm we have described allows us to extract much more information 

from an experiment than with previous methods. Moreover, this information is qualitatively 

different from a simple list of spike times. Having reliable estimates of the action potential 

shapes makes it possible to study the properties of these classes , since distinct neuronal 

types can have distinct neuronal spikes (Connors and Gutnick, 1990). With stereotrodes 

this advantage would be amplified, since it is then possible to estimate somatic size which is 

another distinguishing characteristic of cell type. Finally, accurate overlap decomposition 

makes it possible to investigate interactions among local neurons which were previously very 

difficult to observe. 
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