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ABSTRACT 

This dissertation consists of three parts. In Part 

I, it is shown that looping trajectories cannot exist in 

finite amplitude stationary hydromagnetic waves propagating 

across a magnetic field in a quasi-neutral cold collision

free plasma. In Part II, time-dependent solutions inseries 

expansion are presented for the magnetic piston problem, 

which describes waves propagating into a quasi-neutral cold 

collision-free plasma, ensuing from magnetic disturbances 

on the boundary of the plasma. The expansion is equivalent 

to Picard's successive approximations. It is then shown 

that orbit crossings of plasma particles occur on the bound

ary for strong disturbances and inside the plasma for weak 

disturbances. In Part III, the existence of periodic waves 

propagating at an arbitrary angle to the magnetic field in 

a plasma is demonstrated by Stokes expansions in amplitude . 

Then stability analysis is made for such periodic waves 

with respect to side-band frequency disturbances. It is 

shown that waves of slow mode are unstable whereas waves of 

fast mode are stable if the frequency is below the cutoff 

frequency. The cutoff frequency depends on the propagation 

angle. For longitudinal propagation the cutoff frequency 

is equal to one-fourth of the electron's gyrofrequency. 

For transverse propagation the cutoff frequency is so high 

that waves of all frequencies are stable. 
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PART I 

NONEXISTENCE OF LOOPING TRAJECTORIES I N 

HYDROMAGNETIC WAVES OF FINITE AMPLITUDE 
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1. INTRODUCTION 

The existence of hydromagnetic finite amplitude solitary waves 

propagating across a magnetic field in a quasi-neutral collision-free 

cold plasma was shown by Adlam and Allen [ 1 ] . The wave velocity 

lies between the Alfven speed and twice the Alfven speed. The lower 

bound ensures that the wave exists as a solitary pulse, while the up

per bound ensures that the particle trajectories do not loop. When the 

wave velocity exceeds twice the Alfven speed, Adlam and Allen 1 s so

lution indicates the formation of a single, symmetric loop in a parti

cle 1 s trajectory, contrary to the original formulation for the problem 

which assumes a single stream at each point of space for the ions and 

electrons. Besides the solitary waves, there exist also periodic 

waves, discussed by Davis, Lust, and Schluter [2]. The validity of 

their solution is also restricted to certain ranges of the parameters 

characterizing the momentum and energy of the waves. Outside that 

range, their s elution indicates the formation of an infinite train of 

loops. It is interesting to investigate whether a solution in which the 

particles execute loops exists or not. Our analysis shows that such a 

s elution with nonoverlapping loops does not exist. 
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2. EQUATIONS 

We assume the trajectories for electrons and ions in the shock 

frame have a loop not overlapped with neighboring loops. Then we 

proceed to demonstrate a contradiction. Quasi-neutrality of the plas-

ma requires that loops in the electron trajectories must be accom-

panied by corresponding loops in the ion trajectories. We consider 

the region of x, where there is an isolated loop. Suppose the loop 

occurs in the region x 1 < x < x 2 (see Fig. 1 ). So in the region x < x
1

, 

there is only one stream for each fluid, subscripted by 1 henceforth. 

In the region x 1 < x < x
2

, there are three streams subscripted by l, 

2, and 3. In the region x > x
2

, there is again only one stream, sub

scripted by 3. Superscript+ refers to ions and superscript - refers 

to electrons. Summation2: k will 

x 1 < x < x 2 , and .2:;~= 3 in x > x 2 . 

~1 . "3 . 
mean L.Jk= 1 1n x < x 1 , L..:k= 1 m 

We confine attention to the case in 

which the trajectories lie in the x-y plane, the magnetic field B is in 

the z-direction, and the electric field has x-component E and y-com-

ponent F. 

Referred to the shock frame which moves with the wave ve-

locity U , the wave is stationary, and all variables are independent of 

time a n d functi ons of x alone. The equations in rationalized mks 

units to be satisfied are: 

Continuity equations 

+ + 
d(nkuk)/dx = 0. 

d(~~)/dx = 0 

( 1) 

(2) 
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Momentum equations 

+ + + 
m ukduk/dx = + + q (E + vkB) , (3) 

+ + + 
m ukdvk/dx = + + 

q (F-ukB) , (4} 

-q-(E+v~B), (5) 

(6) 

Maxwell 1s equations (with the quasi-neutral approximation) 

0 = L: (7) 
k 

(8} 

dF/dx = 0 , (9} 

0 = I: 
k 

+ + - -
(q nk - q nk) ; ( 10) 

where n is the particle density, u 1s the x-component velocity, v is 

they-component velocity, m is the particle mass, q is the particle 

charge, and ~ is the permeability of vacuum. Equation (9) gives F = 

F 
0

. Equations ( 1), (2), and (7) and the fact that stream 2 is the con-

tinuation of stream 1 and stream 3 is the continuation of stream 2 

give 

( )k+ 1 + + + ( )k+ 1 - - -
- q nk uk = - q nk uk = G 0 . 

Both F 0 and G 0 are constants characterizing the wave. 



-5-

3. CONDITIONS AT THE LOOP EDGES 

At the loop edges, two streams of ions and electrons have zero 

velocities in the x-direction; hence, their particle densities are infi-

nite. However, the infinities are integrable, being inversely propor-

tional to the square root of the distance from the loop edge, and yield 

no accumulation of charges and currents at the loop edges. There-

fore, both the electric field and the magnetic field are continuous 

there. To show this, we observe that by Eqs . (3) and (5), as x _... x 1+0, 

we have 

+ u -+ 
3 

1 

u;-+ -[-2(q- /m-)(E+v;B)(x-x1 )]a , 

1 

u;--. [-2(q- /m-)(E+v;B)(x-x 1 )Ja" , 

1 

The corresponding charge densities are of the order of (x-x 1 )--a which 

is integrable at x = x 1 . 

Similarly, as x _... x
2 

- 0 , we have 

+ + + + ..!.. 
u

1
-+[-2(q /m )(E+v

1
B)(x

2
-x)JZ., 

+ + + + ..!.. 
u

2
-+ -[-2(q /m )(E+v

2
B}(x

2
-x)]Z. 

1 

u
1

-+ [2(q- /m-)(E+v~B}(x2 -x)]a" 
1 

u;-+ -[2(q- /m- )(E+v;B)(x
2

-x)]a" 

Differentiation of Eq. (10} and substitution of Eqs. {3) and {5) 
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B = 
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k+ 1 [ + I + + + - 3 - I - - - - 3 .2; (- ) ( q m )v k ( uk) + ( q m )v k ( ~ ) J 
k < 

( 11 )· 

In the regions where there is only one stream of ions and electrons, 

+ -
ul = ul 

E 
B = 

E 
B = 

. d + - . h 1n x < x 1 an u
3 

= u
3 

1n x > x
2 

; ence, 

+I + + -1 - -( q m )v 1 + ( q m )v 
1 

q + lm + + q- lm-

+I + + -1 - -( q m )v 
3 

+ ( q m )v 
3 

+I + -1 -q m +q m 
at x = x 2 • 

With the conditions at the loop edges, Eq. ( 11) gives 

E 
- + .3. + - +I + - .!. -[-(EIB+v
2

)1(EIB+v
2

)]Zv
2
+(m q m q ) 2 v

2 
B - - - + ]_ -+ +-.!. 

[-(EIB+v
2

)/(EIB+v
2
)p+(m q lm q ) 2 

Solving for E /B , we get 

E 
B 

+ + + -1 - -(q lm )v
2

+ (q m )v2 

q+ lm+ + q- /m-

Therefore, by continuity of E/B at the loop edges, we have 

at x = x 1 , 

at X= x 2 • 

( 12) 

(13) 
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4. PROOF OF A CONTRADICTION 

In the looping region, the time for a particle in the stream k 

to traverse its trajectory is 

x2 
(- )k+l 

x2 
(- )k+l 

T+ = I dx or T~ = I dx k + . 
xl uk 

xl uk 

Equation (10) gives 

I; (-t+l 
- z (- )k+l 

+ 
k ~ k ~ 

Integration from x = x 1 to x = x
2 

gives 

+ + + - - -
T 1 + T 2 + T 3 = T 1 + T 2 + T

3 
= T say. ( 14) 

That is to say, it takes the same amount of time for either an ion or 

an electron to traverse its whole loop. 

Equation (4) gives 

+ + d(v
1 

- v
2

) 

dx 

Integration from x = x 1 to x = x 2 gives 

+ + . + + + + 
v 2 - v I = (q /m )F0 (T 1 + T 2 ) 1 x-x - 1 

+ +I + + + + v
3

- v
2 

= (q /m )F0 (T
3 

+ T 2 ) • 
x=x2 

Similarly, Eq. (6) gives 

d(v~ - v;) 

dx 
~F (-1 __ 1 ) 

- 0 - -m u
1 

u
2 

( 15) 

( 16) 
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~F (-I __ I ) 
- 0 - -

m u
3 

u
2 

Integration from x = x 1 to x = x
2 

gives 

v~- v;j = (q- /m-)F0 (T~ + T;) 
x=x 1 

Combining Eqs. ( 12) - ( 18 ), we get 

(q+/m+)
2

(T1 + T~) = (q-/m-)2 (T~ + T;) 

(q+ /m+)
2
(T; + T~) = (q- /m-)

2
(T; + T;) 

From Eqs. (14), (19), and (20), we get 

+; + 2 + -; - 2 -(q m ) ( T + T 
2

) = (q m ) (T + T 
2

) 

hence, 

(I 7) 

( 18) 

( 19) 

(20) 

{21) 

+ -; - + ~r:::' For m q m q > v 2 as is the case for plasmas in physical reality, 

the above equation cannot be true because its left-hand side is less 

than T while its right-hand side is greater than T • Thus we obtain 

a contradiction. 
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5. CONCLUSIONS 

For solitary waves, a symmetric looping trajectory would im

ply that the final · state behind the wave is identical to the initial state 

ahead of the wave, and an asymmetric looping trajectory would imply 

a shock transition. We have shown that trajectories with nonove r

lapping loops, either symmetric or asymmetric, cannot exist in hy

dromagnetic waves propagating across a magnetic field in a quasi

neutral cold collision-free plasma. Thus, when the wave speed has 

such a value that the Adlam-Allen solution or the Davis-Lust-Schluter 

solution no longer holds, the trajectories must be either multi-looped 

with neighboring loops overlapped or, as is more likely, the waves 

must be unsteady. 
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FOR ELECTRONS 

FOR IONS 

2 

Figure 1. Assumed Trajectories for Ions and Electrons. 
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1. INTRODUCTION 

Have propagation in a cold collision-free plasma 

in a magnetic field has been studied by many authors in 

recent years. Because of mathematical difficulties, so 

far the analyses have been restricted to steady solutions. 

Adlam and Allen [l] have found transverse solitary waves, 

Davis, Lust and Schluter [2] have found transverse peri

odic waves, propagating across a magnetic field. Saffman 

[3] has found longitudinal solitary waves, and Ferraro [4] 

has found longitudinal periodic waves, propagating along 

a magnetic field. As to unsteady solutions, the previous 

work has been done by numerical integrations of partial 

differential equations. Adlam and Allen [5] have calcu

lated a numerical solution for a magnetic disturbance on 

the boundary which increases linearly in time, and found 

that orbit crossings of plasma particles occur on the 

· plasma boundary. Auer, Hurwitz and Kilb [6], Jones and 

Rossow [7] have calculated numerical solutions for various 

disturbances on the boundary, and found that orbit cross

ings occur inside the plasma in their examples. All these 

calculations are for the case of transverse propagation. 

In this paper we consider the magnetic piston pro

blem for a plasma. The time-dependent solutions represent 

plasma motions ensuing from magnetic disturbances on the 

plasma boundary. In Chapter 2, we formulate the governing 
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equations of the plasma motion in the Lagrangian coordi-

nates, as well as the proper initial conditions and the 

boundary conditions. In particular, we show that the mag-

netic disturbance on the plasma boundary will set up an 

electric field immediately inside a quasi-neutral plasma. 

This initial electric field is a part of the initial con-

ditions, which provides the initial acceleration to the 

charged particles. In Chapter 3, using Picard's iteration 

methodt we present the solutions in series expansion. The 

same results are obtainable by formal expansion of the so-

lution in a dummy parameter which serves the only purpose 

of grouping various terms in the expansion. The boundary 

data enter the solution in the form of various convolutions. 

For large disturbances, the partial sum of the first few 

terms of the series is a good approximation to the sum of 

the series. We are not concerned with the uniform validity 

in time of this approximation, because at finite time the 

wave breaks, thereafter the equations no longer describe 

the motion. In Chapter 4, we extend the method to the 

general case in which the initial magnetic field is at an 

arbitrary angle to the direction of propagation of the 

disturbance. 

t I am indebted to Professor Whi tham who pointed out 
that the formal expansion in a dummy parameter is equivalent 
to Picard's successive approximations. 
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The magnetic piston problem for a plasma is an 

analogy to the piston problem for a gas. In the piston 

problem for a gas, neutral particles are accelerated by 

the pressure gradient, whereas in the magnetic piston 

problem for a plasma, charged particles are accelerated 

by the Lorentz forces in an electromagnetic field. The 

initial electric field set up immediately by the magnetic 

disturbance on the plasma boundary initiates the motion of 

the charged particles from rest. Once the particles are 

in motion, the Lorentz force due to the magnetic field 

will enhance the motion. Since the initial electric field 

decays exponentially inside the plasma as a sheath pheno

menon of a plasma, particles near the boundary are acceler

ated more in the initial stage, so that particles on the 

boundary will overtake inner particles if the magnetic dis

turbance is sufficiently strong. For weak disturbances, 

orbit crossings of particles might occur inside the plasma. 

In an ordinary gas a shock wave begins to develop at the 

point where orbit crossing of particles occurs. In a cold 

plasma multiple streams appear as a result of orbit cross

ings. It is plausible that an avalanche of such wave break

ings will lead to a plasma turbulence. 
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2. THE GOVERNING EQUATIONS OF PLASr~ MOTION 

We consider one-dimensional unsteady motion of a 

plasma in a magnetic field. The plasma is treated as a 

cold collision-free, two-fluid mixture of ion gas and 

electron gas. The governing equations of the plasma mo-

tion are the continuity equations, the momentum equations 

and Maxwell's equations. In mks units, these are 

a a 0 -- p_· + -- n u = , aT aX r- -

- .... 
q+ P. a 

P+u++ 
a 

P+U+U+ = aT ax m+ + 

a - a - q,_ 
aT p_u_ + aX p_ u_u_ = - IIL p_ 

a B + 8 X E = 0, 
aT ax 

-€ a E + 1 ~X B 
aT p. aX 

-B = 0 

€§__ 
aX 

-E q+ p q_ = m, + - P- • 
.-...ooor m_ 

- -(E + Ur X B) • 

.... - B), (E + u X 

where T and X are the time and distance variables in the 

Eulerian coordinates, m± and q± are the mass and the charge 

of an ion or an electron. r and e are the magnetic permeabi-

lity and the electric permitivity of vacuum, P± and 
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u± = (u±, V±, W±) are the mass density and the velocity of 

the ion gas or the electron gas, B = (G, B, H) and 

-E = (El, Ez, EJ) are the magneti c field and the electric 

field. 

The approximation of quasi-neutrality of the plasma 

makes possible an equivalent one-fluid description of the 

plasma in terms of the mass density p defined by p = p++ p_, 

the velocity i! = (u, w) defined by - - -v, pu = P+U+ + p-u- , 

- -defined by J q+ q 
the current density J -- P+U+ - - p u m - _, m+ - -the magnetic field B, and the electric field E. We shall 

use a to denote the inverse of p. With this approximation, 

the ion gas and the electron gas have equal longitudinal 

velocities u = u+ = u_, because zero displacement current 
q+ q 

gives_ p+u+ -
m+ m_ p_u_ = 0 while zero charge density gives 

q+ q_ 
P+ - m P = o. - Thus, the governing equations become 

a 
p + a 

p u 0, aT ax = 

a - + a - = JX B, 
a.T p u 

ax 
p u u 

a - a j q+q_ 
p(E + ux B) (q_ q+) Jx 13, aT J + 

ax 
u = -

m+m- m m+ 

a - a -B + X E = 0, 
aT ax 

1 a - -X B = J. 
}l ax 

There is no longitudinal current as a consequence of the 
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quasi-neutrality approximation . In the one-dimensional 

problem, the longitudinal magnetic field is constant be-

cause both its time derivative and its spatial derivative 

vanish. 

We shall normalize the above equations with res-

pect to some reference values. Suppose Pref and Bref are 

typical values of the mass density and the magnitude of 

the magnetic field in the problem, we may use them as the 

reference values for the mass density and the magnetic 

field. Accordingly the reference values for other variables 

are defined in terms of them as follows. 

O"ref = 1 

Pref 

u = Bref 
ref 

) fl Pref 

3 ref 
= jq+q-

m+m-
&_e.r. Bref• fl 

2 

E = Bref 
ref )fl Pref 

Using these reference values as normalization factors, we 
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forth 
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the following set of normalized equations. 

all notations are normalized quantities. 

a 
p aT + a 

aX P u 

a - a p u + p aT aX 

a J + a Ju 
aT aX 

a - a 
aT 

B + 
aX 

X 

a X B = J, 
aX 

-E 

= 0, 

..... -X -J B, u u = 

.... 1ix B) -r ..... 'B, = p(E + J X 

= 0, 

Hence-

We shall transform these equations from the Eulerian 

coordinates (T, X) to the Lagrangian coordinates (t; x) by 

the contact transformation defined by 

dt = dT and dx = p ( dX - u d T ) • 

The inverse transformation is 

dT = dt and dX = cY dx + u d t • 

Accordingly, a = ~ + u a and ~ = 1 a 
at aT aX ax p aX • 

In the Lagrangian coordinates, equations (1) become 

a cr - 8 u = 0, 
at ax 

8 - - -u = <JJ X B, 
at 
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8 crJ=E+uXB
at 

0' J X B. 

a :t B - u ~ B + ~ x E = o, 

8 

ex 
-X B = -cr J. 

Upon elimination of J and E, we obtain the following equa-

tions in scalar components. 

8 cr - 8 u = o. 
et BX 

8 u + 1 8 (B2 + H2) = o. 
et "2 ex 

8 v G 8 B = o. -et BX 
(J) 

a w G 
8 H = 0, 

et - BX 

2 2 
8 (~ B - 0' B) + G <r~ H + 8 v) = 0, 
et ax ax ax 

2 2 8 (~ H cr H) + G (- ra .@._ w) at - B + = o. 
ax -z BX 

BX 

Upon further elimination of u, v and w, we obtain the follow-

ing 

( 4) 

equations 
2 

e cr 
:;? 

2 2 

for o-, B and H. 

1 ...,2 2 2 
+ - ~ ( B + H ) = 0, 

2 BX 

2 
_a_(_a_ B - cr B) + !?.__(rG 8 

2 2 2 at at BX ex 

2 2 2 
8 (8 + a 

H + G2B) = 

B + G2H) H - cr H) ~(-rG ;:t"Z axZ at ax 

0, 

= o. 
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We are interested in the plasma motion caused by 

a magnetic disturbance on the boundary of a plasma filling 

the right half space at rest initially. In the quasi

neutrality approximation, the disturbance on the boundary 

sets up a transverse electric field instantaneously inside 

the plasma, as shown later. This is expected, because this 

approximation is tantamount to putting permitivity zero, 

hence the propagation velocity of the electromagnetic dis

turbance is infinite. The charged particles in the plasma 

are accelerated by this electric field from rest, and then 

also accelerated by the magnetic field when they are in mo

tion. In the Lagrangian coordinates, each moving trans

verse plane inside the plasma is described by a constant 

value of x. We shall let x = 0 be the moving boundary of 

the plasma. Outside the plasma, the magnetic field has no 

spatial variation in virtue of Maxwell's equations in 

vacuum. 

We use the initial values of the mass density and 

the magnitude of the magnetic field as the reference values. 

Thus the initial conditions of the plasma can be described 

as 

0" I t=O = 1, ii I t=O = 0 • 

Blt=O = (cos g, sine cos cp. sine sin¢). 
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where e is the propagation angle between the direction of 

the initial magnetic field and the direction of the propa-

gation of the disturbance, ~ is the inclination ang le of the 

initial transverse magnetic field in the transverse coordi-

nates. With the quasi-neutrality assumption, the electric 

field and the current density are determined by the mass 

density, the velocity and the magnetic field according to 

the third and fifth equations of (2). Suppose the magnetic 

disturbance on the plasma boundary has a magnitude f(t) 

with an inclination angle ~(t), then the boundary condi-

tions are 

B lx=O = (cos e, sine cos~ + f cost, sine sin q> + :rsin'V), 

Blx=ro =(cos e, sine cos~, sine sinq> ). 

To show the immediate setting up of an electric 

field inside the plasma by the magnetic disturbance on the 

boundary, we substitute the initial conditions that ~ = 1, 

and Q:Y. frY a~-J ~ ali = 0 into the following equations ax• ax' ax' ax' ax 

2 
aB 2H B a- aB B au + cose ~ + r cos e a -z at - - = 0, 

ax at ax ax &2 

2 2 
a aH - (J aH - H au + cos e ~ - r cos e a B = 
ax2 at at ax ax ax2 °• 

which are obtained from (3), and we get 
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2 
(a B) (~ - 1) = 0, 

ex et t=O 

2 
(a - 1) (eH) = 0. 
ax2 et t=O 

Using the boundary conditions that 
... 

( a B) 
et t=O 

d d 
= (0, (dt f cos\jl )t=O' (dt f sin\jt ) ) , 

t=O 
x=O 

(a B) 
at t=O 

= 0, 

x=ro 

we obtain 

-(a B) 
at t=O 

= (0, (SL f cos\Y) • (SL_ f sinijt) )e-x 
dt t=O dt t=O . 

Then substituting it in the following equation 

-(e B ) 
at t=O 

+ e 
ex 

-X (E)t = 0 
=0 

which is obtained from the fourth equation of (2) with the 

initial conditions, we obtain 

... 
-x e 

because E vanishes at x = oo. That the longitudinal com-

ponent is zero comes from the third equation of (2). 

Therefore, equations (4) are supplemented by the 

initial conditions 
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a-j = 1' 
t=O 

B I = sine cos4>, 
t=O 

H lt=O = sine sin~ , 

aa-1 
at t=O 

::: 0 t - - (- f cos'\f' ) a b I d 
at t=O - dt 

-x e 
t=O 

=~ ~ = (~t f sin~ 
t=O t=O 

-x e 

and the boundary conditions 

B I - sine cos~+ f cos1V, HI - sine s in~+fsmt. 
x=O x=O 

(6) 

B I -x=ro 
sin ecos ~, Hj -x=ao 

sin e sin 4>. 
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3. THE 'rRAl-JSVERSE CAS.i; 

Equations (3) permit solutions with~= (u, o, o), 

J = (o, o, J), B = (o, B, o) and E = (E1 , o, E3 ) which des 

cribe waves propagating across a magnetic field. The mag-

netic field has no longitudinal component and the trans-

verse component is plane polarized. Accordingly equations 

(3) reduce to 

9 
(5 ~u = 0, -at ax 

& 1 a 2 
( 7) at 

u + 2 B = 0, 
a.1C 

2 
a (a B C5 B) o. 
at --z - = 

ax 

Upon elimination of u, we obtain 
2 2 
~ ~ + 1 _a __ B2 = 0, 
at 2 ax2 

(8) 
a a 2 
&t(--z B - C5 B) = 0. 

ax 

With 6 = z• ~ = 0 and "o/= 0, the initial conditions (5) 

become 

(9) (5 I = 1 t=O ' aO"I Sf = 0, 
t=O 

Blt=O = l; 

and the boundary conditions (6) become 

(10) Blx=O = 1 + f(t), Blx=ro= 1. 

The second equation of (8) can be integrated once, 

thus we have 
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2 1 
2 

B2 8 
CJ"+ 

8 = 0, :;tz 2 ----z 
8X 

(11) 
82 

~ 
B - CJ" B = -1. 

8X 

Equations (11) may be written as 

( 12) 
82 

8t2 

with the initial conditions 

()I = 1 
t=O ' 

and 

82 
(- - 1) B = -1 + B ( CJ - 1), 
8X

2 (13) 

with the boundary conditions 

Bl =l+f(t), x=O Bl = 1. x=ro 

Substituting 

(J" = 1 - ~ ~ dt' 2 ft Jt I B2 (X t t II ) d t II 

obtained from (12) 
2 

(14) (~ - 1) B 
8X 

8X 0 0 

into (13), we have 

= -1- ~ B ~ d t I B
2 

(X t 

2 Jt f t I 

8X 0 0 

t 11 )dt". 

Picard's iteration method may be used to solve equation 

(14). I'Iany iteration schemes are at our disposal. \·J e 

take 

(15) 
(o) 

(j = 1 t 

B(o) = 1 + f(t) -x e 
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as the initial approximation, and define the successive 

approximations by the solutions of the following equations. 

-
a 2 ,....(n) _ (n) (16) v - p , 
at2 

with the initial conditions 

cr(n) I = l, 
acr(n) 

t=O at 

and 

(17) a2 
(~ - l) B 

(n) (n) 
= Q , 

ax 

With the boundary conditions 

B(n)k=o = 1 + f(t), 

= 0, 
t=O 

in which P(n) and Q(n) are specified functions determined 

by the chosen iteration scheme. In terms of the increments 

of iteration defined as 

cro = 
(o) 

(T , 

Bo 
(o) 

= B , 

ern = cr(n) cr(n-l) for n~l. 

B = B(n) B(n-l) for n~l. n 

we have 
(n) n 

(T = 2: o-m • m=O 

B(n) n 
= '2: Bm 

m=O 

and as n-co 
CD 

cr= L: (J 

m=O m 
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00 

B = L Bm • 
m=O 

Subtracting (16) and (17) with n replaced by n-1 from (16) 

and (17) respec~ively, we obtain the following equations 

for the increments. 

(18) 
e2 
e t2 O"'n = Pn 

with the initial conditions 

and 

2 
(19) (~ - 1) Bn = ~ 

ex 

with the boundary conditions 

in which 

p 
n 

(n) (n-1) 
Q = Q - Q n 

Bn\ = 0 , 
X=CD 

The right-hand sides of (12) and (13) suggest the 

following iteration scheme 

(n) 1 e2 (n-1) (n-1) 1 2 ~ 2 
P = - -z ----=z-B B = - z ~( ~ Bm-1) 

ex ex m=l 
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and correspondingly 

2 [ n 2n-1 n 2n-3 n-1 

~'l = - f ~ f' Bm-1~-m + L ) Bm-1 ~-m- L L Bm-1 ~-mJ ' 
ex ~ k=n+1 m~-n+l k=n m=k-n+2 

n 2n-l n 2n-3 n-1 
Q =\'o-R + n L m'll-m 

m=1 
C r o-ml:k-m

k=n+1 m~-n+1 
n n n 2 

for ( ~Bm_1 ) and ( L Bm-l) ( r:: em ) 
m=l m=l 

n k 2n-l n 

~n 
can 

L L Bm-1~-m + I: L: Bm-1 B.k-m 
k=l m=l k=n+l m=k-n+l 

n k 2n-l n 

I: Lo-mBk-m + I: L: <Tm:Ek-m • 
k=l m=1 k=n+l m=k - n+l 

) o-m~-m • 
m~-n+2 

be written as 

and 

Instead, we shall use an iteration scheme such that 

1 
2 n 

P = - z ~ L Bm-1Bn-m 
n ex m=l 

(20) 

corresponding to 

p(n) = - f ~[B(o)B(n-l) + z\B(m)-
ex m=l 

(m-l) (n-m-1)] 
B )B 

(21) 

1 e2 n k 

- - 2 ex2 ~ ~1Bm-lfk-m • 

(n) n (m) (m-1) (n-m) 
Q = -l + L (o- - 0" )B 

m=l 
n k 

= -1 + ~ ~lo-m~-m 
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2 2 

which approach - ~ ~ 
BX 

and -l+B(cr-1) respectively as n-oo, 

n k 
because ~ ~B B 

m 
m-1 k -m 

k:= 

The same results using this second iteration scheme 

can be obtained by substituting the follo~Iing formal expan-

sions 

+f: 
m cr = 0"0 a 0" m 

(22) m=l 
CD 

amBm B = Bo +m~ 

into the following equations 

(23) 

2 2 
a cr + 1 a 8 B

2 = 0 
at2 2 ;;z 

2 
~ B - 0" B = -1 , 
ax 

\vhich are equations ( 11) with the insertion of a dummy 

parameter a. This dummy parameter serves in grouping 

various terms in the expansions only and eventually we 

shall put a=l. Equating the resultant coefficients of 

various powers of a in equations (23) after substitution of 

(22) to zero, we obtain 

(24) 
a2 
-z 
at 

cr = 0 0 

with the initial conditions 
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and 
2 

(25) (~ - ~ ) B = -l 
ax" o o 

with the boundary conditions 

B I = l + f(t) 0 x=O Bo lx=m = l, 
as well as equations (18) and (19) with Pn and Qn given by 

( 20) • 

The solutions of (24) and (25) are (15). By in-
l 2 n n 

duction,- 2 ~ ~B 1
B and ~ a B are finite com-

ax llF'J_ m- n-m m~ m n-m 

binations of the form ~l £J;;
0
ak ,P- i e -kx an\~ 2~ bk;Q. i e -kx. 

Therefore the solutions for (18) and (19) have the follow

ing formt. 
t t 1 

(26) 

(j 
n = L L [ J dt 1 J ak. ~ (t 11 )dt 11

] xo_ e -kx 
k=l ~=0 0 0 

=EL:[to 
k=l q=O 

[ 
-kx x J Bn = /2 L bk, q ( t) sk, t ( x) e - sk, t ( o) e- , 

K=l q=O 

t The convolution operator is defined as 

f(t) 0 g(t) = J: f(t 1
) g(t-t 1 )dt 1 
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where 

~+1 n 

~~+2 L 2n ~! 
n=l 

if k= 1, 

S (x) = 
.Ql 0J 1 ~-n+l k t a. 
-~ (-) -2 k-1 n= 

if .k~ 2. 

are polynomials which satisfy 

follows 

and 

2 
<L 
dx2 

-kx 
1 ) S k , Q <. x ) e 

2 -kx = x e 

He display the first few terms of the solution as 

-X 
e 

1 x 2 2 -x 2 -2x 
Bl = t o f ( zXe- ) + t o f ( Je - Je ) 

1 -x 1 -2x _2. 1 -x 1 -Jx) + f ( t o f ) ( Je - }e ) + f ( t o .1. ) ( '+e - 4e , 

(J = 1 
0 

-x 2 -2x 
CJl - - t o f e - 2 t o f e , 

~2 = totof(l- ~x)e-x + totof
2

[- ~e-x+ ~e -2XJ 

[ 
1 x 10 -2x] + to f (to f) - Je- + ( ""T - 2x) e 

+ tof(tof2 )[-~e-x- ~e-2X + ife-Jx] 

2 [ 4 -2x -JxJ + tof (tof) - 3e + Je 

2 2 [ -2x -4x J + tof (tof ) -e + 4e 
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On the boundary x=O, we have 

() (0, t) = l, 
0 

2 = -(tof + 2tof ), 

Our main interest is concerned with the crossing of 

the particle trajectories. Trajectory crossing occurs at 

the point where rr = 0, i.e. the mass density becomes in-

finite. Because the mass confined between two transverse 

planes moving rigidly with the particle's longitudinal mo-

tion is constant before they penetrate each other, and at 

the moment of crossing, the distance between them is zero, 

hence the mass density is infinite there. After the cross-
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ing occurs, two streams of particles penetrate each other, 

the equations formulated to describe the plasma under the 

assumption of a single stream at each space point are no 

longer valid. So the wave breaks at the crossing point. 

To find whether the wave breaks, and when and where breaking 

occurs we look for the first zero of a. 

We shall confine our attention to the range of the 

disturbance strength such that the partial sum of the first 

few terms in (22) is a good approximation to the sum of the 

infinite series up to the occurence of wave breaking. The 

criterion for the accuracy of the approximation is that the 

last retained term should be small compared with the pre-

ceding terms. Thus a is reasonably approximated by 

1 + a 1 + a2 + a3 provided that the magnitude of a 3 is small 

compared with a 1 and a2 • 

Our calculations below show that breaking will 

occur eventually on the plasma boundary if it does not 

occur inside the plasma previously, provided the distur-

bance is sufficiently strong. To show this, we consider 

responses to step function disturbances and linear function 

disturbances. 

For step function disturbances: 

t 2 -x 2 a2 t 2 -2x 
= -~2Te ~ 21e 

f(t) = ~ for t>O. 

4 1 -x 2t4 2 t a [ -x - x a2 = ~ 4!(1 - 2x)e + f..> ZIT -e + (6-2x)e ] 
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+~J~[- ~e-x- 4e-2x + 4~e -3x]+ ~4~~[-e-2x+ 4e-4x]. 

~6 1 1 2 -x 
cr 3 = ~ tf< -1 + t)x - ex ) e 

2t
6 

8 1 x <6 ~ 95 7 2 ) - 2x] + (3 bT [ ( '9" - T) e- + ( - ~ + bx - -zX e 

+ ~Jh[<- 19~1- ~x)e-x+(2~4-l4x)A(-~+ 1~5x)e-3x] 
4t6 -x 87 7 -2x -3x 763 -4x 

+ (3 61 [-e +(- -g--2"x)e .+ l05e +(- --o-+28x)e J 

+ ~5~[- ~e-x_ lOe-2x+ lg5e-3x+ 56e-4x_ 2~~5e-5x] 
6 . 6 

+ ~ ~[- H -2x 4 -4x 
1 e + l e £.2 -6x] - 4 e . 

Accordingly, 

cr
1

(o, t) - - ( (3 + 2(32)~ 
21 

0"2 ( 0. t) ((3 + 5~2 + 7 (3 3 4 t 4 
= + 3(3 )41 

Now, 1 + cr1 (o, t) + cr2 (o, t) 

while cr3 (o, t) is equal to -

j 4- . 
vanishes when t= I8' + 0 (L) , 

3 s ~2 
2 9 ( 4- IS) + 0 (1) . Therefore 
b 6! 13 ' 

for strong disturbances, namely ~>>1, cr will vanish on the 

boundary approximately when t = l.082 and at that time, the 
13 

magnitudes of the various terms are cr1= -1.1716, cr2=-0.l716 

and cr3=-0.0l08. 

For linear function disturbances: f(t) = ~ t for t>O. 
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t5 l -x 
cr

2 
= ~3T(l- -zx)e 

6 -l- t [ 8 -x ( .2£ _ 8 ) -2x J + t5 bt - )e + 3 x e 

7 
+ Ji3 !__ [- Se-x - l60e -2x + 285e-Jx] 

71 z ) --z-
+ ~4 ~~ [ -60e - 2x + 240e -

4
x J , 

= a t 7 ( -l + Zx - lx2) e-x 
0"3 fJ '7T ~ d . 

8 . 4 
a2 t ((14 ) -x + 

+r> TIT "V- JX e 
2 2x 

(- 1Q2 + 63x- l3x )e- J 
18 

+,133 t9 [(- 3~5- 5x)e-x+(l240 -224x)e-2x+(-~09 +401\:)e-Jx] 
91 ~ 4 3 4 

+ /34 tlO [- 62 0 e -~ (- 9.220 - 320x) e-2x+9768e-3x+ (-JZJ20+3136x:)e-4x] 
10! 9 9 

+A 5t
11

[- 165e-x-5840e-2x+l5525e - 3x+34560e-4x_ ll?l25e -Sx] 
t' llt 2 2 

12 4 
+p 6 1

21 
[-6450e-2x+ 6l200e- x - 79650e-

6
xJ. 

Accordingly, 

a
1

(o, t) 
t3 2t 4 

= -PJT - 4~ 4T , 

t5 2t6 260 3t7 4 t 8 
= ft 3T + l6J3 "5T + T J3 71 + 18oJ3 '8T , 

= - (3 t 
7 

- 7 5 J3 2t 
8 

- 4 58 8 (l3 t 
9 

1 '7T 2 BT 9 P 91 

11036 4t10 5 ll 6 t 12 
- 3 fl 10! - 14400~ ilt - 24900~ 12! 

Now, l + a 1 (o, t) + cr2 (o, t) vanishes when 

t = 4[ 56-
3
112 0 I,;. + l J J~ 0(~) while cr3 (o, t) is equal to 
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- 24910(56 -lll2o')J + 0(.~[3). 
12! j .JtJ 

Therefore, for strong distur-

bances, namely {3 >>l, a- will vanish on the boundary approxi

mately when t = 1 · 6 55 , and at that time the magnitudes of 
./13' 

the various terms are o-1 = -1.2518, o-2 = 0.2518 and 

o-J = -0.0220. 

Numerical calculations, displayed in Figures 2 

through 6, show that breakings occur on the boundary for 

strong disturbances (compared with the initial magnetic 

field) and inside the plasma for weak disturbances. Figure 

l displays the magnitudes of the first three terms in the 

series on the boundary for a strong step function distur-

bance. Figures2 through 6 are a- versus x plots with time 

as parameter. When the magnetic disturbance increases 

linearly in time as f(t) = t, our calculation, displayed in 

Figure 4, shows that breaking occurs at t=l.67. For the 

same disturbance, by direct numerical integration of:r::a:rtial 

differential equations, Adlam and Allen [5] obtained that 

the wave breaks at the b oundary shortly after t=l.6, using 

a mesh size of 6t = 0 . 2 . Both calculations are in good 

agreement. 
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4. THE GENERAL CASE 

When the magnetic field has a non-zero longitudinal 

component, its transverse component can not be of plane 

polarization. We shall solve equations (4) with G= cos e 

supplemented by the initial conditions (5) and the boundary 

conditions (6). Following the procedure in the transverse 

case, we write the 

2 

first equation of (4) as 

_B_O" = l 
Bt2 - 2 

2 
8 ( 2 2) - B + H , 
ax2 

with the initial conditions 

o-lt=O = l ' 

write the second equation of (4) as 

2 2 2 2 
2 ~(~- l) B = ~B(o-- l)- ~(rcose ~H +cos e B), 

B- +-t..::.B ~...,..X..::;t'..::. '- Bt B BX 

with the initial and boundary conditions 

Blt=O = sin6cos ~, BBI 
Bt t=O 

= (~f cost) e-x 
u. v t=O 

B l = sin 6 cos -t. + f cos''~ , x=O 't' '!' Bk=oo = sine cos~ , 

and write the third equation of (4) as 

2 2 2 2 
-
8
-(£__ - l) H = ~H (o- - l) + ~(rcos e ~B - cos2 eH) , 

at2 BX2 Bt..::. BX..::. Bt 

with the initial and boundary conditions 

H lt=O = sinG sin~ , sH J - (~f sin t) e-x 
Bt t=O - u.v t=O 

HI x=O = sin6sin ~ + fsino/, H x=co = sin e sin <j> • 
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To use Picard's itera tion method, we take 

(o) 
1 a = ' 

(27) 
(o) 

sine cos¢+ 
-x 

B = f coste 
(o) -x 

H = sine sin¢+ f sin te 

as the initial approximation, and define the successive 

approximations by the solutions of the following equations. 

2 (n) (n) 
(2 8 ) a a = p 

;tz 

with the initial conditions 

(n) I - aa(n) 
a t=O - 1 ' et 

t=O 
= 0 

and 

(29) 

with the initial and boundary conditions 

B (n)lt=O B (n) d -x = sin ecos ~ , ~ = (~fcost)t=Oe 
t=O 

B (n)lx--O = sin 8 cos,~._+ f cos''' , Bfp)l · 9 ,~-, 't' '!' x=ro = s2n cos 't' , 

and 

(JO) 
2 2 (n) ( ) 

e (a - 1) H = R n 
at2 ax2 

with the initial and boundary conditions 

(n) l a H(n)l - ( d f . ''') -x 
H t==O = sine sin~ ' a-c- t=O - ere Sln i t=Oe ' 

H ( n) J x=O -- ( n) / sin e sin~ + f sin t , H x=ro = sine sm~ , 
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(~1.) 

in 'irhich P 
(n) (n ) 

~ and R are specified functions deter -

Mined by the chosen iteration scheme . In terms of the in-

c rements or iteration defined as 

( 0) 
a = (5 ' 0 

Bo 
(o) 

= B ' 

H 
(o) 

= H ' 0 

an = 
(n) 

a - a 
(n-1) for n ~ 1, 

B 
(n) ( n-1) 

= B - B n for n ~ 1, 

Hn 
(n) (n-1) 

= H - H for n ~ 1, 

we have 
(n) n 

a = 2: am 
m=O 

( n) n 
B = m~ B ' m 

(n) n 
H = m~ HID 

and as n - CD 

00 
a= L am 

m=O 
00 

B = L Brn 
m=O 
00 

H = L: Hm 
m=o 

Subtracting (28), (29) and (30) with n replaced by n-1 from 

(28), (29) and (30) respectively, we obtain the following 

equations for the increments. 
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(31) 

with the initial conditions 

and 

2 2 
(32) _a_ (_a - - l) B = Qn 

2 2 n 
at ax 

with the initial and boundary conditions 

Bnlt=O ' aBn I 
Bnlx=O B I = 0 

at t=O n x=ro 

and 
2 2 

(33) 8 (8 

-;t2 at2 
- l) Hn = Rn 

with the initial and boundary conditions 

aHn I 
a-c- t=O ' H I n x=O ' 

in which 

= R(n) _ R(n-l) 

We use an iteration scheme such that 
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( 34·) 
2 n 2 

= ~ \' cr B - ~(rcos e ~Hn_1 + cos 2 eBn_1 ). 
t. c. L m n-max c. a~.., 

a m=1 

2 n 2 2 
R = ~ L crmHn-m + ~(f'COS e .§!..__Bn-1 - cos 9Hn-1) ' 

n at m=1 ax at 

corresponding to 

(n) 
p = - 1 a2 [ (o) (n-1) (o) (n-1) - --z B B + H H 

2 ax . 

~1( (m) (m-1)) (n-m-1) 
+ L B -B B 

m=1 
n-1 (m) (m-1) (n-m-1)] 

+ L (H -H )H 
m=1 (35) 

= 

which approach -
2
1 ~(B2+H2 ), ~ B(cr-1)-l,(rcose~H+cafeB) 

ax at ax- av 

2 2 
and ~H(o-1)+~(T'"'cos e ~B-cos2 9H) respecti ve1y as n - oo , 

ate. ax at 
n k 

because }. )' Bm_1 Bk- m 
k~ m~ 

n 2 
has the same 1im1 t as (mh Bm_1 ) , 

n k n n 
and L L amBk- m has the same 1imi t as ( .[: am) ( I: Bm-l) • 

k=1m=1 m=1 m=1 
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The same results using this iteration scheme can be 

obtained by substituting the following formal expansions 

(36) 

into the 

(37) 

(X) 

cr = cro + ). amcr 
m""='l m 

CD 

B = Bo + .L; amBm 
m=l 

Q) 

H = H + L a~m 0 
m=l 

following equations 

2 
a l 2 2 2 

cr + za~ ( B + H ) = 0 
at2 

ax: 

2 2 2 
_a_(~B - cr B) +a _a_(rcos 8 ~H 
at2 ax2 2 at 

ax 

2 2 2 
a ( .§:__H - o- H) + a ~(-rcos 8~B 
;-:t"2 ax2 ax at 

2 + cos 8B) = 

+ cos 2 e H) 

which are equations (4) with the insertion of a dummy 

parameter a. This dummy parameter serves in grouping 

various terms in the expansions only and eventually we 

0 

= 0 

shall put a=l. Equating the resultant coefficients of 

various powers of a in equations ( 37) after substitution. of 

(36) to zero, we obtain 

2 
(38) :t2 0"0 = 0 

with the initial conditions 

ao-0 
et = 0 ' 

t=O 
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and 
2 2 

(39) e (a - ~ ) B = 0 -2 ---z 0 0 
at ax 

with the initial and boundary conditions 

Bo 't=O 
= sine cos~ eB0 =(9:.._£' cos 'f') t=Oe 

-x 
• 

at 
t=O 

dt 

Bo / = sine cos~+ f' cost • B0 I = sin e cos <jl. 
x=O x==ro 

and 
2 2 

(40) ~(~ - ~ ) H == 0 
at ax 0 0 

with the initia l and boundary conditions 

H j == sin e sin~ , 0 t==O 
eHo I ==(.9:.._£' sin'v)t--Oe-x • 
et t==O dt T 

H0 I = sine sin 9 + f'sin t , 
x==O 

H0 l = sin 8 sin~ , 
x=oo 

as well as equations (31), (32) and (33) with Pn• Qn and Rn 

given by ( 34) . 

The solutions of' (38), (39) and (40) are (27). By 

induction, Pn• Qn and Rn are f'inite combinations of' the 

~ ( ) ~ -kx ( ) ~ - kx f'orm L.. ak l t x e , }. L bk Jl t x e , and 
le ~ =o • K=l 2 ==O • 

I: L: hk (t)x~e-kx. Therefore the solutions of' (31), (32) 
k=l £==0 • Q 

and (33) have the following f'orm 

] 
~ -kx 

~n = } L [ toak, Q ( t) x e , 
g ~=0 

( ) -kx x 
Bn = }' L [ to bk, q t ][ sk, Q ( x) e _ sk, a ( 0 ) e- J , 

k~ 2=0 
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~ \' -kx -x 

Hn = L L [tohk,Q (t)] [Sk.~ (x)e - sk,q (o)e J , 
k=l £=0 

where sk.~ (x) are polynomials defined in Chapter J. 

We display the first few terms of the solution as 

follows 

B
0 

= sin8 cos~ + f coste -x 

B1 = [sin2 ecos ~ tof cos('!'-~ )+coi8tofcost+rcos0o:fsinf](-}xe -x) 

+ sinG cos ~(tof2 ) <je -x - je-2x) 

+ :f cost (to f SL"l 8 cos (t-~)] (je -X - je -2x) 

+ :fcost (tof2 ) (~e-x - ~e-Jx) , 

H
0 

= sin e sin~+ f sinfe-x 

H
1 

= (sin2 8sin ~ tofcos ("o/-<j> )+cos2 8to:fsiny-rcos8 ofcoslJI](~xe -x) 

+ sin0sin~ (tof2 )(}e-x- }e-2x) 

and 

+ f siny [to f sin8cos ('f-4>) J (~e-x - je - 2x) 

+ fsiny(tof2 )(~e-x- ~e-Jx) ; 

0" = 1' 
0 

0"1 = - [ t 0 f s me cos <t -~)]e-x - 2 (to f 2 ) e -
2

X ' 

a2 = [totofsin8cos(f-¢)+rotof sin8cos8sin(t-¢)] (1- ~x)e-x 

+ tofcos 2 e ~os~(tofcosr)+ sino/(tofsin~)] (2-2x)e-2x 

+ tofcose[coslJr(l~ofsino/) - sinf(rofcos'J')] (2-2x)e-2x 

2 2 [ 2 -x 8 -2x] + t 0 t 0 f sin e - Je + Je 

+ tofsin8cos(1f-<j>) [tofsin8cos(t-<j>)][-je-x+(~-2x)e-2X] 

+ to:fsin8cos(y-<j>)(tof2 ) [-~e-x_ ~e-2x + 1fe-3xJ 

+ to:f
2

[tofsin8cos('it-<j>)] [- ~e-2x + Je-JxJ 
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2 2 -2x -4x + tof (tof ) [-e + 4e J • 

For strong disturbances, the dominant parts of ~1 • ~2 and 

~3 are 

tof2 (-2e-2x) ~1 -::::; 

2 2 -2x -4x 
~2 ~ tof (tof )(-e + 4e ) 

2 2 2 ('~e -2x + 2e-4x - 6e-6x) ~3 ~ tof [tof (tof )] • 

because they are the parts which contain the strongest 

dependence on the disturbance f(t) and g(t). By induction, 

using the follm-Iing recursive equations 

with crn, 

2 2 
~ ~n z - ~(fcosye-xB _

1 
+ fsinte-xH 

1
) , 

et ax n n-

2 2 2 -x a (a - 1) Bn ~fcoste a-
~-z 

z 
at ax at n 

2 2 2 
a (a - 1) H a -x 
~~ 

~ ~fsini'e ~n 
at ex n 

at 

B • a Bn, H • a Hn = 0 
n at n at 

at x=O, it can be shown that 

n 2 2 2 
~n ~ (-) tof [tof ( ... tof ... )] 

. [ 2 -2nx ( l) -(2n-2)x 1 (n 2 ) -(2n..l.J1x 1 (· J) -(2n-6 )x J ne - n- e - b - e. - J2 n- e - .•. 

with n times of convolutions 

We conclude that breaking will occur approximately 

at the first zero of the following expression. 

1- 2tof2e-2x + tof2 (tof2 )(-e-2x + 4e - 4x ) 

provide d t h e d isturba nce is s ufficiently strong . 
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3:t x = 0 for a step function disturbance 
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Figure 2. Plotsof 0 versus x for a strong step 

function disturbance f = 5 for t > 0. 
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Figure 3. Plots of CJ versus x for a strong linear 

function disturbance f = 5 t • 
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Figure 4. Plots of a versus x for a strong linear 

function disturbance f = t. 
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function disturbance f = it . 
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COLLISION-FREE PLASI1A IN A 11AGNETIC FIELD 
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1. I NTRODUCTION 

Recently there have been some discussions on weak 

interactions of nonlinear dispersive waves. Benjamin 

and Feir [l) have found the instability of Stokes waves on 

deep water with respect to a disturbance of sideband fre

quencies. Zakharov [2] has found the instability of Lang

muir oscillations in an isothermal plasma without a magnetic 

field and the instability of ion-sound waves in a cold ion 

gas imbedded in an isothermal electron gas. For Stokes 

waves on water of finite depth, Whitham [3] and Benjamin 

[4] have found a cutoff frequency such that the wave is 

stable or unstable according to whether the wave frequency 

is less or greater than the cutoff frequency. 

In this paper we analyze the stabilities of peri

odic waves in a cold plasma in a magnetic field. In the 

limit of linear theory, there exist two modes of waves in 

a cold quasi-neutral plasma: slow waves and fast waves, 

characterized by different dispersion relations. In general 

when the main wave and the disturbance waves are in differ

ent modes or when their frequencies differ largely, the 

coupling between them is weak so that the main wave is 

stable from the disturbances. However when they are in the 

same mode and their frequencies differ only slightly, the 

coupling between them may be strong enough to cause large 

transfer of energy from the main wave to the disturbance 
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waves with the consequence of instability of the main wave. 

Our results show that slow waves are always unstable, where

as fast waves have a cutoff frequency for their stabilities. 

In Chapter 2, we show that waves of permanent form 

in the Eulerian coordinates also appear as waves of perma

nent form in the Lagrangian coordinates and vice versa.This 

allows us to do the stability analysis of periodic waves in 

either coordinates. It is simpler to do the calculations 

in the Lagrangian coordinates, since in those coordinates 

the equations of plasma motion can be reduced to those for 

the inverse mass density and the magnetic field only. In 

Chapter J, we demonstrate the existence of periodic waves, 

which are propagated at an oblique angle to the magnetic 

field, by constructing their Stokes expansions in amplitude. 

The stability analysis is presented in Chapter 4. 

Both water waves and plasma waves have a cutoff fre

quency, beyond which they are unstable to sideband distur

bances. The cutoff frequency depends on the water depth or 

on the electron's gyrofrequency. In this parallelism pl~ 

waves propagating across a magnetic field correspond to wa

ter waves on shallow water, both are stable. Indeed this 

parallelism is clear from Whitham's paper [5] in which he 

has shown that the averaged equations for Boussinesq equa

tions for shallow water waves and those for plasma waves of 

transverse propagation are identical in structure. 
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2. WAVES OF PERMANENT FOHI"l 

The governing equations for one-dimensional unsteady 

motion of a plasma in a magnetic field have been derived as 

(1) and (2) in PART II. The contact transformation em-

ployed between the Eulerian coordinates and the Lagrangian 

coordinates, together with the continuity equation gives 

such a kinematic property that waves of permanent form in 

the Eulerian coordinates also appear as waves of permanent 

form in the Lagrangian coordinates and vice versa. 

Suppose a wave of permanent form in the Eulerian 

coordinates is described in terms of a phase variable 

~ = WT + KX 

in which W and K are 'the frequency and wavenumber in the · 

Eulerian coordinates. Then 

( 1 ) d ~ = W dT + K dX . 

Using the contact transformation that dT = dt and 

dX =cr dx + u dt, we get 

pd~= p(W + Ku)dt + Kdx. 

The continuity equation 'in the Eulerian coordinates 

£_(Wp + Kpu) = 0 
dg'? 

can be integrated to 

p(W + Ku) = W + KU 

in which U is the value of u at the place where p is equ• 

to 1. Accordingly 

( 2 ) p d S? = ( W + KU) d t + K dx 
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Therefore, from (1) and. (2), d 'se= 0 gives the phase veloci-

ty in the Eulerian coordinates 

(J) 

and the corresponding phase velocity in the Lagrangian 

coordinates 

(4) dx W 
dt = - K - U 

which is a constant. Hence the wave also has permanent 

form in the Lagrangian coordinates. 

Conversely suppose a wave of permanent form in the 

Lagrangian coordinates is described by a phase variable 

¢ = wt + kx 

in which w and k are the frequency and wavenumber in the 

Lagrangian coordinates. Then 

( 5) d~ = (.1) d t + k dx . 

Using the inverse transformation that dt = dT and 

dx=p ( dX - u dT ) , we get 

cr d~ = (wcr - ku) dT + kdX. 

The continuity equation in the Lagrangian coordinates 

h<wcr - ku) = 0 

can be integrated to 

W a - ku = OJ - kU . 

using the fact that u=U at the place where cr 1 = p = 1. 

Accordingly 
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( 6) cr d¢ = ( W - kU) dT + k dX. 

Therefore, from (.5) and (6), d~=O gives the phase velocity 

in the Lagrangian coordinates 

( 7 ) 

and the corresponding phase velocity in the Eulerian 

coordinates 

( 8) dX __ W + U 
dT - k 

which is a constant. Hence the wave also has permanent 

form in the Eulerian coordinates. 

From (3) and (4), or (7) and (8), we have 

Thus the phase velocities in the two coordinates differ by 

U which may be identified as the streaming velocity of the 

plasma. If we identify the frequency in the Lagrangian 

coordinates with the frequency in the Eulerian coordinates 

(JJ = \I] 

then from (.5) and 

+W KUP dg? = '·r dt + \vK dx 
W vv W + KU ' 

it is seen that the wavenumber in the Lagrangian coordi-

nates is related to the wavenumber in the Eulerian coordi-

nates by 

k w 
=~l+KUK 
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and the two phase variables are related by 

dill = w p d::M r w + KU ::r: 

which can be integrated to give ¢ as a function of ~ , 

because p is a function of ~ • 
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3. PERIODIC vlAVES OF OBLIQUE PROPAGATION 

It is well known [6] that waves of permanent form 

can be propagated across a magnetic field. All such waves 

of transverse propagation are periodic waves with symmetry 

at wave crests and wave troughs, including the solitary 

waves as the limit case when the wavelength is infinite. 

It is also known [7] that periodic waves can be propagated 

along a magneti c field. We shall show that the equations 

of plasma motion also admit a solution in the form of 

Stokes expansion in amplitude which represents a periodic 

wave propagating at an oblique angle to the magnetic field. 

For waves of permanent form with phase variable 

~=wt + kx, equations (3) in PART II become 

h<wo - ku) = 0 

h [w u + ~k ( B2 + H
2

)] = 0 

d (wv 
dq) 

kGB) = 0 

(9) 

Suppose u, v, w, B, H take the values U, V, ~v . b, hat the 

place where ~ is equal to 1, then equations (9) have the 
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following integrals 

w a - ku = w - l{U , 

wu + ~k(B2 + H2 ) =wU + ik(b
2 + h

2
) , 

W v - l{G B = w V - kG b , 

ww - kGH = w W - kGh • 

We shall use the quiescent values of the mass den-

dity and the magnitude of the magnetic field as the refer-

ence values in normalization. Hence G = cos e , b= sine cos'f , 

h= Sin 8 sin \jr in Whic.h 8 is the propagation angle. 

Equations (10) are invariant under the transfor

mation B -- B , H -- -H and ¢ _. -¢, hence with the condition 

~I =0 and H 1~- =0 the solutions are reflectively sym-
u'l' ¢=0 '1'-0 
metric with respect to the plane ¢=0. Among these symmetric 

solutions, there are periodic solutions, as shown later, 

which represent periodic waves propagating at an oblique 

angle to the magnetic field. 

To construct periodic solutions, we substitute the 

following expansions 

B = b + a B(l) + 2 ( 2 ) a B + • • . , 
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(ll) H = h + a H(l) 2 ( 2) 
+ + a H ... • 

w =fl+ a a< l) 2 ( 2) 
+ + a !1 . . . • 

into equations (lO). The equations satisfied by B(l) and 

( l) 
H are 

d [(.n2k2d2 - .02+k2G2+k2b2)B(l)+(r.D.k2Gh +k2bh)H(l)] = 0 • 
dl" d~2 . dr 

which can be combined to give 

(l2) d [<r}k2d2 - .n2+k2G2+k2b2) (n2k2d2 - n2+k2if+k2h2) 
~ d~2 d¢2 

+ 12.n2k4G2~- k4b2h2]B(l) = 0. 

d~ 

Equation ( l2) admits sinusoidal functions as solutions. l-Ie 

may normalize the period to 2TI by making n satisfy the 

following dispersion relation 

[.n2 (k2+l) -k
2 

( G
2 

+b
2 )][c{< k 2 

+l) -k 
2

(G
2 

+h 
2

)] -r2n2
k 

4 
cf-k 

4
b

2
h

2 
= o . 

Withn so satisfied, the general solution of equation (l2) 

is a linear combination of l, cos~ • sin~ • cos 11~ and 

sin v¢ in 1>Jhich V = )< l+G2+r2G2 ) It} - 2/k
2 

- l . Periodicity 

of period 2TI rules out the appearance of either cos v¢ or 

sin v¢ in the solution. Hence the solution can be written 

as 

(l) i~ 
B = blo + Re bne 

and accordingly, 
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H(1) - h R ih i~ 
- 10 + e 11e 

where b10 and h10 are undetermined real-valued constants, 

b11 is an undetermined complex-valued constant, and 

_ -rDk
2
G-ik

2
bh b = -r?(k

2
+l)+k

2
(G

2
+b

2
)b 

h11- rl<k2+1)-k2 <c2+h2 ) 11 rok2G - ikZbh 11 • 

The equations satisfied by B( 2 ) and H( 2 ) are 

d [ <rlk2. d 
2 

- o2+k2G2+k
2l? B (2~(rnk2c d + 0bh )H <2~P(2)]=o dl d~2 . ~ • 

(13) 

where 

P (
2

(, ri l) [ 2!l( k ~~z -l) B(1)-+f•Jl~OJ} k2 [b( tB at (l4H(l)H~ hB (1)H OJ] 

i¢ i2¢ 
= P2o + Re(P2le + P22e ) • 

Q (
2 

(, ,p-l [ 2!l(lf~~ -l) H (l) -rk2G£-f (~k2[h( ~H(l)H(l~~ B (\ (!_))!-bH (l)B (l)J 

( . i¢ i2¢) = Q20 + Re 1Q21e + iQ22 e , 

in which 

(1) 2 2 2 
P 21 =-n [ 20 ( k +1) tn_+rk Gr~nJ + k [b (3~ bn_+lll_wh:J +h(~0 bn+i~cPJ_~ J , 

p22= k2[b(~bi1- ~hi1) + ifhb1lh11] t 

(l) 2 2 2 
Q21 =- .o [2.o(k +1 )t:u+rk Gb_n]+k [h (3hJDh_n-il)_0 lJ_J!+bOJ.o~ -ii]_0 b11

)] , 

- 2 [ ( 3, 2 1 2 1 
Q22- k ih ~n11 - ~b11) + 2bh11b11J · 

Equations (13) can be combined to give 
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2 2 2 2 2 2 2 2 2 2d 2 2 2 2 2 2 ~~ { ((.0 k ~ -.0. +k G+l{ b ) (O k d<j> 2 -D +k G +k h ) 

2 ~<1>4 2d2 4 2 2] (2) (2)l 
+rn.kG~-kbh B +R J =0 

d<jl 

where 

in which 
2 2 2 2 2 2 2 

R
21

= -[D (k +1)-k (G +h )jP21 + (rDk G - ik bh)Q21 , 

2 2 2 2 2 2 2 
R22= -[D (4k +1)-k (G +h )] P22 + (2r.Qk G - ik bh)Q22 • 

To avoid secular term, it requires that R21=0 . Then the 

solutions for {J9) are 

B(2) = b20 + Re (b2lei¢ + b22ei2¢) ' 

(2) i¢ . i2¢ 
H = h20 + Re (ih21e + 1h22 e ) , 

where b 20 and h20 are undetermined real-valued constants, 

b 21 is an undetermined complex-valued constant, and 

= - R22 
[.o2 ( 4k2+1) - k 2 ( G2 + b 

2
)] [ n 2(4k2+J) -if< ct+h

2
)]-4r::;f#c:f-k4lfh2 ' 

= Q21 - (rDk
2

G + ik
2

bh) b21 
o2 (k2+1) - k 2 (G2+h2 ) 

2 2 
= Q22 - (2r.Ok G+ik bh) b22 

D 2 (4k2+1) - k2(G2+h2) 

In general 
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(n) n 
im¢ B = b + Re [;b e no m=l nm 

(n) 
h + Re i [ hnm 

im¢ H = e no m=l 

The four sequences of undetermined constants 

jb11 , b21 •... ~ are to be determined by three constants 

which characterize the wave, say the values of B, H and 

~ at ~=0, and the requirement that Rn1 =0 to ensure the 

boundedness of the solution. Suppose BI~=O' HI~=O and 

d B ! have the following expansions 
~ ¢=0 

BI~=O = 

H I<P=O = 

dB I = 
Ciq5" ¢=0 

b +a {3(1) 

h + a 1 
( 1) 

a (j 
,( 1) 

+ a28(2) + 

2 ( 2) 
+ a -y + 

+ a 2 ~( 2) + 

. . . ' 

... • 

. . . . 

(1) 
Then b10 , b11 , h10 and n are determined by the following 

algebraic equations 

b R b = {3(1) ' 10 + e 11 

,( 1) 
Re i b11 = (3 , 

( 1) 
h10 + Re ihll = "f , 

R21 = 0 • 

recalling that h11 and R21 are known in terms of b
10

, bll• 

h10 and n(l). And b20 , b21 , h20 and n( 2 ) are determined by 
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b 20 + Re (b21 + b ) = {3(2) 
22 • 

Re i(b21 + 2b22) =f.,,( 2) 
• 

h20 + Re i(h2l + h22) 
=I (2) 

• 

R.3l = 0 . 

In general, bno' bnl' hno and D(n) are determined by 

Re 

h no 

n {3(n) 
+ Re b = 

m= nm 

n '(n) 
i L mbnm = fj 

m=l 

+ Re i t hnm = 1 ( n) 
m=l 

R = 0 • n+l,l 

Both bn,l and Rn+l,l have real parts and imaginary parts. 

Thus at each stage there are five algebraic equations to 

determine the five undetermined constants, bno, Re bnl' 

Im bnl' hno and .n(n). 

tions 

Finally for symmetric waves satisfying the condi-

B j ¢=o = sinG' + a , 

H l¢=0 = 0 • 

~~ = 0 • 
U.ljl ¢=0 

this corresponding to a choice of t=O, we may make B(n) a 

linear combination of cos n~, cos(n-2)¢, ... co~¢, and H(n) 
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th ( ) th s i n2 ~ a linear combination of sinn'l', sin n-2 '!'•··· sin¢ if n is 

~dJn , and D(n) equal to zero if n is odd by requiring that 

ImBru=O for all n. Then B(n)l¢=n =(-)nf,(n) and H(n)/¢=7! =0 

which show that B=s in e - a, H=O at 0= 1f • He display the re-

sults below for the first two terms. 

[n 2
(k

2
+1)-k2 ][n2

(k
2
+1)-k

2
cos2 e]- r 2.o 2

k
4

cos
2 e = 0 ' 

blO = 0 bll = 1 

hlO = 0 hll = -r.Ok2 cos e 
z(kz 2 z n +1)-k cos e 

b20 = -b22 b21 = 0 

Using the first equation of (10), we obtain 

a = 1 + a a(l) + a 2 a( 2 ) + 

where 

a 
(1) 

( 2 ) 
a 
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I l (n) · li bi ti f J.. n genera , C5 lS a near com na on o cos n'l', 

( ) l . even 
cis n-2 <j> , • • • cos 4> lf n is odd . 

For the transverse propagation 8= ~· the above 

results become 

k 2+l 
2 

bll l b20 b22 
k +l = =--:--z- = 
4k2 41{ 

k2 l 2k
2
+l 

sll = n2 t s20 =-4(f s22 = 
4tl 

which is the expansion of the solution discussed by Davis, 

Lust and Schluter [6] . 

For the longitudinal propagation 8=0, the above 

results become 

h20 = 0 

l k
2 

s20 = 2 if 
l 2 k

2 
Which iS the expansion Of the Solution <T = l - r ";;IZ 

B = a cos ~ , H = ±a sin 4> with .J (k2+l) - k 2 ( l+ ~a2 )+ rwk2= o 

discussed by Ferraro [7] . 
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4. STABILI'I'Y ANALYSIS OF PERIODIC i-JAVES 

The governing equations for plasma motion in a mag-

netic field have been derived in PART II as 

~2 1 2 2 2 
-

0

-CJ + ~(B + H ) 
at2 2 ax'-

= 0 • 

2 2 2 2 
(14) ~(~B - a B) + ~(r cos 8~H + cos e B) = 0 at· • 

at ax ax 

2 2 2 
+ cos 2 eH) _a_( _e_H - CJ H) + ~(- rcos e ~B = 0 . 

2 2 at at ex ax 

We consider wave motions which can be decomposed 

into components that are periodic in space. Suppose that 

there are three main components with wavenumbers k1 • k 2 

and k 3 related by 

Their amplitudes have a magnitude of order O(a). The self-

interaction of the component of wavenumber kn will produce 

components of wavenumber whose amplitudes have a 

magnitude of order O(aN) . Then the mutual interaction will 

produce components of wavenumbers Nkn±J.'.1.km whose amplitudes 

d d O(aN+N). have a magni tu e of or er Therefore we may \'lri te 

(15) 
B = B0 + Re 

H = Re 
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in which L means summation over nm.=ll, 22, 33, 12, 13, 21, 
nm 

23, and knm=2k1 , 2k2 , 2k
3

, k 1+k2 , k1+k3 , k2 -k1 , k 2 -k3 

corresponQingly. Later we shall use k 31=k1 -k3 and 

k 32=k3+k2 . Also in (15), 0 0 and B0 are real-valued con

stants, which can be written as 

0
0 

= 1 + a2~0 + O(a4 ) , 

B = sin e + a 2 (3 + o ( a 4 ) , 
0 0 

crn, Bn and Hn are complex-valued functions of t whose ampli

tudes have a magnitude of order O(a), 0nm, Bnm and Hnm are 

complex-valued functions of t whose amplitudes have a mag

nitude of order O(a
2

). 

We substitute (15) in (14), and regroup term~ 

according to 
ik23x 

e . The resultant co-

efficients should vanish, both real parts and imaginary 

parts separately, because the real part and the imaginary 

part associated with the same wavenumber represent differ-

ent components of wave motions which are in quadrature in 

phase. Thus we obtain the following sets of equations. 

~:2crn - k!B0 Bn - k~Pn + o(a5 ) = 0 , 

2 2 2 . 2 2 5' 
(16) ~[("~<- +cr

0
)B +B a +Q ]+fK cosEB-H +k cos 9'R +O(a )= 0, d t t: ~n n o n n n d t ~'1'1 n --n 

where 
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pl = ~( ~ B~B:Jn+Bz:a;_ +BJ:B21 + tH~J}n+H2H~l+HJH21) , 
c.. nb n=l 

1 ~~ ·~ -3~· -J{- -i~ 

~ = 2(B1B13+B2Bll+BJBJJ+B1B21+B2B23) 

+ ~(H~HlJ+H~H11+H;HJJ+H1H; 1+H2H;J) 
ll* * 1 "1* ~-

~ = ~< L crnB1n+o-2B21+o-3B21) + -2( L:Bncrln+B2o-21+BJcr21)' 
c.. n=l n=l 

l* .;~ {~ * * 
RJ= 2(crlHlJ+cr2Hll+o-JHJJ+o-lH2l+o-2H2J) 

+ ~(i~crlJ+~;o-ll+ijo-JJ+Hlo-~l+H2d;J) 

and 

d2 2 2 4 
~ k B B - k P + O(a ) = 0 dt2 nm - nm o nm nm nm • 
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(17) 

where 

1 1 
p11 = 4(B1B1+H1H1) + z(BJB2+HJH2) ' 

1 
p22 = 4(B2B2+H2H2) 

PJJ = t(BJBJ+HJHJ) , 

1 
p12 = 2(B1B2+H1H2) ' 

P1J = ~(B1BJ+H1HJ) , 

P21 = ~(B2B~+H2H~+B]B1+H;H1 ) , 
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1 -)(· * 
Q2J = 2(a2BJ+ B

2
a

3
) 

1 a
3

H2 + H
3

a2 ) R11 = 2(a1H1+ 

R22 = 1 
a2H2 2 

RJJ 
1 a

3
H

3 = 2 

R12 = ~(a1H2 + H1o2) ., 

1 + H1a
3

) R1J = 2(alHJ , 

R21 
1 .;~ * * + H;a1 ) = -z(cr2H1 + H2al + a

3
H1 

1 -l:· * R23 = 2(o2HJ + H2a
3

) 

To first order in a , equations (16) are 
2 

La - ~sine Bn + O(a3 ) = 0 
dt2 n 

(18) 2 d
2 

2 2 2 d 2 1. 
((~+1)--z +k cos eJBn +rk cosmHn+sin~cn_+O(a-;= 0, 

dt n n d~ 

2 2 2 2 2 J 
[(k +1)~ +k cos eJH - rk cos e~B + o(a ) = o , n dt~ n n n uv n 

which can be combined to give 

The solutions can be written as 

if1 t 
B =a(:3Ae n 

n n n 
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where Bn is an undetermined constant, An is a slowly varying 

function of t to be determined later such that A =0(1) but 
n 

~n=O(a2 ) to account . for the term O(aJ) in the equation, 

and 

Qn = n (kn) 

in which D(k) is a function of k defined implicitly by the 

following dispersion relation 

2 2 2 2 '2 2 2 2 2 4 2 
(19) [n (k +1)-k ]fn (k +1)- k cos 8]- r n k cos e = o 

which defines a four-branch function. Thus .0= flp, fls, -D.F 

and -.08 with 

0.p { k 
2 

[ 2 2 2 2 2 = 2 2 (k +l)(l+cos 8) + r k cos e 
n8 2(k +1) 

1 

J. 2 2 4 2 2 2 2 2 4 4 4 'J} 2 

± (k +1) sin 8+ 2r k (k +l)cos 8(l+cos e)+rkcos8 . 

Accordingly, from (18) 

= ia 'Y A e i~ t + 0 ( a3) Hn n n 

where 
2 - rn k cos 8 

-v n n a 
'n = 2 2 2 2 JJn 

C( 
n 

n-(k +1) - k cos G 
~""n n n 

2 
k 

= -:::7 S s in e . 
(2 n 

n 

Next, to second order in a, equations (17) are 
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d2 - k 2 B sine - k
2 

P + O(a4 ) = 0 
dt2crnm nm nm nm nm 

2 2 2 2 2 d d2 ; 4 
[o~:riDl+l)~+k cos eJI?11n+ rk coseMrn.+sin6:z1im+:::-thn+O(a )=O, 

d t G. nm run dt dt 
(20) 

which can be combined to give 

{ 
2 2 2 2 2 2 2 24 2 2 } 

[ (k +1)~ +k )[(k +l)~+k cos e] +r k cos e~ B. 
nm d tG. nm rm d tG. -run nm dtG. nm 

We shall use the following notations 

n = .o +n nm n m 
for nm= 11, 22, 33, 12, 13, 32 

n =o-n 
23 2 3 

The solutions for Bnm corresponding to the response to the 

excitation are 

for nm=22, 33, 12, 13, 

where 
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for n==1, 2, .3: 

~nn == ~{[n~ (k~n+J) -k;ncos
2 e] [2o!11 ~nP->n +k~(~; -1;) sine] 

- 2r~k~n~'Yncos 9) /l[O~n(k~+1)-k~J 
-[.n2 (k2 +1)-k2 cos2 e]- r 2()2 k 4 cos2 e J nn nn nn 4 -:nn nn 

and for nm==12, 1.3, .32: 

~ == 2
1 jfrl (k

2 
+1)-k

2 
cos

2
eJ[n

2 
(CX ~ +~ 0( )+k

2 (~ 0-11 )s:meJ nn nm nm nm nm n m n m nm n m n m 

- r.n.3 k 2 <a 1 +1 e< )cos e ~ 11 [.n2 (k2 +1)-k2 J 
nm nm n m n m . nm nm nm 

. [(f (k2 +1) -k2 cos2 e J- r2o2 k4 cos2 e t 
nm nm nm nm nm J ' 

and for m==1, .3: 

~ 2m == ~~lo~m(k~m+1)-k~mcos 2 e]fo~m(~ ~m+ ~2~)+k~(~2f3m+Y2~)sin e] 

and 

~31 == ~l [n~ 1 ( k~ 1 +1) -k~1 cos
2 e][n~1(<X3 01+(33cs_) +~~1(~.3 f->1+~ i 1)sm e] 

.3 2 t 5 2 2 2 ] - r a31 k 31 (CX
3

Y1 - 13 Dl) cos e ) 1 1 [o31 (k31 +1) -k31 

~2 2 2 2~ 22 4 2t ·lD
31

<k 31+1) -k31cos e1- 1 n
31

k 31cos e J 
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Accordingly, from (20) 

2 iD11t in32 t 4 
H

11
= ia (1 11A1A1e + "t

32
A

3
A2e ) + O(a ) , 

H = ia21 A A eionmt + O(a4 ) 
nm nm n m for nm=22, 33, 12, 13, 

for n=l, 2, 3, 

for nm=l2, 13, 32, 

and 
i(} t c< 1.(132 t 

O(a4 ) (jll = -a 2 ( 0: A A e 11 + + ll 1 1 32
A

3
A2e ) • 

-a2c< 
i~ t 

O(a4 ) anm = A A e m + for nm= 22, 33, 12, 13, nm n m 

0"21 
2 c< * 1021 t * i£1:31 t 

+ O(a
4

) = -a ( 21A2Ale + ~1A3A1e ) ' 

0
23 = -a20S3A2A;ei~3t + O(a4) , 
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where 

for n=l, 2, 3, 

for nm= 12, 13, 32, 

for m=l, 3, 

Now equations (16) can be combined to give 

{ ( k;_ +o-0 ) 
2~ ~4 + [~(~+a-0 ) ( 2 cos 

2 6+B~) + r-.2 k~ cd eJ:: 2 + ~os"e(coJetB~&lj, 
2 2 2 22 2 2 3 

+[O~+oo)~+kncos eJI~~+knBoPn]- rk cose~Rn+ O(a5) = 0 
dt dt n dtJ 

for n=1, 2, 3. 

Upon substitution of the preceding expressions of an, Bn' 

Hn, ama' Bnm and Hnm in terms of An and recalling that 

~An=O(a2 ) hence 

d2 iOnt 2 4 iDnt 
dtzAne = [-onAn + i2Dn~tAn + O(a )]e 

we obtain 
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i fl~t:A.l 2 ~ -~~ +a [(flO + f lnAnAn )Al 
n=l 

* -1(201-02-0J)t 
+O(a4 ) + f 14A

1
A

2
A

3
e J. = 0 • 

d 2 ~ * i f2a_-tA 2 + a [(f20 + f2nAnAn)A2 
n=l 

(21) .,.. i ( 2Dl -O;z -OJ) t 
+ O(a4 ) + f 2 4AlAlAJ e J = 0, 

1 f3~e\3 
2 J -1< 

+ a [ ( f JO + .C f JnAnAn)AJ 
. n=l 

-::- i ( 2D1 -Dz-DJ) t 
] +O(a4 ) 0 + f J4A1A1A2 e = • 

in 1-J"hich 

for n=l, 2, J: 

f =j-4r3(k
2

+1) 2+2D [k
2

(k
2
+l)(l+cos

2
e)+r

2
k

4
cos

2
e]l ~n n 1 ~ n n n n n J 

4 2 2 2 2 2 a :1 4a. 2 } 
fno =!2~ (kn +1) CX0 -D;kniCX0 ( l+cos 8 )+2 (kn+l) ~J0 S:ID8j+2~i~n8cc:s8 fh 

fnn=- f[~ (k;+l)-k;cos
2 eJ[.o! ( DCn ~nn +Bn ~nn).+k; (~n~nn+1n 1nJsine] 

and for n..'Il=l2, 13, 21, 23, Jl, 32: 

fnm =- ~ [.o; ( k;+l) -k; cos 2 e]jn~[ <Xm ( ~nn+0mn) +13m( Otnm+o;mn )] 

+k~j)m (~m +~mn)+jmXnmJsme}+ ~r~k; (CXmYnm+YmZnm) cos 6 

with 

x12 = 112+~'21 

xlJ = ~'13-r31 

Yl2 = 712-121 

ylJ = 1 13+ 131 

2 12 = -a 12+~1 
2 13 = - 0( 13+01'31 
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x21 = -)'21+112 , y21 = 121+ 112 , 2
21 = tX21-L)_2 

X2J = -12J+YJ2 , y2J = 123+132 , Z2J = ~23- 0132 

XJl = 'YJ1+Y13 YJl = -1 Jl+YlJ, ZJl = CXJl-OS_J 

XJ2 = Y32+T'2J YJ2 = iJ2-12J , ZJ2 = - ~2+023 , 

and 

- i[~o1+oz+o3 ) 2 (ki+l)-kicos 2 e] 

· [(-~ +D2+D3 )
2
('\ ~32+()(2 ~Jl +~(321 +~1 o;J2+(320\Jl + ~3~1) 

+ki ( ~1 ~32+ ~2 (331 + ~J ~21 + 11132+12 131- i3 i21) sine] 
1 J2 .-,/ -,; 

+ z-r<-.nl-1-02+~) Kl(Cj_ 132-cx21Jl+~ '21- 11 CJ2+ '2~1+13 ~1) cos e • 

1r 2 2 2 2 1 r
24

=- Z (2D1-n
3

) (k2+1)-k2cos e 

• [ ( 2.01- 03 ) 
2 

( o. J ~11 + 0). ~J 1 + ~ 0i11 + ~1 ~ 1 ) 

+ k~ ( ~J 1\1+ ~1 ~31+13 111-11 iJ1)sin e] 

1 J 2 . 
+ 2 r( 201-Q_J) k2 ( cx3 '111 + '\ 131- iJ~l + i'l CJl) cos e , 

1[ 2 2 2 2 
fJ4= - 2 (20l-f2) (kJ+l)-kJcos e] 

·[( 20l-n2 )
2
( <X21\1 +c<1 ~21 + ~2 ~1 + f.J. ~1) 

2 
+ kJ( ~2 ~11+~1 ~21+ 12 ')'11+ 11 i21)sin e] 

1 J 2 . 
+ zr( 201-.oz) kJ ( cx2 111- '\ 121- 12 '\1 + 11 ~1) cos 6 • 



-82-
To solve (21), we let 

i<f>n = ane , 

in which an and <Pn are real-valued functions of t. Upon 

separation of real parts and imag inary parts, (21) give 

fl~tal + a
2

f 14a 1a 2a 3 sin<f> + O(a
4

) = 0 

= 0 ' 

(22) 

from which we obtain 

d 1 fl 2 2 2 . ¢+ O(a4 ) dt( 2 y-- al) - - a a
1

a 2a
3
sln 

14 

d 1 f2 2 2 2 O(a4 ) dt(2 ~a2) = a a 1 a 2a 3sin <P + 
(23) 

24 

d (1 l 2 2 2 . 
O(a4 ) dt 2 f a3) = a a 1 a 2a

3
sin cp + 

34 

d 2 ) dt (a1a 2a 3cos <P = a 2faia2a
3
sin¢ + O(a

4
) ' 

where 

( 24) f 
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The first three equations of (2.3) can be combined to give 

d fl 2 1 f2 2 ll 2 O(a4 ) -(- al +- -- a2 + 2 f.34 a.3) = dt fl4 2 f24 

which may· be interpreted as expressing conservation of 

energy among the three components of waves. 

Firstly, we consider the case that the wave motion 

consists of only the main wave of wavenumber k 1 . \IIi th 

a 2=0 and a
3

=o, equations (22) reduce to 

d 4 
f1~a1 + O(a ) = 0, 

Hence a 1 is constant to third order in a. With the provi

sion of the factor B1 in the expression for B1 we may write 

a 1 = 1 + O(a4 ) . 

Accordingly, 

2 I 4 
~ 1 =a n1 t + O(a ) 

where 

n' flo+ f11 
1 = fl 

Therefore 

2 4 
cro = 1 + a ()(o + O(a ) • 

B = sine+ a 2 B
0 

+ O(a4) 
0 

iu.>t 
O(a.3) crl = -a~e + 

Bl = a~e iwt 
O(a.3) + 

(25) Hl ia11 e 
iWt 

+ O(a.3) = 
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2 fX_ i2 Wt· 0 (a 4) , 
~11 = -a "lle + 

Hll = ia2Yllei2Wt + O(a4) 

2 ' 4 w = .0 1 + a .01 + 0 (a ) . 

The two sequences of constants j ct
0

, ~1 • ~11 , .... } and 

1 ~ 0 , ~ 1 , ~ 11 , ···~ can be determined by two constants that 

characterize the wave motion, say 

Hence 

B I = sin e + a ' wt+kx=O 

o-. ~+kx=O 
2 . 

k = 1 -~ (a sin 6+ 

Bl = 1 • ~11 + ~0 = 0 

2 
1 k

2 k 
all C( 0( = -::-zsin e - = 2 

0
2 1 n 0 

. 

These together with the formulas which define 71. all' Bll' 

1
11 

determine that d 0 , a1 , ~11 • ~o' ~ 1 • B11 , 11 • 111 , are 

equal to -s 20 , s 11 , s 22 , b20 , b11 , b22 , h
11

, h 22 as listed 

at the end of Chapter J. 

Secondly, we consider the case that the wave motion. 

consists of the main wave of wavenumber k 1 and a pair of 

disturbance w·aves of wavenumbers k 2 and kJ. In the initial 

stage during which the amplitudes of the disturbances are 
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very sma,ll compared with that of the main v.rave, the main 

wave is almost unaffected and described by (25) but the 

disturbance waves change slowly. With a 2 and a
3 

neglected 

(24) become 

f 
2Dl-D2-D3 I Dl I 

= 2 + 2Dj_ - 2 D3 

where 

Dl = 
n 

a 

thus the last three equations of (23) can be integrated 

once to give, denoting the common value by~-

<Po 
2 2 

(26) 
a2a]cos ¢- e: 2 e: 1cos f2 a2 - e:2 

O(a4) 'Yl ·= f = 
£24 

2 + 
2 2 

~ a3 - €::2 
+ O(a

4
) = 

fJ'.l. 2 

in which e. 2 , e 3 and ~0 are the initial values of a
2

, a
3 

and 

¢. Substituting these into any of the last three equations 

of (23), we obtain 

d~ 2 4 2 2 . 2 6 
(dt) = a a 2a 3sln ~ + O(a ) 

4 2 2 2 2 2 6 = a (a2a 3 - a 2a 3cos ~) + O(a ) , 

hence 

(27) (d~ ) 2 = a 4
(Dl'\

2 
+ D 1 yt +D"-rt)+ O(a6 ) 

dt 
where 

D = 
f24f24 - f2 4 ~ f 

12 3 

Dl 2 
f34 2 

+ 2 
f24 2 

- 2:fe: 2 € 
3

cos ¢
0 

, = 
:f3 E2 12 €.3 
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D" 

We note that from the second and third equations of (23) 

d f2 2 
dt (-f a2 

24 

fJ 2 4 
-a3 ) + O(a ) = 0 
fJ4 

f2 2 
The constancy of ---a -

f24 2 
that the two components 

fJ 2 
---a 
fJ4 J 

in the 

to third order in a indicates 

disturbance will excite each 

other even if initially one of them is missing. 

Equation (27) determines the evolution of the dis-

turbance as time goes from its initial value. Initially ~ 

is zero, then it will grov.r unboundedly with a characteristic 

time of order 0(~) if o · is not negative, or it l'lill oscil
a 

late between the two zeros of the expression D~2+D 1 ~+D" ~ 

with a period of order 0(~) if D is negative. Therefore 
a 

the stability of the main wave is determined by the alge-

braic sign of D. In the case that D is negative, the main 

wave is stable, energy flows to and back bet~Areen the main 

wave and the disturbance waves, the amplitudes of the dis-

turbance waves oscillate around their initial values, this 

is seen from the fact that the two zeros of orr+D'"Y!+D"7 

have opposite signs when D is negative. Otherwise, the 

main wave is unstable; there is a continual flow of energy 

from the main wave into the disturbance waves; as the dis-

turbance waves grow, the main wave will disintegrate even-

tually. Of course after the disturbance becomes large, 
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equations (23) should be used to describe the interaction 

between the main wave and the dis~urbance. 

Finally we investigate the sign of the quantity D. 

It is clear that D is negative when the disturbance is in 

different mode from that of the main wave ·or when the fre-

quency of the disturbance wave is different largely from 

that of the main Nave so that f is of order 0(~) while f 2 , 
a 

f
3

, f
24 

and f
34 

are of order 0(1). In these cases, there is 

weak coupling between the main wave and the disturbance, 

hence the main wave is stable from the disturbance. However 

when the frequencies are sufficiently close to each other, 

say K=aSk in which 8=0(1), the coupling is strong. Then 

.\21 = {2 

1 f<2d
2
D 

J. 
02 = 0 +K~ + + 1 tf3d (2 + ouP) 

'Z dk2 b "dk3 

D - (1 df2 + 1 
2 J 

0 ( f{4) D = f{2d n _ 1 tf3d 0 + 
J dk 2 2 6 dk3 dk 

Without loss of generality, we may take ~ 2 • ~J=l, then 

a
2 

• a
3 

= ~ + o (f\) 



121' ~'31 = O(f\) . 
Accordingly 

f2, f = 3 
r

1 
+ O(f<) , 

f20' f30 = flO + O(K) 

f21' · f31 = fll + g + O{k) 

f24' f34 = g + O(fi) 
' 

where 

f 1 = -4r,?(k
2

+1)
2

+2D[k
2

(k
2
+l)(l+cos 2e)+ r 2k4cos 2 e] 

g = -ld ( k2
+1) -k

2 
cos

2
eJ[f{ ~1;%. +k2(13n+~2:tsme+ ~l71111sin e] 

-v . IX 
+ r 0 3k2 c d_ 111 _ 11 ~1- 21) cos e -]. 2 2 

Hence 
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Waves of transverse propagation 

Using the dispersion relation 

n2 (k2 + l) - k
2 = o 

and thereby 

dD_ n 
dk - ldl\:2+1) 

d2rt _ Jn 
dk2 - - (k2+1) 2 

we obtain 

fl = -2.0k
2

(k
2
+l) 

g 

hence 

2 6 4 2 
k (4k +llk +l5k +9) 

= - 4 2 
8(k +Jk +3) 

2 6 4 2 _ s2 Jk (4k +llk +lsk +9) 
D- - 4(k2+l)J(k4+Jk2+J) 

+ O(K) 

which is always negative for all values of k . Therefore 

waves propagating across a magnetic field are stable for 

all frequencies. 

vJaves of longitudinal propagation 

Using the dispersion relation 

[n2(k2+l) - k2]2-~n2k4 = o 

and thereby 

dO. - 2.o3 
dk - k[n2(k2+l)+k2] 

d
2
D = 205[4n

2
(k

2
+l)-J(r

2
+4)k

4
-4k

2J 
dk2 k 2[ff(k2+l)+k2 ]3 

we obtain 
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f 

1 
= -4QJ ( k 2 + l) 2 + 2 D [ 2k

2 
( k

2 
+ 1) + 1

2
k 

4 
] 

g = -

hence 

r.?[D
2 

(k
2 

+1) -k
2

] 

(dD) 2 
dk 

f 

Its algebraic sign is the same as that of 

2 2 2 4 2 -4n (k +l)+J(r +4)lc +Lrk as o- 0. 

For fast waves~ J 2 2 I 2 
n _ (I +4)k +4k +rk 

- 2 
F 2(k +1) 

which is positive if k 2 > k 2 and negative c 
~ 

if 

r 2 -l2+ .Jr4+4or2+144 2 - 1 64 + lvhere k = 6 (r +4) - "J- Jr4 c 

k2< k2 
c 

0 ( l ) rz; 

[ 2 4 ) 4 < 2 ) 212 4 r 2r,<r2+4 )k4+4 k2] because J(r + k + r +12 k - L can be 

factored to 9(~+4) 2k2 (k2+l)(k2 -k2 ) [k2+ l6r2 J 
c 9Cr2+4)2k2 

c 
dn 2 

From the positiveness of ~ , it is seen that higher wave -

numbers correspond to higher frequencies. The cutoff fre-

quency that corresponds to the cutoff wavenumber kc is 

r [ 1 + 1 .,. 16 + 0 < 1 ) ] . 
1} r.z rrr ro 

For slovi waves: 

j 2 2 2' 2 
( r +4 ) k +4 k - r k 

~ = --"---...;.___-,.,----
2(k +l) 
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2 2 2 4 2 
-4n (k +l)+J(r +4)k + 4k 

which is always positive for all values of k. Therefore 

slol'T mode waves are unstable to disturbances. 

Waves of oblique propagation 

The expression for D is an algebraic function of k, 

containing two parameters rand 8. The value of r2 is large, 

essentially equal to the ion-to-electron mass ratio for a 

hydrogen r;lasma. We shall con sider two cases: tan e is 

much less than or much greater than r . The second case 

covers a narrow range of the propagation angle including 

the transverse propagation. The first case covers most of 

the rest of the range of the propagation angle including 

the longitudinal propagation. 

For fast waves: as r - co , we have 
4 2 

r 2 k cos 2e + k (l+cos 2e) 
(k2+1) 2 k2+1 

+ 0(~) 

1 dQ 
D dk 

2 = 2 - ~ l l+cos e + 0(~) . , 
k(k2+1) r- kJ cos 2 G rT 

2 4 2 
f 1 = n [ -2 r k cos e + o ( 1)] , 

g = - ~~k6 (k2+l)cos 2 e + 0(1) 
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Hence D = &2[k2(3k2-l) + 0(~)] g4 4(d2n)2 
k 2 +1 rG - k dk2 

which is negative i:f k 2 < k~and positive i:f k2 >k~ as 8- 0. 

The cuto:f:f wavenumber 

corresponds to a cutoff frequency 

n = ;,. r cos e+ oc 1 ) . c ._.. r 

For slow waves: as r- co , we have 

k 2+1 

7 
2 

l+cose O(l) 
2 + ""'"b 

cos e r 
2 1 1 

0 =?- ~ 

1 dD. 1 1 
r2 kJ 

2 
l+cos e + 0( 1) = :0 dk 2 ?+ cos e 

f 1 = D [ 2 r2 
k 

4 
cos 

2 e + o ( 1) 1 , 

g 
1 4 8 4 2 = 4r k cos e + o ( r ) . 

Hence (\2 [ 3 2 ( 2 ) ( 1 ) J c-4k4 ( d 211 ) 2 D = o -
2

k l+cos G + 0 -- - o 
r2 dk2 

which is positive asS- 0. 

For fast waves : as e - ~ , the limiting fast wave is 

the transverse wave of plane polarization already discussed, 

being stable :for all frequencies. 

For slow v1aves: as e - z , we have 
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2 2 2 2 4 4 n = 2 k c 0 s e- r k c 0 s 6+ 

k +1 (k2+1) 2 

4 6 2 4 2 
r k - r k ( k + 1 ) 6 e+ 0 ( 8 9 ) 2 3 cos cos t 

(k +1) 

1 clO = 
:0. dk 

1 r-Zk 2 4 
--~~~cos 9 + O(cos 9) , 
(k2+1)2 

fl 
[ 2 2 = D 2k (k +1) + O(cos 2 e)] 

k 
4 ~ 2k 

4 
+6k

2 
+ 2} 1 + 0( 1 ) g = 

8~ cos 3e cos e 

Hence 

which is positive as S - 0. 

In mks units, the cutoff livavenumber is approximate

ly equal to -1-divided by the geometric mean of the 
13' 

electron's gyro-radius and the ion's gyro-radius, the cut-

off frequency is approximately equal to ~ times the elec

tron's gyro-frequency, because the normalization factor 

for wavenumber is the inverse of the geometric mean of the 

electron's gyro-radius and the ion's gyro-radius, the 

normalization factor for frequency is the geometric mean of 

the electron's gyrofrequency and the ion's gyrofrequency 

·while rZ is almost equal to the ratio of the electron 1 s 

gyrofrequency to the ion's gyrofrequency. 

We conclude that slow waves are always unstable to 

disturbances while low frequency fast ~Taves are stable but 
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high frequency fast waves are unstable. The cutoff fre

quency depends on the propagation angle. When the propa

gation angle is not very close to 90°, the cutoff frequency 

is about one-fourth of the electron's gyrofrequency in the 

magnetic field. When the propagation angle is very close 

to 90°, the cutoff frequency is so high that waves of all 

frequencies are stable. The transition angle is of the 

order of arctanr, which is 88.5° for a hydrogen plasma for 

which r2 = 1836. 
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